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Preface

Neutron scattering has grown from being a physics and chemistry centred technique
in which lattice dynamics and crystallography were the mainstays, to a more
interdisciplinary field which includes areas as diverse as engineering, archaeology,
food, plastics and all manner of nanostructured materials. The study of sustainable-
energy materials is highly cross-disciplinary in nature, with the diverse activities
frequently having some background in neutron-scattering techniques, which reflects
the innate applicability of neutron scattering in this area. It is not surprising to find
that many neutron-scattering centres are supporting an “energy project” of some
description that brings together the in-house and user activities. It is refreshing to
see scientists with widely-varying expertise making a joint approach to under-
standing and improving energy materials. Progress is made through a number of
avenues:

1. Increasing performance of neutron sources and their associated instrumentation.
2. Improvement of specialised instrumentation, sample environments, and ancillary

equipment (such as in situ cells), aided by collaboration, workshops, and
conferences.

3. Computational resources and algorithms adapted to modelling structure and
dynamics in increasingly complex materials are being both validated and used in
the study of sustainable energy with neutrons.

4. Studentships and fellowships in the field are increasing, bringing fresh ideas and
new approaches to the way neutron scattering is used and the data analysed.

5. Increasing awareness of the importance of sustainable energy in society, and the
role that neutron techniques of analysis plays, helping to increase the resources
that are allocated to this area.

This book brings together some of the core aspects of sustainable-energy
materials that can be studied with neutrons, but there are obviously many other
important neutron-based studies in the area that fall outside this core, for example in
the fields of wind, hydro, and biomass. Similarly, a large number of non-neutron
techniques are used to study the materials that we discuss in this book, and it is
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frequently the combination of information from a number of techniques that leads
to the final understanding.

Although the book does not contain dedicated theory or instrumental sections,
the volume is aimed at those who have little or no knowledge of neutron-based
techniques of analysis, and instead we refer to an earlier volume in this series in
which these topics are presented in detail. The contents of this book are aimed at
professionals at all levels in the field of sustainable energy, to show the types of
question that can be addressed using neutrons. Some chapters in the book take the
form of a review, whilst others use case studies to provide a more targeted
approach. The book is structured chronologically, beginning with energy genera-
tion, moving onto storage, and then to use, although each chapter can be read
independently of the others. The loose theme of application of sustainability-
materials in transport applications that runs through many of the chapters is rather
artificial, because each chapter has at least some bearing on stationary applications.

We are sincerely grateful to all the authors for their willingness to find the time
to provide their chapters. They are all active in research and can only make their
contribution to this book by taking time away from their research projects. We do
understand.

Lucas Heights, NSW, Australia, October 2014 Gordon J. Kearley
Vanessa K. Peterson
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Chapter 1
Neutron Applications in Materials
for Energy: An Overview

Vanessa K. Peterson and Gordon J. Kearley

Abstract Creating a global energy-system that is both environmentally and
economically sustainable is one of the largest challenges currently facing scientific
and engineering communities. Alternative energy-technologies and new materials
have risen as a result of the combined needs for energy and environmental
sustainability, with the focus moving increasingly away from fossil fuels. Neutron-
based techniques of analysis play a role in almost all aspects of sustainable-energy
materials research, and the chapters of this book will enlarge on these studies using
examples and case studies to illustrate research approaches, methods, and outcomes.

1.1 Introduction

Research on renewable materials of relevance for environmentally benign energy-
technologies is one of the most rapidly-growing research areas in materials science.
The primary challenge in this research is the development of materials for such
technologies that are viable in competition with existing energy-technologies,
responding to application requirements such as efficiency, durability, and cost.
Understanding the fundamental properties of materials and their functionality at the
atomic and molecular level is crucial in addressing the global challenge of cleaner
sources of renewable energy.

This book is divided into threemain parts:materials for energy production, storage,
and use. The central theme is identifyingwhere the energy carrier is in thematerial and
its interaction with its immediate environment so that these can be tailored to increase
the concentration and/or transport of the carrier, which may be electrons, ions, atoms,
or molecules. The theory of neutron scattering and analysis techniques, as well as the

V.K. Peterson (&) � G.J. Kearley
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associated instrumentation, are explained elsewhere in the “Neutron Scattering
Applications and Techniques” book series [1] and we particularly refer the reader to
Chaps. 2 and 3 , respectively, in the “Neutron Applications in Earth, Energy and
Environmental Sciences” edition of this series [2] which are available on-line [3].

1.1.1 The Need for Neutrons

Despite the superficial similarity of the application of neutrons with those of
photons, neutrons have some key differences to photons that enable neutron-based
techniques to play a particularly important role in the sustainable-energy area.
A full account of neutron theory and techniques is given elsewhere in this series [1]
with key methods prevalent in this book outlined here. For our purposes we can
regard all of the advantages and disadvantages of neutron scattering as having a
single origin: neutrons interact with, and are sometimes scattered by, atomic nuclei.
In all neutron-scattering methods this leads the following advantages:

i. The scattering characteristics of each type of isotopic nucleus are well known,
but vary almost randomly from one isotope type to another (scattering-lengths
are shown in Fig. 1.1). This provides considerable scope for measuring light
nuclei in the presence of very heavy nuclei, and also changing the scattering
length by using a different isotope of the same element. For materials such as
lithium-ion battery electrodes, where lithium must be probed in the presence of
transition metals (see Chap. 7), this is a considerable advantage over other
techniques where the scattering arises from electron density.

ii. Incoherence arises when scattering from the nuclei do not interfere construc-
tively. The random relation between the nuclear spins of hydrogen and
neighbouring atoms contributes to the extreme incoherent neutron-scattering
cross-section of the 1H nucleus, which can be turned off by simple deuteration.
Hydrogen is probably the most important element in sustainable energy-
materials and it is very convenient that neutron scattering provides this
selectable sensitivity for this element.

iii. Neutron-scattering cross sections are in general quite small, so neutrons are
relatively penetrating, where measurements (reflection is an exception) occur
for the bulk of the sample. This penetration alleviates the need for special
window materials in difficult sample environments and in situ studies. There are
good examples of this in Chap. 7 for lithium-ion batteries in which the com-
position of the electrodes can easily be measured in an operating battery.

iv. Neutron-absorption cross sections are also normally quite low, contributing to the
high penetration of neutrons, but some isotopes have very large absorption. Lithium
is perhaps the secondmost important element in sustainable-energymaterials, so it is
again convenient that 6Li has high absorption, whilst 7Li does not. Consequently,
either radiography (and other bulk techniques) or normal neutron-scattering
experiments can be made using the appropriate isotopic composition.
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The list above shows that neutron scattering is well suited to the study of
sustainable-energy materials, but there are other important considerations to be
made before undertaking a neutron experiment. Firstly, neutrons are difficult to
produce in high quantities with the correct energies for the studies in this book, and
consequently, virtually all experiments require a central facility and associated
logistics. Secondly, even at the most powerful sources the neutron beams are weak
when compared with photons or electrons, so the samples and the counting times
for neutrons are correspondingly greater. Consequently, neutron scattering is rarely
used when the desired information can be obtained by another means, and maxi-
mum use of complementary techniques (most frequently X-ray) and computer-
modelling methods is common.

1.2 Neutron-Based Analysis of Energy Materials

In the next sections we will outline the basics of the neutron techniques of analysis
that underpin the chapters that follow. Neutrons have the same principle attributes
as photons for the study of a wide range of materials. Neutrons can be diffracted
giving information about atomic position, scattered inelastically giving information
about atomic (or molecular) motion, and neutrons can be absorbed giving spatial
information concerning material composition through radiography and tomography.
The instrumentation for photons is well known, but for neutrons there is an almost
analogous group of techniques that together cover length scales from fractions of an

Fig. 1.1 Neutron-scattering lengths and X-ray scattering amplitudes for various isotopes
(neutrons based on naturally-abundant isotopes unless specifically identified) and elements (X-rays)
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Å to microns (and up to many centimetres for radiography) and timescales that
cover from femtoseconds to hundreds of nanoseconds. The generic properties of
neutrons lead to the recurrent use of particular neutron scattering and neutron-based
analysis throughout this book, and this section explains the rudiments of these.

1.2.1 Structure

Structure is determined using neutron diffraction (ND). The structure factor, S(Q),
describes scattered neutrons of the beam in terms of the wave-vector transfer, Q,
where Q = 4πsinθ/λ, and θ is the angle of the scattered neutrons with λ being the
incident-neutron wavelength. For a single crystal, the scattering will consist of
Bragg peaks. In an ideal powder sample, small crystallites are randomly oriented
and scattering from a particular set of lattice planes corresponds to the scattering
obtained by turning a single crystal. In powder samples, Debye-Scherrer cones are
obtained in place of Bragg peaks, where intensity from the cones can be determined
simultaneously using large-area detector arrays.

1.2.1.1 Neutron Powder Diffraction

The workhorse of ND is powder diffraction, which has been developed to the point
where complete structural information can be obtained from polycrystalline sam-
ples. Even modest dynamical information, such as diffusion pathways, can be
deduced from atomic displacement parameters. The technique relies on the well-
known coherent-interference pattern that is scattered from well-defined lattice
planes, which, due to rotational averaging in a powder, collapse to a simple one-
dimensional powder pattern. The level of detail that is available from this pattern is
largely dependent on the resolution and range of the diffractometer, plus the
availability of refinement algorithms, all of which continue to improve. The tech-
nique is not limited to a single compound, and measured diffraction patterns are
often used to establish the phase composition in complex materials, for example
where doping is used to modify electronic structure in solar-cell materials (such as
in Chaps. 5 and 6).

Although very detailed structural information can be obtained from powders, the
comparative simplicity of the technique also makes it the prime candidate for in situ
studies, which also profit from the penetration and isotope selectivity of neutron
scattering. In the context of this book, the technique is commonly used to follow the
evolution of structure with temperature, or composition, for example in charging
and discharging electrodes (such as in Chap. 7).

The main constraint on neutron powder diffraction (NPD) is the larger samples
required compared with X-rays, and the large incoherent neutron-scattering from
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the 1H nucleus that causes a high background. In general this background can be
eliminated by deuteration, with the added advantage that the crystallographic
positions of these atoms can then be more-easily established.

1.2.1.2 Pair-Distribution Function Analysis

Disorderedmaterials often provide mechanisms for improved diffusion and transport,
which is desirable for many sustainable-energy materials. Pair-distribution function
(PDF) analysis is becoming increasingly important in studying these materials at it
provides local structure, interatomic distances, bond-angles and coordination num-
bers in disordered materials such as glassy and amorphous materials. The essential
difference between conventional ND and PDF (linked to the neutron total-scattering
experiment) is that while in ND only the Bragg peaks are considered, neutron total-
scattering means that also the diffuse, weaker, scattering present between the Bragg
peaks is analysed, where deviations from the average can be measured. It is this
“extra” scattering that provides information about the structure on a local scale and is
therefore of high importance for structural studies when the material is not fully
periodic.

The PDF, or, G(r), is obtained from the structure factor, S(Q), via a Fourier
transformation,

G rð Þ ¼ 2
p

Z1

0

S Q� 1ð Þ Qrð ÞQdQ ð1:1Þ

It is the analysis of this quantity that gives information about the local structure
of the material. The Fourier transform requires data over a large Q range to avoid
truncation effects, so the technique typically uses rather short-wavelength neutrons,
either at the hot-end of reactor sources or at spallation sources.

1.2.1.3 Neutron Reflection

The structure and kinetics at, and close to, interfaces is of importance in many
sustainable-energy devices (e.g. electrolytes and electrodes, see Chap. 7), but these
properties are difficult to establish. Within certain constraints, the neutron reflection
(NR) experiment can establish the scattering characteristics beneath a surface by
measuring the reflected intensity as a function of angle. Above a critical angle
(representing Q), total reflection occurs, but below this each layer interface pro-
duces an oscillating reflected amplitude with period ΔQ = 2π/T, where T is the
thickness of the layer. However, the measured reflected intensity is the total from all
interfaces present, and because phase information is lost, the usual way forward is

1 Neutron Applications in Materials for Energy: An Overview 5
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to fit the measured signal with models. In practice it is the variation of sample
composition within the depth of the sample that is of interest, and this is charac-
terized as the scattering-length density (SLD) profile, which is the sum over the
number density of each isotope at a given depth, z, times its bound coherent
neutron-scattering length. The essential advantages of neutron measurement of
reflection is the variation of scattering length with isotopic nuclei, which allows
contrast variations, measurement of buried layers, and favours the light elements in
the presence of heavier ones found in energy materials.

The main constraints in NR are the comparatively large and atomically-flat
surface that is required, and establishing suitable models for analyzing the results.

1.2.1.4 Small-Angle Neutron Scattering

Small-angle neutron scattering (SANS) is a well-established characterization method
for microstructure investigations, spanning length scales from Å to micron sizes.
Within the SANS approximation, Q simplifies to Q = 2πθ/λ. The SANS Q range is
typically from 0.001 to 0.45 Å−1. For example, scattering from a simple spherical
system in a solvent yields a SANS coherent macroscopic neutron-scattering cross
section (scattering intensity in an absolute scale) of:

d
P

c Qð Þ
dX

¼ N
V
V2

PDq2P(QÞSIðQÞ ð1:2Þ

where (N/V) is the number density of particles, VP is the particle volume, Δρ2 the
contrast factor, P(Q) is the single particle form factor, and SI(Q) is the inter-particle
structure factor. SI(Q) has a peak corresponding to the average particle inter-
distance.

1.2.2 Dynamics

The dynamic structure-factor, S(Q, ω), describes scattered neutrons in terms of the
wave-vector transfer Q and the neutron energy-transfer ћω, where ћ = h/2π and h is
Planck’s constant. The timescales and corresponding energies of the processes that
are accessed by neutron scattering from energy materials are illustrated in Fig. 1.2.
A particular strength of neutron scattering is that the size and geometry of the
volume explored by the dynamic process is also available, and is shown on the
horizontal axis of Fig.1.2.

This is particularly useful when measuring local or long-range diffusive pro-
cesses, for example in fuel-cell electrolytes (see Chaps. 9 and 10).
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Inelastic peaks usually arise from a periodic motion, and the forces controlling
this motion are stronger than those that would define a more diffusive motion.
Correspondingly, inelastic peaks usually arise at higher energy than the quasielastic
broadening, as illustrated schematically in Fig. 1.3.

1.2.2.1 Inelastic Neutron-Scattering

Inelastic neutron scattering (INS) is crucial in the study of hydrogen storagewhere the
neutron can excite the quantummotion of the H2molecule, andmeasure the transition
energies directly (see Chap. 8). However, in the more general case INS amounts to
“vibrational spectroscopy with neutrons” and in the present book is used to study
local structure, vibrational dynamics, and the nature of hydrogen-bonding interac-
tions. The main strength of the technique arises from the large neutron-scattering
cross section of hydrogen, which causes vibrations involving hydrogen to dominate
the spectra. This domination, particularly when combined with selective deuteration,
is very powerful for providing assignment of the observed peaks to specific

Fig. 1.2 The frequency (E),
time (t), and space
(Q) domains in which the
dynamics of energy materials
are typically studied using
neutron scattering
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Fig. 1.3 Representative
inelastic and quasielastic
signals from some idealized
motions that give rise to them.
Reprinted from (H. Jobic and
D.N. Theodorou,
Microporous Mesoporous
Mater 102, 21 (2007)) [4]
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vibrational-modes. In addition, it is now straightforward to calculate the INS directly
from a molecular model which is not only an aid to assignment, but also a validation
procedure for the model. The technique is comparable to infra-red and Raman
spectroscopy, which have better resolution, but lack the hydrogen selectivity and
simplicity of assignment. Incoherent INS has no selection rules and even modes that
are silent in both infra-red (IR) and Raman can have significant INS intensity.

1.2.2.2 Quasielastic Neutron-Scattering

The term quasielastic neutron-scattering (QENS) can be used to describe any
broadening of the elastic peak regardless of its origin, but use of the term in this book is
always with reference to a stochastic or diffusive non-periodic motion. The technique
is important for energy materials because it provides the relevant time and length
scales on which the atomic-scale dynamics of protons and small molecules typically
occur, for example in proton-conducting perovskites (Chap. 9). Various molecular
processes can be distinguished from the data, which can be quite straightforward,
although in systems of any complexity it is now common to use molecular-dynamics
simulations from which it is now easy to produce a calculated QENS spectrum.

1.3 In Situ

Function is of great importance to the study of energy materials. At the heart of the
application of neutron-based techniques of analysis to the study of energy materials
is the understanding of structure- and dynamic-function relations. Comprehending
the working mechanism, at the atomic and molecular scale, is the key to progressing
alternative and sustainable-energy technologies, and fundamental to this is the study
of the materials during operation. As such, in situ and even operando studies are
commonplace and necessary in energy materials research. The in situ technique,
often applied to materials under equilibrium, has been extended in recent years to
operando studies, where the materials are studied under non-equilibrium conditions
whilst performing their function. The advent of new-generation reactor and spall-
ation neutron sources, as well as associated faster instrumentation, has greatly
assisted in facilitating such research.

1.4 Perspectives

Whilst the difficulties of realising sustainable energy are decreasing, the difficulties
of fossil-fuel based energy are increasing and the point will inevitably arrive when
sustainable energy is not only socially and environmentally more favourable, but
also makes economic sense in its own right. Sustainable-energy materials will
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http://dx.doi.org/10.1007/978-3-319-06656-1_9


develop over the long run, and the role of neutron-scattering techniques in the
understanding of these is almost certain to develop in parallel. Generic improve-
ment in neutron sources and instrumentation will enable smaller samples to be
measured in shorter times, and this is part of the wider scientific agenda. However,
there are also specific improvements that will benefit the study of energy materials.

In situ and operando experiments are crucial for “close to market” studies, and
whilst these are not simple with neutrons, they are generally more straightforward
than with other methods. Perhaps ironically, it is now possible to construct real
lithium batteries that are optimised for operando neutron-diffraction measurements,
where the optimisation may affect cost, but has little or no effect on the actual
operation. Often the modification for operando neutron scattering amounts to
deuteration of materials and neutron-scattering centres are increasingly housing
specialised deuteration facilities, capable of deuterating complex molecules.

The complex systems that characterise the development of energy materials give
complex neutron-scattering signals, from which it can be difficult to deconvolve
unambiguous information. However, the rapid increase in computer hardware and
software is enabling the experiment, data treatment, theory, and modelling to be
brought together to provide consistent interpretation of the neutron-scattering data.
Although at present this is the domain of specialists, considerable efforts are being
made throughout the neutron-scattering community to bring this type of approach
within the reach of non-specialist users. Although previously the multiprocessor
computer hardware required for this type of work was only available at central-
computing establishments, it is now becoming ubiquitous in universities and neutron-
scattering centres where there is generally good local support.

The experimental programme at neutron-scattering centres has to strike a balance
between scientific, societal, commercial, and national interests, the details of which
depend on the strategy and “terms of reference” of the centre. Sustainable-energy
materials are almost equally important in all aspects of this balance, which provides
a unique opportunity for communication and collaboration across these aspects and
between neutron-scattering centres. Although this type of initiative has yet to occur,
there have been a large number of conferences and workshops at the purely
scientific level that have been funded from a diverse range of sources. Larger
gatherings, specifically highlighting neutron scattering, would provide an over-
arching description of problems, bottle-necks, and resources, from industry, strat-
egists, and through to experimentalists.
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Part I
Energy Generation

Energy generation is not only important for meeting the requirements of consumers
and industry, but is crucial for national security and economic competitiveness.
Environmental sustainability is a global issue that needs to respond to existing
damage from direct emissions as well as unplanned future events such as spills and
leakages. Neutron techniques of analysis play some role in progressing all tech-
nologies for renewable-energy generation, although this may be limited to structural
materials for wind, marine and hydro energy generation, whilst neutron scattering
in earth sciences plays a significant role in geothermal energy. Chapters in Part 1
concentrate on those aspects of energy generation that are mainstream for neutron-
based methods, but are nevertheless relevant to the more general sustainable-energy
technologies in energy generation.

Catalysis (Chap. 2) not only plays a central role in sustainable-energy generation
where renewable feedstocks are used, but also plays a more general role in increasing
efficiency, reducing energy consumption, and producing cleaner targeted products
from fossil-based sources such as oil, natural gas, and coal. Active sites in catalysis
are often present in only trace quantities, and characterizing these with neutrons is
usually limited to model compounds. However, almost the whole range of neutron
techniques of analysis have been used to help in the design, characterisation and
optimisation of catalysts by measuring the structure of the catalysts themselves, and
following the dynamics of the reactants and products. The hydrogen economy
requires an efficient means of generating, storing, and using hydrogen, all of which
involve some catalysis. However, because the most important role of catalysis is in
energy generation, we gather all aspects of the topic in Chap. 2.

Although global CO2 emissions threaten today’s way of life, cost-effective
methods to separate, capture, store, or use CO2 from fossil fuels represent a major
challenge. As existing technologies use solvents that impose a heavy energy-pen-
alty (about 30 % of the energy generated by the plant), a key scientific challenge is
the development of materials that can interact with flue-gas streams to capture and
concentrate CO2 with lower energy requirements. Porous materials such as
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coordination polymers offer a new way to address this in that they not only possess
the highest surface area of any known materials, but they can be engineered to be
selective for CO2. Therefore, solid porous hosts represent one of the most prom-
ising technologies for separating and storing gases of importance in the generation
and use of energy. Studying the uptake of CO2 in such materials at the fundamental
level is required to progress these towards commercialisation, with such studies
allowing direct feedback into the synthesis of materials with enhanced CO2 uptake,
selectivity, and chemical stability. Neutron scattering is essential in this research
with in situ studies involving pressure and/or temperature being of particular
importance. Both structural and dynamical information is important in this area in
order to establish the gas–host interaction, and forms the basis of Chap. 3.

Structural materials are important to all forms of sustainable-energy production
and neutron scattering is increasingly being used to characterize and understand
fatigue and failure, and in this context we concentrate on materials for nuclear-
energy applications in Chap. 4. Nuclear materials are particularly demanding
because they must meet the mechanical demands not only under pressure, tem-
perature, and chemical environment, but also under the effects of irradiation.
Neutron-based characterisation of such materials mainly takes the form of neutron
diffraction to understand how the microstructure and crystal structure characterize
bulk material-properties. Superficially, this is a straightforward measurement, but in
practice we need to understand how crystal structure, microstructure, chemical
composition, and orientation are all coupled, and how these can be controlled to
obtain (or avoid) particular properties. Major neutron-scattering centres now have at
least one instrument that is conceived specially to do these types of experiment.

One of the greatest contributions neutron scattering has made in the study of
sustainable energy-materials is in solar cells, which are divided into inorganic and
organic in Chaps. 5 and 6, respectively. Photovoltaics (PV) is required for each of
them, and is the direct conversion of light into electrical energy, the first PV device
having been built by EdmondBecquerel who discovered [R.Williams, J. Chem. Phys.
32, 1505 (1960)] the PV effect in 1839. The operating principles of this effect are based
on a sequence of light–matter interactions that can be summarized as follows:

(i) Absorption of photons with a given energy matching the semiconducting
properties of the device (band gap and intrinsic coefficients);

(ii) Free charge-carrier generation in inorganic semiconductors and bound
exciton (pair of electron-hole) creation in the case of the organic analogous
and exciton [E.A. Silinsh, V. Capek Organic Molecular Crystals -Interac-
tion, Localization and Transport Phenomena (American Institute of Physics,
New York, 1994)] dissociation;

(iii) Charge transport via relevant pathways;
(iv) Charge collection at dedicated electrodes and photocurrent generation.

PV solar cells convert solar energy into electricity via the PV effect in a variety
of strategies that can be classified as (Fig. 1): Multijunction, single-junction GaAs,
crystalline Si, thin-film, as well as organic and emerging (including hybrids).
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Sustained development has been achieved for each of the PV strategies over the
past decades (Fig. 1). It is important to notice that step changes in efficiency mainly
arise with the discovery of a new strategy, but that this is not always upwards. This
is because many factors contribute to the cost per Watt, and low efficiency may be
counterbalanced by overall cost, which is composed of:

(i) Energy pay-back time;
(ii) Stability and lifetime;
(iii) Environmentally friendly materials and production;
(iv) Cost and supply of materials;
(v) Adaptability of shape/form;
(vi) Size/weight.

For PV materials there is a convenient separation of the materials in the broader
classification of inorganic and organic. More attention has been devoted to inor-
ganics, which have been known for well over a century and promise very high
efficiency. In contrast, the first organic PV (OPV) was crystalline anthracene
[H. Kallmann, M. Pope, J. Chem. Phys. 30, 585 (1959)], this having been first
observed in 1959. OPVs have only been only attracting significant attention in the
past decade (Fig. 2), at least in part as a result of robust concepts and principles for
organic semiconductors set up around 1970 by Alan J. Heeger, Alan G.
MacDiarmid, and Hideki Shirakawa, who were awarded the Nobel Prize in 2000 for
this contribution. This paved the way for the use of organic materials as PV devices,
inducing and stimulating a tremendous interest in research on OPVs for both
fundamental and technical purposes.

Fig. 1 Power conversion efficiency (PCE) of various solar cells showing their recent performance.
Source: National Renewable Energy Laboratory
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In inorganic (thin film, Chap. 5) and organic (Chap. 6) solar cells we focus our
attention on case studies of model systems with the aim of showing how neutron
techniques of analysis in combination with other techniques contribute to our
understanding and resolution of specific challenges in PV materials. The failure of
one of the earliest cells, Cu2S-CdS, due to Cu+ to Cu2+ conversion, illustrates the
importance of understanding functional properties of PV materials at a number of
levels. PV materials cover a vast range, from soft, almost liquid materials through to
hard crystalline materials, with local and large-scale structure, interfaces, and
dynamics over a wide range of timescales also being important. The challenge for
diffraction is that the required semi-conductors are usually not only non-stoichi-
ometric (due to doping), but also composed of elements with similar atomic
numbers. The non-stoichiometry can lead to structural defects that affect the
material and electronic properties so it is essential to have a method for identifying
and characterising these differences. Chapter 5 shows how the neutron scattering
cross-sections enable not only neighbouring elements to be distinguished, but also
the study of defect non-stoichiometric structures. Chapter 6 concerns investigating
the comparatively weak forces holding the organic and polymeric molecules
together, these being both advantageous and disadvantageous for PV applications.
Hence, whilst for inorganic PV materials the atoms can be regarded as localized, for
organic PV materials molecular dynamics plays at least an equally important role as
time-average atomic position. Dynamics on different timescales is responsible for

Fig. 2 Approximate number of publications per year for the last 10 years with the topic organic
solar cells
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recombination, charge-transfer, processing, and ultimately ageing, all of which are
important to the PV’s function.

Chapter 6 shows not only the use of neutron diffraction, but also how different
neutron spectroscopies can be used to unravel the dynamics that helps or hinders
different aspects of the PV process.
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Chapter 2
Catalysis

Hervé Jobic

Abstract Catalysis helps to save energy and to produce less waste. Hydrogen will
possibly be the energy carrier for the future, but it will not replace oil before several
decades so the efficiency of the catalytic processes in petroleum refinery and
petrochemistry still has to be improved. Numerous physical techniques are being
used to follow catalytic processes. The samples can be subjected to several probes:
electrons, photons, ions, neutrons; and various fields can be applied: magnetic,
electric, acoustic, etc. Apart from the basic catalyst characterization, the various
methods aim to observe surface species (intermediate species are much more tricky),
the reaction products, and the influence of diffusion. Coupling of two, three, or more
techniques is now common and very powerful. The biggest challenge has always
been to perform measurements during the reaction, the term in situ being sometimes
replaced by the more recent one operando, when the catalyst is under working
conditions of pressure, temperature, flow, and avoiding diffusion limitations.

2.1 Catalysis and Neutron Scattering

The main classes of heterogeneous catalysts are: (i) metals and alloys (supported
or not), (ii) metallic oxides (including mixed oxides, heteropolyacids, superacids),
(iii) zeolites and molecular sieves in general, and (iv) sulfides. It will take some
more years before deciding if metal-organic frameworks (MOFs) become a new
member of the catalysts family.

Several neutron techniques are used to study catalytic systems: neutron dif-
fraction (ND), small-angle neutron scattering (SANS), inelastic neutron scattering
(INS), and quasi-elastic neutron scattering (QENS). We will limit ourselves here to
INS and QENS of hydrogen species and dihydrogen molecules adsorbed on the
surface of catalyst particles or inside porous materials.
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Hydrogen has recently been associated with the words fuel cells and energy
storage, but it is also an essential component in catalytic reactions and the hydrogen
produced is mainly used in petroleum refining and ammonia production for fer-
tilizer. Nowadays, about 90 % of the H2 production comes from catalytic steam
reforming of natural gas at high temperatures (subsequent reactions of water–gas
shift and preferential oxidation are required to decrease the CO level of the gas
mixture to a few ppm before it can be used in a fuel cell). At the time being, one is
facing a huge increase of H2 needs (with related CO2 emissions), so that until Jules
Verne’s predictions are realized (water: the coal of the future), we may reach an H2

deficit, as predicted by some experts.
The applications of INS to catalysis have been mainly focused to systems which

are either difficult or impossible to study by other spectroscopies such as trans-
mission or reflection–absorption infrared, and Raman. The kind of catalyst which is
studied in INS has generally an inhomogeneous surface, e.g. oxides, sulfides, and
metals, although zeolites, which are well-crystallized materials, are well suited.
These substrates can be almost transparent to neutrons if they contain a small
quantity of hydrogen, in which case the neutron spectrum will be fairly flat and it
will be possible to observe all the vibrational modes of the adsorbate.

QENS has been mainly used to measure the diffusion of H or hydrogenated
molecules, although the transport of deuterated molecules and of molecules which
do not contain hydrogen atoms can now be followed. The dimensionality of dif-
fusion has been studied, even if the samples are in powder form. On zeolites [1],
MOFs [2], or clays [3], anisotropic diffusion (one or two dimensional) has been
evidenced. The technique allows us to probe diffusion over length scales ranging
from an Å to hundreds of Å. The mechanism of diffusion can thus be followed from
the elementary jumps between adsorption sites to Fickian diffusion.

2.2 Neutron Spectroscopy of Hydrogen-Containing
Materials

There are very few works on atomic-hydrogen diffusion on catalysts by QENS, the H
species resulting from H2 dissociation have been predominantly studied by INS.
When hydrogen is bonded to metal atoms, the heavy atoms can be considered as
fixed during the local modes of hydrogen. A consequence is that the mean-square
amplitudes for the hydrogen atoms will be generally small so that the sample tem-
perature will be of small influence on the INS intensities. Another consequence is
that the nondegenerate modes of hydrogen will have nearly the same intensity and an
E mode will be twice as intense as an A mode. The INS spectra can thus be fitted and
the relative intensities of the bands yield the populations of the various sites.

INS studies of the adsorption of H2 on various materials, to observe rotational
transitions, and of various hydrogen species present on metal and sulfide catalysts
were previously reviewed [4, 5]. Only recent work will be considered here.
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2.2.1 Sorption of H2 During the Reduction of Copper
Chromite

The activation of a copper–chromium system in H2 is accompanied by an accumu-
lation of H2, which can become active for hydrogenation reactions, in the absence of
H2 in the gas phase. This sorption of H2 is due to a specific mechanism of Cu2+

reduction from the CuCr2O4 structure, a reaction which does not release water. The
reduction leads to the formation of metallic copper and to protons substituting for
copper cations in the vicinity of O2− anions. INS spectra of copper chromite as
prepared and reduced at various temperatures are shown in Fig. 2.1. The initial catalyst
shows bands at low frequencies, due to the mass of the atoms, these bands having a
low intensity because no proton motion is involved. Upon reduction, a large intensity

Fig. 2.1 INS spectra of as prepared and reduced samples of copper chromite. 1 Initial spectrum, 2
reduced with hydrogen at 250 °C, 3 at 290 °C, 4 at 320 °C, 5 at 450 °C. The data were obtained on
the instrument IN1BeF at the Institut Laue–Langevin (ILL). Adapted with permission from (A.A.
Khassin, G.N. Kustova, H. Jobic, T.M. Yurieva, Y.A. Chesalov, G.A. Filonenko, L.M. Plyasova,
V.N. Parmon, Phys. Chem. Chem. Phys. 11, 6090 (2009)) [6]
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increase can be measured and OH-groups bending modes are observed in the energy
range displayed in Fig. 2.1. Increasing the reduction temperature yields a shift of these
bending modes to higher frequencies (from 700–800 to 1,220 cm−1), while the
stretching modes shift to lower energy. This indicates that hydrogen bonding strength
with neighbouring anions increases with the rise in temperature. The band around
400 cm−1 was assigned to librations of two geminal protons (i.e. HOH-groups) [6].

2.2.2 Dissociation of H2 on Ceria-Supported Gold
Nanoparticles

Catalysis by Au nanoparticles has attracted considerable attention since it was
discovered that Au particles, with a size less than a few nm, are active. Au nano-
particles deposited on oxides can dissociate H2 heterolytically on sites involving
one Au atom and a nearby surface oxygen atom. This is in contrast with other
metals such as M = Ni, Pd, Pt, etc., where H2 is dissociated homolytically (in a
symmetric fashion). The relatively poor activity of Au for hydrogenation reactions
was attributed partly to the inability of Au to break the H–H bond and to the
instability of Au hydrides (Au–H species), while various M–H species have been
clearly evidenced by INS.

The INS spectra obtained after chemisorption of H2 on 3–4 nm Au particles
supported on nanoparticulate ceria (5 nm) show a peak at 400–600 cm−1 accompanied
by a broad band from 750 to 1,200 cm−1. The first peak was assigned to bridging
hydroxyl groups, and the second band to librational modes of water present on the
catalyst surface and resulting from the reaction of hydrogen with oxygens of ceria [7].
The lack of observation of Au–H species by INS can be explained by the low per-
centage of Au on the sample (Au loading: 0.48wt%). On the other hand, the formation
of Au–H could be observed by Fourier-transform infrared (FT-IR) spectroscopy,
which seems to indicate a greater sensitivity of IR spectroscopy for this sample.

2.2.3 Hydride Species in Cerium Nickel Mixed Oxides

Bio-ethanol obtained from biomass has been suggested as a promising renewable
source of H2. It is a challenge to find low-cost catalysts (without noble metals) able to
break theC–Cbond of ethanol at low temperature. ACeNiHZOY catalyst was recently
found to convert ethanol at 60 °C only, by steam reforming coupled with partial
oxidation [8]. The distribution of products is similar to what is obtained by steam
reforming at high temperatures: H2 (about 45 %) and mainly CO2 and CO. The
reaction is initiated at 230 °C, but the temperature increases after a short induction
period so that a temperature of 60 °C is sufficient to maintain the reaction. This is
explained by the occurrence of two exothermic reactions: (i) between hydride species
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of the catalyst and O2, and (ii) between ethanol and O2 (partial oxidation). The
reaction is sustainable because hydride species are replaced and provided by ethanol.

A pre-treatment at 250 °C under H2 is necessary to obtain the active catalyst,
which is an oxyhydride. As in the case of copper chromite, large quantities of
hydrogen can be stored in CeNiXOY mixed oxides. H2 is heterolytically dissociated
at an anionic vacancy and an O2− species of the catalyst. The insertion of hydride
species in the solid was evidenced by INS. The spectra of CeNi1OY and CeNi0.5OY

are shown in Fig. 2.2. The INS spectrum of the solid treated in vacuum at 200 °C,
which contains OH groups, has been subtracted. The peak at about 460 cm−1 was
assigned to hydrides and the band around 870 cm−1 to H adsorbed on metallic Ni
particles, because the band intensity decreases when the Ni loading is decreased.
While the assignment of the first peak appears to be reliable (after re-oxidation, this
peak disappears whereas a band corresponding to OH groups emerges around
630 cm−1), the assignment of the higher frequency band to µ3-H species on Ni0

particles is less certain, and the contribution from OH groups cannot be excluded.

2.3 Dihydrogen

In the long term, H2 is envisaged as a potential energy carrier. However, one of the
issues for portable applications of this energy vector relies on its economic and safe
pressure storage under the conditions of transport. Although the targets set for 2015 by
the U.S. department of energy (DOE) are difficult to reach, several options are
extensively investigated. Compressed or liquefied H2 is not suitable for mobile
applications, because of low volumetric energy density and safety problems.
A promising way for mobile applications is solid state storage. One can differentiate
physisorption in porous materials, including zeolites, MOFs and different types of
carbons, and chemisorption resulting in the formation of hydrides. INS has been used
to characterize various hydrides, starting from transition-metal hydrides, up to com-
plex hydrides composed with light elements (lithium, boron, sodium or aluminium),

Fig. 2.2 INS spectra of
CeNi1OY (black) and
CeNi0.5OY (red/grey) after a
treatment at 250 °C under H2

(the INS spectrum of the solid
treated in vacuum at 200 °C
was subtracted). The data
were obtained on the
instrument IN1BeF at the ILL
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which provide high gravimetric H2 density. Catalysts play a role in some cases: for
alanates, doping with a titanium catalyst increases the rates of adsorption and
desorption ofH2 [9], for borohydrides, hydrogen release through a hydrolysis reaction
can be controlled catalytically [10].

Since transport can be a limiting step, the use of nanoparticles is an option to
improve the kinetics. Raman scattering and INS techniques have been used to find
out if the infiltration process of a carbon matrix with NaAlH4 creates new chemical
species (e.g., Na3AlH6) and if the nanoparticles of NaAlH4 have a physical state
different from the bulk or not [11]. The influence of hydrogen desorption–
absorption cycling was also tested. The INS spectra of the melt-infiltrated com-
posite of NaAlH4 and active carbon fibers (ACF-25) are compared to the corre-
sponding spectroscopic data taken from bulk NaAlH4 in Fig. 2.3.

The comparison between spectra (a) and (b) in Fig. 2.3 indicates that INS is not
sensitive to the desorption–absorption cycle. On the other hand, the comparison
with bulk NaAlH4 shows a broadening of the peaks with some energy shifts, typical
of crystal-size effects. The extra intensity observed between 130 and 200 meV was
attributed to the presence of a small amount of Na3AlH6, also observed in the
Raman spectrum [11].

2.3.1 Hydrogen Diffusion in Nanoporous Materials

Atomic hydrogen diffusion in metal lattices has been studied for a long time by
QENS, e.g. [12]. The diffusion of atomic hydrogen on the surface of catalysts has

Fig. 2.3 INS spectra from NaAlH4/ACF-25: A as prepared, B after hydrogen desorption–
absorption cycling (full lines); the dashed line corresponds to bulk NaAlH4. The data were
recorded on the instrument TOSCA, at the pulsed neutron and muon source at the Rutherford
Appleton Laboratory (ISIS). Reprinted with permission from (D. Colognesi, A. Giannasi, L. Ulivi,
M. Zoppi, A.J. Ramirez-Cuesta, A. Roth, M. Fichtner, J. Phys. Chem. A 115, 7503 (2011)) [11]
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been studied scarcely [13, 14], this could be revisited since the neutron flux and the
instrumentation has been tremendously improved since. Dihydrogen diffusion in
porous media is a more recent topic. H2 diffusion is of interest for a number of
industrial processes, including membranes for fuel cells or reactions with membrane
reactors, where the zeolite acts as a porous membrane. Over the last years, a large
number of studies have been conducted on MOFs, to explore the performance of
these solids as energy carrier for H2. In general, for applications involving gas
separation, a fast diffusion rate of the gas molecules into the porous system is as
important as the adsorption uptake, the selectivity, or the regenerability.

There are few measurements on the diffusion of H2 in zeolites and MOFs, this is
due to the difficulty in measuring fast sorption rates by macroscopic methods. There
are also few theoretical studies, a classical approach being not sufficient at low
temperatures since the de Broglie thermal wavelength is comparable to the diameter
of the confining pores, requiring in this case a quantum mechanical treatment.

The self-diffusivity, Ds, of H2 in several zeolites was studied by pulsed-field
gradient nuclear magnetic resonance (PFG-NMR) and QENS [15]. The self-diffu-
sion coefficients were found to decrease with decreasing pore sizes of the zeolite
structures, with one notable exception in silicalite. In this case, the diffusivities were
found to be exceptionally small, the explanation being that H2 molecules are
trapped within the pentasil chains forming the structure.

While the self-diffusivity can be determined from incoherent neutron-scattering,
the transport diffusivity, Dt, can be derived from coherent neutron-scattering [16].
Normally, Dt is measured under the influence of concentration gradients, i.e. under
non-equilibrium conditions. It may seem strange to derive a non-equilibrium
quantity from experiments performed at equilibrium. This is because the scattering
function corresponding to coherent scattering is related to the full correlation
function, G(r, t), which is itself connected with the evolution of the particle density
around equilibrium. This approach was already formulated by Onsager [17] in his
regression hypothesis. It was later proven that the response of a system to an
external perturbation can be evaluated from correlation functions of the sample at
equilibrium.

For a comparison of the different results, the transport diffusivity is often rep-
resented in terms of the so-called corrected diffusivity, D0, which is defined by the
relation

DtðcÞ ¼ D0ðcÞ d ln p
d ln c

� �
ð2:1Þ

where c denotes the adsorbate concentration in equilibrium with the pressure p. The
term d lnp=dlnc is the thermodynamic factor. When the adsorption isotherms can be
fitted with the Langmuir model, the thermodynamic factor is equal to or larger than
1 [18].
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2.3.1.1 Simultaneous Measurement of Self- and Transport Diffusivities

Deuterium is a special case for neutrons since it has comparable coherent and
incoherent cross-sections. With D2 molecules, it is then possible to measure
simultaneously Ds and Dt. Such an experiment was performed for different con-
centrations of D2 adsorbed at 100 K in the NaX zeolite [19]. The self-diffusivities
were checked from the broadenings measured at the same loadings for H2, after
correcting from the mass difference between the two isotopes.

The values of Ds are plotted in Fig. 2.4. The slight increase of the self-diffusivity
which is observed when the concentration increases was initially attributed to an
interaction with the sodium cations [19]. This was later confirmed by atomistic
computer simulations on the basis of the loading dependence of the partial molar
configurational internal energy of the sorbate molecules, which indicated the
existence of low-energy sites which are preferentially filled at low occupancy [20].
Molecules residing in these sites tend to exhibit lower translational mobility than
molecules sorbed elsewhere in the intracrystalline space at higher occupancy.

The values of Dt, obtained at the same loadings, are also reported in Fig. 2.4. The
width of the coherent scattering was found to show a minimum corresponding to
the maximum of the structure factor. This line narrowing is characteristic of quasi-
elastic coherent scattering and was first predicted by de Gennes [21].

It appears that at low D2 concentration, the self- and transport diffusivities are
similar, but for higher loadings the transport diffusivity increases rapidly and
exceeds the self-diffusivity, as expected from the contribution of the thermody-
namic factor, Eq. (2.1). This means that the lattice gas model, which predicts that
the transport diffusivity does not depend on the concentration, does not apply for
this system. Only close to the saturation of the zeolite does the transport diffusivity
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start to decrease, indicating that collective motions become affected by the packing
density. The corrected diffusivity, D0, was obtained from Dt and from the ther-
modynamic factor calculated by fitting a Langmuir isotherm to the adsorbed
quantities. It is clear from Fig. 2.4 that for D2 in NaX the corrected diffusivity is not
constant, this assumption being often made in the interpretation of macroscopic
measurements.

2.3.1.2 Diffusion of Hydrogen in One-Dimensional Metal-Organic
Frameworks

MIL-53(Cr), and its isostructural form MIL-47(V), are built up from infinite chains
of corner-sharing Cr3+O4(OH)2 or V4+O6 octahedra interconnected by 1,4-ben-
zenedicarboxylate groups (Fig. 2.5). These three dimensional MOFs contain
one-dimensional diamond-shaped channels with pores of nm dimensions. One may
note that MIL-53(Cr) exhibits hydroxyl groups located at the metal–oxygen–metal
links (µ2-OH groups) which open up the possibility of additional preferential
adsorption sites and thus different adsorption or diffusion mechanisms to that of
MIL-47(V) where these specific groups are absent.

Fig. 2.5 View of the MIL-47(V) and MIL-53(Cr) structures. Top view along the chain axis,
highlighting the one-dimensional pores system; bottom chain of corner sharing Cr3+O4(OH)2 or
V4+O6 octahedra
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The self-diffusion of H2 in these two structures was studied by QENS combined
with molecular dynamics (MD) simulations [2, 22]. For the QENS measurements,
the frameworks and the µ2-OH groups in MIL-53(Cr) were deuterated to reduce the
signal from the MOF. To illustrate the possibility to obtain information on diffusion
anisotropy, one and three dimensional diffusion models are compared with exper-
imental spectra in Figs. 2.6 and 2.7. When the diffusion is isotropic (three-
dimensional), the theoretical dynamic structure-factor, S(Q, ω), corresponding to a
translational motion has a Lorentzian profile in energy, but the line shape is more
elongated in the case of diffusion in one-dimensional channels, because a powder
average has to be made [22].

In MIL-53(Cr), profiles corresponding to three-dimensional diffusion and con-
voluted with the instrumental resolution do not fit perfectly through the experi-
mental points (Fig. 2.6a and Ref. [22] for spectra obtained at other Q values).
A normal one-dimensional diffusion model, with a more waisted shape, fits better
the experimental data (Fig. 2.6b and Ref. [22]). This is due to the interaction
between H2 and the µ2-OD groups, leading to a one-dimensional diffusion along the
tunnels via a jump sequence involving these hydroxyl groups. Normal one-
dimensional diffusion means that the molecules can cross each other in the tunnels
of MIL-53. When the molecules cannot pass each other, the diffusion is called
single file [23].
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Fig. 2.6 Comparison between experimental (crosses) and fitted QENS spectra obtained for H2 in
MIL-53(Cr) at 77 K; the solid lines are computed for a three-dimensional diffusion, and b one-
dimensional diffusion (Q = 0.27 Å−1, 3.5 molecules per unit cell on average). The spectra were
measured on the IN6 instrument at the ILL. Adapted with permission from (F. Salles, D.I.
Kolokolov, H. Jobic, G. Maurin, P.L. Llewellyn, T. Devic, C. Serre, G. Férey, J. Phys. Chem. C
113, 7802 (2009)) [22]
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In MIL-47(V), the reverse is found: The three-dimensional diffusion model
reproduces better the QENS spectra than one-dimensional diffusion (Fig. 2.7 and
Ref. [22]). The motions of H2 in this MOF are random because there are no specific
adsorption sites for hydrogen.

The Ds values of H2 in both solids are reported in Fig. 2.8 as a function of
loading. Contrary to the concentration dependence obtained in NaX (Fig. 2.4), Ds

decreases in both MILs when the H2 loading increases, this is due to steric reasons
in these one-dimensional systems, and to the absence of strong adsorption sites.
Experiment and simulation find higher diffusivities in MIL-47(V) than in MIL-53
(Cr), whatever the loading. This can be explained by the presence of the µ2-OD
groups in MIL-53(Cr) which act as attractive sites and steric barriers for H2, leading
thus to a slower diffusion process. Further, a high H2 mobility is observed in both
MILs, at low loading, the Ds values are about two orders of magnitude higher than
in zeolites (Fig. 2.4 and Ref. [15]). Extrapolating Ds to zero loading in Fig. 2.8 leads
to a value of the order of 10−6 m2s−1 in MIL-47(V). This is comparable to the
supermobility predicted in single-walled carbon nanotubes [24].
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Fig. 2.7 Comparison between experimental (crosses) and fitted QENS spectra obtained for H2 in
MIL-47(V) at 77 K. Solid lines are computed for a three-dimensional diffusion and b one-
dimensional diffusion (Q = 0.27 Å−1, 3.4 molecules per unit cell on average). The spectra were
measured on the IN6 instrument at the ILL. Adapted with permission from (F. Salles, D.I.
Kolokolov, H. Jobic, G. Maurin, P.L. Llewellyn, T. Devic, C. Serre, G. Férey, J. Phys. Chem. C
113, 7802 (2009)) [22]
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2.3.1.3 Diffusion of Hydrogen in ZIFs

Zeolitic imidazolate frameworks (ZIFs) constitute a sub-family of MOFs. They
somewhat bridge the gap between zeolites and MOFs. The structural topologies of
ZIFs are similar to zeolite or zeolite-like topologies [25]. ZIFs have tetrahedral
frameworks where transition metals (Zn, Co, etc.) are linked by imidazolate ligands,
the angle formed by imidazolates when bridging transition metals being close to the
Si–O–Si bond angle in zeolites (≈145°). These new materials exhibit exceptional
chemical and thermal stability.

Although ZIFs can have large cavities, the windows apertures whereby mass-
transport proceeds have rather small diameters. In ZIF-8, the linker between Zn
atoms is 2-methylimidazolate, and the diameter of the window is approximately
3.4 Å [25]. The diffusivities computed from MD, even for H2, have been found to
be quite sensitive to the mobility of the linker [26]. This is illustrated in Fig. 2.9,
where a comparison between experimental and calculated self-diffusivities shows
that an agreement is only reached for a flexible framework. As detailed in
Sect. 2.3.2, quantum corrections were included via the Feynman–Hibbs approach
[26]. The influence of flexibility on computed diffusivities in ZIF-3, which has a
larger window diameter (4.6 Å), was found to be less pronounced, the agreement
with QENS values being not as good as in ZIF-8 [26].

2.3.2 Quantum Effects on the Diffusion of Hydrogen Isotopes

Conventional methods for H2 isotope separation, such as cryogenic distillation or
thermal diffusion, are complex and energy intensive. From a classical viewpoint,
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H2 and D2 are similar in terms of size and shape as well as energetic considerations.
However, H2 and its isotopes can no longer be treated as classical molecules at low
temperatures, as quantum effects become important due to their low mass. Quantum
separation should be facilitated by the larger de Broglie wavelength of the lighter
isotope. Kinetic molecular sieving, based on differences in diffusivity of the two
isotopes, is attractive for porous materials with pore sizes comparable to the de
Broglie wavelength.

MD simulations, with quantum corrections incorporated via the Feynman–Hibbs
approach, showed that D2 should diffuse faster than H2 below 150 K [27], in a
hypothetical zeolite rho having a window diameter of 5.43 Å (this corresponding to
the distance between the O centres, upon subtraction of the O diameter a free
diameter of 2.73 Å is obtained). QENS experiments were performed to test this
prediction. However the zeolite rho used for the measurements had a different
chemical composition, so that the free diameter of the windows was approximately
3.26 Å [28]. A new set of potential parameters was defined for the MD simulations,
which yielded excellent agreement with the QENS diffusion coefficients of H2 and
D2, but no quantum effect was observed. This was attributed to the larger pore size
in the rho sample used experimentally.

Another series of QENS experiments performed with a carbon molecular sieve
(CMS) confirmed the predictions made by the simulations [29]. A CMS can be
obtained with different pore sizes, and the Takeda 3 Å CMS has pores below 3 Å.
In this material, it was indeed found that D2 diffuses faster than H2, below 100 K
(Fig. 2.10). This shows the extreme sensitivity of the reverse kinetic-selectivity on
the window dimension. Transition-state theory and MD calculations indicated that
to achieve high flux the cages interconnected by these windows must be small.
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2.4 Conclusions

Sensitivity is often a problem when studying catalysts with neutrons, only solids
which have high surface areas can be studied. One still needs more neutron flux to
widen the range of applications.

With INS, the advent of the VISION instrument at the Spallation Neutron Source
(SNS) at the Oak Ridge National Laboratory (ORNL), the LAGRANGE instrument
being operational at the ILL, and possible improvements on the instrument TOSCA
at ISIS should allow us to tackle in the near future grafted catalysts, fuel cells, small
supported metal particles (metal loading <1 %), etc. The large Q values which are
inherent to these spectrometers at large energy transfers is a serious limitation. The
detrimental influence of the Debye–Waller factor on the INS spectra has been known
for a long time [30]. This can be partially resolved using direct geometry instruments
which allow access of lower Qs [31], but different incident energies have to be
selected so that various parts of the spectrum can be combined. On the other hand,
the technique is particularly suited to study the different hydrogen species which are
formed after dissociation of dihydrogen, during reduction or activation of the cat-
alyst. The problem of characterizing active hydrogen is still a big issue in catalysis.

In the same way as ab initio methods are increasingly being used in INS,
molecular simulations are now combined with QENS experiments. Since the space
and time scales of the neutron techniques match closely the ones covered by
molecular simulations, one expects, and usually finds, good agreement between
neutrons and simulations. QENS constitute a benchmark to validate and further
develop the modelling work, and the computed trajectories of the sorbate guest
molecules within the host matrices are invaluable to understand QENS observables.
Discrepancies between experiment and simulation do happen and require in such
cases the consideration of a flexible lattice or an improved force field.
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Chapter 3
Carbon Dioxide Separation, Capture,
and Storage in Porous Materials

Anita Das, Deanna M. D’Alessandro and Vanessa K. Peterson

Abstract Solid porous materials represent one of the most promising technologies
for separating and storing gases of importance in the generation and use of energy.
Understanding the fundamental interaction of guest molecules such as carbon
dioxide in porous hosts is crucial for progressing materials towards industrial use in
post and pre combustion carbon-capture processes, as well as in natural-gas
sweetening. Neutron scattering has played a significant role already in providing an
understanding of the working mechanisms of these materials, which are still in their
infancy for such applications. This chapter gives examples of insights into the
working mechanisms of porous solid adsorbents gained by neutron scattering, such
as the nature of the interaction of carbon dioxide and other guest molecules with the
host as well as the host response. The synthesis of many of these porous hosts
affords significant molecular-level engineering of solid architectures and chemical
functionalities that in turn control gas selectivity. When directed by the insights
gained through neutron-scattering measurements, these materials are leading toward
ideal gas separation and storage properties.

3.1 The Importance of Carbon Dioxide Capture

As the prime mover of carbon through the atmosphere, carbon dioxide (CO2), plays
a vital role in enabling the cycle of carbon from the Earth’s crust (where it is found
in elemental graphite and diamond, carbonates, and fossil fuels) to our oceans
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(where it occurs in carbonate minerals formed by the action of coral-reef organisms
and aqueous CO2). For hundreds of millions of years, the carbon cycle has main-
tained a relatively constant amount of CO2 in the Earth’s atmosphere (approxi-
mately 400 ppm by volume). While the contribution from human industry is
relatively small, its recent growth has shifted this natural balance. Since the start of
the Industrial Revolution around 1760, the concentration of CO2 in the atmosphere
has risen dramatically from 280 to 385 ppm today [1, 2]. This significant rise has
been attributed to an increasing dependence on the combustion of fossil fuels (coal,
petroleum, and natural gas), which account for 86 % of man-made greenhouse-gas
emissions, the remainder arising from land use change (primarily deforestation) and
chemical processing.

The development of more efficient processes for CO2 capture from major point
sources such as power plants and natural-gas wells is considered a key to the
reduction of greenhouse-gas emissions implicated in global warming. Numerous
national and international governments and industries have established collabora-
tive initiatives such as the Intergovernmental Panel on Climate Change [3] (IPCC),
the United Nations Framework Convention on Climate Change [4], and the Global
Climate Change Initiative [5] to achieve this goal. The capture and sequestration of
CO2, the predominant greenhouse gas, is a central strategy in these programmes as
it offers the opportunity to meet increasing demands for fossil-fuel energy in the
short to medium term, whilst reducing the associated greenhouse-gas emissions in
line with global targets. Carbon capture and storage (CCS) will complement other
strategies such as improving energy efficiency, switching to less carbon-intensive
fuels, and the phasing in of renewable-energy technologies.

Three major technologies are predicted to have the greatest likelihood of
reducing man-made emissions to the atmosphere that are implicated in global
warming. These processes include postcombustion and precombustion capture from
power plants involving CO2/N2/H2O and CO2/H2 separations, respectively, and
natural-gas sweetening (CO2/CH4/N2 separation). The separation processes
required for each of these capture applications differs with regard to the nature of
the gas mixture and the temperatures and pressures involved, imposing constraints
on the materials and processes employed [6, 7].

Conventional CO2 capture processes employed in power plants world-wide are
typically postcombustion ‘wet scrubbing’ methods, involving the absorption of CO2

by amine-containing solvents such as methanolamines [8]. Power plant flue-gas
streams consist primarily of N2, H2O, and CO2 in a 13:2:2 ratio by weight [9]. Prior
to the compression and liquefication of the captured CO2 for transportation to
storage sites, CCS requires the separation of CO2 from all other flue-gas compo-
nents. CO2 is strongly absorbed by the amine to form a carbamate species [10],
however, the high heat of formation associated with the creation of the carbamate
leads to a considerable energy penalty for regeneration of the solvent. Since the flue
streams from coal-fired power plants contain dilute concentrations of CO2 (typically
10–15 %) at relatively low pressures and temperatures (1 atm., 40 °C), it is estimated
that CO2 capture and compression will increase the energy requirements of a plant
by 25–40 %. Analysis has shown that the thermodynamic minimum energy-penalty
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for capturing 90 % of the CO2 from the flue gas of a typical coal-fired power plant is
approximately 3.5 % (assuming a flue gas containing 12–15 % CO2 at 40 °C) [11].
The transportation and storage of CO2 will necessitate further investment and capital
costs. These economic and energy comparisons underscore the immense opportu-
nities and incentives that exist for improved CO2 capture processes and materials.
Despite improvements in conventional postcombustion chemical-absorption meth-
ods, wet-scrubbing methods suffer a number of drawbacks and are therefore not cost-
effective for large-scale carbon emissions reduction.

While the retrofitting of existing power plants using postcombustion capture
methods presents the closest marketable technology, two major alternatives to
postcombustion CO2 capture processes have been proposed, and are currently in the
test stages of development [12]. Precombustion processes involve a preliminary
fuel-conversion step using a gasification process and subsequent shift-reaction to
form a mixture of CO2 and H2 prior to combustion. The high pressure of the
product gas-stream facilitates the removal of CO2 from the CO2/H2 mixture at
pressures of 30–50 bar and temperatures of 50–75 °C [13]. The significant
advantage of precombustion capture is that the higher component concentrations
and elevated pressures reduce the energy capture penalty of the process to 10–16 %,
roughly half that for postcombustion CO2 capture. A further advantage is that
precombustion technology generates an H2-rich fuel, which can be used as a
chemical feedstock in a fuel cell for power generation or in the development of an
H2 economy. In oxyfuel (or denitrogenation) processes, fuel is combusted in O2

instead of air by the exclusion of N2, thereby producing a concentrated stream of
CO2 without the need for separation (in high, sequestration-ready concentrations of
80–98 %). Since the separation of interest in this case is air separation (O2 from
mainly N2 at a pressure of around 100 bar and temperature of 50 °C), reducing the
cost of O2 generation is key to industrial viability. While the emerging technologies
associated with precombustion and oxyfuel processes cannot be readily incorpo-
rated (via retrofitting) into existing power plants as can postcombustion CO2 cap-
ture processes, the projections from the IPCC indicate that the required extensive
capital investments will be compensated by the relatively higher efficiency of the
CO2 separation and capture process [3].

Another important application for CO2 capture technologies is the ‘sweetening’
of sour natural-gas wells, where the sweetening refers to the separation of CO2 from
CH4. Natural gas reserves (mainly CH4) are typically contaminated with over 40 %
CO2 and N2 and the use of such fields is only acceptable if the additional CO2 is
separated and sequestered at the source of production. The capture of CO2 from
ambient air has also been suggested, however, the low concentration of CO2 in air
(0.04 %) presents a significantly higher barrier to capture compared with post-
combustion methods, and the expense of moving large volumes of air through an
absorbing material presents a further challenge in its implementation [6].

The key factor that underscores significant advancements in CCS is materials to
perform the capture process [6, 7]. The challenge for gas-separation materials is that
the differences in properties between the gases that have to be separated are rela-
tively small. However, differences do exist in the electronic properties of the gases:
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CO2 has a large quadrupole moment (13.4 × 10−40 cm2 vs. 4.7 × 10−40 cm2 for N2

and CH4 is non-polar) and CH4 adsorbs preferentially over N2 due to its higher
polarizability (17.6 × 10−25 cm3 for N2 and 26.0 × 10−25 cm3 for CH4).

A diverse range of promising methods and materials for CO2 capture applica-
tions that could be employed in any one of the abovementioned postcombustion,
precombustion, or oxyfuel processes have been proposed as alternatives to con-
ventional chemical absorption. These include the use of physical absorbents,
membranes, cryogenic distillation, hydrate formation, chemical-looping combus-
tion using metal oxides, and adsorption on solids using pressure and/or temperature
swing adsorption, where the adsorption and desorption temperature/pressures are
different and a “swing” is made between them [14]. The key requirements for these
new materials are that they exhibit air and water stability, corrosion resistance, high
thermal-stability, high selectivity and adsorption capacity for CO2, as well as
adequate robustness and mechanical strength to withstand repeated exposure to
high-pressure gas streams. A number of review articles have elaborated the status of
a new classes of materials for CO2 capture [6, 7]. In particular, metal-organic
framework (MOF) materials are progressing at a rapid pace.

With respect to new materials, the key scientific challenges are the development
of a level of molecular control and modern experimental and computational
methods. For crystalline materials, adsorption isotherms and breakthrough–curve
measurements under conditions that closely resemble working-condition gas mix-
tures are essential. In reality, pure gas-adsorption isotherms are often measured,
with ideal adsorbed solution theory (IAST) applied in some cases to predict mul-
ticomponent adsorption behaviour [15]. A parameter that must be assessed in all
cases is the enthalpy of adsorption, since the cost for the regeneration of a capture
material is clearly dependent on the energy required to remove the captured CO2.

Characterization of the molecular transport properties of materials is essential to
obtain an understanding of transport processes. Important molecular-level infor-
mation required includes: how the material structure changes with loading, how
adsorbates bind to the material, and how different permeates influence each other’s
solubility. In situ techniques are particularly powerful as they allow the interactions
between gas molecules and the matrix to be probed and determine the material
structure under different loading conditions. The most significant information from
such measurements is gained from the ability to correlate absorbate uptake with the
absorbent structure and the molecular-level absorbate mobility. A comparison
between the molecular-level absorbate mobility and its macroscopic diffusion
should provide insights into the mechanism of selective transport through these
materials.

In parallel with experimental studies, computational modelling methods are
being developed, both as a tool to understand further details of the adorbate-
absorbent interaction, and as a tool to predict the performance of materials proposed
for a given separation process, with the latter enabling large-scale screening of new
materials. Ultimately, a clear understanding of the structure- and dynamics-function
relations will direct experimental efforts towards a new generation of materials with
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improved CO2 capture abilities. Developing force fields for computational work
using detailed structures is important for the successful prediction of thermody-
namic and transport properties of new materials.

3.1.1 Porous Materials for CO2 Separation and Storage

Microporous and mesoporous solid-state materials such as activated carbon, car-
bon-based molecular sieves, mesoporous silicas, and zeolites have been demon-
strated to have a significant, and in some cases selective, CO2 adsorption capacity.
Such materials have advantages for CO2 capture over the amine solvents currently
employed in industry as they are endowed with better stabilities and lower energies
of regeneration. Zeolites in particular have been widely studied for the purpose of
CO2 capture due to their defined and controllable pore size, insensitivity to mois-
ture, and high uptake at non-extreme conditions (for example, zeolite 13X has a
CO2 uptake of 3.6 mmol.g−1 at 25 °C) [16]. At higher, more industrially-relevant
temperatures, these zeolites tend to lose adsorption capacity and also suffer low
selectivity for CO2 over other gases (e.g. N2 and H2) as a result of the physisorptive
nature of the CO2-adsorbate interaction. To enhance selectivity for CO2, amine-
impregnated or amine-modified materials have been explored, which couple the
chemisorption approach used in conventional liquid-amine capture with the phys-
isorption approach traditionally seen in porous solid materials. This technique has
also been employed using a number of porous silicas, such as MCM-41 meso-
porous molecular sieves impregnated with polyethylenimine [17] and SBA-15
mesoporous silicas covalently tethered with hyperbranched amines [18]. Despite
the increase in CO2 selectivity of such materials achieved using this approach, they
often suffer low stabilities over repeated cycles.

For industrial purposes, solid materials with high selectivity and capacity for
CO2 uptake, as well as stability to extreme industrial conditions and a low energy
for regeneration, are desired. Metal-organic frameworks (MOFs) are a highly
promising class of material for this application due to their structural and chemical
versatility, arising from different combinations of metal coordination-spheres as
well as multidentate bridging ligands with different lengths, shapes, and direc-
tionalities of the coordinating groups. While this versatility sometimes comes at the
expense of being able to predict structure accurately, the MOF scaffold provides a
unique platform upon which to systematically tune the functionalities of known
structures to obtain a desirable property [19]. They may be rationally engineered to
have a high surface area and porosity, can be post-synthetically modified to allow
for increased selectivity for CO2, and can possess excellent stability under indus-
trially-relevant conditions [20]. High surface areas and the possibility to possess
coordinatively-unsaturated metal sites make MOFs particularly attractive as gas-
selective adsorbents. Coordinatively-unsaturated metal centres have been generated
in such materials via chelation by post-synthetically modifying bridging ligands or
via insertion into open-ligand sites [9]. However, they are most often created
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through the evacuation of MOFs that have metal-bound solvent molecules. An
effective strategy in tuning the selectivity of MOFs for CO2 is the introduction of
functional groups into the pores such as amine [21, 22] and sulfone groups (a SO2

group attached to two C atoms) [23], known to specifically interact with CO2

preferentially over other gases of industrial interest.
Topological control is another strategy employed in the design of MOFs for gas

separation, however, this approach is frequently serendipitous due to unknown
mechanisms of formation of these materials. Despite this, it has been shown that
pore size and shape modulation can determine the diffusion dynamics of the
molecules to be separated (e.g. metal formates, M(HCO2)2 (M = Mg, Mn, Co, or
Ni), have been shown to selectively adsorb CO2 over CH4, suggesting a size-
exclusion effect by the small pores) [24]. Generally, attempts to increase pore size
through the incorporation of longer ligands results in framework interpenetration.
While this is disadvantageous from a gas-storage standpoint, it may be favourable
for some guest separations by their kinetic-diameter differences (e.g. CO2 over
CH4) [25, 26]. This type of “molecular sieving” approach may also be achieved by
taking advantage of the structural flexibility in MOFs. For example, the material Cr
(OH)(bdc), where bdc = 1, 4-benzenedicarboxylate and also known as MIL-53(Cr),
exhibits a two-step CO2 uptake isotherm compared to a single-step CH4 uptake
isotherm, indicative of a specific “gating” effect [27].

3.2 Neutron Scattering in Studying Porous Materials
for CO2 Separation and Storage

Neutron scattering holds many opportunities for obtaining unique information
concerning the porous-solid adsorbent (host) as well as host-adsorbate (host-guest)
system. Measurement of structure and dynamics using neutron scattering, across
length and time scales pertinent to these systems (also possible at the same time),
has been exploited for the better understanding of guest binding in the host and
separation mechanisms, as well as the host’s response to adsorption, all of which
are key to progressing the application of such systems in CCS.

Information about both host and host-guest structure, which yields details of the
structural response of the host to adsorption, the location of the guest in the host,
and guest-host interaction, are important to determining structure-property relations.
As neutron diffraction intensity does not reduce with scattering angle, relatively
more fine structural detail is gained than using X-ray diffraction, providing
important detail concerning the guest–host and guest–guest interactions. The iso-
topically-dependent structural information afforded by neutrons allows different
contrast between parts of the host framework and/or guest to be gained, providing
many advantages for such structural investigations. Examples include distinguish-
ing between guests such as N2, O2, and CO2, and obtaining details of both the
host’s ligands and metal centres, as well as guests, even within a MOF containing
heavy-metal atoms and guests containing light atoms. Additionally, the information
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obtained can be tuned through isotopic substitution, such as in determining the
molecular orientations of CH4 within a host using the isotopically-substituted CD4,
where D is deuterium (2H),

The dynamic information obtained through neutron scattering is also isotopically
dependent, and spectroscopic neutron techniques allow direct measurement of the
local environment and the diffusional transport of the guest within the host. Both
structure and dynamics can be measured at the same time, enabling insights into the
geometry of the guest motion, in turn allowing the details of the mechanism of
diffusion of the guest within the host to be gained.

In situ methods are central in the analysis of MOFs for guest separation and
storage applications. Although in situ X-ray single crystal and powder diffraction
studies of CO2 in MOFs facilitate the understanding of the functional mechanism of
MOFs for CCS applications [28–30], in situ neutron-scattering methods have sig-
nificant advantages over X-ray studies of MOF-guest systems, with the penetrating
power of neutrons being central to this. Neutrons easily penetrate the often-complex
sample environments required for control over temperature of the host at the same
time as gas delivery, covering easily the range of temperatures from the relatively
cold (about −263 °C) conditions required to “lock in” guests and determine accurate
structural details, to the more moderate temperatures required to replicate working
post-, pre-, and oxyfuel combustion, as well as natural gas-sweetening conditions
(40–75 °C). The relatively high penetrating power of neutrons also allows for the
analysis of bulk samples, mg—gram quantities, providing information about the
more industrially-relevant “bulk” properties of the material. The bulk-scale analysis
also aids in accurately dosing the sample with a known number of guest molecules to
determine in detail the nature of their interaction with the host.

3.2.1 Location of CO2

Neutron powder diffraction (NPD) has been used extensively to determine the
location of guest molecules in porous framework materials, and this work extends
to CO2 [31–36]. Two MOFs that have been explored intensively for their selective
sorption properties are M2(dobdc) (M = Mg, Mn, Co, Ni, Zn; dobdc = 2, 5-
dioxido-1, 4-benzenedicarboxylate), also known as MOF-74 or CPO-27, and
M3(btc)2 (M = Cu, Cr, Mo; btc = 1, 3, 5-benzenetricarboxylate) with Cu3(btc)2 also
known as HKUST-1. Both materials contain exposed M2+ sites, with the M2(dobdc)
material possessing exceptionally large densities of such sites. The location of CO2

in the two MOF materials Mg2(dobdc) and Cu3(btc)2, along with the host–CO2

structure, was determined using NPD. The nature of the host–CO2 interaction in
both materials was identified to be binding at metal sites via an oxygen with the
remainder of the molecule remaining relatively free (see Fig. 3.1), where the
adsorbed CO2 is clearly located above the open Mg ions in Mg2(dobdc) [32].
Importantly, the presence of coordinatively-unsaturated metal sites in MOFs such
as M2(dobdc) and Cu3(btc)2 leads to enhanced interactions between adsorbates such
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as CO2 and the host framework, but also guest molecules such as CH4 and H2.
Indeed, we will show that the application of NPD to examine competitive binding
between CO2 and these other gases represents an area of significant current interest.

Density-functional theory (DFT) calculations performed using the NPD-deter-
mined structures allowed evaluation of the representative CO2 motions in
Mg2(dobdc) and Cu3(btc)2. These calculations show that the O bound to the open
metal can be approximated as the rotational centre. In both materials the open metal
and the associated carboxyls from the ligands form a nearly square-planar surface at
the CO2 binding-site, such that the metal–CO2 interaction closely represents a
surface normal. The CO2 rotations are shown by arrows in Fig. 3.1(b–c), occurring
about the surface normal (red arrows) and away from the surface-normal (blue
arrows). The mode energies for the motions denoted by the red and blue arrows are
4.3 and 8.5 meV for Mg2(dobdc), respectively, and 0.2 and 3.4 meV for Cu3(btc)2,
respectively. To gain more direct information about the CO2-host interaction in
Cu3(btc)2 the energy at the open-metal sites (assuming a rigid host framework) was
calculated for these two CO2 motions as a function of CO2 rotational angle, and is
shown in Fig. 3.1d. As expected, the energy curves are shallow, particularly in
the ±10° region, allowing for significant CO2 orientational disorder in the MOF at
this site with little effect on the total energy of the MOF–CO2 system. These
findings are in excellent agreement with the relatively-large atomic displacement

Fig. 3.1 a Mg2(dobdc)-CO2 structure determined from NPD showing the strongest CO2 binding-
site. (b–c) Schematic showing the dominant two motions of the CO2 at the open metal, determined
from computational calculations using the NPD-derived structures for Mg2(dobdc) (b) and
Cu3(btc)2 (c). Arrows in (b–c) represent CO2 motions occurring about the surface normal largely
parallel to the metal—O plane (red) and away from this surface normal (blue). The potential energy
for these two modes occurring in Cu3(btc)2 is shown (d) as a function of CO2 rotation angle. Atomic
structure is represented with Mg and O forming the central polyhedra (a) in Mg2(dobdc) and (axial
pair) in Cu3(btc)2 (c), with C and H forming the linker, and the pendant CO2 (a). Reprinted with
permission from (H. Wu, J.M. Simmons, G. Srinivas, W. Zhou, T. Yildirim, J. Phys. Chem. Lett. 1,
1946 (2010)) [37]. Copyright (2010) American Chemical Society
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parameters of CO2 adsorbed at open metal sites obtained from the NPD measure-
ments, in particular for Cu3(btc)2. These results also point to the presence of dis-
order (either static or dynamic) in the orientation of the CO2 molecule, resulting in a
relatively large apparent O–C–O bond bend obtained from the NPD data, which is a
structural average and strongly biased by the relatively large disorder of the
adsorbed CO2. Since CO2 is reversibly physisorbed on these open metal sites, a
large degree of CO2 bond activation and bending is unlikely.

Vacancy-containing Prussian blue analogues of the formula M(1)II3[M
(2)III(CN)6]

2 (where M(1) and M(2) are transition metals) are excellent candidate
gas adsorbents as 1/3 of their octahedral MIII(CN)6

3− units are vacant for charge
neutrality, generating both non-vacancy and vacancy pores. Each vacancy pore will
possess some of the six bare-metal sites per formula unit (eight per unit cell). The M
(1)3[Co(CN)6]2 system (M(1) = Mn, Co, Ni, Cu, Zn, Fig. 3.2) displays good
selectivity for CO2 over CH4 and N2 [38], with a NPD study revealing two sites for
CO2 binding in the Fe3[Co(CN)6]2 material, which has a CO2 uptake of

Fig. 3.2 a Fe3[Co(CN)6]2 structure showing non-vacancy (right sphere) and vacancy (left sphere)
pores. b Bridging open-metal CO2 adsorption site located in a vacancy-type pore. c Non open-
metal interacting CO2 adsorption site located above non-vacancy square faces of the framework.
Reproduced from (S.H. Ogilvie, S.G. Duyker, P.D. Southon, V.K. Peterson, C.J. Kepert, Chem.
Commun. 49, 9404 (2013)) [39]
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2.20 mmol g−1 at 35 °C and 1 bar [39]. At one of these sites CO2 was found to
bridge between two open-metal sites, with the quadrupolar CO2 molecule inter-
acting strongly with the positively-charged Fe sites. The saturation of this site by
CO2 at relatively-low CO2 concentrations indicated the favourable nature of the
interaction, explaining the selectivity of the material.

CO2 hydrates, consisting of an H2O-cage encapsulating a CO2, are another
porous material that have great potential for application as CO2 adsorbents, and
these too have been studied using NPD to determine the locations of CO2 within the
cage [40]. This study used a cage in which D was substituted for H, allowing
structural details of the cage atoms and their interaction with the CO2 to be
determined. The study also included the temperature-dependence of this CO2-cage
interaction. Data indicate that the CO2 molecule in the tetrakaidecahedral cage
rotates rapidly even at low temperatures and that the interaction between the CO2

molecule and the D atoms of the cage is strong enough to provide the site
dependence of the atomic displacement parameters of the D atoms. Further work on
CO2 hydrates [41] using NPD found CO2 to have different motions in the small and
large cages of this system. In both cages the CO2 resides at the cage centre,
however, in the small cage the O atoms revolved freely around the C atom, in
contrast to the large cage where the O atoms revolved around the C atom along the
plane parallel to the hexagonal facets of the cage. The analysis of CO2 hydrates
using NPD has also been extended to studies of their formation, including kinetics,
using in situ NPD [42]. This work also derived the occupancy of CO2 in the small
and large cage during the formation of the hydrate.

3.2.2 Dynamics of the CO2-Host System

Crystallographic studies provide the time-averaged position of atoms, and whilst
some insight into atom dynamics can be gained through analysis of the average
structure and atomic displacement parameters, detailed information regarding the
dynamics of the guest and host-guest system are better gained through other neu-
tron-scattering methods. Inelastic neutron scattering (INS) combined with compu-
tational calculations permit visualization of the atom dynamics and allow
elucidation of the interaction between adsorbed guest molecules and the host.

Measurement of the interaction between CO2 molecules and the porous host is
crucial to understanding the detailed binding mechanism and therefore the observed
selectivity and guest-uptake properties of porous hosts. INS cannot directly detect
the CO2 binding interaction within an adsorbent because the incoherent neutron-
scattering cross section for these elements (for their naturally-abundant isotopes) is
effectively zero, being 0.001 barns each. One approach to overcome this problem is
to combine INS and DFT to visualize captured CO2 molecules within a porous host
by investigating the change in the dynamics of the other atoms of the adsorbent
structure. INS spectra can be calculated directly using DFT-based computations to
obtain the force constants, and then making the harmonic approximation to obtain
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the eigenvectors and eigenvalues to determine the spectral intensities and fre-
quencies, respectively [43]. INS and DFT-based calculations are a powerful com-
bination in understanding the working mechanism of functionalized materials
containing specific gas molecule binding-sites, probing directly the impact of
functional groups, and other host features such as topology and pore shape and size
on the orientation and type of binding of CO2 in the host.

An example of this is the application of INS and DFT to study CO2 in the material
Al2(OH)2(bptc), where bptc = biphenyl-3, 3′,5, 5′-tetracarboxylate and also known
as NOTT-300, where the neutron-scattering signal comes primarily from the H
atoms in the Al2(OH)2(bptc) hydroxyl groups and benzene rings of the ligand, and
the INS signal is perturbed by the binding of CO2 (Fig. 3.3) [44]. Al2(OH)2(bptc) is
an Al-hydroxyl functionalized porous-solid exhibiting high chemical and thermal
stability as well as high selectivity and uptake capacity for CO2 and SO2. The

Fig. 3.3 a Experimental (top) and DFT-simulated (bottom) INS spectra for bare and CO2-loaded
Al2(OH)2(bptc), also known as NOTT-300. b View of the three-dimensional framework structure
showing channels along the c-axis (into the page). Water molecules in the channel are omitted for
clarity. cDetailed views of –OH and –CH groups binding CO2 in the “pocket” cavity of CO2-loaded
Al2(OH)2(bptc). Views along the a-axis (left), the b-axis (centre), and the c-axis (right). The
moderate hydrogen bond between O(δ-) of CO2 and H(δ+) of –OH is dotted red (O–H = 2.335 Å).
The weak cooperative H bond between the O(δ−) of CO2 and the H(δ+) from the –CH is dotted
green (O—H = 3.029, 3.190 Å with each occurring twice), indicating that each O(δ−) centre
interacts with five different H(δ+) centres. Reprinted with permission from (S. Yang, J. Sun,
A.J. Ramirez-Cuesta, S.K. Callear, W.I.F. David, D.P. Anderson, R. Newby, A.J. Blake, J.E.
Parker, C.C. Tang, M. Schröder, Nat. Chem. 4, 887 (2012)) [44]. Nature Publishing Group
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material exhibits no apparent adsorption of H2 and N2, which is attributed to the slow
diffusion of these gases through the narrow pore channels. In contrast, unusually
high and selective CO2 and SO2 uptakes were observed, including at low-pressure.
The INS spectra revealed two major increases in peak intensity upon adsorption of
1.0 CO2 into the formula unit: peak I at lower energy transfers (30 meV) and peak II
at higher energy transfer (125 meV). Peaks in the range 100–160 meV were slightly
shifted to higher energies in the CO2-adsorbed material, indicating a hardening of the
motion of the Al2(OH)2(bptc) host upon CO2 adsorption.

The INS spectrum derived from DFT calculations show good agreement with the
experimental spectrum and confirm that the adsorbed CO2 molecules are located
end-on to the hydroxyl groups. The O–H distance between the CO2 molecule and
the hydroxyl group is 2.335 Å, indicating a moderate to weak hydrogen bond, with
the optimized C–O bond distances in CO2 being 1.183 Å at the hydrogen-bonded
end and 1.178 Å at the free end. The CO2 is linear with a O–C–O bond angle of
180º. Each adsorbed CO2 molecule is found to be surrounded by four aromatic C–H
groups, forming weak cooperative supramolecular interactions between the O(δ−)
of the CO2 and the H(δ+) of the –CH (where O–H = 3.029 and 3.190 Å and each
occurs twice). Peak I in the INS spectrum was assigned to the O–H group wag,
occurring perpendicular to the Al–O–Al direction and attributed to the presence of
the CO2. Peak II in the spectrum was assigned to the wag of the four aromatic C–H
groups on four benzene rings adjacent to each CO2, in conjunction with the OH
group wag. Hence, in this work the direct visualization of host–guest interactions
through INS and DFT calculations was crucial in rationalizing the material’s high
selectivity for CO2 and in understanding the detailed binding mechanism of CO2 in
the material. The low H2 uptake of the material was rationalised in a similar
manner, with the contribution from H2 in the material to the INS data, consistent
with that expected for liquid H2, indicating a weak interaction with the material.

3.2.3 Diffusion and Transport of CO2

Application of quasielastic neutron scattering (QENS) in tandem with molecular
dynamics (MD) simulations brings insights into the dynamics and transport of CO2

in porous media [45]. Whilst the self-diffusion of molecules containing atoms that
have appreciable incoherent neutron-scattering cross sections can be measured
directly using QENS, the neutron-scattering cross section of CO2 is coherent and so
the coherent QENS approach must be used to monitor the CO2 and the transport
diffusivity extracted from this. Comparisons between MD simulation and QENS
experiments involve the diffusing molecule’s self-diffusivity, however, in practical
separations and catalytic applications, it is the transport diffusivity that is of greater
importance. The transport diffusivity involves the response to a chemical potential
gradient and its direct determination calls for non-equilibrium experiments. At the
molecular level the dependence of the transport diffusivity and the so-called cor-
rected diffusivity needs to be resolved. Linear response theory allows the transport
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and corrected diffusivity to be determined directly under equilibrium conditions,
where chemical potential gradients are absent. Chapter 2 contains details of the
relationship between the self-diffusivity, as measured using incoherent QENS, and
the transport diffusivity, Dt, as derived from coherent neutron-scattering. Experi-
mentally, this objective can be accomplished by using coherent QENS, which
probes the collective motion of guest molecules at equilibrium [46]. The same
objective can be accomplished using equilibrium MD simulations.

The joint MD-experimental QENS approach in which simulated CO2 dynamic
properties are validated allows further details of the CO2 dynamics and transport in
the host to be obtained, such as first demonstrated for CO2 in the NaX and NaY
faujasite zeolites [47]. The joint coherent QENS-MD approach was first applied to
MOFs in the study of the isostructural Cr(OH)(bdc) and V(O)(bdc) materials and
also known as MIL-53(Cr) and MIL-47(V), respectively [48, 49]. This work built
on the study of H2 self-diffusion in these materials as detailed in Chap. 2. V(O)(bdc)
contains corner-sharing V4+O4O2 octahedra connected by bdc linker groups
yielding one-dimensional channels (Fig. 3.4). Consequently, V(O)(bdc) has a rel-
atively-high working capacity for CO2 uptake with moderate selectivity for CO2 in
the absence of functional groups within the channel wall. The concentration-
dependent self corrected (calculated from MD) and transport diffusivities (measured
using QENS) of CO2 in the rigid V(O)(bdc) material were determined [48],
revealing the three-dimensional diffusion of CO2 through the channels.

Cr(OH)(bdc) differs from V(O)(bdc) by the substitution of µ2–O groups located
at the M–O–M links in V(O)(bdc) by µ2–OH groups in Cr(OH)(bdc). This

Fig. 3.4 Left The orthorhombic (Pnma) V(O)(bdc) structure displayed along the z axis,
highlighting the one-dimensional pore system (top). Labels of the different atoms of the V(O)(bdc)
structure (bottom). Right Evolution of the experimental diffusion coefficients (corrected = △ and
transport = □) and simulated diffusion coefficients (self = ●, corrected = ▲, and transport = △) as
a function of the CO2 concentration in V(O)(bdc). The error bars for the simulations are 16, 7, and
12 % for low, intermediate, and high loading, respectively, while the experimental data are defined
within an average error bar of 20 %. Reprinted with permission from (F. Salles, H. Jobic, T. Devic,
P.L. Llewellyn, C. Serre, G. Ferey, G. Maurin, ACS Nano 4, 143 (2010)) [48]. Copyright (2010)
American Chemical Society
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difference makes Cr(OH)(bdc) highly selective for CO2, in a specific pressure
range, which is a consequence of the large-scale breathing modes exhibited by the
material. This allows it to switch from a large pore (LP) form to a narrow pore (NP)
structure upon CO2/CH4 adsorption, with the NP structure able to trap CO2 and not
CH4. As with the V(O)(bdc) study, the combined coherent QENS-MD approach
was used to study the concentration-dependent self- and transport diffusion of CO2

in Cr(OH)(bdc). This work found a single-file diffusion regime in the material at
high CO2 loading, a phenomenon not previously shown for any MOF (Fig. 3.5).

3.2.4 Evolution of Microstructure of the Host and Adsorption
Capacity

Large-scale structure analysis methods such as small and ultra-small angle neutron
scattering (SANS andUSANS, respectively), yield unique, pore-size-specific insights
into the kinetics of CO2 sorption in a wide range of pores (nano to meso). These
methods also provide data that may be used to determine the density of adsorbed CO2

Fig. 3.5 Structural switching of the Cr(OH)(bdc) system induced by CO2 adsorption between
large-pore (Imcm) (a) and narrow-pore (C2/c) (b) forms. Experimental (c) and simulated
(d) transport diffusivity (Dt) as a function of CO2 concentration. Corrected diffusivities (D0)
simulated for the rigid narrow (•) and large pore (▾) forms, along with D0 simulated using a
composite approach (▴) and experimentally determined (▪). Top: Reprinted with permission from
(A.V. Neimark, F.-X.Coudert, C. Triguero, A. Boutin, A.H. Fuchs, I. Beurroies, R. Denoyel,
Langmuir 27, 4734 (2011)) [50]. Copyright (2011) American Chemical Society. Bottom:
Reprinted from (F. Salles, H. Jobic, A. Ghoufi, P.L. Llewellyn, C. Serre, S. Bourrelly, G. Ferey, G.
Maurin. Angew. Chem. Int. Edition 48, 8335 (2009)) [49]
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through the evolution of microstructure and adsorption capacity. This approach has
been applied to the analysis of CO2 in geological samples, including coal. By studying
coal exposed to CO2 at subsurface-like temperature and pressure the phase behaviour
of the confined CO2, particularly the densification occurring on changing from the
gaseous to the liquid phase, was found to have significant operational and reservoir
capacity ramifications when assessing the suitability of unmineable coal seams for use
as CO2 sequestration reservoirs [51]. The results show that the sorption capacity of
coal is sample-dependent and strongly affected by the phase state of the injected fluid
(subcritical or supercritical). Subcritical CO2 densifies in the coal matrix, with details
of CO2 sorption differing greatly between different coals and dependent on the amount
of mineral matter dispersed in the coal. A purely organic matrix was found to absorb
more CO2 per unit volume than one containing mineral matter, although the mineral
matter markedly accelerated the sorption kinetics [52].

Figure 3.6 shows SANS and USANS data for coal from Seelyville (Indiana,
USA) exposed to several pressures of CO2, which could be described using a power
law for the scattered intensity with an exponent of −3, indicating the fractal
character of the scattering. The scattering intensity shows Q-dependency as a result
of the CO2 in the pores. After completion of the pressure cycling, the neutron-
scattering curves returned to their original shapes within 1 %, implying that the
microstructure was not permanently affected by exposure to CO2 over a period of
days. This result indicated that the phenomenon of coal plasticization upon expo-
sure to CO2 may be less widespread than thought previously. The work also found
that the small pores within coal are filled preferentially over larger void-spaces by
the invading CO2, a result echoed by MOFs [32]. Apparent diffusion coefficients for
CO2 in coal are thought to vary in the range 5 × 10−7 to more than 10−4 cm2min−1

according to the CO2 pressure and location. At higher pressures CO2 is shown to

Fig. 3.6 SANS and USANS
profiles for Seelyville coal
exposed to various pressures
of CO2. Reprinted with
permission from
(A.P. Radlinski,
T.L. Busbridge, E.M. Gray,
T.P. Blach, G. Cheng,
Y.B. Melnichenko,
D.J. Cookson, M. Mastaterz,
J. Esterle, Langmuir 25, 2385
(2009)) [52]. Copyright
(2009) American Chemical
Society
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diffuse immediately into the coal matrix, swelling the coal and changing its mac-
romolecular structure, where it is postulated to create microporosity through the
extraction of volatile components [53]. Injection of CO2 into model subsurface
geologic formations has been identified as a key strategy for CO2 storage. Key to
the success of such a strategy is the prevention of leakage from the host by an
effective cap with low porosity and permeability characteristics. Shales comprise
the majority of caps encountered in subsurface injection sites with pore sizes typ-
ically less than 100 nm and whose surface chemistries are dominated by quartz and
clays. Analysis of simple, well-characterized fluid-substrate systems can provide
details on the thermodynamic, structural, and dynamic properties of CO2 under
conditions relevant to sequestration. In particular, the behaviour of CO2 interacting
with model silica substrates can act as proxies for more complex mineralogical
systems. SANS data for CO2–silica aerogel (95 % porosity;*7 nm pores) indicates
the presence of fluid depletion for conditions above the critical density [54].

3.3 Probing Separations for Post and Pre Combustion
Capture, as Well as Oxyfuel Combustion

Currently, postcombustion capture methods, which separate CO2 at low partial
pressures from N2 in flue streams, are the most economically viable CO2 capture
methods in the short- to mid-term as they can be easily retrofitted to existing power
plants. Due to the dilute amount of CO2 present in these flue-gas streams, pro-
spective materials for this purpose are required to have a high selectivity for CO2

over N2, which may be achieved by surface or pore functionalisation with strongly-
polarising chemical groups. This may be achieved via the incorporation of open-
metal cation sites, often exposed upon desolvation or “activation” of the frame-
work, which provide strong, highly-charged binding sites for CO2 [55, 56]. Another
strategy is the introduction of strongly-polarizing organic functional-groups into the
pore. Functional groups investigated previously for CO2 separation from other
gases include amines [22, 57], carboxylic acids, nitro, hydroxy, and sulfone groups
[23]. Although more strongly polarizing groups enhance CO2 adsorption mani-
fested through higher isosteric heats of adsorption, this factor must be balanced
against the ease of regenerability of the resulting material in an industrial setting.

3.3.1 Diffusion and Transport of CO2 and N2

Silicalite membranes exhibit an interesting selectivity for pure CO2, which flows
through the material faster than He or H2, notwithstanding the larger kinetic
diameter of CO2 [58]. The diffusion of CO2 and N2 in silicalite was studied using
QENS, with combined coherent QENS-MD used to determine diffusivities for CO2
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and more traditional QENS used to determine the N2 diffusivity [59, 60]. The work
obtained the diffusivity as a function of intra-crystalline occupancy. A direct
comparison between computed and measured transport-diffusion allowed a better
understanding of the molecular factors governing the occupancy dependence of the
corrected diffusivity, a “pure” kinetic parameter that is largely free of the influence
of the isotherm. The corrected diffusivity has often been assumed to be independent
of sorbate concentration and approximately equal to the self-diffusivity in the limit
of zero occupancy, an assumption that was reassessed in light of these results.
These measurements pointed to a significant difference in the occupancy depen-
dence of the corrected diffusivity for N2 and CO2, where at 300 K the corrected
diffusivity for CO2 was found to decrease with guest loading of the host and for N2

at 200 K it was fairly constant, exhibiting a weak maximum. At the practical level
this work found that interactions are considerably stronger (more attractive) for CO2

than for N2 in silicalite, explaining the strong preference of the material for CO2.

3.3.2 Probing H2 Separation from CO2

Precombustion CO2 capture in natural-gas plants predominantly involves the sep-
aration of CO2 from H2 at high pressures, resulting in a pure H2 stream which is
used in energy generation [12]. This process has a component with a higher con-
centration of CO2, existing at elevated pressures, resulting in the relatively-low
energy penalty for carbon capture of 10–16 % [13]. Additionally, due to the large
differences in the polarisability and quadrupole moment between CO2 and H2, the
two gases are more easily separated via chemical methods than other gases such as
CO2 and N2 [61]. Porous materials with a high density of localized charge, such as
achieved through open-metal sites, are particularly promising for this type of
separation. Additionally, variances in gas properties such as diffusion rate may also
be exploited by adsorbents to increase selectivity. Aside from selectivity for CO2,
the working capacity of the adsorbent is another major factor in determining the
effectiveness of candidate materials for precombustion capture processes. However,
these factors are generally inversely related as a material with high selectivity will
generally suffer low regenerability as the guest molecules are strongly bound to the
adsorbent and are difficult to remove via a mild pressure-swing approach.

Whilst little work exploring H2 separation specifically from H2/CO2 mixtures
has been performed using neutron scattering, more work using neutron scattering to
study H2 confined in porous materials has been published than for any other guest
molecule. This is a direct consequence of the ease of structural characterization of H
(as D) using neutron diffraction as well as the unique information that can be gained
for H2 using neutron spectroscopy [62]. This work is extensive and covered in
publications concerning H2 storage [63, 64], where the interaction of H2 (D2) with
Zn4O(bdc)3 (also known as MOF-5) [65, 66], Cu3(btc)2 [67–71], Mg2(dobdc) and
Fe2(dobdc) as well as its oxidized analogue [72], Zn2(dobdc) [73], Al2(OH)2(bptc)
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[74], Zn(mIm)2 where mIm = 2-methylimidazolate and also known as ZIF-8 [75],
Cu3[Co(CN)6]2 [76], as well as many carbonaceous materials and zeolites, have all
been elucidated using neutrons. Such work is the subject of Chap. 8.

3.3.3 Probing N2 Separation from O2

Oxyfuel combustion involves the combustion of carbon-based fuels in a pure O2

stream, however, the limiting factor in the industrial implementation of these
methods is the large amount of pure O2 that is required to be generated from air
(O2/N2 separation). Microporous solids that are able to efficiently perform this
separation have the potential to significantly reduce the large energy-costs currently
associated with oxyfuel combustion. Small-pore zeolites have been employed for
O2/N2 separations by exploitation of the difference in the kinetic diameter between
the two gases through physical separation involving molecular sieving. The
chemical tunability of the pore space of framework materials, however, facilitates
the separation of O2 and N2 by taking advantage of the electronic differences
between the two gases. In particular, MOFs containing electron-rich redox-active
sites, such as Cr3(btc)2 [77] and Fe2(dobdc) [78], have been shown to reversibly
bind O2 selectively over N2 via electron transfer from the metal centre to the O2.

The Fe2(dobdc) material binds O2 preferentially over N2 at 298 K with an
irreversible capacity of 9.3 wt%, corresponding to the adsorption of one O2 per two
Fe centres [78]. Remarkably, at 211 K the O2 uptake is fully reversible and the
capacity increases to 18.2 wt%, corresponding to the adsorption of one O2 per Fe
centre. Mossbauer and infrared spectroscopy measurements indicated partial
charge-transfer from the FeII to the O2 at low temperature and complete charge-
transfer to form FeIII and O2

2− at room temperature. NPD data (4 K) confirm this
interpretation, revealing O2 bound to Fe in a symmetric side-on mode with an O2

intranuclear separation of 1.25(1) Å at low temperature and of 1.6(1) Å in a slipped
side-on mode when oxidized at room temperature (Fig. 3.7).

Similar work reported highly selective and reversible O2 binding in Cr3(btc)2
[77], with infrared and X-ray absorption spectra suggesting the formation of an O2

adduct with partial charge-transfer from the CrII centres exposed on the surface of
the framework. NPD data confirm this mechanism of O2 binding and indicate a
lengthening of the Cr–Cr distance within the “paddle-wheel” units of the frame-
work from 2.06(2) to 2.8(1) Å.

Selectivity for O2 over N2 was also achieved in polymer/selective-flake nano-
composite membranes fabricated with a polyimide and a porous layered alumino-
phosphate. Using SANS to probe the large-scale structure of the O2/N2 host
material, the substantially improved selectivities of O2 over N2 was shown to occur
within only 10 wt% of the AlPO layers [79].
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3.3.4 Probing CO2/CH4 Separation for Natural-Gas
Sweetening

Natural-gas sweetening (separation of CO2 from CH4) is an industrially significant
separation process as CO2 represents a substantial (up to 70 %) impurity in natural-
gas wells [80]. The presence of CO2 reduces the energy content of the natural gas,
and its acidity in the presence of water can result in the corrosion of natural-gas
lines. Physical solvent-based processes for CO2 removal from natural-gas are
abundant, however, the large amount of water recycling needed makes solvent-
based processes highly limited in this application due to solvent degradation and
loss during operation [81]. Porous solids present a more efficient and environ-
mentally friendly way to capture CO2 from natural-gas wells. In this case, sepa-
ration largely proceeds based on quadrupole moment, due to the similar properties
of the two gases in other respects (kinetic diameter, polarizability, dipole moment).
Additionally, the flexible structure of some MOFs upon adsorption–desorption (in
contrast with “rigid” adsorbents such as carbons and zeolites), may result in
dynamic and stepwise adsorption at different pressures. This is generally known as
a “gate opening” phenomenon, and arises mainly from the flexibility of the net-
works and their affinity for particular guests [82]. In MIL-53 [Cr(OH)(bdc)], for
example, the selective adsorption of CO2 over CH4 is strongly affected by the
presence of water which causes dramatic changes in the pore structure [27].

Neutron scattering has also been used extensively to study CH4 confined in
porous materials, in particular to study methane confined in MOFs, commensurate

Fig. 3.7 Portion of the crystal structure of Fe2(dobdc) as viewed approximately along the [001]
direction (a), where H atoms are omitted for clarity. (b–e) First coordination-spheres for the Fe
determined from NPD data, where structures are for Fe2(dobdc) under vacuum (b), dosed with N2

at 100 K (c), dosed with O2 at 100 K (d), and dosed with O2 at 298 K (e). Values in parentheses are
estimated standard deviations in the final digit. Reprinted from (E.D. Bloch, L.J. Murray, W.L.
Queen, S. Chavan, S.N. Maximoff, J.P. Bigi, R. Krishna, V.K. Peterson, F. Grandjean, G.J. Long,
B. Smit, S. Bordiga, C.M. Brown, J.R. Long, J. Am. Chem.Soc. 133, 14814 (2011)) [78]
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with the increasing work investigating these hosts for application in CO2/CH4

separations.
The metal sites, including open-metal sites, in many MOFs also interact with

CH4. NPD studies of the Mg2(dobdc) material show the binding of one CD4

molecule per open-metal site, resulting in the large CH4 storage capacity of
160–174 cm3(at standard temperature and pressure, STP)/cm3, approaching the
DOE target of 180 cm3(STP)/cm3 for solid-based CH4 storage at room temperature
[83]. Direct determination of CD4 sorption sites in Zn(mIm)2 and Zn4O(bdc)3 were
gained using NPD (Fig. 3.8) [84]. The primary CD4 adsorption sites are associated
with the organic linkers in Zn(mIm)2 and the metal oxide clusters in Zn4O(bdc)3.
In Zn4O(bdc)3 the first binding sites (“cup” sites) were not found to alter the Fm
3m symmetry of the host–guest system. CD4 at these primary sites possesses well-
defined orientations, implying relatively-strong binding with the framework. With
higher CD4 loading, additional CD4 molecules populate secondary sites and are
confined in the framework. The confined CD4 at these secondary sites is orienta-
tionally disordered and stabilized by the intermolecular interactions. The CD4 guest
is a high symmetry guest whose ordered location (at the primary sites) significantly
alters the symmetry of system. The “hex” and “ZnO2” CD4 sites caused a symmetry
lowering of the system to I4/mmm as a result of the symmetry incompatibility of the
tetrahedral CD4 molecules with the local geometry. At higher CD4 loadings a
P4 mm structure was found, where CD4 sites aligned themselves along the c axis
and further lowered the symmetry.

Using a similar approach, a comprehensive mechanistic study of CD4 was
performed in Cu3(btc)2, Cu2(sbtc) where sbtc = trans-stilbene-3, 3′, 5, 5′-tetracar-
boxylate, and Cu2(adip) where adip = 5, 5′-(9, 10-anthracenediyl)di-isophthalate
and also known as PCN-14, allowing a comparison of structures that consist of the
same dicopper-paddlewheel secondary-building units (the well-known dicopper
acetate unit), but contain different organic linkers, leading to cage-like pores with
various sizes and geometries (Fig. 3.9). This work revealed that CD4 uptake takes
place primarily at two types of strong adsorption site: (1) the open Cu sites which
exhibit enhanced coulombic attraction toward CD4, and (2) the van der Waals
potential pocket sites in which the total dispersive interactions are enhanced due to
the molecule being in contact with multiple “surfaces”. Interestingly, the enhanced
van der Waals sites are present exclusively in small cages and at the windows to
these cages, whereas large cages with relatively flat pore surfaces bind very little
CD4 [85].

The self-diffusion of CH4 was measured directly using QENS in the isostructural
Cr(OH)(bdc) and V(O)(bdc) materials [86]. The hydroxyl groups in Cr(OH)(bdc)
were expected to hinder CH4 mobility, although this work revealed a global one-
dimensional diffusion mechanism of CH4 in both materials, echoing the single-file
diffusion regime found for CO2 [49]. An interesting result of this work was that
CH4 diffusivities are significantly higher in V(O)(bdc) than in Cr(OH)(bdc) over the
whole range of investigated CH4 loadings.
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There have been several neutron-scattering studies targeting the separation
mechanism of CO2 from CH4. The polymer/selective-flake nanocomposite mem-
branes exhibiting selectivity for O2 over N2 (discussed in Sect. 3.3.3) also shows
substantial selectivity of CO2 over CH4. Again, SANS results revealed that this
occurs within only 10 wt% of the AlPO layers. The Zr6O4(OH)(bdc)6 material, also
known as UiO-66(Zr), is a MOF with encouraging properties for CO2/CH4 gas
separation, achieved by combining good selectivity with a high working capacity

Fig. 3.8 Crystal structure of Zn4O(bdc)3, with ZnO4 tetrahedra (blue) connected by bdc linkers
(a). C is grey and D is white. CD4 adsorption sites in Zn4O(bdc)3: “cup” sites for the first adsorbed
CD4 with well-defined molecular orientations (cyan) and secondary “hex” (yellow) and “ZnO2”
sites (green) (b). [001] view of I4/mmm Zn4O(bdc)3 with CD4, additional CD4 (pink) were
observed near the pore centre (c). [001] view of P4 mm Zn4O(bdc)3, where CD4 sites (orange)
align along the c axis (d). Orientationally-disordered CD4 are shown as spheres for clarity.
Reprinted with permission from (H. Wu, W. Zhou, T. Yildirim, J. Phys. Chem. C 113, 3029
(2009)) [84]. Copyright (2009) American Chemical Society
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and the ability for regeneration under relatively-mild conditions [87]. Zr6O4(OH)
(bdc)6 is built from Zr6O4(OH)4 octahedra that extend into three-dimensions via
bdc ligands, resulting in two types of microporous cages. The dynamics of CO2 and
CH4 within Zr6O4(OH)(bdc)6 was measured using QENS and matched with results
from MD simulations [87] (Fig. 3.10). Importantly, this work established the

Fig. 3.9 Cu3(btc)2 with CD4 molecules adsorbed at the open-Cu sites (a) and the small cage
window sites (top and side views) (b). van der Waals surface of the small octahedral-cage,
showing the size and geometry of the pore window in excellent match with a methane molecule
(c). CD4 molecule adsorbed at the secondary adsorption-site, the centre of the small octahedral-
cage (d). CD4 molecule located at the large cage corner-site, also a weak adsorption-site (e).
C atoms of the CD4 at different adsorption-sites are colored differently: Open-Cu site is blue, the
small cage window-site is orange, the small cage centre site is yellow, and the large cage corner-
site is green. Figure adapted from (H. Wu, J.M. Simmons, Y. Liu, C.M. Brown, X.S. Wang, S. Ma,
V.K. Peterson, P.D. Southon, C.J. Kepert, H.C. Zhou, T. Yildirim, W. Zhou, Chem. -Eur. J. 16,
5205 (2010)) [85]
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concentration dependence of the diffusivities of CH4 and CO2 (self and transport,
respectively) within the material. The flexibility of the framework was found to
influence significantly the diffusivity of the two species, and CH4 was found to
diffuse faster than CO2 over a broad concentration range, a result that is in contrast
to zeolites with narrow windows, for which opposite trends were observed. Further
analysis of the MD trajectories for CH4 provided insights into the global micro-
scopic diffusion-mechanism, proposed to occur by a combination of intracage
motions and jump sequences between the material’s tetrahedral and octahedral
cages. The coadsorption of CO2 and CH4 in the material, from both a thermody-
namic and a kinetic perspective, was also studied using this approach. It was shown
that each type of guest adsorbs preferentially in the two different pores, where CO2

occupies the tetrahedral cages and CH4 the octahedral cages. Further, a very unu-
sual dynamic behaviour was also noted in the study of CH4/CO2 mixtures in
Zr6O4(OH)(bdc)6 in that the slower CO2 molecule was found to enhance the

Fig. 3.10 Evolution of self-diffusion coefficients of CH4 in Zr6O4(OH)(bdc)6 at 230 K as a
function of concentration (a): QENS (empty circles), MD simulations using a rigid (filled squares)
and flexible (filled triangles) framework. Simulated self-diffusivity (triangles) of CO2 in
Zr6O4(OH)(bdc)6 at 230 K as a function of concentration (b). The residence times (squares) for
CO2 molecules in the tetrahedral cages of Zr6O4(OH)(bdc)6 are also shown. Typical illustration of
the CH4 diffusion mechanism in Zr6O4(OH)(bdc)6 (c). Positions 1–6 correspond to jump
sequences of CH4 in the MD calculations. Potential-energy distribution for a CH4 (upper) and CO2

(lower) in Zr6O4(OH)(bdc)6 as it passes from the centre of one tetrahedral cage to another, via the
centre of the octahedral cage (d). Reprinted from (Q.Y. Yang, H. Jobic, F. Salles, D. Kolokolov,
V. Guillerm, C. Serre, G. Maurin, Chem. -Eur.J. 17, 8882 (2011)) [87] with permission
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mobility of the faster CH4, again contrasting with the usual observation for CO2/
CH4 mixtures in narrow-window zeolites, where the molecules diffuse indepen-
dently or slow the partner species.

The self-diffusion properties of pure CH4 and its binary mixture with CO2 within
the NaY zeolite have also been investigated by the combined QENS/MD approach.
This material combines several favourable features including a good selectivity,
high working capacity, and potential easy regenerability that make it a good can-
didate for the selective adsorption of CO2 over CH4 [88]. The QENS measurements
at 200 K led to an unexpected self-diffusivity profile for pure CH4 with the presence
of a maximum for a loading of 32 CH4/unit cell, which was previously unobserved
for the diffusion of an apolar species in a zeolite with large windows. The QENS
measurements report only a slight decrease of the self-diffusivity of CH4 in the
presence of CO2 when the CO2 loading increases. MD calculations successfully
reproduce this experimental trend and suggest a microscopic diffusion-mechanism
in the case of this binary mixture [89].

3.4 Experimental Challenges and the Importance
of In Situ Experimentation

The analysis of porous materials and their interaction with guest molecules using
neutron scattering is experimentally challenging. Even with advances in neutron
sources and instrumentation, several hundred milligrams of material are usually
required for successful neutron-scattering analysis of these systems. Evacuated
materials prepared for guest sorption are air-sensitive, mandating their handling in
specialist atmospheres such as a helium-filled glove box, where helium is necessary
to avoid the heat-transfer medium freezing where the heat-transfer gas is not
removed from activated samples prior to low-temperature (<10 K) measurement.

Obtaining a good neutron-scattering signal from the host or guest being studied
can involve isotopic substitution, and often with complex ligands that require
deuteration. The requirement of neutrons in this work is demonstrated by the recent
synthesis of deuterated forms of complex ligands, such as 4, 4′, 4″-benzene-1, 3, 5-
triyl-tribenzoic acid, through a technique developed at a specialist deuteration
facility associated with a neutron-scattering centre. Such complex chemical syn-
thetic routes are achievements in their own right [90].

The majority of neutron-scattering experiments exploring guest-host interactions
in porous adsorbents are in situ in nature. The in situ approach, however, varies in
accordance to the experimental need. Most commonly activated materials (porous
materials with their pores empty) are analysed at low temperature first, before the
introduction of guest molecules to the sample at a temperature where the guest will
remain in the gaseous state, and the sample is then cooled slowly to where the guest
molecules “lock in” to their equilibrium positions, before the measurement con-
tinues. These measurements involve careful control of the temperature of the
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sample as well as gas-delivery lines through the use of modified cryofurnaces.
Advances in neutron instrumentation, particularly large area-detectors and higher-
intensity sources, provide the opportunity to resolve in real-time details for such
systems [91].

3.5 Perspectives for Neutron Scattering in the Study
of Porous Materials for CO2 Separation, Capture,
and Storage

Clearly, the development of more efficient, cost-effective, and industrially-viable
CO2 capture materials is essential for the deployment of large-scale CCS. Novel
concepts for porous hosts used for CO2 capture and separation require a molecular
level of control that can take advantage of differences in the chemical reactivity of
gas molecules. A challenge in the capture of CO2 is tuning the selectivity of
adsorbents, and coupled with this is the need to examine the adsorption selectivity
at the molecular level. Neutron scattering has made important contributions in the
understanding of the fundamental separation and storage mechanisms underpinning
the functionality of porous materials used in CO2 capture processes. Great potential
exists to develop porous hosts for this purpose using neutron scattering by probing
adsorption sites, as well as guest orientation, dynamics, and diffusion in wide range
of porous materials. Additionally, the characterization of the hosts themselves and
their response to guest adsorption, both on a crystallographic and large-scale
structure scale is important.

Postcombustion capture from power-plant flue streams provides one strategy
towards reducing CO2 emissions to the atmosphere, however, there is an urgent need
for new methods and materials that perform this separation. In contrast to the low
pressure, predominantly CO2/N2 separation required for postcombustion capture,
materials for precombustion (high pressure, predominantly CO2/H2) capture and
natural-gas sweetening (predominantly CO2/CH4), have distinct requirements.
Careful consideration must therefore be afforded to the working conditions of the
material at which capture occurs in order to tailor the properties of that material.
Commensurate with this requirement is the need for studying materials under rele-
vant working conditions, with an emerging area of particular relevance being the
understanding of gas transport in mixed gas and vapour streams. Such co-adsorption
experiments, performed for CO2 and CH4 mixtures [88, 89], could be extended to
study important ternary mixtures such as CO2/H2O/N2. This would allow derivation
of important competitive gas-sorption mechanisms that are difficult to derive using
other methods such as sorption analysis and diffuse-reflectance Fourier-transform
infrared spectroscopy. This approach can be expanded further to include mixtures
representative of separations that are industrially relevant, and for conversion and
catalytic reactions.
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Chapter 4
Materials for the Nuclear Energy Sector

Michael Law, David G. Carr and Sven C. Vogel

Abstract Current and future nuclear-technologies such as fission and fusion
reactor-systems depend on well-characterized structural materials, underpinned by
reliable material-models. The response of the material must be understood with
science-based models, under operating and accident conditions which include
irradiation, high temperature and stress, corrosive environments, and magnetic
fields. Neutron beams offer methods of characterizing and understanding the effects
of radiation on material behaviour such as yield and tensile strength, toughness,
embrittlement, fatigue and corrosion resistance. Neutron-analysis techniques
improve our understanding of radiation damage, which is essential in guiding the
development of new materials.

4.1 Introduction

Radiation damage changes structural materials; the role of microstructure, stress,
and radiation flux on swelling, creep, embrittlement, and phase transformations
must all be understood. This knowledge will allow development of materials with
superior resistance to fast-neutron fluence and high temperatures.

The ability to model and predict the performance and life of materials in nuclear
power plants is essential for the reliability and safety of these technologies. These
systems may include new environments such as high-pressure water, molten salt,
molten metal, and helium which all increase the potential for material degradation
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and corrosion. Significant material-development challenges must be met as com-
ponents of Generation IV reactor systems will experience higher fluxes, tempera-
tures, and sometimes stresses, than conventional light-water reactor systems. The
same applies for fusion reactors which in the current developmental phase pose
significant challenges to available structural materials. Only by improved charac-
terization can we move to science-based models of material behaviour. Under-
standing material behaviour from the atomic level up to the full-component scale is
essential in developing new materials for these applications.

Creep and creep-fatigue of reactor materials is poorly understood. When the
effects of irradiation are added, it is obvious that a better understanding is required.
These same effects are intensified in welds due to texture, material inhomogeneity,
residual stress, and thermal-expansion mismatch.

Irradiation can cause significant microstructural changes including atomic dis-
placement, helium bubble formation, irradiation-induced swelling and irradiation-
induced creep, crystalline-to-amorphous phase transitions, and the generation of
point defects or solute aggregates in crystalline lattices. Irradiation also creates
defects resulting from atomic displacement or from transmutation products. These
defects increase the yield and tensile strengths while reducing ductility and causing
embrittlement.

The neutron-beam techniques relevant to the nuclear-energy sector are residual
stress and texture measurements, crystallographic phase analysis to establish phase
diagrams and reaction kinetics, neutron radiography and tomography, prompt-
gamma activation analysis, and small-angle neutron scattering. As exposure to
neutron beams activates many materials, neutron facilities generally have the
infrastructure to accommodate radioactive materials which allows post-irradiation
examination of samples.

The ability to characterize materials in situ is essential, at the appropriate tem-
perature and environment, rather than bringing the sample back to ambient con-
ditions. This also allows the evolution of material behaviour to be studied rather
than just the properties at the start and endpoint.

4.2 Steels

Steels are important structural materials in modern nuclear-power systems. Com-
mon alloy systems include ferritic materials which have high resistance to radiation
induced swelling, nickel-based alloys for high-temperature applications, and au-
stenitic (stainless) steels which typically offer superior corrosion resistance. Typical
applications are piping, pressure vessels, heat exchangers, steam generators, and
general structural components. Some reactor vessels are made from a ferritic shell
which is then clad with stainless steel for corrosion resistance. Structural integrity
issues which have been investigated by neutron methods include stress corrosion
cracking, weld and cladding cracking, and loss of creep strength and embrittlement
due to exposure to temperature and radiation.
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Hydrogen can be absorbed into metals, particularly at high temperatures. This
interstitial hydrogen can significantly affect the strength and ductility of the
material, leading to reduced structural integrity. Hydrogen flows along gradients of
interstitial spacing, particularly the variations caused by temperature and stress.
Thus it will flow to hot areas associated with welding, and to stress concentrations
associated with crack tips. As a strong incoherent scatterer of neutrons, the
hydrogen distribution in metals can be investigated with radiography and prompt-
gamma neutron activation analysis.

A new class of steels, the oxide-dispersion strengthened steels, have recently
been developed specifically for improved radiation tolerance. This material contains
a fine dispersion of nano-sized, precipitate-like features which improve high-tem-
perature creep properties and act as sinks for transmutation-produced helium,
provide better void-swelling resistance and promote recombination of irradiation-
induced point defects. Small-angle neutron scattering has proved to be a particularly
useful technique for bulk characterisation of the nano-cluster distribution, volume
fraction, shape, interface and size.

4.2.1 Residual Stress

Residual stresses are those that remain in a component after external forces are
removed; they are self-equilibrating in nature and are often caused by deformation
or uneven heating during manufacture; particularly casting, forging, forming, or
welding operations. Residual stresses are significant in the failure of components as
they contribute to fracture, fatigue, stress corrosion cracking (SCC), hydrogen-
assisted cold cracking, hydride formation, or lead to unacceptable deformation
during manufacture. An understanding of residual stress is essential in developing
new components, materials, and joining techniques for nuclear-energy systems.

As most metal-forming operations involve heating and or deformation, residual
stresses are almost always present due to differential thermal-strains, phase trans-
formations, or plastic mismatch. These mismatches cause elastic strains, which result
in residual stresses. The structural issues that arise from residual stresses are of two
types, those that are conventional structural-integrity issues (fracture, fatigue, stress
corrosion cracking susceptibility, creep crack growth, hydride formation, and dis-
tortion) and issues that come about due to the interaction of residual stress and
radiation with service exposure (stress relaxation, creep, and swelling; all induced by
radiation).

Structural integrity assessments of nuclear components rely on accurate values
of the residual stresses; in the absence of better information these must be con-
servatively assumed to be equal to the yield strength, leading to small critical-defect
sizes and loads. The regular use of residual stress measurements by neutron dif-
fraction has been able to safely reduce the conservatism of these estimates by
providing accurate, validated measurements. Stresses cannot be measured directly,
only the elastic strains locked into the material. Broadly speaking, there are two
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methods of measuring residual stresses; compliance methods and methods that
measure lattice strains in crystalline materials (typically metals) [1–3]. Compliance
methods assess deformations that occur during cutting or other methods of material
removal. Lattice strains are typically measured by diffraction and comparing lattice
spacings in the strained and unstrained condition, this can be done by X-ray
(including synchrotron) and neutron diffraction. Neutron diffraction has many
advantages over other methods of measuring residual stresses due to its good
penetrating power and spatial resolution within the bulk of the component.

A difficulty with diffraction measurements is that a stress-free sample is often
required for reference. Furthermore, the compositional strain-variation that may
occur across welds leads to unavoidable sources of error due to so-called chemical
strains. There may be significant variation in the weld position and composition
between the stress-free sample and the measured component. Where one stress
component is known to be near zero measurement at a range of angles normal to the
surface using the sin2θ technique [3] can obviate the need for a stress-free sample.

4.2.1.1 Welding and Joining

Welds are often located at mechanical-stress concentrations, and welds can be
regarded as a form of metallurgical notch due to degraded local material properties,
defects, and residual stresses. The combination of high stresses, reduced material
properties, and probable defects often leads to failure by fracture, fatigue, stress
corrosion cracking, or even creep cavitation.

Although developing materials for demanding applications is essential, joining
these materials will be a major difficulty. Welds and other methods of joining are
inevitably the weak point due to metallurgical inhomogeneity, defects, residual
stresses, and dissimilar mechanical properties. Well-characterized residual stresses
are essential for assessing the structural integrity of welds. In a similar manner to
the stress redistribution that may occur with high temperature, irradiation can
change the residual stress distribution in the weld (Fig. 4.1).

Residual stresses may occur between layers in composites such as the com-
monly-used austenitic (stainless steel) cladding on ferritic pressure vessels
(Fig. 4.2). These layered composites have two forms of stress, any residual stress
due to the bonding process, and a thermal mismatch which is a function of the
different coefficients of thermal expansion, and the difference between the bonding
temperature and the current (measurement or operational) temperature. In some
cases the cladding is too thin for residual stress measurements and only the residual
stresses in the base material can be measured [5].

The welds and heat-affected zones (HAZs) are areas of concern for SCC because
of the presence of as-fabricated flaws, high residual stresses, elevated plastic strains,
chemical heterogeneity, and microstructural differences relative to base metals.
Dissimilar metal welds are critical areas in nuclear-power systems due to higher
residual stresses than for similar-metal welds, and additional thermal stresses during
operation due the different coefficients of thermal expansion.
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Many of the materials of interest for nuclear-power systems are difficult for
neutron diffraction due to large grain size in the weld (stainless steels, U, Zr),
low scattering (Zr, Ti), or strong attenuation (W). Hexagonal and orthorhombic
crystal structures (Ur, Zr) can complicate residual stress measurement due to type II
(inter-granular) stresses from elastic, thermal, and plastic anisotropy which are
superimposed on the type I macroscopic stresses.

Dissimilar metal welds (austenitic to ferritic) or bonding system (e.g. copper-
tungsten composites for the plasma facing component in fusion systems) requires
measurement of different reflections necessitating a different instrument configuration
for each material.

Inevitably components will need to be modified or repaired and weld repairs
complicate an already complex residual stress field. Repair welds are of special interest
as they are often made without post-weld heat treatment, producing welds with higher
levels of residual stress (and sometimes hydrogen) than conventional welds. Nearly

Fig. 4.1 Comparison of residual stress distributions in stages of irradiation (Reprinted with
permission from (Y. Ishiyama, R.B. Rogge, M. Obata, J. Nucl. Mater. 408, 153 (2011)) [4].
Copyright (2011) Elsevier

Fig. 4.2 Residual stresses in base material only in Stellite-clad steel specimens. Reprinted with
permission from (H. Köhler, K. Partes, J.R. Kornmeier, F. Vollertsen, Phys. Procedia 39, 354
(2012)) [5]. Copyright (2012) Elsevier
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half of repair welds made on high-energy components in the power-generation
industry subsequently fail. Repair welds are more complex than normal fabrication
welds as the repair may have significant stop/start thermal fields, may possess further
transformation stresses, and overlay an existing residual stress field. Edwards et al. [6]
and Bouchard et al. [7] made neutron-diffraction measurements of residual stresses in
typical repair welds for the nuclear industry. Figure 4.3 shows a good comparison
between residual stresses measured by deep hole drilling and by neutron diffraction for
a short weld-repair in a 20 mm thick 316 stainless vessel.

4.2.1.2 Measurement Validation

Due to experimental uncertainties, there is considerable variation in residual stress
measurements; a common strategy is to validate measurements by using two or more
methods. Some neutron residual stress measurements have been validated (Figs. 4.4
and 4.5) by modelling [8], deep hole drilling [7], or contour methods [8, 9].

Fig. 4.3 Comparison of
measured residual stresses in
the HAZ of a short repair
weld: a axial,
b hoop. Reprinted with
permission from (P.
J. Bouchard, D. George,
J.R. Santisteban, G. Bruno,
M. Dutta, L. Edwards,
E. Kingston, M. Smith, Int.
J. Press. Vessels Pip. 82, 299
(2005)) [7]. Copyright (2005)
Elsevier
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Due to the time and complexity of residual stress measurements, computer
modelling of residual stresses has been pursued by many groups. The development
and validation of models relies heavily on residual stress measurements. As there
are significant uncertainties in both modeling and in residual stress measurements,
the two activities inform each other’s results. Agreement between modelling and
measurements, or between different measurement techniques, improves confidence
in both sets of results.

TheVersailles Project onAdvancedMaterials and Standards (VAMAS) Technical
Working Area (TWA) 20 ring-and-plug strain round-robin specimen has been used to
validate neutron diffraction measurements with good correspondence in results [11].

Fig. 4.4 Comparison of model and neutron diffraction measurements. Contour plots of predicted
transverse (σ11) and longitudinal (σ33) residual stresses. Predicted stresses compared with
(a–d) neutron diffraction-measured residual stresses along the D lines. Reprinted with permission
from (O. Muránsky, M.C. Smith, P.J. Bendeich, T.M. Holden, V. Luzin, R.V. Martins,
L. Edwards, Int. J. Solids Struct. 49, 1045 (2012)) [9]. Copyright (2012) Elsevier

4 Materials for the Nuclear Energy Sector 67



The European network on neutron techniques standardization for structural integrity
(NeT) round robin had a number of samples for both residual stress measurement (by
neutron diffraction, with some deep hole drilling and also using the contour method)
and modelling [12–15]. The results show good correspondence (Fig. 4.6), although
there were some systematic shifts in modelling and contour-method results, when
compared to other methods. This led to changes in material descriptions used in
modelling, and an appreciation of the effects of localized yielding on contour-method
results during cutting.

There are difficulties comparing results as the neutron method averages stresses
within the gauge volume. Finite-element analysis (FEA) results are discrete so the
results should be volume-averaged to produce values over similar gauge volumes to
neutron diffraction results. As real welds often have significant distortion, the
spatial position of neutron results should be considered, if they were taken in a
straight line they will often be at different distances from the surface while FEA
results made on a ‘straight’ weld will be from different areas.

4.2.2 Nano-Particle Strengthening

Modern steels are strengthened by finely dispersed nano-particulates, particularly in
high-temperature structural materials. Radiation damage and temperature can cause
these to change their shape, size, and distribution, leading to embrittlement. Oxide
dispersion strengthened (ODS) steels are designed for high-temperature operation;
they contain oxide nano-clusters (e.g. yttrium-titanium oxide) in a ferritic-steel matrix.

Fig. 4.5 Hoop residual
stresses in E-beam welded
uranium cylinder measured by
neutron diffraction and by the
contour method. Reprinted
with permission from
(D.W. Brown, T.M. Holden,
B. Clausen, M.B. Prime,
T.A. Sisneros, H. Swenson,
J. Vaja, Acta Mater 59, 864
(2011)) [10]. Copyright
(2011) Elsevier
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The size and morphology of these particles may change with exposure to stress,
temperature, or radiation; all conditions which occur in nuclear-power systems, typi-
cally increasing the size and decreasing the number of strengthening particles. Changes
in the volume fraction, surface interface and size distribution of these particles can
cause significant changes to the strength, ductility, and toughness of these materials.
Advanced reactor-materials use nano-particulates to act as sinks for radiation-induced
phenomena such as vacancies, self-interstitials, and as trapping sites for He bubbles
from nuclear reactions in thematerial. Small-angle neutron scattering (SANS) can non-
destructively analyse these nanoscale features over a large sample volume.

The use of a strong magnetic field can differentiate between magnetic and non-
magnetic scattering at right angles to each other, and the strengthening nano-par-
ticulate oxides are typically non-magnetic. With ODS steel samples the SANS
curves for no magnetic field (nuclear scattering only) and with field
(nuclear + magnetic scattering) are compared. If they have no difference then the
scattering is entirely non-magnetic and it can be assumed that the scattering is from
the non-magnetic oxide nano-clusters. If there is a difference then the contribution
from iron-based magnetic scatterers can be removed. This experimental technique
should be used in conjunction with an oxide-free reference sample of the same
manufacturing route (if possible), for correct de-convolution of the SANS from
oxide nano-clusters.

Fig. 4.6 Comparison of modelling predictions and neutron diffraction and contour method
measurements for the NeT task group 1 single weld-bead on plate. Reprinted with permission from
(M.C. Smith, A.C. Smith, Int. J. Press. Vessels Pip. 86, 79 (2009)) [13]. Copyright (2009) Elsevier
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The size of strengthening nano-particles is in the range 1–20 nm, and the few
techniques available for studying these are transmission-electron microscopy
(TEM), atom-probe tomography (APT), and SANS, however TEM and APT only
sample a small volume. As a result, SANS has become a critically important
technique for the development, understanding and characterisation of these irradi-
ation-resistant materials [16, 17].

4.3 Zirconium and Its Alloys

Zirconium and its alloys are extensively used in nuclear applications due to the
combination of a low neutron-absorption cross section, good mechanical properties
under high stress and temperature conditions, low hydrogen/deuterium uptake and
corrosion resistance. The main uses are for some structural components (particu-
larly the calandria in CANada Deuterium Uranium (CANDU)-type reactors) and
fuel cladding. It is anticipated to be used in the primary containment-vessel of high
temperature D2O inside the core of the fourth generation supercritical-water-cooled
reactor (SCWR). Its behaviour during manufacturing and in service as well as under
accident scenarios is therefore of great importance and a topic of extensive research.

Pure zirconium has a hexagonal closed-packed (hcp) crystal structure up to
866 °C and transforms to a body-centred cubic (bcc) crystal structure at higher
temperatures. Their complex deformation-mechanisms have been investigated with
neutron diffraction where different crystallographic planes have different elastic
constants and post-yield behaviour, leading to strain partitioning. The main alloying
elements for nuclear applications are niobium and tin, the latter forming together
with other minor elements the so-called Zircaloys (*Zircaloy is a trademark of
Westinghouse Electric Company, Pittsburgh, PA.).

Neutron diffraction has been applied to zirconium and its alloys to characterize
welds, as an in situ mechanical test technique to characterize deformation modes to
allow predictive modelling of deformation, to investigate the development of tex-
ture under temperature and stress, and to characterize the phase transformations
including texture-variant selection during the hcp/bcc phase transformation. The
following sections describe some of these experiments.

Zircaloys are also prone to brittle-hydride formation, particularly in welds.
Hydrides can also form in parent plate if unfavourable textures are present due to a
particular manufacturing route. Thus, many investigations have been performed on
hydrides, such as imaging their location (radiography and prompt gamma), and
assessing their susceptibility to hydride formation (residual stress and texture).
Hydrogen accumulation or “pick-up” can also occur in the Zircaloy cladding of
nuclear fuel and can cause embrittlement. In this case, the hydrogen content can be
spatially visualized and quantified by neutron radiography. Blistering of Zircaloy
fuel-cladding has also been investigated using neutron radiography, as X-rays are
not effective in practice due to the high background, which includes gamma radi-
ation from decay products.
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4.3.1 Deformation

Due to the complex deformation behaviour of highly-anisotropic Zirconium alloys,
these materials have been studied extensively by neutron diffraction, in combination
with polycrystalline deformation models, the elasto-plastic and visco-plastic self-
consistent models [18], to understand the deformation and texture development.

The difference in tensile and compressive behaviour in Zircaloy-2 was demon-
strated by MacEwen et al. [19]. The strains were measured for each lattice plane on
a time-of-flight (TOF) instrument (the General Purpose Powder Diffractometer at
the intense-pulsed neutron source (IPNS), which is no longer operational). Neutron
time-of-flight instruments can measure multiple lattice planes without reorienting
the sample, as is required on a constant-wavelength instrument.

The residual stresses, stress tensor, and inter-granular stresses were characterized
after 5 % strain by Pang et al. [20]. The measured lattice strains were in good
agreement with those predicted by elasto-plastic self-consistent models, which
predict deformation modes such as slip and twinning.

Zirconium and its alloys have a hcp structure, and there are too few slip systems
for standard plasticity so twinning is an important contributor to plastic deforma-
tion. Rangaswamy et al. [21] compared changes in texture and twin volume-frac-
tions to predictions from a visco-plastic self-consistent polycrystal model, which
described both slip and twinning.

Balogh et al. [22] examined the deformation behaviour of Zr-2.5Nb samples by
full-pattern diffraction line-profile analysis (DLPA) to determine the evolution of
the density and type of the dislocation-structure induced by irradiation and plas-
ticity. Control samples were compared to samples removed from a CANDU nuclear
reactor pressure-tube to determine the evolution of microstructure and plasticity
characteristics during deformation (27 % cold work during manufacture). The
pressure tube was in service for 7 years at *250 °C with a neutron fluence of
1.6 × 1024 m−2 (E > 1 MeV). Results show that fast-neutron irradiation signifi-
cantly increases the overall dislocation density, accomplished entirely by an
increase in the 〈a〉 Burgers vector dislocations.

4.3.2 Residual Stress

Welding is commonly used to fabricate zirconium-alloy components. Welding
commonly results in residual stresses, and these can be complex due to the
anisotropy of the material. Residual stresses can lead to hydride formation, so are
significant to the structural integrity of the material. Using time-of-flight neutron
diffraction, Carr et al. [23, 24] measured the residual stresses (Fig. 4.7) in a
Zircaloy-4 gas tungsten arc weld. They also determined the lattice strains, texture,
and the strain evolution in the weld during loading.
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Welding often leads to grain growth and crystallographic texture changes, which
may result in limited numbers of crystals which satisfy the diffraction condition,
leading to poor statistics and errors. Methods of overcoming this include increasing
the sampled area by increasing the gauge volume, and rocking or sweeping the
sample through a larger volume. The residual stresses using such techniques were
measured in a girth weld in the Zircaloy containment vessel for a cold-neutron
source in a research reactor [25]. The rotational symmetry of the vessel was taken
advantage of and the weld was rotated back and forth around the cylinder axis to
increase the number of grains sampled. The residual stresses were low (Fig. 4.8) as
the weld was subject to post-weld heat treatment to reduce residual stresses and
drive off hydrogen trapped in the weld, in an effort to reduce hydrogen cracking and
hydride formation.

Fig. 4.7 Variation of the macroscopic residual-stresses in a Zircaloy-4 weld after a stress-relieving
heat-treatment (filled circles) and as-welded (open circles). The as-welded stresses are reduced by
about 40 % by the heat treatment. Measurements were taken across the plate at the mid-thickness
position. Reprinted with permission from (D.G. Carr, M.I. Ripley, D.W. Brown, S.C. Vogel,
T.M. Holden, J. Nucl. Mat. 359, 202 (2006)) [24]. Copyright (2006) Elsevier

Fig. 4.8 Residual stresses in
Zircaloy weld. Reprinted with
permission from
(P. Bendeich, V. Luzin,
M. Law, Australian Nuclear
Science and Technology
Organisation report (2012))
[25]
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Fig. 4.9 Texture of the α-phase (left column) and β-phase (right column) of Zr-2.5Nb during
heating, with 20 % strain in the axial direction (original extrusion direction), and cooling.
The radial direction is horizontal on the pole figure and the hoop direction vertical. Reprinted from
(S.C. Vogel, ISRN Materials Science 2013, 24 (2013)) [32]
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4.3.3 Texture

Texture is the orientation distribution of the single crystals forming the poly-
crystalline aggregate. Due to the anisotropy of the single crystals, particularly the
hexagonal alpha phase, texture is of great importance in the deformation behaviour
of zirconium alloys. Therefore, understanding texture evolution during thermo-
mechanical processing steps and service is a necessary precursor to predicting
texture. Texture is affected by temperature [18, 26] and strain rate [27]. In situ
diffraction is essential in understanding texture evolution.

Figure 4.9 shows an example of texture evolution in Zr-2.5Nb, with both tem-
perature changes and deformation. This measurement was made on the HIPPO
diffractometer [28, 29] at the Los Alamos Neutron Scattering Center (LANSCE)
using a high-temperature deformation furnace [30]. The texture was measured at
room temperature and at a number of steps up to 975 °C [31]. At this temperature the
sample experienced a compressive strain of 20 %. Texture measurements were made
at 975 °C, then at the same temperature steps during cooling to room temperature.

At room temperature the bcc beta phase is meta-stable and increases during
heating at locations on the rim of the pole figure where the 0001 alpha pole-figure
previously showed maxima, showing that alpha grains transform directly to beta
grains [33]. At 975 °C only the bcc beta phase exists, at this point the sample had a
strain of 20 %. The beta grains transform to alpha during cooling and (by the
Burgers orientation relationship) the {0002} planes of the alpha phase become
{110} planes of the beta phase, which is reflected in the texture evolution.

Pre and post treatment conditions of the sample are confirmed in Fig. 4.6a/b and
e/f, respectively. The Burger orientation-relationship determines the transition of
(0002) hcp/α to maxima in (110) bcc/β during a temperature increase to 975 °C.
The resulting textures at high temperature are shown in (c). The (222) bcc/β planes
align with the applied compression direction (d). To study the evolution of many
properties such as texture, it is necessary to measure at intermediate steps, rather
than just the start and end of processing.

Using Bragg-edge transmission [34] and neutron imaging in combination makes
simultaneous mapping of the strains and texture (Fig. 4.10) [35] of the crystallites
within the entire sample possible.

4.3.4 Zirconium Hydride

Hydride formation in Zircaloys reduces strength and ductility significantly. Hydrides
form preferentially in areas of higher stress [36] such as near welds or at crack tips. In
loss of coolant accidents (LOCAs), overheated Zircaloy cladding may react with
cooling water in a complex manner with different phase-transformation temperatures
depending on other species such as oxygen or hydrogen. The solubility of hydrogen in
zirconium and Zircaloy differs by almost an order ofmagnitude between the alpha and
beta phases [37], and excess hydrogen may form embrittling hydrides, particularly at
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crack tips etc. Despite decades of work, the mechanisms of corrosion of zirconium-
based alloys, particularly in reactor conditions, are still an active research field.

As hydrogen is a strong neutron-scatterer, the hydrogen concentration (Fig. 4.11)
can be measured by neutron radiography [38] with sensitivities of *1,000 wt. ppm
[39]. Neutron diffraction and radiography can be combined [40, 41] to identify and
map hydride phases. The distribution [42] and kinetics [37] of hydrogen in mate-
rials can be identified by neutron radiography.

The hydrogen concentration in metals (particularly in zirconium-based alloys)
can be also be measured by cold neutron prompt-gamma activation analysis PGAA
[44]. However, these techniques are not suitable for imaging and rather provide the

Fig. 4.11 Steel target-rod with Zr cladding after exposure to protons in the target of the Swiss
Spallation Neutron Source, SINQ. The black points are attributed to the agglomeration of
hydrogen on the inner side of the Zr cladding. Because the sample is highly activated, a well-
shielded facility was used for the investigations. Reprinted with permission from (E.H. Lehmann,
P. Vontobel, G. Frei, C. Bronnimann, Nucl. Instrum. Meth. Phys. Res. A 531, 228 (2004)) [43].
Copyright (2004) Elsevier

Fig. 4.10 Optical (a) and neutron-radiography images (b, c, d, e) of the welded Zircaloy-4 plates.
Figure b was produced using neutrons with wavelengths between 1.4 and 2 Å, whilst Figures c,
d and e are images of the height of selected Bragg edges. In figure c the start of the HAZ clearly
shows the disappearance of the (10–10) Bragg edges, whilst the (11–20) edge in figure d reveals
the differences between the outer and inner layers of the plate. Reprinted with permission from
(J.R. Santisteban, M.A. Vicente-Alvarez, P. Vizcaino, A.D. Banchik, S.C. Vogel, A.S. Tremsin,
J.V. Vallerga, J.B. McPhate, W. Lehmann Kockelmann, J. Nucl. Mater. 425, 218 (2012)) [35].
Copyright (2012) Elsevier
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bulk average from the volume illuminated by the incident neutron beam. Cold
neutron PGAA is based on measuring prompt gamma rays following the absorption
of cold neutrons by hydrogen. This method has to be performed in a close prox-
imity to a neutron source. The technique does not change the sample and so is well
suited to assessing hydrogen uptake during interrupted corrosion testing.

4.4 Uranium

In this section we describe several applications of neutrons to investigate the crys-
tallography and phase composition of uranium, particularly in fuels. Metallic uranium
has an orthorhombic crystal structure, leading to anisotropic single-crystal properties
such as a negative thermal-expansion along the crystallographic b axis. This leads to
substantial integrity problems when the material is heated. Therefore, the vast majority
of nuclear fuels in power reactors consist of cubic uranium-oxide whereas in research
reactors metallic uranium-molybdenum alloys are also used, with the molybdenum
stabilizing the cubic gamma-structure. During operation, i.e. during heating and
irradiation, atoms rearrange and phase transformations may occur, with the phases in a
spent fuel having different material properties to those of a fresh fuel. For example,
thermal gradients of several hundred degrees exist between the centre and outside of a
fuel rod, leading to a spatial distribution of crystallographic phases over a distance on
the order of a centimeter. The identification of the new phases, determination of their
formation conditions and kinetics, as well as establishing their properties, are of
paramount importance for new and existing fuel types. Similar considerations apply to
structural materials, e.g. cladding or pressure-tubing materials in accident scenarios,
and actinide-bearing minerals for mining and waste deposition [45].

In fuels, the elements of interest are high Z-number (uranium and other actinides)
and low Z-number (oxygen, nitrogen, carbon). Neutron diffraction is better at deter-
mining these structures while X-ray diffraction is biased towards the heavy atoms.

There are three structure models proposed for cubic UC2 [46–48] a non-
quenchable phase existing between *1,823 and *2,104 °C [49]. The three crystal
structures differ in the arrangement of the carbon atoms. Simulated X-ray diffraction
patterns are similar due to the bias towards the uranium lattice. Simulated neutron
diffraction patterns can discriminate between the three different structures
(Fig. 4.12) due to the sensitivity to the carbon atoms. Experimental neutron-dif-
fraction data matches well with the structure proposed by Bowman [48].

This example illustrates the great advantages neutron diffraction offers over
X-ray diffraction for crystal-structure investigations of nuclear materials and in
particular nuclear fuels.

The smaller low Z-number elements are typically the mobile species and their
rearrangement as a function of temperature leads to phase transitions, and neutron
diffraction may be sensitive to these while X-ray diffraction will not. As many phases
are non-quenchable, in situ techniques offer great advantages. Classical methods to
study phase transitions, such as dilatometry or calorimetry, do not identify the
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newly-formed phases and are also sensitive to changes in chemical composition, e.g.
rearrangement of the oxygen atoms, without formation of a new, distinct phase. Not
surprisingly, neutrons have played a vital role over the past decades in elucidating
the properties of nuclear fuels.

4.4.1 Structure

Structures of fuels with both light and heavy elements are best determined by
neutron diffraction. Urania, with a large range of hyper-stoichiometric oxygen (up
to UO2.25), has been investigated by neutron diffraction. Many of the phases in the
U-O phase diagram were determined by neutron diffraction.

Fig. 4.12 Simulated diffraction patterns for X-rays (left column) and neutrons (right column) of
the three structures for cubic UC2 proposed by Bowman [48] (top row), Bredig [46] (middle row),
and Wilson [47] (bottom row) showing the superiority of neutron diffraction in determining the
structure of the cubic UC2 phase. Reprinted from (S.C Vogel, ISRN Materials Science 2013, 24
(2013)) [32]
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As examples, Willis [50] utilized diffraction from a UO2.13 single crystal to
establish the positions of the excess oxygen atoms in the CaF2-type structure; the
crystal structure of beta-U4O9−y was solved by Bevan et al. [51] and later refined by
Cooper [52].

Besides Bragg diffraction, where the crystallographic information is derived
from the integrated peak intensities via the structure factor, diffuse scattering can be
used to study disorder and oxygen diffusion, e.g. Clausen et al. [53], Goff et al. [54].
As the energy of thermal neutrons is similar to the generation or annihilation
energies for phonons, neutrons can also be used to probe the lattice dynamics of
nuclear materials, e.g. the first phonon–dispersion curve for UO2 at room temper-
ature measured by Dolling et al. [55]. See also the review article by Hutchings 1987
[56] for a review of earlier neutron scattering work on UO2 and ThO2. It is
important to stress that the phases and their behaviour has to be studied in situ as the
phenomena relevant to operation and accident conditions are temperature
controlled.

4.4.2 Kinetics of Phase Transformations

High neutron-flux and improved detectors allow faster data acquisition; if suffi-
ciently fast compared to the reaction rate, in situ kinetic studies are possible. The
sensitivity of neutron diffraction to the crystallographic phases and the rate of data
acquisition can allow not only the equilibrium state, but any intermediate phases
and reaction rates to be determined.

To study the kinetics of phase transformations, hyper-stoichiometric uranium
oxide was cycled across a phase boundary [57]. Desgranges et al. [58] performed
in situ studies on transitions between four different uranium-oxide phases which
depended on both temperature and oxygen partial-pressure. Knowledge of inter-
mediate phases led to a better understanding of the phase-transition process and
growth kinetics.

4.4.3 Radiography and Tomography

Neutrons are particularly important in the imaging of nuclear-fuel rods which are
strong γ-sources (X-ray background) and are made from heavy metal elements i.e.
uranium or lead with a high attenuation of X-rays. A resolution of 50 μm or better
can be accomplished and this has been utilized to characterize nuclear materials,
e.g. fuel rods [43] or cladding materials [42], see the section on hydrides above.
Recent detector developments allowing for spatially and time-resolved neutron
detection [59] are likely to open new avenues of characterization of nuclear
materials and nuclear fuels in particular as they allow for isotope-sensitive imaging
via neutron resonance absorption [60].
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4.5 Coolant

As hydrogen is such a strong scatterer, the presence of hydrogen, water, and
hydrides are easily detected in neutron radiography and tomography [61]. Coolant
behaviour in the fuel bundle of a boiling-water reactor (BWR) was examined by
Zboray et al. [62] with neutron tomography (Fig. 4.13), allowing the coolant flow
and channels to be optimized.

4.6 Measurement of Radioactive Samples

Active samples pose additional difficulties; safe handling and sample preparation,
transport, shielding, and disposal may all add to the experimental complexity. The
standard methods of reducing operator exposure include limiting the amount or size
of the sample, increasing the distance from the sample to the operator, limiting
exposure time, and the use of shielding [63].

For SANS and texture measurements, the sample size can be favourably small
(*10 mm3 in some cases). The sample size in radiography is generally defined by
the project scope and the scale of the component to be imaged. When measuring
residual stresses, reducing the sample size changes the constraint conditions which
can significantly alter the measured residual stress; there are simplified methods of
assessing the allowable sample size [64]. An additional issue is that reducing
sample size by cutting active samples increases operator exposure and leads to
active waste. All these factors must be considered for the safe conduct of the

Fig. 4.13 Liquid film thickness on the surface of a vane in a coolant channel. The white line is the
surface of the vane. Reprinted with permission from (R. Zboray, J. Kickhofel, M. Damsohn,
H.M. Prasser, Prasser, Nucl. Eng. Des. 241, 3201 (2011)) [62]. Copyright (2011) Elsevier
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experiment and as well as additional conditions subject to the safety policy of the
laboratory. However, in order to understand the real effects of neutron irradiation
damage to reactor materials the benefits can sometimes outweigh the complexities
involved. By nature, neutron facilities have detailed radiological safety procedures
already in place, making the study of radioactive samples perhaps more viable than
at other facilities.

4.7 Outlook and Perspectives

Neutron characterization techniques are particularly important in understanding
materials for the nuclear-energy sector for many reasons. In structural components
the combination of radiography, residual stress, and texture measurements allows
assessment of structural integrity and optimization of manufacturing, while SANS
provides a unique tool to track the effects of radiation damage. In fuels and waste
forms, particularly when heavy and light elements are combined, neutron diffraction
has inherent advantages over X-rays.

Neutron characterization techniques will be increasingly important for under-
standing materials for the nuclear sector. The increased functionality comes partly
from new techniques, and partly from improvements in existing techniques.

New techniques such as energy-dispersive neutron radiography and Bragg-edge
strain imaging offer new insights into materials. As the technologies are new, large
improvements are to be expected in technique and analysis.

Well established techniques will benefit from improvements in neutron flux,
detectors, and analysis, enabling in situ or kinetic studies, and smaller samples.
Sample environments will increase in complexity to better mimic the studied
operating conditions. Shielding or dedicated beamlines will allow characterization
of active materials.

Combinations of techniques, such as diffraction and radiography, will provide
detailed crystallographic information in combination with a spatially-resolved
distribution of the properties of interest.
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Chapter 5
Chalcopyrite Thin-Film Solar-Cell Devices

Susan Schorr, Christiane Stephan and Christian A. Kaufmann

Abstract In order to understand the importance of the structural properties of
compound semiconductors for the operation of a thin-film solar cell, this section
aims to explain the operation principle using the example of a Cu(In,Ga)Se2
(CIGSe) thin-film solar cell. For detailed information the reader is kindly referred to
the literature for a more extensive overview of the recent developments [1], device
operation [2] and material preparation [3].

5.1 Introduction

CIGSe thin-film solar cells are made of a stack of metal and semiconductor thin
films in the following sequence: a molybdenum back contact (metal), a polycrys-
talline CIGSe absorber layer (p-type semiconductor), CdS buffer layer (n-type
semiconductor), and ZnO front contact (n-type semiconductor). Together, the CdS
and the ZnO are often referred to as the ‘window’ of the device. The core of the
device is the p-n-heterojunction between the p-type absorber layer and the n-type
window layers. The resulting energy band line-up and a cross sectional scanning
electron microscope view of a complete device are shown in Fig. 5.1. Due to the
high doping of the ZnO front contact layer the field, which develops upon contact
of the n- and p-type materials in the interface region, is located almost entirely
inside the absorber layer. In comparison to homojunctions, the heterojunction has
the advantage that the n-type component can be chosen such that its band gap is
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large and the photoactive band-gap Eg of the solar-cell device, determined by the
band gap of the absorber-layer material, is optimized to reach high conversion-
efficiencies.

Figure 5.2 illustrates the basic working principle of a CIGSe thin-film solar cell.
Electron-hole pairs are generated by light absorption within the absorber thin-film.
Absorption of photons with an energy higher than Eg results in the loss of excess
energy via thermalization. If an electron-hole pair is excited within the depletion

Fig. 5.1 Energy band diagram of a standard Cu(In,Ga)Se2 thin film solar cell (left) in correlation
to the cross sectional view of a complete solar cell device as seen in the scanning electron
microscope (right)

Fig. 5.2 Working principle of a CIGSe thin film solar cell: electron-hole pairs are excited by the
absorption of incident light; within the depletion region of the p-n-heterojunction they are
immediately spatially separated; charge carriers, which are generated in the bulk of the thin film,
can diffuse into the depletion region. When hv > Eg excess energy is lost by thermalization.
A number of recombination channels are present in the bulk, in the depletion region and at the
interfaces
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region near the font interface of the device, it is immediately spatially separated by
the electric field that is present. If generation happens outside the depletion region,
the minority charge carrier has to diffuse into the depletion region in order to
contribute to the photo current. Recombination of the electron-hole pairs can occur
by a number of processes: radiative and non-radiative, band-to-band or via one or
several defect levels located in the band gap of the absorber material, within the
bulk of the thin-film material, within the depletion region, and at the front interface
of the device or possibly at the grain boundaries of the polycrystalline CIGSe thin-
film. The nature of grain boundaries in CIGSe thin-films however, has proven to be
considerably more benign than in other semiconductor materials such as for
example silicon, the exact reasons for which are still under discussion [4].

CIGSe absorbers for photovoltaic application are mostly fabricated slightly
Cu-poor and with an overall Ga content of [Ga]/([Ga] + [In]) * 0.3. The resulting
CIGSe material is a p-type semiconductor material (Eg * 1.15 eV), which is highly
compensated. This means that there are acceptor- and donor-type defects present
within thematerial and p-type conductivity is established due to the exceptionally-low
formation energy of Cu vacancies. In addition, the formation of defect complexes,
such as 2VCu

− + InCu
2+, seems to play an important role in terms of the electronic

properties of the material, and also regarding phase formation and crystal structure [5]
(Figs. 5.2 and 5.3).

For most applications rigid soda-lime glass is used as a substrate material, but
flexible metal or polyimide foils have been used successfully. Working on soda-
lime glass, it has been established that Na plays an important role in increasing the
carrier concentration within the CIGSe absorber [6]. It diffuses at elevated process
temperatures from the glass substrate through the Mo back contact into the growing
CIGSe thin-film [7], and also has an effect on the morphology and material inter-
diffusion in the growing layer [8, 9]. On samples, which do not intrinsically contain
sodium, it has to be externally supplied.

Fig. 5.3 Elemental flux and
substrate-temperature profiles
for a typical 3-stage
co-evaporation process
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While ZnO and Mo are usually sputtered, CdS is most widely deposited via
chemical-bath deposition. As the use of Cd-containing components is viewed
critically, Cd-free alternatives are in development and, in some cases, already
incorporated in the commercially-available product [10]. The methods for CIGSe
thin-film fabrication can be grouped into two main categories: co-evaporation and
sequential processing [10]. The method of co-evaporation relies on the more or less
simultaneous evaporation of the elements Cu, In, Ga, and Se to form a CIGSe thin-
film on a heated, Mo-coated substrate in vacuum. For sequential processing on the
other hand, a so-called precursor layer in either metallic, binary, or nanoparticle
form is treated in a reactive atmosphere in order to make the CIGSe thin-film
absorber. The current record conversion-efficiency of 20.3 % [11] is reached by a
CIGSe thin-film device that was deposited via 3-stage co-evaporation [12].

The 3-stage co-evaporation process for CIGSe deposition leads to a thin film,
which has a characteristic compositional in-depth profile, shown in Fig. 5.4. While
Ga accumulates near the Mo/CIGSe interface during the inter-diffusion of Cu-Se in
stage 2, the last stage of the process also provides for a slightly increased Ga
content near the surface. Of course the latter depends on the Ga flux during stage 3.
The Ga profile is of relevance to the resulting solar-cell device, as the Ga content
determines the energy band-gap of the CIGSe material. A graded compositional
profile is therefore equivalent with an in-depth band-gap grading within the device.
Compositional gradients, as shown in Fig. 5.4, can be observed even within single
grains. Not only does the Ga content have an impact on the resulting energy band-
gap of CIGSe, but also on the Cu-deficiency, in particular near the absorber surface.
This is possibly caused by the nature of the last stage of the 3-stage process, which
can affect its band gap. Cu-deficient CIGSe phases, such as Cu(In,Ga)3Se5, show
slightly-larger band gaps than the stoichiometric compound. The presence of such
Cu-poor phases at the front interface has been argued to be of relevance for efficient
CIGSe thin-film devices [13]. Other evidence points towards entirely Cu-free film
surfaces, which ensure favourable interface formation between the CIGSe and the
buffer layer [14]. It is most likely that the exact process-parameters determine which

Fig. 5.4 Compositional depth-profile of a solar cell grade Cu(In,Ga)Se2 thin-film, recorded by
glow discharge optical-emission spectroscopy [1, 7]. The profile, that is displayed here, is typical
for a CIGSe thin-film, that is deposited via 3-stage coevaporation
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of the different scenarios holds in each case. CIGSe thin-films from other manu-
facturing routines, such as the sequential processing, will have grown under very
different thermodynamic and kinetic growth conditions and, so far, only little is
known of the extent to which the resulting thin films can be considered identical.

In order to understand the correlation between growth conditions, material
properties and final device quality, much has to be understood regarding the basic
material properties of the absorber material in question. Topics such as the occu-
pation density of the different sites within the crystal lattice, i.e. defect formation
under certain growth conditions, at certain material compositions, or in the presence
of foreign elements are areas where neutron diffraction can provide valuable input
for the design of growth models, analytical material science, and also for compu-
tational methods.

5.2 Material Properties of Chalcopyrite-Type Compound
Semiconductors

CuBIIICVI
2 CVI ¼ Se; S
� �

compound semiconductors are part of the chalcopyrite (ch)
family and are located in the middle of the ternary system Cu–BIII

–CVI, on the
pseudo-binary section Cu2CVI�BIII

3 CIV
2 (see Fig. 5.5). The band gap (Eg) ranges from

1.0 to 1.5 eV for a single junction thin-film solar cell. The CuBIIICVI
2 compounds

crystallize in the chalcopyrite-type crystal structure, named after the mineral CuFeS2.
This tetragonal crystal structure (space group I�42d) consists of two specific cation-

Fig. 5.5 The ternary system
Cu-BIII-CIV and the pseudo-
binary tie line Cu2C

VI-
BIII

2C
VI

3
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sites. The monovalent cations are sited on the 4a (0 0 0) and the trivalent cations (In3
+, Ga3+) on 4b (0 0½) position. All cations are tetrahedrally coordinated by the anions
(8d (x ¼⅛)) and vice versa.

A closer examination of the pseudo-binary tie-line reveals a stability of the ch-
phase over a defined compositional-range. That means, the ch-phase accepts a
deviation from ideal stoichiometry (CuBIIICVI

2 ) by maintaining the crystal structure,
and without the formation of any secondary phase. The compound Cu1−yInySe0.5+y
is single phase in the region of 0.513 ≤ y ≤ 0.543 and contains within this area only
the chalcopyrite-type phase [15]. The common highly-efficient Cu(In,Ga)Se2 thin-
film solar devices all exhibit an overall off-stoichiometric composition, due to the
multi-stage process applied to grow these absorbers. Such deviations from stoi-
chiometry always cause structural inhomogeneities and charge mismatches, which
influence the material properties. One effect is the generation of point defects,
which influences the electronic and optical properties of the compound semicon-
ductor. In general 12 intrinsic point-defects can exist within the ch-type crystal
structure.

• 3 vacancies: on the two cation and one anion sites (VCu, VB
III, VC

VI)
• 6 anti-site defects: BIII

Cu; CuIIIB ; CVI
Cu; CuVIC ; BIII VI

C ; CVI III
B

• 3 interstitial defects: Cui; BIII
i ; CVI

i

These intrinsic point-defects cause different defect levels in the energy gap of the
semiconductor (see Table 5.1) and therefore influence the electronic and optical
properties, sensitively. Consequently, it is of great importance to know where the
atoms are.

In addition to the generation of point defects, the anion position (x(CVI)) of
chalcopyrite crystallites is also affected by off stoichiometry. A change of the anion
position is proposed to be directly correlated with a change in Eg. The x-parameter
controls the position of the valence-band maximum and conduction-band

Table 5.1 Cation point-
defect formation energies and
defect types in
off-stoichiometric Cu1
−yInySe0.5+y [16]

Defect Formation
energy (eV)
Cu-poor/In-rich

Formation
energy (eV)
Cu-rich/In-poor

Defect
type

VCu
0 −1.4 0.5 Acceptor

VCu
− −2.4 −0.5 Acceptor

VIn
0 3.0 1.0 Acceptor

VIn
3− 1.2 −1.7 Acceptor

CuIn
0 3.5 −0.5 Acceptor

CuIn
2− 2.3 1.7 Acceptor

InCu
0 1.3 5.3 Donor

InCu
2+ −0.1 3.9 Donor

Cui
0 5 3 Donor

Cui
+− 4 2 Donor
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minimum, and therefore Eg. Current studies have shown that Eg decreases for the
Cu-poor composition in CuInSe2 caused by a change in x(Se), which is weakly
dependent on the concentration of copper vacancies (VCu) [17]. The interplay
between the crystal structure and the optical and electronic properties is a funda-
mental problem, which has to be understood when tailoring high efficiency thin-
film devices with a compound semiconductor as absorber layer. For instance, an
uncontrolled change in Eg within an absorber layer is undesirable because it is less
optimal for absorption of the incoming sunlight.

It is difficult to identify and quantify very small changes in the crystal structure,
such as point defects or changes in atomic positions by imaging techniques.
Therefore, it is preferred to study such effects by diffraction methods. The method of
Rietveld refinement is applied to refine the crystal structure using an X-ray or
neutron powder diffraction pattern of the off-stoichiometric compound in detail. This
method provides information about the cation distribution and the position of the
atoms within the structure with high accuracy. In the following section we discuss
the reasons for the preferred use of neutrons in the description of structural changes
in detail, and how point defects in compound semiconductors can be identified.

5.3 Structural Analysis of Off-Stoichiometric Chalcopyrites

Among various experimental possibilities, structural analysis of compound semi-
conductors by diffraction techniques using X-rays or neutrons has become a
technique of choice. The reasons are various, and here we place the focus on the use
of neutrons as a radiation source.

The highest efficiency thin-film devices consist of a Cu-poor Cu(In,Ga)Se2
absorber layer. The interplay of structural with electronic and optical properties is
therefore interesting to study for this quaternary compound and the corresponding
ternaries (CuGaSe2 and CuInSe2). In the case of CuGaSe2 or Cu(In,Ga)Se2 the
cations Cu+ and Ga3+ have an identical number of electrons (28). This is a problem
for the differentiation of these two cations by conventional X-ray diffraction, where
the diffraction is at the electron shell of the atoms. Since atomic scattering form
factors f for X-rays are proportional to the atomic number Z, the positions of the unit
cell atoms of similar atomic number and the fractional occupation of the Wyckoff
sites are difficult to distinguish. Hence, a differentiation of these cations in the atomic
structure by conventional X-ray diffraction is impossible. In the case of neutron
diffraction, the scattering is at the nucleus and the neutron-scattering lengths of
copper and gallium are different (bCu = 7.718(4) fm, bGa = 7.288(2) fm [18]).
Moreover, in the case of X-rays, destructive interference effects lead to a decrease of
the scattering amplitude with angle. In contrast to diffraction at the electron shell, the
atomic nuclei cross-sections are very small and the interference effects are also very
small. Therefore, neutron-scattering amplitudes do not decrease rapidly with angle,
resulting in the advantage of high intensities of Bragg-reflections observed even at
high Q-values. This is especially important for the determination of atomic positions

5 Chalcopyrite Thin-Film Solar-Cell Devices 89



and atomic site occupations. For the analysis of point defects in compound semi-
conductors and position parameters, for instance of the anion, neutron powder dif-
fraction is advantageous.

5.3.1 Rietveld Refinement

To get detailed information about the cation and anion distribution within the
materials, the neutron powder diffraction data has to be analysed by the Rietveld
refinement method [19, 20]. To obtain reliable results it is important to perform the
Rietveld procedure in a physically-reasonable sequence. In the case of the chal-
copyrite-type compound semiconductors the chalcopyrite-type crystal structure was
used as basis model. The free structural parameters of the fit were the lattice
constants, the anion position parameter x, the cation site occupancy factors (SOF) of
the 4a and 4b site (SOF4a, SOF4b) and atomic displacement parameters (ADP). The
following example sequence of free parameters can be applied for the analysis of
Cu(In,Ga)(Se,S)2 compounds:

1. Refined parameters in the first step were the global parameters, zero shift and the
scaling factor. Profile parameters like the u, v, w, x and y parameters, defining
the full width at half maximum (FWHM), were fixed at the values of a previ-
ously-measured standard sample such as Y2O3. Also the background values
were fixed in the beginning of the refinement. Other fixed parameters were the
structure parameters: lattice constants, ADPs, SOFs, and the atomic position
parameters. The SOFs were fixed at values according to the chemical compo-
sition as known from chemical analysis. The isotropic ADPs ðbAiso; A ¼
4a; 4b; 8dÞ were kept at 1.0

2. Subsequently, lattice constants were refined, the u, v, w, x and y parameters
remained fixed, as well as ADPs, SOFs, and position parameters.

3. The bAiso of 4a, 4b, and 8d positions are refined, keeping the SOFs of the
respective positions fixed.

4. The cation site occupancy factors (SOF4a, SOF4b) are then refined whilst biso
were fixed to their previously-refined values.

5. Step 3 and 4 are repeated until no change of parameters occurs. This procedure
has been expanded with the use of anisotropic ADPs, bAii , (A = 4a, 4b; i = 1–3),
since the tetragonal system leads to the need for anisotropic atomic
displacement.

6. The bAii and the SOFs are refined simultaneously until convergence.
7. If necessary, background and profile parameters: u, v, w, x and y as well as

asymmetry values are refined.

This refinement strategy results in reliable values for SOFs of the respective
species. Using the following method of average neutron-scattering length [22], it is
possible to determine the point defect concentration in complex off-stoichiometric
compounds over a large sample volume.
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5.3.2 Point-Defect Analysis by the Method of Average
Neutron-Scattering Length

The real crystal structure of a compound is defined by a deviation of the average
structure caused by different types of defects. Extended defects, such as grain
boundaries and dislocations influence the structure on a grand scale, without a
variation on the level of individual unit cells. Small defects like single, isolated
point defects, or correlated defects forming small defect-clusters, generally cause
systematic variations of unit cells, which can be detected by diffraction methods.
The method of average neutron-scattering length is an approach that gives a pos-
sible solution of point defects. By this method it is possible to determine the cation
distribution within the material for a wide range of structure types, and will be
explained here using CuInSe2 and CuGaSe2 as examples.

The approach is based on the fact, that vacancies (VCu and VIn), as well as anti-
site defects (InCu and CuIn), will change the neutron-scattering length of the cation
sites 4a (copper site) and 4b (indium site) in the chalcopyrite-type structure sig-
nificantly [15]. In a neutron diffraction experiment, the neutron interacts with the
atomic nucleus and the neutron-scattering lengths of copper and indium are dif-
ferent (bCu = 7.718 (4) fm, bIn = 4.065 (2) fm, bV = 0 [18]). Thus, the distribution of
copper and indium on both cation sites of the structure can be revealed from the
SOFs determined by Rietveld analysis of the neutron diffraction data.

If different species like Cu, In, and vacancies occupy the same structural site j,
the average neutron-scattering length of this site is defined by:

�bj ¼ NCuj � bCu þ NInj � bIn þ NVj � bV ð5:1Þ

Here, N is the fraction of the species on the corresponding site and b are the
neutron-scattering lengths. As an additional requirement the full occupation of the
site j has to be taken into account, which is achieved whenP

Ni ¼ 1ði ¼ Cu; In;VÞ. In an example case the chalcopyrite-type crystal structure
is used as basis model for the Rietveld refinement. Thereby, Cu occupies the 4a and
In the 4b site. An experimental average neutron-scattering length for the two sites
using the SOFs can be calculated by:

�bexp4a ¼ SOF4a � bCu �bexp4a ¼ SOF4b � bIn ð5:2Þ

where SOF4a and SOF4b are the cation site occupancy factors of the chalcopyrite-
type crystal structure from the Rietveld analysis. The evaluation of the experimental
average neutron-scattering length of a series of different Cu/In ratios, and therefore
different degrees of off-stoichiometry, reveals a decrease of �bexp4a (see Fig. 5.6) with
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decreasing Cu/In. Taking into account bV < bIn < bCu, a decrease of �b
exp
4a can only be

caused by the presence of vacancies (VCu) or anti-site defects of type InCu. Since the
decrease of �bexp4a becomes stronger with decreasing Cu/In, an increase of the par-
ticular defect concentration can be assumed. Clearly, the value for �bexp4b increases
with decreasing Cu/In ratio. This can only be due to the presence of anti-site defects
of type InCu (bCu > bIn).

The experimental average neutron-scattering lengths have to be compared with
theoretical values. In a first step, these values are derived from a cation distribution
model built on the basis of the known chemical composition of the material. The
general formula for the calculation of the cation distribution is given by Eq. (5.1). A
simultaneous comparison of �bj with �bexpj during variation of the cation-distribution
model leads to the corresponding amounts of isolated point-defects.

Using this approach it was possible to determine the cationic point-defect con-
centration for various chalcopyrite-type compounds. It was clearly shown that
CuInSe2 tends, when being Cu-poor, to form VCu, InCu, and CuIn defects, resulting
in a partially disordered chalcopyrite-type crystal structure. In contrast to CuInSe2,
CuGaSe2 exhibits the same crystal structure, but due to the small ionic radii of Ga3+

[23] the material tends to form interstitial defects of type Gai [24]. These differences
sensitively influence the properties of a final solar device. The kind of point defects
present in CuInSe2 allow a neutralization of isolated point-defects by clustering
together forming a neutral defect complex of type (2VCu + InCu), which has a
considerable binding-energy [16]. Such a neutralization of point defects cannot be
assumed for CuGaSe2. This crucial difference is one reason why it is possible to
design a thin-film solar cell with a very off-stoichiometric absorber and high defect-
concentration, like CuInSe2, but maintain considerable efficiency. Tailoring high
efficiency devices with a CuGaSe2 absorber layer is still a challenging task due to
different problems. One aspect is the difference in the presence of intrinsic point-
defects in Cu-poor CuGaSe2 discovered by neutron powder diffraction.

Fig. 5.6 Experimental
average neutron-scattering
length as a function of Cu/In
ratio
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5.4 Low-Temperature Thermal Expansion
in Chalcopyrite-Type Compound Semiconductors

Solids whose crystal structures are based on tetrahedrally-coordinated ions may
show the intriguing property of negative thermal-expansion.

The ternary AIBIIICVI
2 semiconductors (A = Ag, Cu; B = Al, Ga, In; C = S, Se,

Te), exhibit such a tetrahedral coordination (see Fig. 5.7). The coordination tetra-
hedron around an anion (sulfur or selenium) consists of two monovalent and two
trivalent cations. The chemical bonds within such a tetrahedron are of mixed
covalent and ionic character, whereby the ionicity of the bonds is different for the
AI
–CVI and BIII

–CVI bonds. These different interactions result in different bond
lengths (RAC ≠ RBC) as well as bond angles and lead to a displacement of the
anions from the ideal tetrahedral site by a quantity u = ∣x − ¼∣ (where x is the anion
x coordinate).

The linear thermal-expansion coefficients are closely related to the Grüneisen
parameters γ of lattice vibrations [25]. The occurrence of a negative thermal-
expansion can be understood using the notation of a balance between acoustic shear
and compression modes of the observed crystal structure. The Grüneisen parameters
of the shear modes show a tendency to negative values, while those of the com-
pression modes are positive [25–27]. Hence, the temperature dependence of the
thermal expansion is determined by the degree of excitations of the various modes
and can change its sign when the relative thermal-population of the modes varies.

In AIBIIICVI
2 chalcopyrite-type semiconductors the thermal-expansion behaviour

is described by the independent linear thermal-expansion coefficients aa and ac with

aa Tð Þ ¼ 1
a Tð Þ

da Tð Þ
dT

and ac Tð Þ ¼ 1
c
da Tð Þ
dT

: ð5:3Þ

Fig. 5.7 The tetragonal chalcopyrite-type crystal structure (left). This structure consists of a
periodic sequence of tetrahedra, each one built of a central anion surrounded by 4 cations (right)
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The uniaxial chalcopyrite-type structure comes with two independent Grüneisen
parameters ca and cc, which are related to aa and ac according to [28]:

ca ¼
Vm

Cp
cS11 þ cS13
� �

aa þ cS31ac
� �

and cc ¼
Vm

Cp
2cS13aa þ cS33ac
� �

: ð5:4Þ

Here Vm is the molar volume, Cp the molar specific-heat at constant pressure and
cij are the adiabatic elastic-stiffnesses. With increasing ionicity the Grüneisen
parameter should become more negative [29]. Thus, the covalent character of the
chemical bond is expected to strongly affect the Grüneisen parameter.

The determination of linear thermal-expansion coefficients by dilatometry or
X-ray diffraction [30–33] has shown that aa and ac vary independently with tem-
perature. This is caused by the axial symmetry of the chalcopyrite-type crystal
structure and the difference in strength of the Cu-CVI and BIII-CVI cation-anion bonds.

The investigation of the negative thermal-expansion is conveniently achieved by
neutron powder diffraction. One aspect for the use of neutrons is again the high
intensity in the diffraction pattern at high Q-values, important for an exact deter-
mination of the chalcogen position. It is important to monitor the change of this
position at low temperatures to describe the bond stretching during cooling. The
negative thermal-expansion has been studied for several chalcopyrite-type com-
pounds, whereby the focus now lies on Cu(InxGa1−x)Se2 once with high (x = 0.918)
and once with low indium content (x = 0.096), to show the effect of different bond
ionicities on the negative thermal-expansion. Neutron powder diffraction patterns
were collected for temperatures between 1.5 K > T > 300 K and structures refined
by the Rietveld method according to the previously-described sequence. The ion-
icity can be calculated following Phillip’s definition [34]:

fi ¼ 1� e
�ðXA�XBÞ2

4 ð5:5Þ

with XA and XB the electronegativity of the elements A and B (XCu = 1.9;
XGa = 1.81; XIn = 1.78). According to Phillip’s definition the bond ionicities
increase from Cu–Se (fi = 0.1002) to In–Se (fi = 0.115) and Ga–Se (fi = 0.128).
Thus the ionicity of the BIII

–Se cation-anion bond is increasing with increasing
substitution of indium by gallium. From this it follows that with a high amount of
gallium the difference in bond ionicity between the Cu–Se and BIII

–Se cation-anion
bond increases, which lead to an increased anisotropy.

The higher anisotropy affects the change of lattice parameters with decreasing
temperature, which is stronger for the gallium-rich Cu(In,Ga)Se2 and pure CuGaSe2
than for indium-rich Cu(In,Ga)Se2 (see Fig. 5.8). Applying a third-order polynomial
fit to the lattice parameters the thermal-expansion coefficients aa and ac, can be
derived. The temperature at which the linear thermal-expansion becomes negative
(T0), is seen to vary with the chemical composition (see Table 5.2).
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Fig. 5.8 Lattice constants a
and c as a function of
temperature for a the In-rich
sample with In/
(In + Ga) = 0.918 b the
Ga-rich sample with
In/(In + Ga) = 0.096 and
c pure CuGaSe2
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The variation of T0 with chemical composition should be discussed in context
with the bond ionicity of the BIII-Se bonds, which increase with increasing sub-
stitution of indium by gallium. Thus, with increasing gallium content the ionicity
increases and the temperature, for which the linear thermal-expansion coefficient
changes its sign, increases. This is observed for Cu(InxGa1−x)Se2 with different
x-values as summarized in Table 5.2.

The In/(In + Ga) ratio strongly influences the character of the covalent-ionic
BIII

–Se cation-anion bond, and therefore the behaviour of the linear thermal-
expansion coefficients of the two lattice constants aa and ac.

Also, the x-parameter of the selenium anion as a function of temperature is
strongly affected by the different bond ionicities. In the Ga-rich sample the
tetragonal deformation u = 0.25–x(Se) strongly tends to zero with decreasing
temperature, whereas it stays almost constant for the In-rich sample (Fig. 5.9). This
effect is explained by the higher bond-ionicity for the Ga–Se bond compared to the
In–Se bond.

The change of the tetragonal distortion and the anion position parameter x(Se) is
reflected by the change in the average cation-anion bond distances and angles,
which change markedly for the Ga-rich sample compared to In-rich sample (see
Fig. 5.10).

Fig. 5.9 The tetragonal
deformation u as a function of
temperature for the indium-
rich and gallium-rich Cu
(InxGa1−x)Se2 compounds

Table 5.2 Comparison of
bond ionicity and the
respective critical
temperatures of aa and ac as
well as of the average
thermal-expansion coefficient

x fi (BIII–Se) T0 aa (K) T0 ac (K)

1 0.115 48.10 97.8

0.918 0.116 24.05 10.94

0.096 0.127 26.65 52.27

0 0.128 24.60 78.30
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5.5 Novel Materials for In-Reduced Thin Film Solar-Cell
Absorbers

Chalcopyrite-based thin-film solar cells with the semiconductor Cu(In,Ga)(S,Se2)
(CIGSe) as absorber material show the highest efficiencies among thin-film
photovoltaics in the laboratory as well as in module production (see Part 1). This
indium based thin-film technology has a huge potential for low-cost photovoltaic
production, but the scarcity of indium (indium’s abundance in the continental crust
is estimated to be approximately 0.05 part per million). Indium can be jointly
refined from trace concentrations in leading ores as zinc, copper, and lead or the
material comes from recycled scrap. Increasing prices of indium could easily limit
the production growth. There is also an increased demand for indium for use in
other technologies, for example items such as: flat panel displays, solders, thermal-

Fig. 5.10 The cation-anion-
cation bond angles as a
function of temperature for
a Ga-rich and b In-rich Cu
(InxGa1−x)Se2
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interface materials, batteries, compound semiconductors and light-emitting diodes.
On the other hand, the worldwide reserve of viable indium is approximately
16 kton.1 Nevertheless, the price of indium has varied dramatically in recent years
from US$94/kg in 2002 to over US$1,000/kg in 2006. The price in 2012/2013 was
about US$580/kg [35]. This reflects the scarcity of supply and the dependence on
the small number of production facilities worldwide.

In order to secure the long term development of compound semiconductor based
thin-film solar cells, the search for the replacement of indium is advisable. Semi-
conductors suitable as absorbermaterials in thin-film solar cells should fulfil a number
of requirements, themost important amongst them being a high absorption-coefficient
(in the range of 105 cm−1) and a band-gap energy in the optimal range of about 1.4 eV.
Heremultinary compounds, like solid solutions between non-isotype binary II-VI and
ternary I-III-VI2 compounds, are potential candidates.Moreover, there are a variety of
chalcogenide minerals available as a source of novel, indium-free absorber materials.
Replacing indium in CuIn(S,Se)2 by the abundant elements zinc and tin yields the
quaternary compound Cu2ZnSn(S,Se)4, which is also a direct band-gap p-type
semiconductor with an absorption coefficient higher than 104 cm−1 [36].

5.5.1 Cation Distribution in 2(ZnX)-CuBIIICVI
2 Mixed

Crystals

The formation of solid solutions between the non-isotype compounds ZnC and
CuBIIIC2 (B-Al, Ga, In; C-S,Se) enables the band-gap energy to be changed from
the large value of the binary wide-gap semiconductor ZnC to the band gap of the
chalcopyrite-type end member CuInC2 [37]. The possible application of 2(ZnS)-
CuInS2 mixed crystals as absorbers in thin-film solar cells was introduced by Bente
et al. [38]. However, these solid-solution series are characterized by a relatively-
large miscibility gap, where a tetragonal and a cubic phase coexists [37, 39–41],
thus the applicable range is limited.

For tetragonal Zn2x(CuB)1−xC2 mixed crystals, the question of the distribution of
the three cations Zn2+, Cu+ and B3+ on the two cation positions of the chalcopyrite-
type structure arises. Like in CIGSe, the cation distribution influences the opto-
electronic properties of the solid-solution compounds. The Cu–Zn differentiation
problem existing in X-ray diffraction due to a nearly-equal atomic form-factor f for
Cu+ and Zn2+, can be solved by neutron diffraction because of the different neutron
scattering cross-sections for Cu and Zn, which are based on the different neutron
scattering lengths (bZn = 5.68 fm, bCu = 7.718 fm [18]).

1 Mineral Commodities Summary 2008, United States Geological Survey (2008); later versions
(2009–2012) do not give a number for In reserves.
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The most detailed analysis was performed for chalcopyrite-type Zn2x(CuIn)1−xS2
mixed crystals [42]. It should be noted that the study was performed using powder
samples with stoichiometric composition (the chemical composition was determined
by wavelength-dispersive X-ray spectroscopy using an electron microprobe system).
For the interpretation of the average neutron-scattering lengths of the cation sites
4a and 4b (�bexp4a and �bexp4b ), derived from the cation SOFs determined by Rietveld
analysis of neutron powder diffraction data, the principle of the conservation of
tetrahedral bonds (CTB) for ternary ABC2 chalcopyrites [43] was applied. In the
chalcopyrite-type structure a displacement of the anion from its ideal position (¼, i.e.
the middle of the cation tetrahedron) by u − ¼ (u is the anion x-coordinate) can be
observed. Hence different bond lengths RAC ≠ RBC result, which in turn cause
different-sized anion tetrahedra AC4 and BC4, resulting in a tetragonal deformation
η = c/2a parallel to the crystallographic c-axis. The bond lengths are [43]

RAX ¼ u2 þ 1þ g2� ��
16

� �1=2
a

RBX ¼ u� 1=2ð Þ2þ 1þ gð Þ2
.
16

h i1=2
a

ð5:6Þ

The parameters η and u are considered as the degrees of freedom of the chal-
copyrite-type structure [Jaffe, Zunger 84]. The Abrahams-Bernstein relation [44]

u ¼ 1
2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2

32a2
� 1
16

r
ð5:7Þ

correlates the tetragonal distortion u with the lattice parameters a and c. However,
there is a limitation: only one of the anion tetrahedra is assumed to be deformed,
whereas the other is taken as regular.

According to the CTB, the degrees of freedom (η and u) would attain values that
simultaneously minimize the difference between the bond lengths RAC and RBC and
the sums of the elemental radii as

RAC a,g; uð Þ � rA � rc¼ 0 and RBC a,g; uð Þ � rB � rC ¼ 0 ð5:8Þ

By applying Eqs. (5.6) and (5.7) the solutions for Eq. (5.8) can be written as

a2 ¼ 12a2

2bþ a� 2bþ að Þ2�18a2
h i1=2 ð5:9Þ

g2 =
8 b� að Þ

3a2
ð5:10Þ
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Here a is the bond-mismatch parameter and β the mean-square-bond

a ¼ R2
AX � R2

BX ¼ rA + rXð Þ2� rB + rXð Þ2

b ¼ R2
AX + R2

BX ¼ rA + rXð Þ2� rB + rXð Þ2
ð5:11Þ

The CTB model can be extended to quaternary chalcopyrite-type compounds,
assuming the covalent radii in the equations above as the average radius of the
cations on the two cation positions, according to

rA = ZnArZn2þ + CuArCuþ + InArIn3þ and

rB = ZnBrZn2þ + CuBrCuþ + InBrIn3þ
ð5:12Þ

Here ZnA, CuA, and InA are themole fractions of the cations on theWyckoff position
4a (A) and 4b (B) according to the cation-distribution model. These fractions corre-
spond to the total amount of Zn,Cu, and In in (2ZnS)x(CuInS2)1–x (i.e. ZnA +ZnB= 2x).
Thus the average cation-radii are influenced by the cation distribution.

For the calculation of the average neutron-scattering lengths of the cation sites
4a and 4b (�bcalc4a and �bcalc4b ), a certain cation distribution has to be assumed. A first
comparison with the experimentally-determined average neutron-scattering lengths
show, that Zn is not statistically distributed on the sites 4a and 4b. Thus three
different aspects have to be taken into account for modelling the cation distribution:

(i) Zn is non-statistically distributed
(ii) If Zn prefers the 4a position a CuIn anti-site is enforced and if Zn prefers the

4b position an InCu anti site is enforced (enforced anti-sites)
(iii) Independent of the Zn distribution, CuIn and InCu anti-sites may exist

(spontaneous anti-sites)

The evaluation criteria for the cation distribution in tetragonal (2ZnS)x(CuInS2)1−x
mixed crystal were formulated as:

(1) u(exp) = u(calc) (u(exp) is determined by Rietveld analysis of the powder
diffraction data, u(calc) applying the CTB rule)

(2) �bexp4a ¼ �bcalc4a and �bexp4b ¼ �bcalc4b

Applying both criteria, and taking into account the aspects (i)–(iii), the cation
distribution was evaluated in two steps. First, the possible cation distributions
fulfilling criterion (1) were derived. As can be seen from Fig. 5.11, a variety of
different cation distributions are possible.

In the second step criterion (2) is also taken into account. The graphical solution
is shown in Fig. 5.12. It becomes clear, that Zn occupies the 4b site preferentially,
enforcing *1.8–4.5 % InCu. Moreover, there is a small fraction of spontaneous
Cu-In anti-sites (i.e. CuIn and InCu).

Taking into account the experimental error of the average neutron-scattering
lengths �bexp4a and �bexp4b it can be deduced, that 27.5 % of the Zn occupies the 4a site,
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whereas the rest of the Zn occupies the 4b site. This leads to 3.6 % enforced InCu
anti-site. These results are in a good agreement with the cation distribution eval-
uated from X-ray powder diffraction data ((Zn + Cu)Cu = 0.91(3); InCu = 0.09(3);
(Zn + Cu)In = 0.14 and InIn = 0.86(3)), but here Cu and Zn could not be

Fig. 5.11 Possible cation distributions fulfilling the criterion u(exp) = u(calc) for the sample
Zn0.18Cu0.92In0.90S2. Closed symbols refer to the 4a position, open symbols to the 4b position

Fig. 5.12 Average neutron-scattering lengths calculated for possible cation distributions taking
into account a non-statistical Zn distribution as well as enforced and/or spontaneous Cu–In anti-
sites. Both limits (all Zn would be ZnCu or ZnIn) narrow the possible cation distributions. The
dotted lines give the calculated average neutron-scattering length for the sites 4a and 4b for
different cation distributions (with the experimental error), taking into account both enforced and
spontaneous Cu-In anti-sites. The blue lines mark the distributions which fulfil criterion (1). Both
criteria only meet within the region marked by the green vertical lines
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distinguished. The cation distribution in Zn2x(CuIn)1−xS2 mixed crystal is sum-
marized in Table 5.3.

The CTB rule was only applied for the sulfide mixed-crystals due to the rela-
tively-well known cation radii in sulfides [23]. For the selenide and telluride
Zn2x(CuIn)1−xC2 mixed crystals the differences between �bexp4a and �bcalc4a as well as
�bexp4b and �bcalc4b , assuming a statistical Zn distribution in the calculation of the average
neutron-scattering lengths, were considered [42, 45]. Here, a non-statistical distri-
bution of Zn on the both cation sites was also found. With increasing ZnX-content
in Cu0.5In0.5X there is a propensity for a more statistical distribution of the cations,
indicating a tendency for disorder in the cation substructure.

It can be assumed that the non-statistical distribution of Zn and the associated
Cu-In anti-sites are related to the limited solubility of ZnX in Cu0.5B0.5X. This fact
can be discussed within the framework of formation energies of intrinsic point-
defects in copper chalcopyrites. The Cu-In anti-site occupancy, resulting in CuIn
and InCu, are the defects with the lowest formation energies (in CuInSe2: 1.3 eV for
CuIn and 1.4 eV for InCu [46]). Thus, these defects can be formed relatively easily.
Nevertheless, the formation energies of ZnCu or ZnIn are not known. If one of the
occupancies were energetically unfavourable, the solubility would be affected.

Using the approach of the average neutron-scattering length and the CTB rule it
was possible to determine the cation distribution for various stoichiometric chal-
copyrite-type Zn2x(CuB)1−xC2 compounds. It was clearly shown that Zn tends to
occupy the 4b site preferentially, resulting in the formation of InCu and CuIn defects,
resulting in a partially disordered chalcopyrite-type crystal structure.

5.5.2 Point Defects in Cu2ZnSn(S,Se)4 Kesterite-Type
Semiconductors

Substitution of indium by zinc and tin in CuIn(S,Se)2 leads to the quaternary
compound semiconductor Cu2ZnSn(S,Se)4 (CZTSSe). The record efficiency of
thin-film solar cells using a CZTSSe absorber layer is above 10 % [47].

Both compounds, CZTS and CZTSe, belong to the family of tetrahedrally-
coordinated adamantine semiconductors [48]. Here each anion is tetrahedrally
coordinated by four cations (two copper, one zinc and one tin), whereas each cation
is coordinated by four anions (sulfur or selenium). Thus, the structure is charac-
terized by a well-defined framework of tetrahedral bond arragnements, which is
advantageous for the properties of the material.

Table 5.3 Cation distribution in Zn2x(CuIn)1−xS2 mixed crystals (the values are given as mole-
fractions)

ZnCu CuCu InCu ZnIn CuIn InIn
Zn0.11Cu0.95In0.94S2 0.0173 0.9500 0.031 0.0927 0.0 0.9090

Zn0.18Cu0.92In0.9S2 0.0495 0.9035 0.047 0.1305 0.0165 0.853
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For the quaternary AI
2B

IICIVXVI
4 chalcogenides with A-Cu; B-Zn; C-Si, Ge, Sn

and X-S, Se, different crystal structures are discussed in literature: the kesterite-
type structure (space group I�4), the stannite-type structure (space group I�42m), as
well as the wurtz-stannite (space group Pmn21) and the wurtz-kesterite type
structure (space group Pc). The same tetrahedral metal-coordination (2Cu, one II-
and one IV-element surrounding each S-atom) is possible in all four space groups.
A clear decision can only be made by a detailed structure analysis for each
compound.

At room temperature CZTS adopts the space group I�4. The structure can be
described as a cubic close-packed array of sulfur atoms, with metal atoms occu-
pying one half of the tetrahedral voids. CZTSe was reported to crystallize in the
space group I�42m in a topologically-identical structure, but different cation distri-
bution of AI and BII among the positions (0, 0, 0), (0, ½, ¼), and (0, ¼, ¾) [49].
Both structures are represented in Fig. 5.13.

Neutron powder diffraction and the method of the average neutron-scattering
length were used to clarify possible differences of the cation distribution in CZTS
and CZTSe, especially with respect to the electronically-similar elements copper
and zinc [50, 51].

According to the general formula for the calculation of the average neutron-
scattering length (see also Sect. 5.3.2)

�bj ¼ Aj � bA þ Bj � bB þ Vj ð5:13Þ

where A and B are two different cations, V represent possible vacancies and j stands
for the Wyckoff position, the following equations were derived for the calculation
of the experimental average neutron-scattering lengths �bexpj

Fig. 5.13 Kesterite-type
(a) and stannite-type
(b) crystal structure (blue Cu,
orange Zn, red Sn, yellow S,
Se)
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Kesterite type structure (j = 2a, 2c, 2d):

b
exp
2a ¼ occ2a � bCu
�bexp2c ¼ occ2c � bZn
�bexp2d ¼ occ2d � bCu

ð5:14Þ
Stannite type structure (j = 2a, 4d):

�bexp2a ¼ occ2a � bZn
�bexp4d ¼ occ4d � bCu

The cation site-occupancy values occj resulted from the Rietveld analysis of the
neutron diffraction data. Because the study was performed using stoichiometric
powder samples (the chemical composition of the samples was determined by
wavelength-dispersive X-ray spectroscopy), vacancies were not taken into account.

The Rietveld analysis of the neutron diffraction data was performed by applying
different cation-distribution models within both structure types as the starting model
for the crystal structure (see Table 5.4). The cation site occupancies were taken as
free parameters in the refinement. It was found that the refined cation site-occu-
pancy values differ from their nominal values (Table 5.4), with the exception of the
tin. Thus, one can conclude that the site is not only occupied by the initially-
supposed model cation, but also by a mixture of different elements. For example, a
decrease of the average neutron-scattering length of the 2d site in the kesterite-type
structure can be attributed to a partial Zn occupation due to bCu > bZn.

The refined cation site occupancies were used to calculate the experimental
average neutron-scattering lengths �bexpj (see Fig. 5.14). The first result obtained was
a confirmation of the occupancy of the 2b site by tin in both compounds. Con-
cerning the sites 2a, 2c and 2d for the space group I�4 as well as 2a and 4d for the
space group I�42m, a similar picture for both compounds appears. Irrespective of the
structure model used in the Rietveld analysis, the average neutron-scattering length
of the 2a position indicates that this position is occupied by copper only. The
average neutron-scattering lengths of the sites 2c and 2d indicate a mixed occu-
pancy of these both sites by copper and zinc. Approximately 50 % of the zinc site
2c is occupied by copper and vice versa concerning the copper site 2d, forming

Table 5.4 Cation distribution models used in the Rietveld analysis

CZTS CZTSe

Model 1 Model 2 Model 3 Model 4 Model 1 Model 2 Model 3

I�4 I�4 I�4 I�42m I�42m I�42m I�4

2a–Cu 2a–Cu 2a–Zn 2a–Zn 2a–Zn 2a–Cu 2a–Cu

2c–Zn 2c–Zn 2c–Cu 4d-Cu 4d-Cu 4d-Zn 2c–Zn

2d-Cu 2d-Cu 2d-Cu 2d-Cu

CZTS models 1 and 4 are the kesterite-type and stannite-type structure, Models 2 and 3 are the
kesterite-type structure but with modified cation-distribution, respectively. CZTSe models 1 and 3
are the stannite-type and kesterite-type structure, respectively. Model 2 corresponds to the stannite
structure, but with modified cation-distribution. Tin was always assumed to occupy the 2b position
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CuZn and ZnCu anti-sites. Nevertheless, this disorder is limited to the positions
2c and 2d and hence to the lattice planes at z = 1/4 and 3/4. The 2a site is always
occupied by copper only, and there are no indications of zinc occupying that site.

These facts bring us to the conclusion that both compounds, CZTS and CZTSe,
adopt the kesterite-type structure, but exhibit Cu-Zn disorder in the (00l) lattice
planes at z = 1/4 and 1/3. This disorder creates CuZn and ZnCu anti-site defects.
These results are supported by ab initio calculations carried out on these systems
[52, 53]. The authors report that the CuZn anti-site acceptor can be predicted as the
most probable defect and thus can be easily formed. Moreover, the kesterite-type
structure was indicated as the ground-state structure for both CZTS and CZTSe,
though the stannite-type structure has only a slightly-lower binding energy (CZTS:
2.9 meV/atom [52], 1.3 meV/atom [53], CZTSe: 3.8 meV/atom [52], 3.3 meV/atom
[53]).

Fig. 5.14 Experimental
average neutron-scattering
length of the cation sites (the
2b site is excluded) evaluated
from the corresponding site
occupancy values determined
by Rietveld analysis for CZTS
(a) and CZTSe (b)
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Using the approach of the average neutron-scattering length, and applying dif-
ferent structural models with different cation distributions in the structural
description in the Rietveld refinement procedure, the crystal structure of CZTS and
CZTSe was determined and intrinsic point-defects were identified experimentally.
In contradiction with earlier X-ray diffraction studies, the kesterite-type structure
was also proved for CZTSe.
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Chapter 6
Organic Solar Cells

Mohamed Zbiri, Lucas A. Haverkate, Gordon J. Kearley,
Mark R. Johnson and Fokko M. Mulder

Abstract Organic-based photoconverters are subject to a considerable interest due
to their promising functionalities and their potential use as alternatives to the more
expensive inorganic analogues. We introduce the basic operational mechanisms,
limitations and some ideas towards improving the efficiency of organic solar cells
by focusing on probing the morphological/structural, dynamical, and electronic
aspects of a model organic material consisting of charge-transfer discotic liquid-
crystal system hexakis(n-hexyloxy)triphenylene/2,4,7 trinitro-9-fluorenone (HAT6/
TNF). For the electronic ground-state investigations, neutron-scattering techniques
play a key role in gaining deeper insight into structure and dynamics. These
measurements are complemented by Raman and nuclear magnetic resonance
probes, as well as resonant Raman and UV-vis spectroscopies that are used to
explore the low-lying excited states, at the vibronic level. Synergistically, numerical
simulations, either classical via empirical force fields, or first-principles via density
functional theory, are used for the analysis, interpretation and predictions.

6.1 Introduction

Research on organic devices is focused mainly on three concept organic photovoltaic
(OPV) designs in the solid-state phase by using either: (i) vacuum-deposited mole-
cules by evaporation of two or more n-and p-dopants [1], (ii) solution-processed
polymeric macromolecules [2], and, (iii) the Grätzel concept [3] to build dye-sensi-
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tized devices based on mesoporous nanocrystalline thin-films of TiO2 covered by a
dye layer. In terms of architectures, solar cells based on cases (i) and (ii) are similar and
can be set either into a heterojunction or a bulk heterojunction (BHJ) device (Fig. 6.1).

The former represent the “standard” way of building a p-n junction and the
donor-acceptor (DA) interface at which the exciton dissociation into charge carriers
should take place. The latter architecture is based on a more elaborated technique of
enhancing the p-n junction of setup (i) and making it as an interpenetrating network
of the n-and p-dopant materials. It should be noted that in the case of polymer-based
OPV both heterojunction and BHJ setups are made by a solution process because of
the impossibility of evaporation due to the large macromolecular weight. The
Grätzel-type solar cell is based on a different device architecture comprising mes-
oporous dye-covered TiO2 films connected through a pore-penetrating liquid
electrolyte or an organic n-dopant material, to a transparent counter electrode. Each
of these OPV concepts presents different advantages and limitations in terms of
efficiency and production costs. The high-vacuum deposition of small molecules
ensures good processability and reproducibility of the device in contrast to cases (ii)
and (iii). However, it is an expensive and complex technology which limits its use.
In this respect, polymer-based OPVs are better because they can be fabricated under
ambient conditions. Moreover, polymers in this case can be made soluble and
spray-deposited on plastic substrate, which considerably increases their flexibility
with obvious benefits for commercialization [4]. The dye-sensitized (Grätzel) solar
cell performs the best [5] for power-conversion efficiency (PCE), but because a heat
treatment is needed for TiO2 a flexible realization of this architecture is limited.

6.2 Performance, Efficiency, and Limitations of OPVs

The performance of an OPV is characterized by the current-voltage dependence
(I–V curve) depicted in Fig. 6.2.

n-conductor, p-dopant

p-conductor, n-dopant

- +
-+

p-conductor, n-dopant

n-conductor, p-dopant

(a) (b)

Fig. 6.1 Schematic representation of a p-n heterojunction (a) and a bulk heterojunction (BHJ) of
interpenetrating networks of p-and n-dopants (b)
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The directly-measurable parameters that allow a quantitative analysis of the
performance of a PV cell are:

(i) The open-circuit voltage Voc corresponding to zero-current in the cell,
which is dependent on the offset of the energy levels (highest occupied
molecular orbital of the donor: HOMOD and lowest unoccupied molecular
orbital of the acceptor: LUMOA) of the DA interface of the cell (Fig. 6.3).
The short-circuit current Isc which is related to the photo-generated charges.
The fill factor (FF) which is related to the ratio of the red and grey areas in
Fig. 6.2, which reflects the quality of a photovoltaic (PV) cell, or more
precisely, it is determined by the mobilities of charge carriers [4, 9].

(ii) The incident-photon-to-current efficiency (IPCE) is defined as the ratio of
the number of incident photons and the number of photo-induced charge
carriers which can be generated. Unlike the internal quantum efficiency,
IPCE accounts for losses by reflection, scattering, and recombination.

(iii) The power conversion efficiency (PCE), mentioned above, depends on the
FF, Voc, Isc, and the incident light intensity. PCE is maximal for larger
values of the first three parameters. A standard AM1.5 spectrum is used for
PV characterizations.

(iv) The PCE can be decomposed in terms of different “sub-efficiencies” related
to each step towards the generation of the photocurrent. The overall per-
formance of an OPV depends on the sequence of steps mentioned above
and illustrated in Fig. 6.3.

I

V
MPP

Isc

Voc

Pmax

Fig. 6.2 The I–V curves characteristics of PV cells with (short dash) and without (long dash)
solar illumination. A diode-like behaviour is observed in the absence of illumination. The short-
circuit current Isc (V = 0) and the open-circuit voltage Voc (I = 0) are shown. MPP and Pmax
denote the maximum power point and maximum power output of the PV cell, respectively
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The incident light, with energy falling inside the HOMO-LUMO gap, is
absorbed, leading to the creation of a strongly-bound Frenkel exciton by promoting
an electron from its ground state to a higher energy level. The exciton is of a
strongly “bound” nature because the electron-hole pair is subject to a strong mutual
attractive interaction [6]. In OPVs additional steps are then required for electron-
hole extraction, which is in contrast to inorganic PVs where the free carriers are
released immediately. Therefore the transport processes are much more complex in
OPVs due to the polaronic nature of the carriers. In the absence of an applied
electric field, the exciton diffuses inside the organic semiconductor and becomes
spatially dissociated into bound, positive and negative carriers (a polaron-holon
pair). The effective dissociation occurs at the DA interface followed by transport of
the polarons and holon to the relevant electrodes where they are extracted gener-
ating the final photocurrent (Fig. 6.4). During its diffusion the exciton may
recombine before it reaches the DA interface, with a consequent loss of the
absorbed energy by dissipation. Indeed, the diffusion length of excitons to the DA
interface is much shorter than the optical absorption length. This is of prime
importance in understanding the different loss mechanisms that should be avoided
to improve the dissociation and collection of charges before recombination.

Figure 6.5 shows different loss mechanisms, either by exciton recombination or
by charge-carrier trapping, which may occur during the different steps towards
photocurrent production explained above. Loss by recombination can even occur
after a successful exciton dissociation recombination, and trapping during the charge
transport or collection at the DA interface and electrodes, is a further loss. After a
recombination, the loss leading to dissipation of the absorbed solar-energy can be
either radiative or non-radiative, the former being detected via fluorescence and/or
phosphorescence, whilst the later via a phonon creation. When compared with
inorganic devices, the organic analogous have two important limitations: first, their
narrow absorption-window, and second, the tendency for thermal motion to perturb
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Fig. 6.3 Schematic representation of the main fundamental steps describing the photo-current
conversion by an organic solar cell along with the related efficiencies in terms of which the power
conversion efficiency (PCE) parameter, ηp, is shown
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the rather soft charge-transport system. Therefore, efficient energy-conversion for
practical applications requires significant improvements of charge transport and
transfer processes. Energy loss during the photogeneration process should be min-
imized by maximizing the number of excitons that dissociate into free charge-
carriers, rather than simply recombining without contributing to the photocurrent. A
rich research field has been stimulated aimed at extending the spectral sensitivity of
OPVs to cover a broader wavelength region and therefore the band-gap tuning.

In this context, it has been proposed that stacking different OPVs would help to
achieve this goal. The problem of inefficient exciton-dissociation could be solved
thanks to the introduction of tandem1 device architectures and BHJ [7–11]. The
interpenetrating networks of n-and p-semiconductors (Fig. 6.1) improve the charge
separation and transport to their respective electrodes for collection.

6.3 Discotic Liquid Crystals

The polymer-based concept for building OPVs presents a good balance between
technical complexities and production costs as compared to the high-vacuum
deposited small molecule and Grätzel-device concepts; presented earlier. However,
the conjugated or resonating double-bonds of conducting polymers, which are polar
in nature, are very sensitive to the shorter wavelength of the solar spectrum and
these bonds can be broken if the energy of the solar light lies within a certain
ultraviolet (UV) range. Therefore, new types of organic systems are required to
overcome this limitation, and make efficient use of a wide part of the solar spec-
trum. Discotic liquid crystals (DLCs) are expected to fill this role as an alternative
to the conducting polymers. The name “discotic” describes materials formed from
disk-like molecules (discogens) which possess a central planar aromatic core to
which peripheral aliphatic chains are attached. Thermal fluctuations of the chains,
or tails, are sufficient to suppress inhomogeneously-distributed structural traps,
giving rise to a “liquid-like” dynamic disorder of the tails. The cores can be formed
by triphenylene, coronene or phthalocyanine molecules (Fig. 6.6).

When Chandrasekhar, observed the thermotropic DLCs for the first time in 1977
[12] he explained that the term “liquid crystal” signifies a state of aggregation that is
intermediate between the crystalline solid and the amorphous liquid [13]. Materials
that form liquid-crystalline phases are called mesogens and different phases can be
distinguished within the liquid-crystalline state. These are nematic, smectic, cho-
lesteric, and discotic phases. Figure 6.7 depicts schematically the nematic and
columnar phases. The nematic phase has a one-dimensional orientational ordering
and is subject to positional disorder. The columnar hexagonal phase however,
exhibits both orientational and positional ordering, where the molecular core-on-

1 A difference is marked in the literature between “stacked” and “tandem” PVs. The former refers
to the case of layers made from the same material, whereas in the latter there are two different
materials.
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core stacking forms a hexagonal array of columns. The conductivity in this phase is
due to the stacking between neighbouring disc-shaped molecules as a consequence
of the π-π overlap originating from the delocalized π-orbitals above and below each
aromatic core and interactions between the aliphatic chains. These chain-chain
interactions ensure self-assembly of the discotic phase rather than a herringbone
arrangement that characterizes systems with short chains. The π-π overlap, which
defines the co-facial distance/separation between two discs in a stack, provides a
one-dimensional pathway for charge migration (conductivity) along the column
direction (stacking axis) and is normally thought to be the only part of the charge-
transport system. The distance between the columns on the other hand is controlled
by the length of the aliphatic chains forming the molecular tails. The highly
anisotropic character of the electrical conductivity having its axial component
greater than the in-plane makes these molecular wires attractive, offering features
such as charge transfer for molecular-conducting devices including photovoltaic
applications. Further, the columnar hexagonal positional ordering can be enhanced
towards a helical type ordering (Fig. 6.7) which improves further the conductivity.

N
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HN

N

N

N

N

NH

Fig. 6.6 Molecular schematics of triphenylene (left), coronene (middle) and phthalocyanine
(right)

Fig. 6.7 Schematic representation of different liquid crystalline phases with increasingly-
enhanced orientational and positional orderings: nematic discotic (left), columnar hexagonal
(middle), and helical columnar (right)
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6.3.1 Case Study: Structure and Dynamics of a Discotic
Liquid Crystal HAT6 and Its Charge-Transfer Complex
with TNF Acceptor

From a “molecular” point of view, each electronic state of the organic molecule has
a well-defined potential energy hyper-surface (PES), with a minimum corre-
sponding to the molecular geometry. There is therefore also a set of characteristic
molecular vibrations and the electronic relaxation process is mediated by the
molecular vibrations of the corresponding electronic state. One aspect of the energy
losses concerns the hot-carrier relaxation of the molecule through excited elec-
tronic-states, and the excited state via which the electronic charge is finally trans-
ferred to the neighbouring molecule. The electric potential related to an exciton is
greater for the higher excited states. In analogy with relaxation to the ground state,
relaxation between electronic states is driven by the molecular vibrations in the
corresponding electronic states. The carrier relaxation-dynamics are of fundamental
importance to understanding the processes underlying carrier transport in both
organic and inorganic devices. The advantage of an organic system as a model for
research is the rich molecular vibrational-spectrum that can be studied computa-
tionally and experimentally. Determining the PES of ground and excited electronic-
states would provide insights into the variation in molecular geometry and vibra-
tions in these states, with a view to ascertaining whether such changes are signif-
icant and measureable and further, whether the structure and vibrations can be
chemically tailored to improve the performance of OPVs.

Organic systems, like hexa-peri-hexabenzocoronene with a perylene dye have
been successfully used in photodiodes with efficiencies as high as 34 %. However,
these systems are too complex for high-level, molecular-modelling studies of
vibrations in ground and excited electronic-states. These vibrations play a key role
in properties such as: light-harvesting, exciton transport, primary charge-separation,
and electron/hole conduction. In this context, the columnar discotic liquid-crystals
based on triphenylene derivatives like hexakis(alkyloxy)triphenylenes (HATn), are
attractive representative model systems for organic photovoltaic devices. Works on
ground-state (valence-band) electron-phonon coupling of HAT6 (HATn with n = 6)
have shown that structure and dynamics play a central role in the charge-transfer
process of this material, and it was noted that the dynamics of the aromatic cores
and the alkyl tails have an important effect on the electronic properties [14–18].
Perhaps surprisingly, it was found that the electronic properties are affected not only
by the dynamics of the aromatic cores, but also by the dynamics of the alkyl tails.
HAT6 is a convenient model system (Fig. 6.8) because it has the optimum side-
chain length giving the broadest mesophase range. Between five and seven carbons
in the alkyl tail are required for the columnar phase to form. Further increase or
decrease of the tail length reduces the temperature range of the hexagonal columnar
mesophase formation. From a practical point of view, it is generally thought that the
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BHJ setup leads to optimal performance of DLC solar cells. An interesting design
route to achieve this device architecture is to dilute the columnar liquid crystalline
phase with a non-discogenic electron acceptor, such as 2,4,7-trinitro-9-fluorenone
(TNF) (Fig. 6.8).

A HAT6/TNF diamond-like carbon (D-LC) charge-transfer (CT) system is then
realized. The following sections present selected results that highlight the use of
neutron powder diffraction (NPD) and quasielastic neutron scattering (QENS)
measurements, as well as simulations based on classical molecular-dynamics (MD)
and ab initio density functional theory (DFT), to probe structure and dynamics of
the HAT6/TNF D-LC-CT system. We also show that this type of study, in which
both the nuclear and electronic aspects of structure and dynamics are mixed,
extensive work from other techniques must be considered. Consequently, whilst the
main thrust is neutron scattering, results from nuclear magnetic resonance, Raman,
resonant-Raman, UV-visible, and infrared (IR) measurements are also presented
and discussed. We emphasise here that neutron-scattering methods can bring
interesting structural and dynamical information for HAT6 systems, largely because
of their abundant H-atoms. In contrast to X-rays, neutron scattering from H atoms is
strong and by deuterating the HAT6 sample (HAT6D) the related sites and their
dynamics are highlighted differently.

6.3.1.1 Dependence of the Charge Transfer on the Structural
Fluctuations and Conformations in HAT6

The fundamental steps are:

(1) Determining the PES of the stacked HAT6 molecules and extracting the
corresponding equilibrium parameters in terms of co-facial separation (D) and
twist angle (θ) between the monomers,

Fig. 6.8 Illustration of HAT6
(D3h symmetry) and TNF,
including the labeling of the
HAT6 carbons used for the
NMR analysis
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(2) Calculating charge-transfer integrals (CTIs) by modelling a defined structural-
disorder.

(3) Evaluating how these quantities vary with the imposed conformational
fluctuations.

Three degrees of freedom can be modelled in practice at the ab initio level2 to
mimic structural fluctuations: the co-facial separation D, the twist angle θ, and the
lateral slide or offset L. The three-dimensional PES highlights (Fig. 6.9) an energy
minimum at θ * 30º and D * 3.5 Å, L being constrained to zero. This agrees well
with previous work dedicated to similar systems with smaller aliphatic tails. Fol-
lowing the estimation of the equilibrium parameters of stacked HAT6 molecules, the
next step is to vary these parameters in order to mimic structural disorder, and to
estimate how the HAT6-HAT6 interaction is affected. This is achieved by evaluating
CTIs3 which indicates the importance conformational fluctuations in the columnar
phase. This is shown in Fig. 6.9 (middle left and right, and bottom). The dependence
of the charge transfer J on the twist angle θ between two stacked HAT6 molecules is
evaluated at a fixed distance D = 3.5 Å, determined from PES calculations.4 Due to
the D3h point-group symmetry, the angular dependence of J is periodic.

When h 6¼ n p
3, there is a reduction in point-group symmetry from D3h to C3 and

if h ¼ n p
3 then the symmetry is lowered from D3h to C3v. Increasing the twist angle

from 0 to 60º results in a decrease of the interaction of individual HAT6 molecules.
The dependence of the charge transfer J on the co-facial separation D between two
stacked HAT6 molecules, with a fixed twist angle, θ = 30º, is found to decreases
exponentially. J increases rapidly with increase of the co-facial separation D until
reaching the long-range interaction limit at higher D, which is the monomeric zero

2 Calculations based on standard semi-local, hybrid or meta functionals lead to a repulsive PES,
i.e. no minimum is found. The combination of hybrid and meta contributions in PBE1KCIS is
presently adequate for treating weak interactions. For reliability, detailed benchmark calculations
were made for several non-bonded systems and are reported in [20–22] (and references therein). It
is worthwhile to note that DFT-based methods can nowadays be improved in an efficient way like
wave function-based approaches [23].
3 The quantitative fragment-orbital approach and a symmetry-adapted linear combination of the
HOMOs of the two HAT6 molecules are used. The corresponding computational procedure [24,
25] can be summarized as follows: Molecular orbitals (MOs) are firstly calculated for each single
HAT6 forming the dimer in the specific orientation. Subsequently, MOs of the two stacked
molecules are then expressed as a linear combination of the MOs of the monomer HAT6 (frag-
ment), φi, leading to the overlap matrix S, the eigenvector matrix C, and the eigenvalue vector E.
The relation hKS = SCEC−1 provides CTIs, < φi|hKS|φj > . This procedure allows exact and direct
calculations of J as the diagonal elements of the Kohn-Sham Hamiltonian hKS. A second approach
is adopted to estimate J, which is called the dimer approach and is based on a zero spatial overlap
assumption and can be used in some limited cases where the overlap between the interacting
individual units forming a stacked system is negligible. It consists of the use of the half energy
splitting between the HOMO and HOMO-1 to get, qualitatively, the effective CTI.
4 Results of the fragment approach are compared to those obtained using the dimer approach.
There is a significant difference between the methods due to the non-zero overlap neglected in the
latter.
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Fig. 6.9 Top left The modelled structural fluctuations between stacked HAT6 molecules in the
form of twist angle θ, co-facial separation D, and lateral slide L. Top right Three-dimensional
potential-energy surface of the stacked HAT6 molecules along the twist angle θ and the co-facial
separation D, with a zero offset (L = 0 Å). Middle (left and right) and bottom Calculated CTIs (J)
and their dependence on θ, D, and L, respectively
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overlap limit. Therefore the charge-transport description, in terms of only the
neighbouring electronic coupling, is adequate.

The third degree of freedom to be investigated is the lateral slide, or offset,
L between the columnar stacked HAT6 molecules. Such a fluctuation can notice-
ably perturb charge-transfer processes through symmetry breaking, and hence
spatial overlap. The offset L is achieved by sliding one HAT6 molecule with respect
to the other along a C2 axis. The complex nodal structure (nodes of the wave-
function), which is perpendicular to the plane of the large HAT6 molecule, is well
reflected through consecutive and damped oscillations of local maxima and minima,
which correspond to a constructive/destructive character of the overlap between the
individual HAT6 molecules. A higher offset results in a zero overlap, and hence
zero charge-transfer. In the presence of dynamic and/or static structural fluctuations
the mobility, and therefore the conductivity, should scale approximately quadrati-
cally with the charge-transfer integral as has been reported for similar organic
materials [19–21]. Thus, the above data can be used to quantitatively obtain charge-
transport properties in triphenylene derivatives. It follows that this level of analysis
can be extended to more realistic large-scale structural fluctuations, obtained from
NPD measurements and MD simulations in the liquid crystalline phase.

6.3.1.2 Towards a More Realistic Morphological Study of HAT6

Recent work on hexabenzocoronene (HBC) derivatives and semi-triangular discotic
molecules showed that classical MD simulations are of key importance in deter-
mining the influence of structure and dynamics on the conductivity of DLCs
[22–25]. MD simulations are capable of predicting the conductivity of the meso-
phases and reveal how local conformation, disorder, and dynamics affect efficient
charge-transfer along the one-dimensional column pathway. However, to realize the
possibility for rational design of compounds with optimal structure-mobility rela-
tionships, it is necessary to verify that the MD simulations describe the real liquid-
crystalline phase correctly. DLC structures from MD simulations were successfully
compared to experiments on lattice constants, density, phase-transition tempera-
tures, order parameter, and mutual orientation (twist angle) in specific cases. Fur-
thermore, a more thorough and efficient analysis such as Rietveld refinement of
crystalline structures can be performed. HAT6 exhibits a rather limited charge-
carrier mobility of about 10−4 cm2 V−1 s−1 as measured with pulse-radiolysis time-
resolved microwave conductivity [26]. The question is to relate this to the much
better mobilities in larger molecules such as HBC.

By comparing classical MD simulations with NPD measurements, and probing
dynamics using QENS [27] along with considering the above first-principles DFT
calculations (Sect. 6.3.1.1), we can go beyond the identification of the local
molecular conformation, structural defects, and thermal motions in HAT6 by
investigating and discussing their effect on the charge transport.
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In the columnar phase, the neutron diffraction (ND) pattern of a discotic liquid
crystal can be conveniently subdivided into three regions, as illustrated in the case
of the neutron-diffraction pattern of deuterated HAT6 (Fig. 6.10, left).5 The red area
indicates a region with three sharp peaks originating from the two-dimensional
hexagonal lattice, the (100) peak corresponding to an average column-column
distance. The blue region originates from the broad distribution in tail-tail distances.
The intra-columnar distances correspond to the broad yellow shoulder around
3.65 Å. The tail-tail region and shoulder disappear almost completely for the fully-
protonated sample. Thus, the shoulder represents intra-columnar distances between
whole molecules rather than only the core-core separation.

The crystal structure predicted by the MD simulations6 reproduces the three
regions in the diffraction pattern (Fig. 6.11b). The dynamical behaviour of the
liquid-crystalline phase is included in the comparison of the MD simulations with
the experimental observations. The dynamic behaviour was included by calcu-
lating the anisotropic displacements (Fig. 6.11b). The experimentally-observed

Fig. 6.10 Left ND pattern of HAT6D at 345 K, with the two-dimensional lattice of columns and
distributions in tail-tail and intra-column distances, as indicated. Right Simulated diffraction
patterns of MD models TWIST60 and TWIST25 compared with experiment (black line). In the
model TWIST60, the nearest neighbour molecules in a column are rotated by 60° around their
principal axis, while molecules in one two-dimensional layer have a similar orientation. In the
model TWIST25 a unit of three columns is built by taking a twist angle of 25° for the first column,
then taking the same mutual rotation angle, but in the opposite direction for the second column,
constraining the twist angle of the third column to 5° in order to avoid superposition of the tails

5 Neutron powder diffraction on HAT6 and HAT6D was performed using the D16 diffractometer
at the Institut Laue Langevin in France, using wavelength of 4.54 Å to get a good compromise
between d-spacing range and angular resolution.
6 The MD force field employed is COMPASS which is a second-generation force field that
generally achieves higher accuracy by including cross terms in the energy expression to account
for such factors as bond, angle, or torsion distortions caused by nearby atoms. A periodic hex-
agonal super-cell consisting of 72 HAT6D molecules (10,368 interacting atoms) was used. The 72
molecules were arranged in 12 columns, each column consisting of 6 molecules (Fig. 6.11c).
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diffraction pattern is intermediate between the simulated patterns of the models.
The order in intra-columnar distances and the intensity of the (210) peak is
overestimated in both cases. Despite these differences, both the diffraction pattern
of TWIST60 and TWIST25 show remarkable agreement with the experimental
pattern, while the relaxed structures stem from entirely different starting config-
urations (details of the models TWIST60 and TWIST25 are given in the caption of
Fig. 6.10). Both models converge to comparable minima in configuration space,
close to the actual liquid-crystalline structure, considering the agreement with the
experimental diffraction pattern. The competition between the mutual van der
Waals interactions of the cores with the steric repulsion of the tails causes a high
disorder in the core-core distances, rather than a uniform shift of the core-core
distance distribution to higher distances. The tails tend to orient toward the open
spaces formed by these core-core defects, since the whole-molecule peak lies at a
higher distance than the core-core peak. The inferred values of the twist-angle
distribution are found to be around 36º, which is close to the to the DFT-estimated
minimum-energy twist angle of 30º [28].

Fig. 6.11 a HAT6 in its D3h configuration, b anisotropic displacements for a HAT6 molecule
ranging from 0.7 (aromatic core) to 10 Å (tail end), and c Snapshot of a model MD simulation
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To characterize the dynamical processes on the picosecond timescale, the MD
simulations are compared with QENS7 experiments [27]. In the analyses of the
experiments, it was consistently found that in addition to the elastic peak, at least
two Lorentzian functions are required to fit the data. The peak widths corresponded
to time scales of about 0.2 and 7 ps timescale. The incoherent-scattering function
can be extracted from the MD simulation and compared with the measured function
(Fig. 6.12, left). The agreement is satisfactory, and the essential observation is that
the MD models compare well with the measured temporal and spatial dynamics
(Fig. 6.12, right). By examining the simulation trajectories more closely the
underlying thermal motions can be characterized. Further, the typical amplitudes of
molecular motion on the 0.2 and 7 ps can be estimated.

Figure 6.13 illustrates the characteristic translational and tilt motions for a single
molecule on the 0.2 ps timescale. The twist-angle deviations are negligible on this
timescale with amplitudes smaller than 0.1°. Apparently, the tilt movement of the
molecular core is too fast to be followed by the aliphatic tails. On the 7 ps timescale,
the rotational motions are much more prominent: the aliphatic tails start to follow
the rotations of the core. A step further towards the understanding of the hot carriers
relaxation would be to follow closely the dynamics of both the core and tails at the
vibrational level and investigate how the molecular vibrations in the ground and
excited electronic-states behave.

Fig. 6.12 Left Comparison of the incoherent scattering function from the MD simulation with the
measured function at 348 K. Right Incoherent scattering function at 345 K and Q = 0.86 Å−1 on a
log scale for both experiment and MD simulation. The shaded areas indicate the regions of
dominant rotational (7 ps) and translational (0.2 ps) motion

7 The dynamics on the picosecond timescale were determined by directly comparing the QENS
spectra of the two MD models TWIST25 and TWIST60 with the experiments [27]. QENS has the
advantage that neutrons follow both the temporal and spatial characteristics of atomic motion via a
well-characterized interaction with the atomic nuclei. Consequently, it is fairly straightforward to
calculate the expected spectral profiles by using the atomic trajectories from the MD simulations. If
these are in acceptable agreement with the observed spectra, the time scales of motion can be
assigned to the underlying mechanisms. Further details about the experiment and the theoretical
basis can be found in reference [27].
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6.3.1.3 A View of the Vibrational Dynamics of HAT6

In this section, an introductory study of molecular vibrations and, indirectly,
relaxation dynamics, of single molecule HAT6 is made by extending previous
ground-state computational work to excited states, while retaining the molecular
tails [15, 16, 28, 29]. The model calculations are validated by IR and UV absorption
measurements of HAT6 in solution at room temperature [30]. The goals are
three-fold:

(i) To determine the electronic excitation with the largest oscillator strength in
HAT6;

(ii) Modelling the molecular structure of the selected excited state;
(iii) Understanding effects of electron-phonon coupling by comparing the

vibrations of the ground state (GS) and the selected excited state (ES1).

However, a thorough investigation of the vibronic and electronic aspects of the
DLC-CT HAT6-TNF is presented in Sect. 6.3.1.5.

It has been found [30] that the HOMO-to-LUMO transition dominates the tar-
geted ES1 with the largest oscillator strength (*1). The calculated excitation-
energy using the time-dependent DFT matches perfectly the measured one at
3.76 eV. The most important feature is that ES1 can be approximated as simply a
HOMO-to-LUMO excitation, the HOMO-to-LUMO contribution in ES1 being
*80 %. As far as changes in the PES in going from GS to ES1 are concerned, these
can be explored directly by comparing the structural parameters of the two elec-
tronic-states. Results of the structural analyses can be summarized as follows: the
structural distortion of ES1, compared to GS, corresponds to geometrical changes
mainly in the aromatic core of HAT6. The oxygen atoms are of central importance,

Fig. 6.13 Sub-picosecond
translational and tilting
motion for a typical molecule
extracted from the MD
trajectory, for both the
molecular centre of mass
(CM) including the tails
(broken lines) and the
movement of the aromatic
core CM alone (solid lines)
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since they connect the aromatic core to the alkyl tails, and due to their electro-
negativity, they could play an electronic role in the charge-transport process. Bond
angles involving the oxygen atoms show changes that are comparable in amplitude
to those within the aromatic core. The alkyl tails are, as expected, less sensitive to
the ES1 structural distortion, but nevertheless, a change is found in the chain
structure [30]. These changes reflect the different minima of the PES of GS and
ES1, but gradients of the PES around local minima also change, and these are
probed by the molecular vibrations. The HAT6 molecule with 144 atoms has 426
normal modes. The D3h symmetry of the molecule results in six irreducible rep-
resentations (irreps) with the following distribution of modes; 42 (A’1), 41 (A’2),
166 (E’), 30(A”1), 29 (A”2), 118 (E”). The modes corresponding to E’ and E” are
doubly degenerate. Modes with A”2 and E’ symmetry are IR active. Figure 6.14
compares the calculated IR spectrum with that measured. The agreement is very
good allowing the excited state of the molecule and its vibrations to be studied with
more confidence.

Figure 6.15 shows the calculated IR spectra for GS and ES1 over the whole
spectral range (195 active modes) and, in more detail, in the restricted spectral range
from 550 to 1,700 cm−1 (118 active modes). It is in this range that the most striking
differences are observed between GS and ES1 and, indeed, differences occur
throughout this part of the spectrum. However, we have selected bands with the
strongest IR intensities (and high dipole strengths), these being denoted: I, II, III,
and IV. Modes I–III are composed of single peaks (pairs of degenerate modes),
whereas mode IV is composed of 5 peaks/frequencies. With the exception of II, the
intensities of the modes are greater in ES1 than in GS. The frequency shifts in going
from GS to ES1 are about 10 cm−1 for modes II–IV but for mode I the shift is
29 cm−1. The related atomic displacements for GS and ES1 modes in the four
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Fig. 6.14 Measured and
calculated IR spectra of
HAT6. The accessible low-
frequency range shown
(900 cm−1) corresponds to the
experiment. Below this value
the signal-to-noise ratio
becomes very small
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frequency bands can be analysed. For mode I, which has the biggest frequency
shift, the GS mode is an out-of-plane mode, whereas the ES1 mode is an in-plane
mode. Accordingly, the displacements of the alkoxy tails are significantly different,
being polarised in the planes perpendicular to the tail directions in GS and being
polarised along the tails in ES1. For modes II–IV, the frequency shifts are smaller
and the similarity of modes between GS and ES1 is stronger, with mode III being
almost identical in the two electronic states. In these three bands, all modes show
in-plane polarisation of the molecular cores. Mode II involves deformations of the
aromatic cores and C–O stretches, with corresponding responses in the alkoxy tails,
and the displacement patterns change between GS and ES1. For mode IV, the main
difference between GS and ES1 involves the pattern of C–C stretches in the aro-
matic core, but there is a notable difference in the chain displacements. It is evident
from this investigation of GS and ES1 molecular vibrations that core and tail
vibrations are coupled.

In the intermediate frequency range that has been considered, deformations of
the aromatic core are accompanied by complex displacements of the alkoxy tails,
and these are not simple rigid-body motions. Accordingly, the QENS study
reported in Sect. 6.3.1.2, in which diffusive dynamics on the ps timescale were
probed, proved in a consistent way, that motion of the alkyl tails is driven by the
core dynamics. The alkyl chain (beyond the O atom) is also found to play a
significant role in the molecular distortion and change in molecular vibrations upon
electronic excitation. The vibrational spectrum in the excited electronic state, which
has the strongest oscillator strength, is considerably different from that in the
ground state, despite the size and overall flexibility of the system. This result,
supported by the good agreement with measured IR and UV spectra, is encouraging
for gaining insight into the technologically important relaxation processes within
the conduction band that lead to serious efficiency losses in solar-cell applications.
After all, most energy present in the incoming light is dissipated and converted to
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Fig. 6.15 Left Simulated IR vibrational spectra of HAT6 in the GS and ES1, the peak width (full-
width at half-maximum) having been constrained to 20 cm−1. The main vibrational modes are
indicated as I, II, III and IV. Right Calculated frequencies (Freq), IR intensities (Int) and dipole
strengths (Dip Str) for the selected ground state and ES1 vibrations
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heat due to fast relaxation from higher excitations towards the lower band edge. In
this context Sect. 6.3.1.5 focuses also on some resonant Raman measurements
which are related to the excited-state molecular structure via the vibrations that
constitute the atomic shifts between the ground and excited electronic-state
structures.

6.3.1.4 Morphology of the Discotic Charge-Transfer System
HAT6-TNF

Although pure DLCs generally show a poor absorption in the visible spectral
domain, mixtures of the electron-donating discoids with non-discogenic electron
acceptors could exhibit absorption bands in the visible due to the formation of a CT
complex. In many cases CT complexation even causes a considerable increase in
the stability of the columnar mesophase. For good performance of a photovoltaic
device the donor and acceptor molecules must form separate columns, i.e., enable
charge separation and subsequent charge transport along the columnar wires. The
position of the electron acceptors within the columnar mesophases is still contro-
versial. Acceptor molecules such as TNF have been reported to be sandwiched
between discotic molecules within the same column [31–34] but also inter-
columnar, i.e., between the columns within the aliphatic tails of the discotic mol-
ecules [29, 35]. Only the inter-columnar juxtaposition could provide a morphology
with separate continuous columns for electron and hole transport. Another issue is
that the characterization of (photo-induced) electron transfer and relaxation pro-
cesses in self-assembled aggregates such as DLCs and DLC-CTs is in its infancy.
The addition of electron acceptors such as TNF has been shown to increase the
conductivity of DLCs. On the other hand, it has been proposed that recombination
processes limit the hole photocurrent in DLC-CT compounds. Charge carriers in
CT compounds are supposed to be trapped and readily annihilated through rapid,
phonon-assisted relaxation and recombination processes.

In this section the morphology issue is elucidated by considering the prototypical
discotic CT compound HAT6-TNF (Fig. 6.8), where HAT6 is used as electron-
donating discoid and TNF as electron acceptor. HAT6-TNF forms a CT compound
exhibiting a stable columnar phase from below room-temperature and up to 237 °C.
The high symmetry and moderate molecular size of discogens such as HAT6 make
these systems attractive for exploring the effects of increasing molecular complexity
by comparing their photo-physical properties with those of the fundamental building
blocks: benzene, and large poly-aromatic hydrocarbons. For discotic liquid crystal-
line CT-complexes it is generally accepted that intermolecular charge-transfer occurs
in the excited state, but not in the ground state. Mixtures of the electron-donating
discoids with non-discogenic electron-acceptors exhibit absorption bands in the
visible region due to excited-state charge-transfer. Support for these indications can
be found from a combination of NMR and Raman spectroscopy measurements.
Furthermore, the electronic transitions involved in the CT-band of HAT6-TNF can be
characterized by combining UV-visible absorption and resonant Raman
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spectroscopies. Additionally, the UV-visible and Raman measurements are
accompanied by DFT calculations, to identify the vibrational modes that assist
charge-carrier relaxation in the hot-band of HAT6 and in the CT-band of HAT6-TNF.

The ND pattern of HAT6-TNF (Fig. 6.16) is characteristic for a columnar
mesophase, with sharp reflections in the small 2θ region ((100), (010), etc.) origi-
nating from the two-dimensional columnar lattice, a broad liquid-like band from the
distribution in tail-tail distances, and a broad (001) peak from the intra-columnar
distances [36]. Two observations are important. First, there is no superstructure peak
visible with a double co-facial distance as would result in an intra-columnar juxta-
position of TNF where TNF and HAT6 alternate, doubling the cell dimensions in the
z-direction. This essentially makes such configurations unlikely. Second, the large
decrease in lattice parameters is not accompanied by a similar increase in density that
would result when simply shrinking the HAT6 cell to the new dimensions.8

These observations indicate that the columnar morphology has drastically
changed in the charge-transfer compound. For a hexagonal columnar-structure with
the TNF sandwiched between the HAT6 molecules, the column-column distance
should be about 17 % smaller compared to pure HAT6. This only appears possible
if the HAT6 and TNF are also alternately packed in the hexagonal plane. Other
distributions result in energetically unfavourable inter-digitation of the aliphatic
tails, such as the often suggested alternating intra-columnar packing with the dis-
cotic molecules positioned in the same hexagonal plane. The intra-columnar jux-
taposition of TNF, on the other hand, is only consistent with the experiments if the
HAT6 columns are tilted on an oblique lattice. Such an arrangement, with discotic
molecules slid laterally, has already been observed for highly polar HAT2-NO2

Fig. 6.16 Comparison between the neutron diffraction patterns of the refined sandwich (top) and
inter-columnar (centre) models and the measurements at 300 K (bottom) for the CT complex
HAT6TNF with deuterated HAT6 (HAT6D-TNF) (a), and both deuterated HAT6 and TNF
(HAT6DTNFD) (b)

8 A skeletal density of 1.08 ± 0.01 g cm−3 is observed for HAT6D-TNFD, corresponding to an
increase in density of about 7 % with respect to HAT6.
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molecules. However, the tilted HAT6 columns leave such small spaces within the
tail region that the TNF molecules should mainly adopt a vertical orientation.

The sandwich (with HAT6 and TNF alternating in the horizontal plane) and
intra-columnar (with tilted HAT6) models were further analysed with Rietveld
refinement. Remarkably, the refinement does not favour either of the juxtapositions
of TNF over the other. Both models reproduce the characteristic features of the
experimental diffraction patterns with comparable agreement. In addition, the effect
of deuteration on the diffraction patterns also fits well with the measurements in
both cases, particularly considering that no extra refinement step has been made;
i.e., only the deuterium atoms of TNF were replaced with protons. Even the ori-
entation dependences of the diffraction patterns on macroscopically aligned samples
show little difference between the two models. As expected, the two-dimensional
lattice peaks have maximum intensity when the diffraction beam is perpendicular to
the column director, and the intra-columnar peak is at a maximum for the parallel
orientation.

Clearly, it is difficult to determine the juxtaposition of TNF using only diffrac-
tion. Nevertheless, the sandwich and inter-columnar models only fit with the
observed density and diffraction patterns under the conditions illustrated in
Fig. 6.17. As anticipated, the HAT6 columns in the inter-columnar model are tilted,
with a co-facial slide of about 3.5 Å between two neighbouring molecules in a
column. We defined d column–column as the average separation between the
column directors of two neighbouring columns, which is significantly larger for the
inter-column juxtaposition of TNF. The minimal distance dHAT6core–TNF
between the core of HAT6 and TNF predominantly determines the charge-transfer

Fig. 6.17 Illustration of the sandwich (a) and the intra-columnar (b) model structures after
Rietveld refinement. Elliptical pink shape TNF; grey disk HAT6
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behaviour of the complex. For the inter-columnar arrangement dHAT6core–TNF is
difficult to estimate, since there is considerable freedom left in the refinement of the
TNF position. We refined several inter-column models with different initial vertical
positions of TNF from which we estimated that dHAT6core–TNF should be within
the range of 4–10 Å. Typically, the closest distance between TNF and HAT6 for the
intra-columnar juxtaposition involved a CH C atom of HAT6 and TNF NO2 group.

Figure 6.18 (left) shows the solid state 13C cross-polarization (CP) magic-angle
spinning nuclear magnetic resonance spectra of liquid-crystalline HAT6, TNF, and
the CT complex. On the basis of these spectra of the un-complexed samples, all the
peaks in the CT-complex spectrum are assigned to specific HAT6 or TNF carbons.
In the CT compounds, however, the chemical shifts of the HAT6 and TNF carbons
are changed significantly. All the TNF carbon signals are shifted up-field, reflecting
a stronger local magnetic-field for the TNF in the mixture compared with the pure
compound. In contrast to TNF, the HAT6 lines show both downfield and up-field
shifts.

Chemical-shift changes in charge-transfer complexes have been attributed to
partial electron-transfer from donor to acceptor molecules in the electronic ground-
state. According to Mulliken’s theory, partial transfer of electron density occurs
from the HOMO of the donor to the LUMO of the acceptor in the electronic GS.
This is observed for the HAT6 donor. The anticipated general shift-sign (lower

Fig. 6.18 Left Solid state CP-MAS 13C NMR spectra for HAT6 (a), HAT6-TNFD (b), TNF (c),
and HAT6-TNF (d). The temperature and CP mixing time are 358 K, 10 ms for (a, b), 300 K, 2 ms
for (c), and 300 K, 5 ms for (d). The HAT6 carbon assignment in (a) follows the labelling of
Fig. 6.8. The blue (red) arrows indicate the downfield (up-field) shifts of HAT6 (TNF) peaks in the
composite. Right 1H13C two-dimensional hetero-nuclear correlation spectra for HAT6-TNFD
(coloured contours) and HAT6D-TNF (grey contours) at 290 K with a CP mixing time of 10 ms.
The red numbers indicate cross-polarization between protons on the tail of HAT6 (H2H5 and H6)
and specific TNF carbons shown in the inset. The circles in the inset surrounding the numbered
carbons illustrate the strength of these interactions and the possible HAT6 hydrogens involved
(pink for H2H5, green for H6). The HAT6 Cc and Co carbon and the Hcore hydrogen chemical
shifts are indicated by the green, blue, and brown dashed lines, respectively. The signals marked
with yellow arrows are due to imperfect deuteration of TNF
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electron density, lower field) that would result from partial electron-transfer to the
acceptor TNF. For HAT6, the largest down-field shifts are observed for 13C nuclei
in the outer part of the aromatic core, which is consistent with the spatial distri-
bution of the HOMO [37].

A clear conclusion on the juxtaposition of TNF can be drawn from the two-
dimensional 1H13C hetero-correlation nuclear magnetic resonance measurements.
The signals indicated with red arrows in Fig. 6.18 (right) result from coherence
transfer between the HAT6 tail-proton spins H1H6 and specific TNF carbons
labelled in the inset. The TNF should be, at least for the major part, within the tail
region of the HAT6 molecules. On the other hand, no interaction between TNF and
the core of HAT6 was observed. The proton Hcore attached to the HAT6 core only
shows cross-polarization with HAT6 carbons. For the differently deuterated sample,
HAT6D-TNF, very little coherence transfer between TNF protons and any of the
HAT6 carbons was observed. The absence of a significant reverse CP from TNF to
the HAT6 tails is likely due to the different number of protons involved (12 for
HAT6 tail protons H2H5, 1 for TNF protons). The combination of a rapid rigid-like
CP build-up and the narrowing of the 1H line widths are indicative of selective
averaging or quenching of weak longer range homo-nuclear 1H1H dipolar inter-
actions by anisotropic motion of the HAT6 and TNF molecules in the liquid
crystalline phase. Larger molecular displacements of HAT6, related to dynamic
defects in the liquid-crystalline phase, occur on time scales up to milliseconds.
These motions can quench the long-range dipolar interactions and contribute to the
narrowing of the 1H lines in the data sets without decoupling, while allowing at the
same time for the high CP rates for the 13C in the aromatic core by strong short-
range hetero-nuclear dipolar interactions.

The nuclear magnetic resonance analyses seem to indicate that charge transfer
from the HAT6 core to TNF already takes place in the ground state of the complex.
Excited-state or ground-state charge-transfer from the HAT6 core to TNF requires
that the electron acceptor should not be too far from the aromatic core. For the inter-
columnar CT-complex structure the diffraction analyses resulted in HAT6core-TNF
distances of 4–10 Å, mostly involving the optically active NO2 groups of TNF. To
ensure a sufficient orbital overlap for CT electron delocalization, most of the TNF
molecules should be in the lower part of this range. The consistent analysis reveals
a CT-complex morphology with dynamically disordered TNF molecules that are
vertically oriented between the HAT6 columns, i.e., within the aliphatic-tail region.
What does this mean for PV applications?

A promising observation is that there is a hole-conducting column present that is
well separated from the electron acceptors. The columnar morphology has changed
drastically in the composites, with a time-averaged tilted orientation and smaller
average distances between the neighbouring HAT6 molecules within the column
than in pure HAT6. In the CT complex the hole transport through the column will
thus still be possible, while the CT process enables efficient charge separation. The
liquid-crystalline structure and its facile alignment over macroscopic distances is an
important asset for device realization.
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The future PV application of CT complexes such as HAT6-TNF thus relies on
improving the electron transport channel (Fig. 6.19). For instance, by searching for
better acceptors that self-assemble into a separate channel, designing molecularly-
connected donor and acceptor groups. The persistence of the hole conducting
HAT6 column in the CT complex is promising for future application in organic PV
systems. The major challenge towards such an application is to achieve a mor-
phology that enables a BHJ PV device architecture.

6.3.1.5 Electronic and Vibronic Properties of the Discotic
Charge-Transfer System HAT6-TNF

As discussed in Sect. 6.2, one of the loss mechanisms to which OPVs might be
subject can be via the strong electron-phonon coupling inherent to the molecular
nature of the device, which limits the efficiency of charge separation. Upon photo-
excitation, strongly bound exciton-states are formed that first need to dissociate
before charge-transport to the electrodes can occur. Dissociation takes place at the
DA interface, where intermediate CT states are formed with the hole on the donor,
and electron at the acceptor molecule. It is established that charge separation is
mediated by the higher lying vibronic-states of the CT manifold [38, 39]. As
introduced in Sect. 6.3.1.3, fundamental knowledge about the electronic and
vibrational properties of the excited-state levels and relaxation pathways is a key
topic in further improving the working of OPVs.

For self-assembled aggregates such as DLCs and DLC-CT complexes, the
characterization of photo-induced electron-transfer and relaxation processes is in its
infancy. The addition of electron acceptors has been shown to increase the con-
ductivity of DLCs. On the other hand, it has been proposed that recombination
processes limit the hole photocurrent in such DLC-CT compounds [40].

An important step towards the characterization of the influence of molecular
vibrations on the charge-carrier relaxation in self-assembled DLCs can be made by
studying the prototypical discotic electron-donating discoid HAT6 and its 1:1

Fig. 6.19 Illustration of a
HAT6-TNF BHJ PV device
with self-assembled columns
at the molecular nanoscale
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mixture with electron acceptor TNF, combining synergistically Raman, resonant
Raman, UV-visible and nuclear magnetic resonance techniques, as illustrated in
reference [41]. From this one can draw the following conclusions:

(i) The lowest electronic-transition in the CT complex is due to charge-transfer
from the HAT6 core to TNF, with a strong involvement of the nitro groups.

(ii) There are strong indications for a weak ground-state electron-transfer in the
HAT6-TNF complex.

(iii) Both nuclear magnetic resonance chemical-shift changes and Raman fre-
quency-shifts are seen and are consistent with a weak electron-transfer from the
HAT6 core toTNF leading to a delocalized redistribution of the charge onTNF.

(iv) The resonant Raman spectra of both HAT6 and the CT-complex show a
strong enhancement of the modes related to the benzenes forming the tri-
phenylene core. This is characterized by a doubly-degenerate electronic-
state which is vibronically coupled (pseudo-Jahn-Teller) to a nondegenerate
state. It should be noted that this Jahn-Teller mode provides a significant
contribution to the reorganization energy of HATn, being a limiting factor
for hole transport along the columnar stacks [42].

(v) The hot-carrier relaxation processes in the CT-band in the visible-light
region are relatively slow compared to the fast relaxation within the original
UV absorption band of pure HAT6, which will be relevant concerning the
efficient separation of charge in organic PV-devices.

6.4 Conclusions

Inorganic photovoltaics possess a major advantage over organic solar cells by pro-
viding the highest power-conversion efficiencies. But in terms of the fabrication
flexibility, production costs and market accessibility, organic photovoltaics are also
potential candidates for the future generation of solar cells. This requires under-
standing the dynamic and electronic properties so that optimization routes can be
devised that will increase their efficiency and boost their performance. This chapter
illustrated how neutron scattering, in combination with other techniques, can be used
to extract this fundamental aspect of organic photovoltaics working principles. In this
chapter different structural and dynamical aspects of an organic molecular-model for
photovoltaic applications are presented, including an evaluation of the known limi-
tations. The chapter provides an example of how the logical sequential advance of
experiment, theory and understanding lead towards improvements. Different exper-
imental techniques and theoreticalmethods are used, in a quite complementaryway—
if not synergetic. Neutron-scattering techniques are shown to play an important role in
this field by probing efficiently structure and dynamics in the presented hydrogenated
materials. Numerical simulations are almost mandatory in this field to aid the inter-
pretation and analysis of the different measurements including the other experimental
techniques (IR, UV, Raman, and nuclear magnetic resonance methods).
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Part II
Energy Storage

Energy storage is a key enabling technology to the larger area of sustainable energy.
For transport applications, the storage needs to mirror the energy density of petrol
and diesel, and because sustainable energy-sources such as solar and wind are
variable in nature, the buffering capacity of storage is also of importance. The main
energy-storage technologies are batteries, capacitors, pumped storage, hydrogen,
flywheels, and compressed (or liquefied) gasses. Each has its technological and
logistical challenges, with Chaps. 7 and 8 examining the two major areas of lithium-
ion batteries and hydrogen storage, respectively.

The central theme in both battery and hydrogen-storage materials is increasing
energy density gravimetrically and volumetrically, in a way that enables the energy
to be stored and retrieved in a time and energy-efficient way. It is difficult for either
battery or hydrogen storage materials to compete with the energy density of petrol
and diesel. Neutron techniques of analysis here are used to understand the inter-
actions that hold the energy-carrier in place, but can then release it when it is
required for use. In these chapters the role of in situ studies is particularly important
and this is an area in which the penetration of neutrons excels. It is sufficiently
important that neutron-scattering centres provide custom made gas-handling and
potentiostat/galvanostat equipment that can be used by several different groups.

Chapter 7 shows a large volume of study has been undertaken to determine the
crystal structure of electrode materials to determine the position and environment of
lithium in complex and multiphase electrode materials, even as the battery is
charged and discharged. However, disordered and amorphous materials often have
the desired materials properties, and it is illustrated that neutron scattering is also
relevant to these by using the total scattering technique and spectroscopy. Although
lithium is better suited to study by neutron scattering than many other techniques, it
is nevertheless challenging, particularly when compared to hydrogen (Chap. 8).
First, the absorption cross-section of one of the naturally-occurring lithium isotopes
is high, and whilst this can be overcome, and even exploited by isotopic selectivity,
this is expensive. Secondly, not only would we like fast diffusion for better bat-
teries, but it would make the study of diffusion by neutron scattering easier. Current
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neutron instrumentation can access lithium diffusion when used at high resolution,
but this limits the neutron counting-rate, making the experiments more difficult, and
in some cases impractical. Fortunately, in some examples it is reasonably
straightforward to derive the dynamics of the lithium by studying the response
(or driving dynamics) of the environment, in this case it is the environment that has
a strong neutron signal.

Hydrogen storage (Chap. 8) has probably been the most important area of
sustainable-energy research for neutron scattering due to the special interaction
between neutron and hydrogen and its isotope deuterium. In common with battery
materials, there has been a large volume of work using diffraction to determine the
position and environment to be derived of the H-atoms (or molecules), much of
which existed prior to hydrogen-storage applications. The interplay between
atomistic modelling and neutron scattering pervades sustainable-energy research,
but is particularly important in hydrogen storage due to the ease with which the
dynamics of the model can be compared with neutron-spectroscopy results. This
enables very detailed information about how hydrogen interacts with all the com-
ponents of its environment, and whilst this is also possible for the battery materials
above, the experimental difficulties associated with lithium make it much more
challenging. Hydrogen is a light element and quantum effects in its dynamics are
pronounced. Because of the way in which the neutron spin interacts with the
nuclear spin of hydrogen, neutrons provide a very sensitive measure of these
quantum dynamics, which is in turn very sensitive to its environment. These
dynamics are not only of interest for tuning the interaction of hydrogen with its
storage material, but are also of fundamental interest in their own right and much of
the theory for understanding the measured neutron-scattering spectra had already
been established because of this. There is a considerable body of analogous work
for methane, which whilst of considerable technological importance, is not covered
in this book. The analogy is strongest for storage in metal-organic framework and
clathrate materials, and in most cases the extension of the work presented here for
hydrogen to the methane case is straightforward.
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Chapter 7
Lithium-Ion Batteries

Neeraj Sharma and Marnix Wagemaker

Abstract The effort of material scientists in the discovery, understanding, and
development of Li-ion batteries largely depends on the techniques available to
observe the relevant processes on the appropriate time and length scales. This
chapter aims at demonstrating the role and use of different neutron-scattering
techniques in the progress of Li-ion battery electrode and electrolyte properties and
function. The large range in time and length scales offered by neutron-scattering
techniques is highlighted. This illustrates the type of information that can be
obtained, including key parameters such as crystal structure, Li-ion positions,
impact of nano-particle size and defects, ionic mobility, as well as the Li-ion
distribution in electrodes and at electrode-electrolyte interfaces. Special attention is
directed to the development of in situ neutron-scattering techniques providing
insight on the function of battery materials under realistic conditions, a promising
direction for future battery research.

7.1 Li-Ion Batteries for Energy Storage

Electrochemical energy storage is attractive, having very high storage efficiencies
typically exceeding 90 %, as well as relatively-high energy densities. Li-ion battery
technology provides the highest energy densities of commercialized battery-tech-
nologies and has found widespread use in portable electronic applications. Appli-
cation of Li-ion batteries in electrical vehicles and as static storage media is
emerging, however, improved performance and reduced cost, combined with safety
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enhancements, are required. This has initiated a worldwide research effort for Li-ion
electrode and electrolyte materials that combine desirable properties such as high
energy and power density, low cost, high abundance of component elements, and
electrochemical stability [1–4]. In the current generation of Li-ion batteries,
insertion materials that reversibly host Li in the crystal structure form the most
important class of electrodes. Although the future of Li-ion batteries looks bright, it
should be noted that the availability of a number of relevant transition metals and
possibly Li itself is a topic of interest [2].

In a Li-ion battery two insertion-capable electrodes1 with a difference in Li
chemical potential (change in free energy upon Li addition) are in contact through an
electrolyte (an ionic conductor and electronic insulator) and a separating membrane,
see Fig. 7.1. The Li will flow from the insertion material in which Li has a high
chemical-potential towards the electrode in which Li has a low chemical-potential.
Only Li-ions can flow through the electrolyte and the charge compensation requires
electrons to follow via the external circuit which can be used to power an application.
By applying a higher electrical potential than the spontaneous equilibrium open
circuit polarization the process can be reversed. High energy-density requires a large

Fig. 7.1 Schematic illustration of the operating principle of a Li-ion battery. Reprinted with
permission from (M. Wagemaker, F.M. Mulder, Acc. Chem. Res. 46, 1206 (2013)) [37]. Copyright
(2013) American Chemical Society

1 Research exists in conversion-alloying electrodes of Li containing compounds, but this chapter
is focused on the insertion materials.
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specific-capacity of ions in both electrodes and a large difference in chemical
potential. High power (and fast insertion/extraction) requires both electrons and
Li-ions to be highly mobile throughout the electrode materials and electrolyte.

7.1.1 Demands and Challenges

The success of Li-ion batteries is based on their high volumetric and gravimetric
energy-density available for storage. This has enabled the realization of small
portable devices like mobile telephones and laptops. However, important demands
also include material and production costs, safety, cycle life (number of charge/
discharge cycles), and high (dis)charge rates. Addressing all these demands makes
it very challenging to find better electrode and electrolyte materials to improve
Li-ion batteries [2, 4]. To gain more insight into the challenges in battery research it
is useful to express the performance-related demands in more specific material
properties of the electrodes and electrolytes. With respect to the general demands of
cost and safety we merely state that batteries require abundant and cheap materials
that are intrinsically stable during battery operation. For more extensive literature
we refer the reader to some excellent reviews [2, 4–6].

The gravimetric and volumetric energy density of a battery is CVOCP, where C is
the specific or volumetric capacity (mAhg−1 or mAgcm−3), respectively, and VOCP

is the open circuit, or equilibrium potential of the battery. Large gravimetric energy-
density is required for automotive applications, and large volumetric energy den-
sities are essential in mobile electronic equipment. It is important to realize that the
specific Li capacity of the electrode materials is not necessarily the only decisive
factor, and that the actual capacity of an electrode also depends significantly on the
electrode morphology [7–9]. Large gravimetric energy-density requires dense
electrodes and hence low porosities. In this context nano-sizing of electrode
materials, aimed at higher storage capacities and higher rates, typically carries the
disadvantage of low tap densities (powder packing) leading to less dense electrodes
and compromising both volumetric and gravimetric energy-density.

The power density is the product of the specific current and the voltage that the
battery can deliver. The battery voltage is defined by the difference in potential
between the electrodes and the current via the internal resistance of the battery.
High power densities, allowing for fast (dis)charge, require low internal resistance
of the battery. The various charge-transport phenomena inside a battery contribute
to this internal resistance, including the electronic conductivity through the elec-
trodes, the ionic conductivity through the electrode and electrolyte, and finally the
charge transfer through the interface between the electrode and electrolyte. Gen-
erally, the Li ion and electronic conductivity through the electrodes are assumed to
be rate limiting in Li-ion batteries. Note that because the electrode is porous the
ionic conductivity of the electrodes includes both the transport of ions through the
solid-state electrode as well as through the electrolyte dispersed in the electrode
pores. The solid-state transport of ions through electrodes depends on the specific
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electrode host material and is typically orders of magnitude slower than in liquid
electrolytes. The overall Li-ion conductivity within the electrodes also depends
strongly on the electrode morphology, such as characterized by the porosity [10]
and the interconnectivity of the pores [11, 12].

High energy and power density are conflicting demands, as evidenced by the
impact of electrode morphology and electrode thickness on these. High porosities,
such as in nanostructured electrodes, generally lead to fast ionic transport
throughout the electrodes responsible for high (dis)charge rates, and hence high
power densities. However, the downside of large porosities is the larger volume
required to store the same amount of energy, resulting in smaller volumetric energy-
density. Because in most cases either electronic or ionic conductivity through the
electrodes is rate limiting [7–9], thin electrodes can be charged faster than thick
electrodes. Hence, the power density of a battery can be improved by the use of
thinner electrodes. However, building a battery from thin electrodes leads to a
smaller amount of active electrode material per gram of battery because of the
relatively larger amount of current collector, electrolyte, and packing materials.

The cycle life of batteries is determined by a combination of the chemical and
physical processes that occur during (dis)charging in the electrolyte and electrodes
of a battery. Generally, electrodes undergo structural changes upon Li insertion and
extraction. Large volumetric changes upon Li insertion and extraction lead to
mechanical failure of the electrode. The result is generally that part of the active
material is electronically disconnected from the electrode and therefore inactive.
Consequently, small structural changes, such as occurring in Li4Ti5O12 spinel
(where the change in the unit-cell volume, ΔVunit-cell, ≈ 0.1 %) [13], and moderate
structural changes, such as occurring in LiFePO4 (ΔVunit-cell ≈ 6.5 %) [14],
contribute to batteries with long cycle-life. The other extreme is the alloying
reaction of Li with silicon up to the Li4.4Si composition resulting in a volume
expansion >300 %, which leads to mechanical failure of the electrodes containing
relatively large silicon particles within only a few charge/discharge cycles [15].
Nevertheless, the very high capacity associated with this type of alloying reaction
has motivated chemists and material scientists to develop smart strategies to
maintain the mechanical coherence of these electrodes [15–17].

The second factor that is important for the cycle life, and also to safety, is the
thermodynamic stability of the electrolyte with respect to the positive and the
negative electrodes (Fig. 7.2). The electrodes have electrochemical potentials μA
(anode) and μC (cathode) equal to their Fermi energies εF. If μA is above the lowest
unoccupied molecular orbital (LUMO) of the electrolyte, the anode will reduce the
electrolyte. This reduction decomposes the electrolyte unless a passivating layer,
generally referred to as the solid electrolyte interface (SEI) layer, is formed. The SEI
layer often forms in the first few cycles and can act to electronically insulate the
anode from the electrolyte, preventing further reduction. The SEI growth tends to
stop after a few cycles, resulting in stable battery performance. Similarly, if μC is
below the highest occupied molecular orbital (HOMO) of the electrolyte, the cathode
will oxidize the electrolyte unless a passivating SEI layer is formed, electronically
insulating and preventing further oxidation. Therefore, not only should the
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electrolyte provide a wide stability window in terms of voltage, but the gap between
its LUMO and HOMO must be larger than the difference between the chemical
potentials of the electrodes. That is, the electrolyte voltage window should be
positioned such that LUMO > μA and HOMO < μC. The large open-cell voltage
(VCell) of Li-ion batteries (e.g. 3.6 V) that is responsible for their high energy
and power densities requires electrolyte stabilities that exceed that of water
(ELUMO−EHOMO ≈ 1.3 V) or water-containing electrolytes, leading to the application
of non-aqueous electrolytes. Such stability demands do not apply if an electroni-
cally-insulating layer is formed upon electrolyte reduction or oxidation which can
passivate further reactions. An example of passivation of SEI layers is the graphite or
carbon-based anodes that work at about 0.5 V below the stability of typical carbonate
electrolyte solutions, and hence 0.5 V above the LUMO of the electrolyte. The first
few cycles with these anodes and carbonate-based electrolyte solutions results in the
reduction of the electrolyte which leads to the formation of a stable SEI layer that
prevents further reduction of the electrolyte. Importantly, the SEI layer does not
grow significantly in subsequent cycles. Therefore, strategic combinations of elec-
trodes, electrolytes, and SEI layers can result in better-performing batteries.

Improving Li-ion batteries with respect to energy and power density, manu-
facturing costs, safety, and cycle life is clearly a formidable challenge. A common
starting point is to lower costs and use environmentally-benign materials for both
the electrodes and the electrolyte, noting that the cathode can account for as much
as 40 % of the cost of the battery. The electrolyte should have high Li-ion

Fig. 7.2 Schematic energy diagram of an electrolyte as well as the cathode and anode work
functions, ΦC and ΦA, respectively (equal to the electrode electrochemical potentials, the
difference of which is the open-cell voltage of the battery, VCell). The difference between the
LUMO and the HOMO is the stability window of the electrolyte. If the electrode electrochemical
potentials fall outside this stability window the electrolyte will decompose, which SEI layer
formation can passivate, leading to the kinetic stability of the electrolyte and making the light areas
(lower left and upper right) accessible
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conductivity over a practical ambient-temperature range and a large stability
(potential) window allowing use of large differences in electrode potentials. The
electrodes should work within the stability window of the electrolyte and allow fast
(dis)charge of a large reversible capacity. This not only depends on the electrode
material and composition but also on the electronic and ionic ‘wiring’ of the
electrodes determined by the electrode morphology. The development of new
electrode and electrolyte materials and the improvement of existing materials
requires a fundamental understanding of the Li insertion and transport mechanisms
that involve both structural and kinetic phenomena. Probing these is a tremendous
challenge given the complexity of the system and the difficulty of probing a light
element such as Li, particularly under in situ conditions.

7.1.2 Development Using Neutron Scattering

The work of material scientists in the discovery, understanding, and development of
Li-ion batteries largely depends on the techniques available to observe the relevant
processes on the appropriate time and length scales. This chapter aims at demon-
strating the role and use of different neutron-scattering techniques in gaining insight
into Li-ion battery electrode and electrolyte function. This is not an exhaustive
review of the neutron-scattering work on Li-ion battery materials or on the materials
themselves, but an attempt to demonstrate the range of possibilities of neutron
scattering in Li-ion battery materials research.

The role of neutron scattering in battery research is mainly based on the sen-
sitivity of neutrons to Li compared to X-rays and electrons. The coherent neutron-
scattering cross section of Li often allows the determination of the Li positions,
atomic displacement parameters (ADPs), and occupancies using diffraction where
X-rays do not, making it possible to elucidate Li-ion insertion/extraction mecha-
nisms. The relatively-large coherent neutron-scattering cross section of Li provides
sufficient contrast that Li distributions can be studied using imaging and, in thin-
films, reflectometry. The incoherent neutron-scattering cross section of Li allows
examination of Li mobility. Measuring Li diffusion directly is difficult as Li has
only a moderate incoherent neutron-scattering cross section, so each material has to
be considered individually to determine if the neutron-scattering signal originates
from Li. Often measuring host material dynamics, e.g. anion and hydrogen group
dynamics or lattice vibrations using quasi-elastic neutron scattering (QENS) and
inelastic neutron scattering (INS), can provide information on Li dynamics. The
diffusion pathway can be additionally corroborated or even independently obtained
using the abovementioned large coherent cross-section of Li by considering the
anisotropic contribution in the displacement parameter because of the deviation
from harmonicity due to thermal motion at elevated temperatures. The relatively
large neutron absorption cross-section of Li enables neutron depth profiling to
determine Li distributions in materials. In these neutron-based techniques used to
study Li-ion battery materials, the effective cross-sections of samples under study
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can be tuned through the isotopic composition. Naturally occurring Li is composed
of 7.5 % 6Li and 92.5 % 7Li. The larger coherent neutron-scattering cross section
and lower incoherent neutron-scattering and absorption cross-section of 7Li make it
possible to improve data quality by tuning compositionally (isotopically) samples
according to the neutron investigation technique being used.

7.2 Electrodes

Since the commercialization of the Li-ion battery by SONY Corporation in 1991,
research has focused on identifying better electrode and electrolyte materials.
SONY combined LiCoO2 as a positive electrode material with a carbonaceous
material as a negative electrode, and LiPF6 in a carbonate solution as the electrolyte.
Initially, research focused on replacing the relatively expensive LiCoO2 with other
transition-metal oxides where the most important structural groups include spinel
and layered transition-metal oxides. Layered Li transition-metal oxides, LiMO2

with M = Mn, Co, and Ni, represent one of the most successful classes of positive-
electrode materials. The layered topology offers easily-accessible two-dimensional
ion diffusion pathways. In particular, the LiCo1/3Ni1/3Mn1/3O2 composition [18]
results in high capacity, safety, and lower material costs than LiCoO2.

An important alternative to LiCoO2 is the spinel LiMn2O4 with the inexpensive
and environmentally-benign Mn, which functions with the Mn3+/4+ redox couple.
LiMn2O4 operates at 4.1 V versus Li/Li+ offering excellent safety and high power
due to its three-dimensional lattice, in principle allowing three-dimensional Li-ion
diffusion. Substitution of Mn by M = Co, Cr, Cu, Fe, and Ni, has led to the
discovery of the high-voltage spinels LiM0.5Mn1.5O4 and LiMMnO4 with potentials
between 4.5 and 5 V versus Li/Li+ [19], exemplified by spinel LiNi0.5Mn1.5O4

operating at 4.7 V versus Li/Li+ [20, 21]. However, Mn-based spinels have been
plagued by capacity fade, generally considered to be the result of Mn dissolution
into the electrolyte and Jahn-Teller distortion of Mn3+. Mn dissolution has been
largely inhibited by substitution of dopants in the spinel structure [22].

The introduction of LiFePO4 [14] has initiated research on polyanion-based
positive electrodes with the structural formula LiM(XO)4 (M = Fe, Mn, Co, and
X = S, P, Si). The strong covalent X-O bonds result in the large polarization of
oxygen ions towards the X cation, leading to larger potentials compared to oxides.
Phosphates, in particular LiFePO4, have been extensively explored because of their
favourable electrode properties, reasonably high potential and capacity, stability
against overcharge or discharge, and their composition of abundant, cheap, and
non-toxic elements. To date, almost a thousand papers have been devoted to the
understanding and improvement of conductivity in the semiconductor LiFePO4.
These have encompassed studies of surface-conductive phases [23, 24], modifica-
tion of crystallite size [25], and elegant fundamental mechanistic and modelling
studies [26–28]. Compared to the phosphates, the silicates (LiMSiO4) exhibit lower
electrode-potentials and electronic conductivity [29]. Other promising groups of

7 Lithium-Ion Batteries 145



positive-electrode materials include fluorophosphates with the A2MPO4F
(A = Alkali metal) stoichiometry [29].

For many years graphite has been the main negative-electrode material allowing
Li-ion intercalation between graphene sheets at *0.3 V versus Li/Li+. The low
potential results in a high battery-voltage, partly responsible for the high energy and
power density of Li-ion batteries. The main disadvantage of the low voltage of a
negative electrode is the restricted stability of the commercial carbonate-based
electrolyte solutions at low potentials versus Li/Li+. Depending on the electrolyte-
electrode combination a kinetically stable SEI layer can be formed. For graphite this
was achieved by the addition of ethylene carbonate [30] which lead to the success
of the LiCoO2–C battery. Efforts to develop low-voltage negative electrodes with
capacities that exceed that of C have concentrated on reaction types other than
insertion reactions. Metals such as Si and Sn form alloys with Li in so-called
conversion (or alloying) reactions [31–34]. Although the (gravimetric) capacities of
these reactions can reach almost 10 times that of graphite, the volumetric energy-
density is not significantly improved. Moreover, the large volume changes inher-
ently related to this type of reaction make it a challenge to reach good cycleability.
The oxide insertion hosts offer much better stability, highlighted by the Li4Ti5O12

spinel [35] that has almost no volume change upon Li insertion. Other titanium
oxides that attract considerable attention as negative electrodes are anatase,
brookite, and rutile TiO2, particularly in the nanostructured form [36, 37] and in
combination with carbonaceous materials providing good with electronic-conduc-
tivity [16, 36]. The disadvantage of titanium oxides is their relatively high negative-
electrode potentials, reducing the overall working voltage of the battery and thereby
reducing both energy and power density. For example, titanium oxides operate at
*1.6 V versus Li/Li+, over four times higher in voltage than graphite. In this
context, an interesting oxide exceeding the graphite capacity at similarly low
potentials is the layered transition-metal oxide Li1+xV1−xO2 [38].

One of the key strategies that improved electrode performance in general is the
nano-sizing of the electrode crystal particles. The nano-sized electrode particles
reduce both solid state (Li-ion) diffusion and electron conduction. The latter is
achieved by mixing and coating with conducting phases (i.e. with carbonaceous
materials). However, numerous recent observations indicate that nano-sizing elec-
trode particles also has a large impact on electrode materials properties [39, 40]
creating both opportunities and challenges for enhanced Li-ion storage. Changes in
properties that are observed upon nano-sizing include smearing of the voltage
profile [41–43], changing solubility limits and phase behaviour [41, 44–46],
unexpected kinetics [47], and larger capacities [45, 48–51]. The downside of the
large surface-area of nanostructured materials is the relative instability of nano-
materials, which can promote electrode dissolution and the increased reactivity
towards electrolytes at commonly used voltages, e.g. below 1 V versus Li/Li+,
which may adversely affect performance. Another potential disadvantage is the
lower packing density of electrodes, leading to lower volumetric energy-densities.
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Among the materials that benefit from the possibilities of nano-sizing are the
relatively stable transition-metal oxides and phosphates operating well within the
stability window of the electrolyte.

7.2.1 Crystal Structure

In Li-ion battery electrode research, neutron powder diffraction (NPD) is one of the
first techniques used for structural characterization of synthesized materials, often in
combination with X-ray diffraction. NPD also plays an essential role in under-
standing the insertion mechanisms that may induce phase transitions and/or solid-
solution behaviour, both of which may depend strongly on temperature, particle
size, doping, and the chemical or electrochemical conditions.

The coherent neutron-scattering cross-sections of Li is relatively greater than that
obtained for many transition-elements and greater than the analogous coherent
scattering cross-sections of Li for X-ray or electron scattering, making it possible to
determine Li-ion positions and occupancies. Thanks to these and other advantages
of NPD, the technique has played a key role in the development of the large
diversity of Li-ion battery electrode materials that exist to date.

Knowledge of the Li-induced phase transitions in C is primarily based on X-ray
diffraction [52]. Although the crystal stages I and II in C are proven, long standing
debate exists concerning LiC18 and no evidence of the higher-order lithiated stages
exists based on X-ray diffraction studies. Neutron diffraction proved the existence
of the LiC18 stage [53] and showed deviations from the common structural picture
of lithiated C, including a charge-discharge dependent structural evolution and the
appearance of higher-ordered stages [54].

Neutron diffraction has been used to determine the lithiated structures of tita-
nium oxides including LixTiO2 anatase [55–57], rutile [58], brookite [59], and
Li1+xTi2O4 and Li4+xTi5O12 spinel [55]. Li4Ti5O12 spinel is a state-of-the-art Li-ion
battery electrode material [35, 60–63] operating at 1.56 V versus Li and is suitable
as an anode using high-voltage cathode materials. Li4Ti5O12 can be lithiated up to
the composition Li7Ti5O12 and possibly higher, with end members having a spinel
structure adopting the cubic space group Fd-3m. This material is attractive as a
Li-ion insertion electrode because the ‘zero strain’ property results in excellent
cycle life: upon lithiation from the initial Li4Ti5O12 to the ‘fully-lithiated’ Li7Ti5O12

there is almost no change in lattice parameters (0.2 %) [35, 60–65]. In the defect
spinel Li4Ti5O12 all the energetically-favourable tetrahedral 8a sites are occupied
by Li. Additionally, 1/6 of the 16d sites are also randomly occupied by Li while the
remaining 5/6 of the 16d sites are occupied by Ti atoms, and this can be represented
as [Li3]

8a[Li1Ti5]
16d[O12]

32e. Lithiation leads to occupation of all the octahedral
16c sites and emptying of the tetrahedral 8a sites to reach the lithiated Li7Ti5O12

composition, which can be represented as [Li6]
16c[Li1Ti5]

16d[O12]
32e.

In lithiated anatase, neutron diffraction data obtained to relatively high momentum
transfers were used to resolve the split Li-ion positions within the material’s distorted
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oxygen octahedra [56]. In composite anatase TiO2/Li4Ti5O12, neutron diffraction
showed that the TiO2 phase was lithiated before Li4Ti5O12, as expected from the
lower potential of Li4Ti5O12 versus Li/Li+, enabling tuned Li insertion/extraction
based on the choice of voltage range [66]. The increase in curvature of the voltage
profile and larger capacities for nano-sized materials appears to be a general obser-
vation for the various TiO2 polymorphs such as the tetragonal anatase [42, 45, 48, 58,
67] and rutile [48], orthorhombic brookite [68] and monoclinic TiO2(B) [50, 69]. The
sensitivity of neutron diffraction for Li-ions has been decisive in revealing the altered
thermodynamics of nano-sized titanium oxides. In anatase the Li solubility increases
systematically when particle sizes are reduced leading to a phase-size diagram [45].
In addition, a second phase transition from the known Li-titanate phase towards
tetragonal LiTiO2 was discovered, which was later confirmed by neutron diffraction
in anatase nano-tubes [70]. Higher Li-ion solubility was also observed in nano-
structured rutile using neutron diffraction [71], suggesting similar size effects.
A remarkable finding in spinel nano-sized Li4Ti5O12 is that of increased capacity with
decreasing particle size, exceeding the maximum composition observed for the
micron-sized Li7Ti5O12. Neutron diffraction proved the increase in capacity to be due
to simultaneous Li occupation of both 8a and 16c sites, providing an atomic-scale
explanation for the larger capacity of the nano-sized materials [43].

A very interesting negative electrode, exceeding the graphitic anode capacity, at
similarly low potentials, is the layered transition-metal oxide Li1+xV1−xO2 [72].
Interestingly, LiVO2 does not allow Li insertion whereas Li1+xV1−xO2 with x > 0
leads to a very low intercalation voltage close to 0.1 V with a capacity almost twice
that of graphite. Neutron diffraction has shown that in Li1.07V0.93O2 part of the
octahedral V is replaced by Li, which allows additional Li-ions, responsible for the
large capacity, to occupy the neighbouring tetrahedral sites that are energetically
unfavourable in LiVO2, and is supported by modelling studies [38].

Gummow et al. used neutron diffraction to show that the structure of the low-
temperature cubic phase of LiCoO2 is not ideally layered, and that 6 % of the Co
reside in the octahedral (8a) sites of the Li layers [73, 74]. The hexagonal structure
of the high-temperature phase of LiCoO2 was also determined from neutron dif-
fraction, illustrating that Co and Li planes alternate in the ABCABC oxygen
stacking. Aiming at higher capacity cathodes, Li1+xCoO2 has been prepared raising
the question of where the additional Li resides [75]. Combined Rietveld refinement
using both X-ray and neutron diffraction data excluded both Co in the Li site and
the presence of tetrahedral Li and Co [76]. Based on this, it was deduced that excess
Li replaces some Co and that the charge is compensated for by O vacancies [77]. In
mixed-cation layered transition-metal oxides, such as the so called ‘high capacity’
LiMn1/3Co1/3Ni1/3O2, neutron diffraction continues to be an indispensable tool for
determining the cation distributions which have been shown to depend on the
synthesis conditions [78–80].

Neutron diffraction has played a pivotal role in understanding the complex
insertion and phase transitions in spinel transition-metal oxides. Using NPD, Fong
et al. [81] described the crystal structure of LixMn2O4 for x = 1 and 0.2 and Wills
et al. [82] determined the crystal structure of LiMn2O4 at low temperatures as well
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as its magnetic properties. Neutron diffraction revealed the partial charge-ordering
in spinel LiMn2O4 at 290 K that further hinders its use as a positive-electrode
material in Li-ion batteries [83]. From neutron diffraction data, superstructure
reflections were found (related to charge-ordering phenomena) at 230 K which in
combination with electron diffraction patterns revealed a 3a × 3a × a super cell of
the cubic room-temperature spinel representing the columnar ordering of electrons
and holes [83]. Two of the five Mn sites correspond to well-defined Mn4+ and the
other three sites are close to Mn3+ as derived from Mn–O bond length analysis. This
charge ordering is accompanied by simultaneous orbital ordering due to the Jahn-
Teller effect in the Mn3+ ions. Li-excess compounds Li1+xMn2−xO4 were found to
provide better cycling performance than the stoichiometric LiMn2O4 as they min-
imize the extent of the Jahn-Teller distortion during cycling (i.e. increase the overall
oxidation state of Mn during cycling). In addition, Li doping at octahedral 16c sites
reduces the exothermicity of the Li insertion/extraction reactions by an amount
similar to that associated with the dilution of the Mn3+ ion [84]. Neutron diffraction
by Berg et al. [85] showed that Li occupies 16c sites in Li1.14Mn1.86O4 which is also
accompanied by charge-compensating vacancies at Mn 16d sites. Calculations also
showed that the 16d sites should be favourable for Li at low Li contents while at
higher contents, the 16c and mixed 16c and 16d site occupation is likely [86].
However, a recent study by Reddy et al. [87, 88] shows that at lower Li doping
regimes, x = 0.03 and 0.06, the structural model containing Li at 16c sites still
results in a better fit to the neutron diffraction data than models with 16d site Li
occupation. In the work by Yonemura et al. [89] samples were synthesized in
controlled atmospheres which led to the realization and quantification of O-deficient
LiMn2O4 and Li-excess (O-deficient) Li1+xMn2−xO4−y spinels. Using neutron dif-
fraction data they determined the quantity of O, mixing of Li and Mn at the 8a and
16c sites, the interatomic bond distances, and the relationship between these
crystallographic parameters.

In the high-voltage spinels, neutron diffraction enabled the transition-metal
ordering in LiNi0.5Mn1.5O4 that breaks the cubic Fd-3m to cubic P4332 symmetry
to be determined and this was found to be dependent on the cooling rates used in
the synthesis [90]. In X-ray diffraction data the small difference in atomic number
between Mn and Ni makes it hard to quantify this ordering, whereas it is easily
modelled using neutron diffraction [91, 92]. In the low-voltage plateau, using the
large difference in the coherent neutron-scattering cross section of Mn and Ni,
researchers determined that extensive migration of Ni and Mn was occurring in the
spinel structure due to the loss of long range Ni-Mn ordering [92].

In the polyanion-based positive-electrode materials, neutron diffraction data
contributes significantly in the characterization and understanding of the electrode
properties. The higher potential of the Mn3+/Mn2+ redox couple has initiated the
synthesis of LiMnPO4 and LiMnyFe1-yPO4 materials. Neutron diffraction data
helped reveal that the reduced activity of the Mn3+/Mn2+ couple is related to the
distortion of the MO6 octahedra with M = Mn3+, and this distortion was found to be
much larger than the change in the unit cell [93], effectively prohibiting the Mn3+ to
Mn2+ transition. Neutron diffraction was also used to characterize the cation
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distribution in related olivine structures with other transition metals and transition-
metal mixtures such as LiCoyFe1−yPO4 [94], LixCoPO4 [95], and V-substituted
LiFePO4 [96, 97].

For tavorite, LiFePO4(OH), neutron diffraction showed both the Li and H to be
located in two different tunnels running along the a and c-axes, the tunnels being
formed by the framework of interconnected PO4 tetrahedra [98]. Another promising
class of tavorite-structured cathode materials are the fluorophosphates which exhibit
good storage capacity and electrochemical and thermal stability. LiFePO4F exhibits
a complex single-phase regime followed by a two-phase plateau at 2.75 V. Neutron
diffraction in combination with X-ray diffraction was used to resolve the single
phase end-member Li2FePO4F structure showing that Li-ions occupy multiple sites
in the tavorite lattice [99]. Additionally, in the pyrophosphate-based positive
electrode Li2−xMP2O7 (M = Fe, Co), multiple Li sites were identified using neutron
diffraction [100].

In general, the combination of X-ray and neutron diffraction has become the
established approach to characterizing electrode materials in great detail. The fol-
lowing example concerning the extensively-studied olivine LiFePO4 demonstrates
the value of neutron diffraction in revealing the impact of dopants, defects, and
particle size on LiFePO4 structure and performance, thereby providing crucial
understanding for the design of future electrode materials.

In the last decade LiFePO4 has emerged as one of the most important positive
electrodes for high-power applications owing to its non-toxicity and outstanding
thermal and electrochemical stability [14]. The first-order phase transition, pre-
serving its orthorhombic Pnma symmetry, results in highly-reversible cycling at the
3.4–3.5 V versus Li/Li+ voltage plateau with a theoretical capacity of 170 mAhg−1.
The olivine structure is built of [PO4]

3− tetrahedra with the divalent M ions
occupying corner-shared octahedral ‘‘M2’’ sites, and the Li occupying the ‘‘M1’’
sites to form chains of edge-sharing octahedra. The magnetic structure of LiFePO4

has been solved using neutron diffraction, with the appearance of extra reflections
below the Néel temperature indicating antiferromagnetic behaviour at low tem-
peratures for both end-members FePO4 (Fe

3+) and LiFePO4 (Fe
2+) [101].

In contrast to the well-documented two-phase nature of this system at room
temperature, Delacourt et al. [102, 103] gave the first experimental evidence of a
solid solution LixFePO4 (0 ≤ x ≤ 1) at 450 °C, and in addition, the existence of two
new metastable phases with compositions Li0.75FePO4 and Li0.5FePO4. These
metastable phases pass through another metastable phase on cooling to room
temperature where approximately 2 out of 3 Li-positions are occupied, again
determined using neutron diffraction to be Li*0.67FePO4 [103]. In Li*0.67FePO4,
the average Li–O bonds are longer than in LiFePO4 due to the shortening of Fe–O
bond lengths as shown in Fig. 7.3. It was suggested that this bond-length variation
is the origin of the metastability of the intermediate phase, and thus of the two-
phase mechanism between LiFePO4 and FePO4. Interestingly, this metastable phase
appears to play a vital role in the high charge/discharge rate of the olivine material
[104].
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The room-temperature miscibility gap in LixFePO4 was determined by Yamada
et al. [105] using NPD. These researchers found intermediate Li-poor Liα=0.05FePO4

and Li-rich Li1−β=0.89 phases, as shown in Fig. 7.4. This explains the compositional
range over which the voltage is constant (plateau) and proves the presence of mixed-
valence states of iron (Fe2+/Fe3+). These mixed-valence states provide ionic and
electronic conductivity, an essential ingredient for the material’s application as a
Li-ion battery electrode.

An early report that led to intensive discussions suggested that the poor elec-
tronic conductivity of LiFePO4 could be raised by 8 orders of magnitude by su-
pervalent-cation doping, which was proposed to stabilize the minority Fe3+ hole
carriers in the lattice [106]. It was only after detailed refinement of models against
combined neutron and X-ray diffraction data that researchers were able to determine

Fig. 7.3 View of the FeO6 and LiO6 octahedra for a LiFePO4, b Li*0.67FePO4, and c FePO4,
displaying the contraction of average Fe–O bond lengths from LiFePO4 to FePO4, together with
the slight expansion of the M1 size (related to the average Li–O bond lengths in Li-containing
phases). The models are based on combined structural refinements using neutron and X-ray
diffraction data. Reprinted with permission from (C. Delacourt, J. Rodriguez-Carvajal, B. Schmitt,
J.M. Tarascon, C. Masquelier, Solid State Sci. 7, 1506 (2005)) [103]. Copyright (2005) Elsevier

Fig. 7.4 Left Refinement using neutron diffraction data of Li0.5FePO4 resulting in solubility limits
α = 0.05 and 1−β = 0.89 in the Li-poor triphylite and Li-rich heterosite phases, respectively. Right
Open circuit voltage versus composition, where the vertical lines indicate the monophase/biphase
boundary as determined from the Li site occupancies resulting from Rietveld refinement using
neutron diffraction data. Reprinted by permission from Macmillan Publishers Ltd: (A. Yamada,
H. Koizumi, S.I. Nishimura, N. Sonoyama, R. Kanno, M. Yonemura, T. Nakamura, Y. Kobayashi,
Nat. Mater. 5, 357 (2006)) [105]. Copyright (2006)
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the positions and role of the dopants. In this case NPD provides contrast between Li
and the dopants at the Li site (M1), and X-ray powder diffraction provides contrast
between the Fe and many of the dopants at the Fe site (M2). Moreover, to determine
three species (Li or Fe, dopants and vacancies) on crystallographic sites (M1 or M2)
requires more than X-ray or neutron diffraction alone. The neutron diffraction
pattern for one of the doped materials is shown in Fig. 7.5. Although the changes in
the diffraction pattern upon doping are extremely small, the accuracy afforded by
the data make it possible to conclusively locate the supervalent-cation dopants in
LiFePO4. Figure 7.6 shows that supervalent-cation doping of up to *3 % atomic
substitution can be achieved in the LiFePO4 lattice in bulk materials prepared by a
solid-state route at 600 °C. The results show that the dopant resides primarily on the
M1 (Li) site and that aliovalent-dopant charge is balanced by Li vacancies, with the
total charge on the Fe site being +2.000 (± 0.006), within the limit of experimental
error [107]. It is thus expected that dopants may have little influence on the elec-
tronic conductivity of the material, which is confirmed by calculations [108].
Furthermore, the location of the immobile high-valent dopant within the Li chan-
nels is expected to hinder Li-ion diffusion assuming one-dimensional diffusion.

Fig. 7.5 a LiFePO4 adopting
Pnma symmetry with the split
Li-ion (medium grey) position
in the centre. b NPD data for
LiFePO4 and
Li0.96Zr0.04FePO4 (target
composition) including the
difference between the fits and
data. The fit residuals are
wRp = 1.7 % and Rp = 1.9 %,
as well as wRp = 1.7 % and
Rp = 1.8 %, respectively.
c The same data as in
(b) shown for a limited
d-spacing range. Reprinted
with permission from
(M. Wagemaker, B.L. Ellis,
D. Luetzenkirchen-Hecht,
F.M. Mulder, L.F. Nazar,
Chem. Mater. 20, 6313
(2008)) [107]. Copyright
(2008) American Chemical
Society
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The one-dimensional migration channels through the LiFePO4 olivine structure
means that the electrode performance can be severely influenced by defects. In the
olivine structure the most favourable defect is predicted to be the Li–Fe anti-site pair,
in which a Li-ion (at the M1 site) and a Fe ion (at the M2 site) are interchanged.
These defects, with concentrations up to 8 %, were first observed in LiFePO4 syn-
thesized at low temperatures, leading to non-thermodynamically favoured materials
[109]. Small concentrations of anti-site defects, as high as 1 %, were suggested to
remain even up to solid-state synthesis temperatures as high as 600 °C [110]. In
addition, combined neutron and X-ray diffraction has indicated that after fast
hydrothermal synthesis crystalline-defective LixFeyPO4 coexists with amorphous Li/
Fe-PO4 structures. These techniques also showed that the Fe is included in the
structure more rapidly from the amorphous precursor than Li, causing defects in the
structure [111]. Anti-site defects are expected to play a decisive role in the Li-ion
conductivity and Gibot et al. [112], using combined neutron and X-ray diffraction
data, demonstrated that large concentrations (up to 20 %) of these anti-site defects in
nanoparticles suppress the first-order phase transition normally observed in LiFePO4

leading to a single-phase room temperature reaction upon (de)lithiation. More
detailed insight into the correlation between particle size and Li-ion substoichiom-
etry was obtained by the direct synthesis of substoichiometric Li1−yFePO4 nano-
particles [113]. Combined neutron and X-ray diffraction data of partially-delithiated
substoichiometric olivines revealed segregated defect-free (where Li is extracted)
and defect-ridden (where Li remains) regions, as shown in Fig. 7.7. This proved that
both the anti-site defects obstruct Li+ diffusion, explaining the detrimental electro-
chemistry and that the anti-site defects form clusters.

Further details of the anti-site clustering in LiFePO4 were obtained using a
combination of neutron diffraction with high-angle annular dark-field scanning

Fig. 7.6 Supervalent doping occupancies from refinements using combined X-ray and neutron
diffraction data plotted versus the targeted dopant concentration. Reprinted with permission from
(M. Wagemaker, B.L. Ellis, D. Luetzenkirchen-Hecht, F.M. Mulder, L.F. Nazar, Chem. Mater. 20,
6313 (2008)) [107], Copyright (2008) American Chemical Society
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transmission electron microscopy and ab initio calculations, indicating that they
form zig-zag type clusters, completely different from the structurally equivalent
LiMnPO4 where the anti-site defects appear to be randomly distributed [114].

Another topic that has been of great interest is the impact of the particle size on the
intercalation properties. When insertion electrode materials are downsized to nano-
meter dimensions, voltage profiles change considerably reflecting a change in ther-
modynamics [37, 39]. First direct evidence of modified electrochemical-structural
behaviour in nano-sized insertion electrodes was provided by neutron diffraction on
TiO2 anatase, which showed large changes in Li solubility in phases and a strongly-
altered phase composition and morphology [45]. Also, the solubility limits during the
insertion reaction in LiFePO4 have been under active research, mainly using neutron
diffraction as a direct probe [41, 44, 102, 115–120]. This research shows narrow
solid-solution domains in micron size particles at room temperature [117] and a solid
solution over the entire compositional range above 520 K [102, 121]. Yamada et al.
[117] suggested that the extended solid-solution composition-ranges in small parti-
cles and a systematic decrease of the miscibility gap was due to strain based on
Vegard’s law [41]. Kobayashi et al. [44] isolated solid-solution phases, also sup-
porting a size-dependent miscibility gap. Direct evidence of enhanced solubility in
the end phases with decreasing primary crystallite-size was provided by a systematic

Fig. 7.7 Interpretation of the combined neutron and X-ray diffraction results for delithiation of
Li0.90FePO4: Composition dependence and site disorder. a Evolution of the site-defect
concentration in the Li-rich and Li-poor phases as a function of delithiation. b Overall schematic
illustration of the phase segregation of the Li-rich and Li-poor regions of the crystallites with
regions free of Fe anti-site defects delithiating before regions containing M1 site defects.
Reproduced from (S.-P. Badi, M. Wagemaker, B.L. Ellis, D.P. Singh, W.J.H. Borghols,
W.H. Kan, D.H. Ryan, F.M. Mulder, L.F. Nazar, J. Mater. Chem. 21, 10085 (2011)) [113] with
permission from The Royal Society of Chemistry
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neutron diffraction study of particle sizes between 22 and 130 nm [46]. The
Fourier-density difference maps in Fig. 7.8 illustrate that the Li densities in the Li-
poor and Li-rich phases increase and decrease respectively, with decreasing particle
size. These observations could be reproduced by calculations based on a diffuse
interface model [46, 122]. The diffuse interface introduces an energy penalty for a Li
concentration-gradient creating a smoothly-varying Li concentration over an inter-
face region with a width of *10 nm, as shown in Fig. 7.9. The confinement of this
interface layer in nano-sized particles moves the observed solubility away from the
bulk values. Interestingly, neutron diffraction also proved that the solubility in both
phases (LiFePO4 and FePO4) depends on the overall composition, especially in
crystallites smaller than 35 nm. Furthermore, this observation could be explained
quantitatively by the diffuse-interface model. By varying the overall composition the
domain sizes of the coexisting phases change, in this case leading to confinement
effects in the minority phase.

The ex situ neutron diffraction studies discussed above have contributed to our
current state of understanding of electrode materials. This is in particular based on the
sensitivity of neutrons for Li, the charge-carrying element in Li-ion battery elec-
trodes. This is vital knowledge not only for the synthesis of newmaterials, but also for
mechanistic understanding of the impact of supervalent doping, defects, composition,
and particle size on the intercalation process as illustrated for olivine LiFePO4.

Fig. 7.8 The structural impact of nano-sizing illustrated by Fourier-density difference maps
obtained from neutron diffraction. The maps are shown for both the Li-poor α-phase and the Li-rich
β-phase in Li0.5FePO4 for the three different particle sizes indicated. The maps were obtained by the
Fourier transform of the difference between the neutron diffraction data and the calculated diffraction
pattern based on the structure with no Li present. Therefore, these density maps should show Li
density. As expected for large particles, large Li density is observed in the Li-rich heterosite β-phase,
and no density is observed in the Li-poor triphylite α-phase. Progressive particle-size reduction
decreases observed Li density in the heterosite β and more evidently Li density increases in the
triphylite α phase, indicating a reduction of the miscibility gap with decreasing particle
size. Reprinted from (M. Wagemaker, D.P. Singh, W.J.H. Borghols, U. Lafont, L. Haverkate,
V.K. Peterson, F.M. Mulder, J. Am. Chem. Soc. 133, 10222 (2011)) [46]
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7.2.2 Local Structure

To obtain the local structure in glassy, nano, disordered and amorphous materials,
having unresolved, weak or broad signals, neutron total scattering, or/and inelastic
neutron scattering (INS) or quasielastic neutron scattering (QENS) can be powerful
tools. Total scattering allows extraction of the local structure in terms of interatomic
distances, bond angles and coordination numbers. In this case scattering is detected
over a wider Q-range and short-range interactions of a sample are probed and
modelled. In addition, rotations and vibrations picked up by INS and QENS are
very sensitive to local distortions and allow otherwise difficult to detect relevant
species such as protons, OH, water and in rare cases Li to be studied.

The negative-anode carbon is a good example of where neutron total scattering,
in conjunction with other neutron-based methods, has been able to quantify
important, previously ill-defined, aspects of the material’s function [20, 123, 124],
as demonstrated with a range of low-crystallinity C negative electrodes. Addi-
tionally, C-based anodes can be analysed in the lithiated and delithiated states and

Fig. 7.9 Measured and calculated solubility limits as a function of particle size and overall
composition. Left a Symbols Li occupancy for both the Li-poor triphylite α-phase LixαFePO4 and
the Li-rich heterosite β-phase LixβFePO4 where xα and xβ represent the average solubility limits as
a function of particle size, having an overall composition Li0.5FePO4. Vα and Vβ represent the
corresponding unit-cell volumes. The size of the symbols is approximately the size of the error.
Lines Calculated average compositions based on the diffuse interface model. b Calculated
concentration profiles based on the diffuse interface model in the a-lattice direction for three
different particle sizes at the overall composition Li0.5FePO4. Right Measured and calculated
solubility limits as a function of overall composition. a Symbols Li occupancy derived from
neutron diffraction data for both the Li-poor triphylite α-phase and the Li-rich heterosite β-phase
representing the average solubility limits as a function of overall composition for different particle
sizes. Lines Calculated average compositions based on the diffuse interface model. The size of the
symbols is approximately the size of the error. b Calculated concentration profiles based on the
diffuse interface model in the a-lattice direction for three different overall compositions all having
the particle size 35 nm. Reprinted from (M. Wagemaker, D.P. Singh, W.J.H. Borghols, U. Lafont,
L. Haverkate, V.K. Peterson, F.M. Mulder, J. Am. Chem. Soc. 133, 10222 (2011)) [46]
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over the course of phase transitions. Typical neutron total-scattering data for
graphite is presented as a radial distribution function (or pair distribution function)
as illustrated in Fig. 7.10, and peak positions are indicative of interatomic distances.
Often, neutron total scattering is combined with INS data to provide supporting
information concerning the short-range order in C. For further information on total
scattering the reader is directed to a review on the structure and dynamics of ionic
liquids [125], and total scattering is likely to become increasingly used as the range
of nano-sized active electrode materials increase.

Total scattering and INS are particularly attractive for disordered C where
conventional diffraction provides limited information and more generally for Li
arrangements in C. Disordered C where a large amount of H is present can exhibit
significant Li capacity (one ‘excess’ Li per H) and studies have investigated how Li
is taken into these materials [123, 124, 126]. Studies have shown that these
materials exhibit randomly-arranged graphene fragments of different sizes with
edges terminated by a single H, similar to Si with H at the surface. The spectra also
contain a boson peak, an indicator of disorder, and distinct similarities to polycyclic
aromatic hydrocarbon (PAH) spectra exist, some of which feature two or three
edge-terminating H. Additionally, comparison with PAH spectra allowed the
determination of methyl groupings when higher H concentrations are used. The
boson peak is at the same position in samples with different concentrations of H and
changes in position and intensity with Li insertion. This shows that the Li interacts
with the C environment, contrary to the idea of Li accumulation in voids. These
findings agree with two models of Li insertion: One where Li resides on both sides
of the graphene layers (the so-called ‘house-of-cards’ model) and the other where Li
is bonded to the H-terminated C at the edge of the graphene layers (and reside in
interstitial sites). INS data also illustrate that the Li–Li interlayer and intralayer

Fig. 7.10 Radial distribution functions (RDFs) of graphite and the in-plane honeycomb structure
inset. Each concentric circle in the honeycomb structure produces a peak in the RDF. Reprinted
with permission from (P. Zhou, P. Papanek, R. Lee, J.E. Fischer, W.A. Kamitakahara,
J. Electrochem. Soc. 144, 1744 (1997)) [124]. Copyright (1997), The Electrochemical Society
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interactions are comparable in strength. Computer modelling showed that there is
insignificant energy difference between interstitial Li and those that are bonded to
the terminal H. Other models include the formation of covalent Li2 molecules, but
no evidence was found in support of these. The key aspect in these studies is that all
models satisfy the observed capacity of LiC6. Finally, QENS [124] was used to
show that Li jumps between nearest or second-nearest neighbour interstitial sites.

Related work investigated the entropy of intercalation into C [127]. This study
shows how the sign of entropy changes from low Li concentrations on initial charge
(x < 0.2 in LixC6) to higher concentrations (x > 0.2) indicating that multiple pro-
cesses are occurring and that one of these is vibrational in origin. In graphite the
entropy remains negative, but reduces in magnitude as lithiation progresses. Similar
entropy information from INS data during lithiation of LiCoO2 cathodes has also
been reported [128].

Cathode materials pertinent to Li-ion batteries based on olivine LiMPO4 have
also been probed with INS, but for magnetic properties (low temperature)
rather than Li-ion diffusion or lattice dynamic studies. Studies of LiFePO4 [129],
LiNi1−x–FexPO4 [130], and LiMnPO4 [131], show spin-wave dispersions and allow
characterisation of magnetic-exchange interactions. Further INS work was moti-
vated by the need to understand the electronic conductivity in LiFePO4 and probed
the thermodynamics and vibrational entropy of the phase transition in Li0.6FePO4

[121]. The oxidation state of Fe influences its neighbouring O atoms and the
polyhedral distortions can characterize the motion of carrier hopping between Fe
sites, which results in relaxations or displacements that can in turn be considered as
the sum of longitudinal phonons. Similarly, occupation or vacancy of Li can result
in distortions of atom positions and are expected to alter the frequency of phonons,
in particular longitudinal optical phonons.

The phase evolution of Li0.6FePO4 as a function of temperature, via a two-phase
transition to a disordered solid-solution transition at 200 °C [121], can shed light on
the reaction mechanism during charge/discharge of this cathode. This is particularly
pertinent as the two-phase or solid-solution mechanism of LiFePO4 is a topical
issue as discussed above. The difference in two-phase and solid-solution LiFePO4

optical modes above 100 meV (higher energies) was found, with broadening evi-
dent for the solid-solution sample. The low-energy region features mostly acoustic
lattice modes, translations and librations of PO4 and translations of Fe. By com-
parison with infrared (IR) and Raman data, it was found that the PO4 stretching
vibrations are damped in the solid-solution sample. The difference in INS data of
solid-solution and two-phase samples at higher energy mostly involve optical
modes that can arise from motion of Li-ions, charge hopping between Fe-ions, and
heterogeneities. The entropy was found to be larger in the solid-solution phase in
conjunction with the subtle differences in the dynamics due to different optical
modes. The similarity in two-phase and solid-solution phonon density of states
(Fig. 7.11) agrees with the ease with which LiFePO4 seems to undergo either
transition, and the difficulty in pinning down the experimental evidence related to
the reaction-mechanism evolution.
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Arguably the most studied materials using INS are manganese oxides and lithiated
manganese oxides, predominantly due to the ease of using H as a probe for Li. These
compounds are used for both primary and Li-ion batteries and ion-exchange methods
have been used to show where Li may reside in these compounds. Although indirect,
this information can provide further answers to some of the problems in this field of
research. Attempts are also being made to use INS to provide comparisons between H
and Li where H is used as a calibrated probe for Li [132].

One approach is to replace structural or surface water present onmanganese oxides
with protons, which can in turn be exchanged for Li to see how Li might displace
water in these compounds. This was undertaken for spinel Li1.33−x/3CoxMn1.67−2x/3O4

[133] which shows, as is the case in many compounds of this family, that protons are
inserted as hydroxyl groups giving a strong incoherent INS signal. The hydroxyl
groups are located on the O atoms neighbouring the vacant 16d sites and aligned with
the 8a sites in the spinel structure. Conversely, studies on undoped spinels have
shown that the Li extraction from the 16d sites allows the insertion of protons. The
main features of the INS spectra are strong γ(OH)modes, a highly ordered proton site,
a shoulder and smaller features between 300–700 cm−1 showing riding of protons on
the oxide lattice and some librational water modes. The hydroxyl groups have
characteristic signals around 908 cm−1 and their orientations are also determined
using INS [134–137] of spinel-derivative compounds. Interestingly, IR data shows
features between 950 and 1300 cm−1 which were considered to arise from protons,
but the absence of these features at corresponding frequencies in the INS data indicate
a manganese oxide lattice origin. Notable discoveries of this and related studies
include the finding that in undoped spinels 40 % of protons cannot be exchanged and
form disordered water, the chemical re-insertion of Li in Li-rich spinel Li1.6Mn1.6O4

removes most of the hydroxyl groups [137], that generally the reversible Li amount is
50 % in both undoped and doped spinels, and that fewer protons are re-exchanged as

Fig. 7.11 The phonon
density-of-states of
Li0.6FePO4 at 180 °C (solid)
and 200 °C (dashed).
Reprinted with permission
from (R. Stevens, J.L. Dodd,
M.G. Kresch, R. Yazami,
B. Fultz, B. Ellis, L.F. Nazar,
J. Phys. Chem. B 110, 22732
(2006)) [121]. Copyright
(2006), American Chemical
Society
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the Co concentration increases. The latter is an interesting way to tune the Li-proton
exchange capacity of these materials.

Figure 7.12 shows the INS data from a series of Li-rich Li1.6Mn1.6O4 spinels
formed through various methods. The pure sample (bottom of Fig. 7.12) shows
some evidence of protons, OH and water, whilst the acid-treated version, where
acid results in H–Li exchange, shows strong characteristic peaks for protons and
γ(OH) groups. Finally, the acid-treated sample undergoes a chemical Li re-insertion
step and results in the loss of the proton and OH signatures. However, the re-
inserted material does not replicate the pure sample suggesting some protons remain
as structural water and hydroxyl groups [137]. Relative comparisons of the INS
intensity can be made between the acid-treated and re-inserted samples, with the
909 cm−1 peak showing a larger drop in intensity compared to the 1,087 cm−1 peak,
which is attributed to an H site being easier to depopulate. A comparison of INS
data for two Li-rich variants, Li1.33Mn1.67O4 and Li1.6Mn1.6O4, shows that the
proton stability is higher in Li1.6Mn1.6O4 than in Li1.33Mn1.67O4. This suggests the
reason that Li1.6Mn1.6O4 has a larger Li-ion exchange capacity than Li1.33Mn1.67O4

concerns the stability of the inserted species (or more specifically the stabilized
proton sites).

Studies of λ-MnO2 [135] illustrate subtle differences in INS spectra depending
on synthesis precursors, noting that precursors and conditions are both important.
This work again highlights the need to focus on the protons (often disordered). A
related study investigated proton-exchanged spinels that form λ-MnO2 showing that
the proton diffusion was dependent on octahedral Mn vacancies [136]. In this study,
certain features in the INS spectrum were found to disappear in the highly crys-
talline sample, suggesting that motion can be perturbed with crystallinity.
Researchers have also looked at the proton and water environments in bare and
lithiated MnO2 [132] to demonstrate how lithiation influences the proton and water
motions, which can then be used to extract information on lithiation processes.
Using neutron total scattering from oxidized and lithiated versions of λ-MnO2

researchers derived models for oxidation and lithiation [138].

Fig. 7.12 INS spectra of as-
synthesized Li1.6Mn1.6O4 (p),
acid-washed (d), and Li
chemically re-inserted (r)
samples. Reprinted with
permission from (M.J. Ariza,
D.J. Jones, J. Roziere,
R. Chitrakar, K. Ooi, Chem.
Mater. 18, 1885 (2006))
[137]. Copyright (2006)
American Chemical Society
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Further work on the spinel LiMn2O4 system investigated the cubic to ortho-
rhombic phase transition near room temperature, which is associated with Mn3+/
Mn4+ charge ordering [139]. Excess Li was introduced at the 16c site to study why
the phase transition is suppressed in this situation. QENS was used here, where data
were found to be dominated by magnetic contributions rather than that from Li
hopping, with the slight narrowing of the elastic line near room temperature leading
to the preliminary conclusion that electrons are localized on the Mn. A dynamic
transition in Li-rich compounds seems to coincide with the structural transition in
the parent. The magnetic properties of Li0.96Mn2O4 were explored in a related INS
study [140] showing that two short-range magnetic transitions are present and
related to spin ordering of Mn3+ and Mn4+.

7.3 Lithium Diffusion

A critical property of electrode materials is the ability to conduct Li through the
host lattice. Li-ion mobility can be directly probed with INS and QENS, however
only a few neutron studies report the direct measurement of Li dynamics mostly due
to its moderate incoherent neutron-scattering cross section. Typically, each material
has to be considered in order to determine whether the signal originates from Li,
magnetism or other atoms. Usually, the hopping diffusion in Li-ion insertion
electrodes is relatively slow compared to the timescale of INS and QENS in which
case the local mobility is observed. As a consequence few studies exist that probe
the Li motion directly. A different approach is to probe the Li diffusion in electrode
materials with diffraction. Both the anisotropic contribution in the Debye-Waller
factor and the deviation from harmonicity due to thermal motions at elevated
temperatures can indicate the directionality of Li motion, which in turn may allow
the identification of diffusion pathways. Both are illustrated here: anisotropy in the
ADPs in combination with a maximum-entropy method (MEM) was used to
identify the Li-ion trajectory in the positive-electrode material LiFePO4, and an-
harmonicity of the ADPs revealed the Li-ion trajectory in the negative electrode
material Li4Ti5O12.

Li12C60 fulleride is a good example where Li diffusion was studied using QENS
and INS, quantifying the diffusional motion of Li-ions across a phase transition
proposing a localized jump-diffusion model in the octahedral voids of the Li12C60

structure. This accounts for the changes in the vibrational density of states near the
phase transition and results in a model of the dynamical behaviour [141]. Another
QENS study revealed the diffusion coefficient of Li in a highly-oriented pyrolytic
graphite electrode at high temperatures, deriving an activation energy of 0.35 eV
[142]. Interestingly, the diffusion coefficient obtained is similar to that obtained
using electrochemical methods despite the diffusion lengths measured by the two
techniques differing by a factor of 15,000. Li diffusion is more frequently deter-
mined indirectly using neutrons, and an example of this is the studies of anion
dynamics to shed light on Li diffusion. Li-containing metal hydride systems have
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been investigated, such as in LiBH4 and LiAlH4, where translational modes of Li
are linked with BH4 in the high-temperature form of LiBH4 [143]. Additionally, the
disappearance of Li-containing lattice vibrations near phase transitions in these
compounds is thought to be associated with the delocalisation of Li that enhances
diffusivity. In this way, hydrogen-containing group dynamics can provide infor-
mation on Li dynamics.

One QENS study describes alkali-ion diffusion (including for Li) in alkali-
containing silicate melts [144], of interest for cathode materials based on silicates.
This study used the decoupling of the incoherent (below 60 ps) and coherent
neutron-scattering as a signature for Li-ion diffusion along channels in the immobile
Si–O network. The relaxation times for Li were a factor of two smaller than for Na,
indicating that Li-ion diffusivity is a factor of two larger, in agreement with con-
ductivity data. QENS experiments have also been performed on single crystals of
7Li2MnCl4 (an inverse spinel-type structure), revealing a lack of anisotropy in the
local Li motion [145]. Li-ions at 8a tetrahedral sites were shown to visit neigh-
bouring 16c interstitial sites and jump back, but longer-range translational motion
was outside the timescale used for the measurement.

Significant insight into Li diffusion can be gained from diffraction. Diffusion
pathways can be identified by the anisotropy in ADPs in combination with MEMs.
The exceptionally high discharge rate [47] observed in LiFePO4 indicates that ionic
mobility in the LiFePO4 matrix is unusually fast. This has raised the question of
how this is possible by the small polarons that are strongly localized at Fe sites in
phase-separated LiFePO4 and FePO4 [146]. Morgan et al. [27] used the nudged
elastic band method in calculations that show high Li ion mobility occurs in tunnels
along the [010] direction, but reveal that hopping between tunnels is unlikely,
confirmed by calculations of Islam et al. [108]. Fast one-dimensional conduction
along the b-axis in the LiFePO4 Pnma structure was predicted by atomistic mod-
elling [27, 108] and the first experimental proof of the diffusion trajectory came
from Nishimura et al. [147] using NPD in combination with the MEM. To enhance
the sensitivity towards Li 7LiFePO4 was prepared using 7Li-enriched Li2CO3 as the
raw material. In this study the ADPs readily show the direction of the Li-trajectory
towards adjacent Li-sites, with green ellipsoids in Fig. 7.13 representing the refined
Li vibration (displacement parameters) and indicating preferred diffusion towards
the face-shared vacant tetrahedra. This suggests a curved trajectory in the [010]
direction, consistent with atomic modelling [27, 39].

To relate further the vibrational motions with diffusion, the material with the
overall composition Li0.6FePO4 was heated to approximately 620 K. In this com-
position Li0.6FePO4 forms a solid solution at a relatively low temperature, *500 K,
due to the unusual eutectoid as shown in the phase diagram in Fig. 7.13. This is
confirmed as single phase by neutron diffraction. Thereby a large number of Li
defects are introduced, that in combination with the higher thermal energy,
enhances Li motion. Note that the Li trajectory in the solid solution should rep-
resent both end members because the crystal symmetry does not change upon
heating and Li insertion. In the refinement of the Li0.6FePO4 structure no reliable
solution using harmonically-vibrating Li could be found. To evaluate the dynamic
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disorder of the Li the MEM was used to estimate the nuclear-density distribution
from neutron diffraction. By considering the entropy the most probable distributions
of nuclear species can be evaluated, making it possible to evaluate not only the
missing and overlapping reflections, but also the more complicated nuclear densi-
ties. This approach applied to neutron diffraction data of Li0.6FePO4 at 620 K leads
to the three-dimensional nuclear distribution of Li (Fig. 7.13). The observed dif-
fusion along the [010] direction is consistent with the shape of the anisotropic
thermal motions shown in Fig. 7.13 and atomistic modelling [27, 39]. Note that the
Fe, P, and O atoms remain at their normal positions. The data show that the Li-ions
move from one octahedral 4a site to the next via the intermediate tetrahedral vacant
site. Along this trajectory the sites do not face-share with other occupied polyhedra.
This is in contrast to, for instance, diffusion along the [001] direction where the

Fig. 7.13 Left Neutron diffraction patterns and Rietveld refinement profile of a room temperature
and b 620 K Li0.6FePO4. The specific points of measured composition and temperature are given
in the inset phase diagram reported by Delacourt et al. [102] and Dodd et al. [120] Right
Anisotropic harmonic Li vibration in LiFePO4 shown as green ADPs and the expected diffusion
path indicated by the dashed lines. The ellipsoids were refined by Rietveld/MEM analysis of
room-temperature NPD data. Reprinted by permission from (S. Nishimura, G. Kobayashi,
K. Ohoyama, R. Kanno, M. Yashima, A. Yamada, Nat. Mater. 7, 707 (2008)) [147]. Copyright
(2008)
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intermediate octahedral position shares two faces with PO4 tetrahedra which will
lead to higher activation energies.

Laumann et al. [148] investigated Li migration in commercial spinel Li4Ti5O12

using variable-temperature neutron diffraction. At 900 °C a marked deviation is
observed in the linear dependence of the cell volume, O position, and anisotropic
displacement parameters. Refinement of the Li occupancies resulted in almost
complete 8a site occupation below 900 °C. However, at 900 °C a Li deficiency of
approximately 14 % was observed, which was interpreted as the result of anhar-
monic motions and migration of the Li-ions. Therefore, in the fitting procedure one
isotropic anharmonic ADP was refined. Examination of the nuclear density revealed
negative scattering-length density peaks next to the 16c site. In this way Li-ion
occupancy at the 32e site was discovered and subsequent refinement of Li at the
32e sites results in the probability density shown in Fig. 7.14. This makes it possible
to formulate the diffusion pathway. Rather than occupying the 16c as an intermediate
site between two 8a sites, which introduces an unacceptably long Li–O bond, Li
passes from the 8a site through the face of the surrounding O tetrahedron to the
nearby 32e site. This is followed by switching to the adjacent 32e site where it is
bonded to another O atom, and from where it can hop to the next tetrahedral

Fig. 7.14 Left: Probability density function derived from the anharmonic ADPs at 900 °C in the
(xxz) plane through 8a and 16c sites. The shortest bond distances between Li (white at 8a and grey
at 32e) and O (black at 32e) are indicated. Long dashed lines indicate zero densities and short
dashed lines negative densities. Right: One-particle potential of Li at 900 °C in the (xxz) plane
through 8a, 32e, and 16c sites (the same section as that in the left figure). Contour lines are in steps
of 100 meV. The dotted line shows the linear section along the [111] direction. Reprinted with
permission from (A. Laumann, H. Boysen, M. Bremholm, K.T. Fehr, M. Hoelzel, M. Holzapfel,
Chem. Mater. 23, 2753 (2011)) [148]. Copyright (2011) American Chemical Society
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8a position. Effectively, this mechanism results in a number of short jumps along the
[111] direction between adjacent 8a sites. The energy barriers can be approximated
by assuming Boltzmann statistics for single-particle motion resulting in the one-
particle potential shown in Fig. 7.14. These findings are consistent with nuclear
magnetic resonance measurements indicating that the 16c site forms the saddle point
of the barrier between two 8a sites [149]. In this way NPD is able to reveal the details
of the three-dimensional long-range diffusion pathway in spinel Li4Ti5O12.

7.4 Electrolytes

Commercial electrolytes typically contain a Li salt dissolved in an organic solvent
and are often composed of two components: one for the dissolution of the salt and
another that assists in the formation of a protective layer on the anode to prevent
continuous electrolyte-reduction and self-discharge, e.g. ethylene carbonate. These
electrolyte systems, being non-aqueous and highly air-sensitive, tend to be flam-
mable and can turn from liquid to gas at elevated temperatures (Fig. 7.15). The
electrolyte also determines the cathode and anode materials that can be used by
limiting the applicable voltage range which is associated with the HOMO of the
cathode and LUMO of the anode [4]. The key factors that determine a good
electrolyte are ionic conductivity, flammability and chemical stability, and appli-
cable voltage windows.

To overcome the safety and long-term reliability issues of using organic elec-
trolytes, research has been directed to aqueous electrolyte systems with Li salts.
Unfortunately, voltage limitations have hampered significant development of
aqueous electrolytes, but these safe electrolyte-systems have found niche use in
medical applications. In addition to aqueous electrolytes, liquid electrolytes based
on ionic liquids have attracted significant attention.

Fig. 7.15 An example of a
LiFePO4∥graphite battery
containing 1:1 mol. %
ethylene carbonate:dimethyl
carbonate heated to 90°C
where the dimethyl carbonate
(organic solvent) has boiled,
expanding the casing of the
battery
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Apart from electrolytes in the liquid state, semi-solid or solid-state electrolytes
such as gel and solid polymer electrolytes continue to be a preferred option in
overcoming safety and leakage issues. Neutron scattering work has been undertaken
on ceramic and glass-ceramic solid state Li-ion conducting electrolytes. Some of
these electrolytes feature Li-ion conductivities that can be as good as commercial
organic electrolytes as elegantly demonstrated for Li10GeP2S12 [150]. This is the
first solid-state electrolyte that shows conductivity that matches that of commer-
cially-available liquid electrolytes (Fig. 7.16).

7.4.1 Structure

Detailed structural analysis has been undertaken with the use of neutron diffraction
on a variety of Li ionic conductors as demonstrated by studies of Li argyrodites.
Using a combination of simulations and structural refinements against X-ray and
NPD data, the structure of the Li-ion conducting argyrodites, Li6PS5X where
X = Cl, Br, and I, were determined [151]. The Li content and location, along with
the mixed occupancies of the X and Li or X and S sites was modelled. For X = Cl
and Br, Cl or Br was found on two S sites, whilst I was found on an independent

Fig. 7.16 A collection of conductivity data of pertinent electrolytes used for commercial
and research-scale Li-ion batteries. Reprinted with permission from (N. Kamaya, K. Homma,
Y. Yamakawa, M. Hirayama, R. Kanno, M. Yonemura, T. Kamiyama, Y. Kato, S. Hama,
K. Kawamoto, A. Mitsui, Nat. Mater. 10, 682 (2011)) [150]. Nature Publishing Group
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wholly I-containing site. For X = Cl only one Li site was found, while for X = Br
and I two Li sites were revealed with a distribution of Li that differs depending on
X. This highlighted that the halide plays a critical role in the distribution of atoms,
including the location and occupancy of Li. Ionic conductivity was found to be
highest for the X = Br samples, suggesting the influence Br has on the atomic
distribution to be favourable for this property [151].

These materials were also investigated using variable-temperature neutron dif-
fraction, where the starting reagents were reacted under similar conditions to those
used in the laboratory synthesis. This was to determine the optimal reaction tem-
peratures and conditions for favourable properties and whether any intermediate
highly-conducting phases were present. The notion was to explore whether syn-
thesis temperatures could be lowered, potentially reducing manufacturing costs, or
whether intermediate phases were able to provide superior ionic-conduction prop-
erties. Analysis of neutron diffraction data showed that argyrodite formation begins
at relatively low temperatures around 100 °C, well below the reported synthesis
temperature of 550 °C, but at temperatures around 550 °C the reagents become
amorphous or nano-crystalline with all reflections from the sample disappear
(Fig. 7.17). Notably, on cooling the desired phase re-condenses and on inspection it
is found that the anion ordering, leading to the most conductive phase, is actually
found in the re-condensed phase rather than the initially-formed phase [152]. These
types of systematic studies on bulk formation shed light on which phases and
synthetic routines may provide the best ionic conduction.

Structurally disordered solid-state electrolytes have been investigated using INS.
Work [153] exploring low-energy vibrational dynamics of the 11B2O3–

7Li2O

Fig. 7.17 Collated NPD patterns of a heating and cooling sequence applied to Li6PS5Br.
Although an argyrodite phase forms at relatively low temperatures, it is found to be less
conducting than the phase formed after the loss of long-range order
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system showed a boson peak between 2 and 10 meV. It was found that with
increasing Li content the intensity and position of the boson peak changed, sug-
gesting the presence of intermediate glass structures. More importantly, this
information can be used to generate a master curve, which suggests a universal
distribution of vibrational density-of-states that is composition independent, even
though the structure changes markedly. Furthermore, increasing the Li content in
these glasses results in chemical structure-induced densification, as fewer low-
density B-containing groups are found. It is argued that the densification may arise
from the same microscopic origin as the boson peak.

7.4.2 Lithium Diffusion

Perovskite structures (ABO3, where A and B are different-sized cations) have good
ionic conductivities, with La0.5Li0.5TiO3 showing the highest conductivity of these
compounds. Nuclear-density maps derived from neutron diffraction data were used
to illustrate the disordered nature of Li in these systems at high temperatures.
Neutron diffraction data were also used to show the migration pathway of 2c-4f-2c
or 2c-2d-2c [154, 155] (Fig. 7.18), with data at lower temperatures showing Li
localized at the 2c site. Other work detailed descriptions of TiO6 tilting, La and
vacancy ordering, and localization of Li. This was achieved using low-temperature
data collection on 7Li-enriched samples in addition to different heat treatments to
determine the origin of the high conductivity in these materials [156]. Notably, it
was shown that quenched samples in the Li-poor La0.18Li0.61TiO3 stabilize into a

Fig. 7.18 Nuclear-density distribution on the (002) plane of La0.62Li0.16TiO3 at room temperature.
Negative amplitudes indicate Li diffusion paths with dark ovals showing maximum scattering
amplitude and blue minimum amplitude. Reprinted with permission (M. Yashima, M. Itoh,
Y. Inaguma, Y. Morii, J. Am. Chem. Soc. 127, 3491 (2005)) [155]. Copyright 2005 American
Chemical Society
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structure featuring three-dimensional Li pathways. In contrast, slow-cooled samples
only feature two-dimensional pathways and the Li-ions feature unusual four-fold
coordination environments. The best conduction is found in samples with vacant A-
sites nearby [156]. The crystallographic nature of Li and its conduction pathways
are critical in assessing the origin of the high ionic-conductivities found in these
compounds, and how to modify the crystal-chemistry to improve it.

Spinels can also have three-dimensional Li diffusion pathways. Recent neutron
diffraction work on complex ordered spinels Li2(Ni/Zn)Ge3O8 [157] shows that the
Ni and Zn compounds have different Li-ion conduction pathways. The Ni-case
shows 8c-12d-8c hopping with concerted harmonic displacements of O, whilst the
Zn-case shows a complex 4b-24e-4a-24e-4b pathway. The Zn-case features smaller
windows through which Li can pass and this is in part responsible for the lower
ionic conduction. The strategy used by the authors involved refining the room and
high-temperature structure. In the highest-temperature case the Li anisotropic dis-
placement parameters were kept small and nuclear density maps revealed new Li
sites. This process was continued with intermediate temperatures and the number of
Li-sites compared to total Li content and thereby showed the pathways for Li
conduction [157].

Neutron radiography can also be used to track macroscopic Li diffusion in
battery materials. Early work on Li1.33Ti1.67O4 prepared using pure 7Li and natural
Li illustrated and quantified Li-transport [158]. The experimental setup placed two
materials, the pure 7Li-containing material and the natural Li-containing material in
contact with each other. Electrodes were applied to the non-adjacent sides and a
field applied during heating. Standard samples with controlled 7Li/6Li contents
were also measured to quantify Li content. Figure 7.19 illustrates the experimental
setup and some of the results showing how 7Li moves from the labelled ‘smpB’ to
‘smpA’. Note that the 7Li near the anode is consumed, as no white regions are left.

Fig. 7.19 Left The experimental setup for the electrolysis experiment. Right Neutron radiography
image obtained after charge transfer at 200 °C. Reprinted with permission from (M. Kamata, T.
Esaka, S. Fujine, K. Yoneda, K. Kanda, Nucl. Instr. Meth. Phys. Res. A 377, 161 (1996)) [158].
Elsevier
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An elegant example of neutron imaging to study Li diffusion is given for the
lithium zinc germanium oxide as shown in Fig. 7.20. This material is often referred
to as a Li super ionic conductor, abbreviated to LISICON. In Fig. 7.20 standard
samples with known 6Li/7Li ratios are shown and regions with more 6Li are rep-
resented by a lighter colour [159]. The work shows how annealing temperatures
influence Li-ion diffusion through the sample. Further studies compared the
Li3.5Zn0.25GeO4 material with the analogue Li3.Zn0.5GeO4 and found that ionic-
conductivity differences were due to high ion-mobility rather than differences in
diffusion paths [160]. The authors obtained tracer diffusion coefficients using
neutron radiography data, similar to the work determining the tracer diffusion
coefficients in Li1.33Ti1.67O4 [161].

QENS and INS have been used to study diffusion in electrolyte systems. The
relationship between ion transport and polymer relaxation in polymer/Li salt systems
are considered to be bi-phasic at room temperature [162]. Ionic conduction occurs
predominantly in the fluid-like amorphous regions as compared to the crystalline
salt-rich regions. The mechanism for conduction is not completely understood. One
theory is that Li ions coordinated to O on the polymer move by hopping between the
O and the formation and disruption of these coordination bonds influences the local
chain structure. Researchers investigated polyethylene oxide (PEO) in two different
electrolytes, LiClO4 and LiTFSI (where TFSI = N(SO2CF3)2). Each of these elec-
trolytes has salient features that make them good for battery applications. Consid-
ering the Li-ion diffusion constant and distance between neighbouring O atoms, the
jump time is on the order of nanoseconds (ns). To probe the relaxation and dynamics
of the polymer chain in the ns timescale QENS was used. The signal from Li is still
insignificant compared to the H atoms in the polymer that make up the largest signal
in QENS data. Two processes are found in both electrolytes, a fast process char-
acteristic of rotational dynamics often related to relaxation in polymers, and a not
previously-observed slower process showing more translational character. However,
in the PEO and LiTFSI electrolyte two fast processes were found (see Fig. 7.21). The
fast processes can be related to the fluctuations of the polymer chain segments as
Li–O inter and intra-chain coordination bonds form and break during transport,
associated with a rapid rotation of the polymer. This can also be visualized as a
positive charge approaching and leaving, resulting in rotation of a polymeric region.
The slower process appears to arise from translations of polymeric chain segments,

Fig. 7.20 Left Neutron radiography images of standard samples varying the Li isotope ratio from
NLi (natural ratio 6Li/7Li) to 7Li, a whiter image representing a higher NLi concentration. Right
Annealed samples show increased mixing of NLi and 6Li species when the annealing time
increases illustrating the diffusion of Li in these super ionic conductors. Reprinted with permission
from (T. Esaka, Ionics 10, 358 (2004)) [159]. Springer
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however, these seem likely to be static on the timescale window used in this study.
Overall these findings show two to three kinds of motions in the polymers with ion
transport and that the O of the Li–O plays a large role in controlling the Li dynamics.

A second study used QENS to investigate complex polymer-gel electrolytes in
which conventional carbonate-based electrolytes were dispersed [163]. There were
conflicting ideas in the literature from other techniques that probe different time and
length scales. To probe solvent (carbonate) dynamics on an intermediate time and
length scale, QENS was used. In order to model the system, a weak solvent and
polymer interaction had to occur, which is consistent with better ionic conduction.
Stronger interactions would require more complex modelling. The undeuterated
carbonates were used as a probe for the deuterated polymer-gel matrix, so that the
signal was dominated by the incoherent neutron-scattering from protons in the sol-
vent. The carbonate solution used two carbonates that differed by a methyl group. A
model of the Li and carbonate arrangement of the electrolyte was generated using
predictions from molecular-dynamics simulations. The interest lay not in the solvent
but the complex polymer-gel matrix that was revealed using the carbonate solvent as
the probe. Again, two solvent (carbonate) relaxation times were found: A faster
rotational relaxation-time on the order of 100 μeV and a slower translational-diffusion
signature on the order of 10 μeV. The translational diffusion was similar to that
expected in a liquid electrolyte, but the characteristic distance of this process was
5 Å due to the constraints applied by the polymer matrix. This constraint also acts to
lower the ionic conductivity relative to a liquid. The constraint is evidenced by a
narrowing of the QENS signal at lowQ, where without the constraint there should be
no Q-dependence in the signal width. The rotational component shows changes in
intensity as a function ofQwith almost no change in width. The solvent molecules are
likely to exhibit both rotational and translational motion simultaneously, so the

Fig. 7.21 Detail of the fast
(B) and slow (A) processes in
the PEO and LiTFSI
electrolyte. Reprinted
(adapted) with permission
from (G. Mao, R.F. Perea,
W.S. Howells, D.L. Price,
M.-L. Saboungi, Nature 405,
163 (2000)) [162]. Nature
Publishing Group
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scattering function is a frequency convolution, which also implies that the rotational
peak width/intensity as a function of Q will influence the translational peak width/
intensity and vice versa. Fortunately, these processes are well separated in time
allowing further assumptions to be made in the model. The model considered how
many protons contribute to the signal and what fraction of the protons will take part in
the two processes, considered either static or undergoing both process. The possibility
of a proton undergoing one process and not the other was excluded. Static protons
would be close to the matrix while the free protons further away. Models were
designed for the most likely scenario, e.g. uniaxial rotation of the free protons,
translational diffusion of the solvent via amicroscopic jump-model accounting for the
constraint of the polymer matrix by random jump-diffusion between parallel imper-
meable walls, and longer-range ‘free’ diffusion. The researchers noted the complexity
in deriving an initial model and considered only the main dynamical process (noting
also that other processes may occur). However, the insight gained in this study is
important to understanding the behaviour of electrolytes inmatrices. For example, this
study found that the proportion of static protons, which are indicative of a less-mobile
solvent, ranges from 8% at 373 K to 35% at 253 K [163], which is consistent with the
difference between electrolyte liquid solution and polymer matrix systems.

Li-based glasses and glass ceramics have been used as solid-state electrolytes in
all solid-state Li-ion batteries. The key limitation in the commercialization of these
materials is the low ionic-conductivity under ambient conditions (with minimal
electronic-conductivity) and the microstructural aspects associated with solid
interfaces and contacts. The first QENS work on solid-state Li-ion conductors was a
polarised experiment that determined Li diffusion in single crystal of 7Li2S at
elevated temperatures [164]. The polarisation allowed the separation of incoherent
and coherent neutron-scattering contributions. High temperatures were required as
these phases show higher ionic conduction in these regimes, and fortunately adopt
cubic symmetry, simplifying the modelling. Coherent neutron scattering showed
minimal changes with temperature, whilst the incoherent neutron scattering chan-
ged markedly, which is predominantly from Li. The work shows that an inter-site
jump model fits the QENS data, and this corresponds to Li-ions hopping to
neighbouring cation sites. More complex models also fit the collected data, but
further data are required to verify them, with the diffusion coefficient obtained from
the simpler model matching that expected from other analysis techniques.

A related study [165] explored the 11B2O3–Li2O–LiBr system showing four
superimposed oscillating ionic units. It revealed further information such as acti-
vation energies for two well-resolved processes: translational jump-diffusion and a
localized reorientation motion of ions. The fact that each motion cannot be repre-
sented as a fraction but are superimposed dramatically influences the ease of
modelling. There was no evidence of Li hopping. Figure 7.22 (left) shows the
experimental spectrum and Fig. 7.22 (right) shows the model with the four units
used in the modelling. Although it may seem that the choice of four units and their
behaviour is arbitrary, comparison with Raman and IR data illustrates that the four
units are likely to be Br, BO3/BO4, Li, and O. The researchers concluded that the
conductivity is due to both jump and reorientation motions [165].
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In most of the solid-state electrolyte cases, the basic system is Li2O, which
crystallizes with a fluorite arrangement, where phonon-dispersion curves have been
measured as a function of temperature and show a sharp decrease approaching the
fast-ion conducting phase [166]. Although this material was studied for fusion-
reactor applications, it forms the basis of many Li-ion conducting glasses. Li self-
diffusion was identified in incoherent QENS and tracer techniques (see references in
[166]). Coherent INS data was used to elucidate properties that can be related to
those measured physically such as elasticity, which show anomalies near the onset of
fast-ion conduction in these compounds. Therefore, a direct relation to dynamics and
physical properties could be made. An interesting extension of this work was the
study of Li2O crystals with metallic Li colloids [167] which form after irradiation.

A related QENS study investigated the Li-ion conductor LiI, made in a composite
form with mesoporous Al2O3 [168]. These materials have potential applications in
the nuclear industry but can also be applied as solid-state electrolytes. Notably the
activation energies for Li migration derived from QENS were smaller (by a factor of
approximately 2) than that determined from electrical conductivity and pulsed-field
gradient nuclear-magnetic resonance measurements. This observation was attributed
to the migration mechanism in mesoporous structures and possible conductivity
enhancement in confined spaces by the increased presence of interfaces in the
mesoporous environment. This study highlights the importance of using a reliable
model for QENS that is developed specifically for the material under study.

7.5 Interfaces

Acquiring a comprehensive understanding of interfacial reactions in batteries is
essential for the design of new materials [4]. However, due to the difficulty in
probing the interfaces, relatively little is known about the relevant processes. What
is known is that the stability of electrolytes at the electrode interface plays a key role
in determining the cycle life and safety of batteries. The most studied interface is

Fig. 7.22 Left Experimental frequency spectrum of B2O3·0.56Li2O·0.45LiBr at 573 K and Right
superposition of the contribution of the four oscillators used in the model. Reprinted (adapted) with
permission from (C. Cramer, K. Funke, C. Vortkamp-Ruckert, A.J. Dianoux, Phys. A 191, 358
(1992)) [165]. Elsevier
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between the carbon negative electrode and carbonate organic electrolytes. The
instability of carbonate electrolytes with respect to the carbon chemical-potential
results in deposition of the electrolyte Li-containing inorganic and organic
decomposition products on the electrode surface, otherwise known as the SEI layer.
This reduces the amount of active Li available to the cell and degrades the elec-
trolyte. Typically electrolytes contain two components, one for the Li-salt disso-
lution, and one that assists in the formation of a protective layer on the anode
preventing continuous electrolyte-reduction and self-discharge, e.g. ethylene car-
bonate. This requires the formation of a stable SEI film showing good ionic-
conductivity and poor electronic-conductivity. In this way the SEI can passivate
against further electrolyte decomposition without severely influencing battery
performance. The SEI formation and maintenance during further cycling is
expected to play an essential role in the cycle life and stability of batteries, however,
the growth mechanism under variable battery-conditions is largely unexplored. In
addition, the charge-transfer reaction at the interface, most likely influenced by the
SEI development [169], is an essential parameter that in many cases limits the
power of batteries. Also, interfaces within the electrode material can establish upon
phase transitions during (de)lithiation. From an applications point of view these
transitions have the favourable property of being associated with a constant
potential that is independent of the composition, but the disadvantage of being
associated with volumetric changes that may restrict the cycle life. Probing such
interfaces under in situ conditions is possible using neutron reflectometry.

One of the first reported neutron-reflectometry studies on a Li-ion battery system
determined the Li insertion and extraction mechanism in thin film anatase TiO2, a
negative electrode material operating around 1.7 V versus Li/Li+. Lithiation of the
tetragonal anatase TiO2 leads, via a first-order phase transition, to the orthorhombic
Li0.5TiO2 Li-titanate phase. The aim of the neutron-reflectometry study was to
discover the phase-evolution scheme in this electrode material, which is of more
general value for electrode materials undergoing first-order phase transitions. Pre-
vious studies suggested the establishment and movement of a diffusion-controlled
phase boundary, parallel to the electrode surface, between the Li-rich Li-titanate
and the Li-poor anatase phase [170]. This is in contrast to, for instance, a perco-
lation scheme where the Li-titanate phase would penetrate the original anatase layer
only at certain regions of the thin film. Further intercalation would increase both the
perpendicular and the lateral dimension of these percolation paths, eventually
leading to a homogeneously-intercalated film. Van de Krol et al. suggested a
specific scheme in order to explain the more facile Li-ion extraction rate compared
to the insertion rate [170]. Based on the assumed faster Li-diffusion in the Li-
anatase phase [171] one might expect fast depletion of Li in the near-surface region
of the Li-titanate phase containing electrode, which is in contact with the electro-
lyte. As a result, during Li extraction, the Li-anatase phase starts to grow at the
electrolyte surface into the layer at the expense of the Li-titanate phase.

The contrast difference between the Li0.5TiO2 Li-titanate phase and the TiO2

anatase phase for neutrons should make it possible for neutron reflectometry to
determine the phase-evolution scheme both during Li insertion and extraction.
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An approximately 25 nm smooth anatase TiO2 electrode was deposited on a thin
*20 nm Au current collector on a 10 mm thick single-crystal quartz block that
served as the medium for the incoming and reflected neutron beam. The latter is
practically transparent to thermal neutrons allowing approximately 70 % trans-
mission over 10 cm path length. The TiO2 electrode is exposed to a 1 M solution of
LiClO4 in propylene carbonate electrolyte using Li metal both as counter and as
reference electrode. Li was galvanostatically inserted in two steps and extracted in
two steps using 10 mA (C/5) in the same voltage window. Neutron-reflection
experiments were performed after each step when a constant equilibrium-potential
was achieved. The results, including the fit and the associated scattering-length
density (SLD) profiles are shown in Fig. 7.23. The profound change observed in the
neutron reflection from the virgin state and the state after the electrochemistry can
be explained by the formation of a SEI layer on the TiO2 surface.

For the half lithiated state the best fit of the neutron reflection data was achieved
by assuming a Li-rich Li-titanate phase (Li0.5TiO2) in contact with the electrolyte. As
a result of the negative coherent neutron-scattering length of Li the SLD of lithiated
TiO2 being is smaller than that of pure TiO2. Neutron reflectometry proved the

Fig. 7.23 Left Neutron reflectometry results measured at different stages in the intercalation cycle,
including the best fit that corresponds to the model described in the text. a Virgin state, before any
electrochemistry is performed, b approximately half-way in the intercalation, c fully intercalated
state, d approximately half way in the de-intercalation, and e empty state after the de-intercalation.
Right SLD profiles (a–e) as in the left figure corresponding to the fits of the neutron reflectivity
data also shown left. “Qz” refers to the quartz which is the incoming and outgoing medium for the
neutrons, “El” refers to the electrolyte, 1 M LiClO4 in propylene carbonate. Reprinted with
permission from (M. Wagemaker, R. van de Krol, A.A. van Well, Phys. B. 336, 124 (2003)) [220].
Elsevier
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establishment of a phase boundary parallel to the electrode surface rather than a
percolation model, which would lead to a homogeneous change of the SLD. The
fully-lithiated state was fitted with a single electrode layer with the SLD corre-
sponding to the composition Li0.52TiO2. The neutron reflection data after half de-
lithiation indicated that the phase front moves back via the way in which it came,
with the Li-titanate phase being in contact with the electrolyte. This is in contrast to
the expected Li depletion during extraction, which should lead to TiO2 formation at
the electrolyte interface. This symmetric phase-front movement does not immedi-
ately explain the difference in insertion and extraction rate. However, nuclear
magnetic resonance experiments show the diffusion over the phase boundary to be
the rate-limiting step [172, 173], giving a rationale for the more sluggish lithiation of
TiO2, which as opposed to delithiation, requires diffusion over the phase boundary.

Information related to the structure and composition of the SEI layers is mostly
based on ex situ spectroscopic and microscopic studies [174, 175], but because of
the reactive and delicate nature of these layers, in situ analysis is essential to
improve our understanding. Being relatively sensitive to the light organic and
inorganic species present in the SEI and to the surface layers ranging from a few to
hundreds of nanometers, neutron reflectometry is an exceptionally suitable tech-
nique for in situ studies of the growth, composition, and the structure of the SEI.

Owejan et al. [176] used neutron reflectometry to study the formation and
structure of the SEI layer in a Li battery. A requirement for neutron reflectometry is a
flat and smooth surface as it probes the average in-plane SLD profile. A Li half-cell
was configured with Cu as the ‘counter’ electrode to prevent Li reaction with the
electrode, so that all electrochemical charge can be attributed to decomposition of the
electrolyte and SEI layer formation. The use of a non-intercalating electrode, such as
Cu, as model electrode for electrolyte decomposition appears to be justified by the
similarity of the SEI layers formed by C materials at low potentials in Li-salt con-
taining electrolytes [46, 47]. Additionally, the thermodynamics of electrolyte
reduction appear to be governed by the cation that is used in the electrolyte [43]. The
scattering contrast of the electrolyte was increased by preparation of a 1 M LiPF6
solution in a 1:2 (v/v) ratio of deuterated ethylene carbonate and isotopically-normal
diethyl carbonate. The deuterated ethylene carbonate also offers the opportunity to
identify the possible preferential decomposition of cyclic (ethylene) over acyclic
(diethyl) carbonates. By deuterating selected components in the electrolyte solution
researchers can access which component contributes or forms the SEI layer.

In Fig. 7.24 the neutron reflectivity versus Q is shown for the pristine Cu
electrode immersed in the electrolyte at the open-cell potential. This electrode
underwent 10 cyclic voltammogram sweeps between 0.05 and 3 V at a 10 mVs−1

rate, followed by holding the potential at 0.25 V versus Li/Li+ (potentiostatic
reducing conditions). A clear difference between the peak amplitudes and oscilla-
tions (positions) in the reflectivity of the fresh and electrochemically-cycled elec-
trode is observed. Initially, at the Cu-electrolyte interface, copper carbonate/
hydroxide ligand-containing layers appear to be present which are removed after
the cyclic voltammetry. Interestingly, after 10 cyclic voltammetry sweeps and the
potential-hold step under reducing conditions, a 4.0 nm thick SEI layer at the
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interface had developed with a SLD much lower than that of the electrolyte. A
further 10 additional cyclic voltammetry sweeps led to only a small growth of the
SEI layer. For completeness, the authors then took a number of data sets at different
potentials by slowly ramping the potential at 10 mVs−1 to the next potential value
and holding the potential during neutron reflectometry data collection. The results

Fig. 7.24 Neutron reflectivity versus Q shown for the sample at the open-cell voltage (OCV) and
after 10 cyclic voltammetry cycles during a hold at 250 mV. The solid lines are the best fit to the
two data sets. Inset SLD of Si, Cu, and Ti are indicated and electrolyte, SEI and TiSix layers are
identified. For both parts, the darker and lighter shaded regions are the 68 and 95 % confidence
intervals, respectively. Reprinted with permission from (J.E. Owejan, J.P. Owejan, S.C.
DeCaluwe, J.A. Dura, Chem. Mater. 24, 2133 (2012)) [176]. Copyright (2012) American
Chemical Society

Fig. 7.25 Left Cyclic voltammograms for selected scans. The points b-i denote the location of
potentiostatic holds. Right Selected fitting parameters for test points. For reference, the hold
potential versus Li is also shown. The dashed lines are the total thickness and SLD from
composition modelling, matching well with measured values. Reprinted with permission from (J.
E. Owejan, J.P. Owejan, S.C. DeCaluwe, J.A. Dura, Chem. Mater. 24, 2133 (2012)) [176].
Copyright (2012) American Chemical Society
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are summarized in Fig. 7.25. During the first two points d and e, using an oxidation
current, a small decrease in the SEI layer thickness was observed and the SLD
suggests a shrinking of the SEI layer due to solubility of SEI components. How-
ever, at the next point, holding at a reducing current the SEI layer grows signifi-
cantly up to 8.9 nm. Most of the neutron reflection measurements indicate rather
homogeneous SLD profiles with little roughness, in contrast to proposed structures
in literature. After point f even the lowest potentials do not lead to further SEI layer
growth, illustrating the passivating nature of the SEI layer. The systematic decrease
of the SLD at lower potentials indicates that the SEI is increasingly composed of
low SLD elements, which indicate Li-rich molecules.

Further insight into the composition of the SEI layer was obtained by combining
X-ray photoelectron spectroscopy-derived compositions with the neutron reflec-
tometry results for the SEI layer. This indicated an increase in LiOH and LiF
molecules, and the decrease of lithium alkyl carbonates at the lower reducing-
potentials. This study demonstrated the advantage of neutron reflectometry in
giving direct insight into the growth and composition of the SEI layer and its
relationship to the electrochemical conditions.

7.6 Battery Function

The progress of Li-ion batteries is severely hindered by the complexity of the
chemical and physical processes and most importantly, the difficulty of observing
these processes in situ during operation. Direct observation of Li ions in a battery in
a non-destructive way is not possible by any conventional material analysis tech-
nique. The consequence is that a large number of practical and fundamental
questions remain including: how do Li-ion battery degradation mechanisms depend
on battery conditions? How do the structural changes and electrochemical processes
depend on the (dis)charge rate, and what actually determines the (dis)charge rate?
An understanding of the interplay between structure, electrochemistry, and reaction
mechanisms is required for battery design.

To answer these questions we require time-resolved and non-destructive struc-
tural information including Li-ion positions and the Li distribution under operando
conditions. These possibilities are offered by in situ neutron techniques that have
been realized by the recent developments in neutron sources, detectors, and analysis
methods. In situ neutron diffraction enables researchers to follow the structural
changes and Li-positions upon all possible electrochemical manipulations in both
the positive and negative electrodes. In situ neutron depth profiling determines Li-
ion concentrations with high resolution in flat electrodes giving direct insight into
the cylindrical batteries. Finally in situ neutron imaging allows a full three-
dimensional picture of Li distribution in the battery to be determined. Recent
advances in these three techniques will be discussed, including one of the major
challenges, the cell design.
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7.6.1 In Situ Neutron Powder Diffraction

Historically, in situ NPD has seen comparatively fewer applications to Li-ion
battery research relative to in situ X-ray or synchrotron diffraction (see Ref. Brant
et al. [177] for further details regarding in situ X-ray-based studies). This is due to a
variety of factors, including the inherent complexities of the measurement tech-
nique, sample requirements, and the number of neutron diffractometers available for
such experiments. However, in recent years neutron diffractometers and research
trends have overcome the perceived difficulty of such complex experiments.

Unlike conventional neutron measurements where, in most cases, only the
material under study is in the beam, with in situ methods, everything comprising the
device can be in the beam, and thus contribute to the observed signal. For dif-
fraction, H can be particularly problematic in the analysis of batteries [178] as the
separator (e.g. polyethylene), electrolyte solutions, and the binder are often H-rich.
Adding further to the background signal is the liquid or paste-like electrolyte.
Therefore, attention has been devoted to custom-made cells for in situ neutron
diffraction studies.

Commercial batteries are often produced with minimal quantities of electrolyte
to maximise lifetime and avoid the issue of electrolyte leakage. Additionally, the
electrodes are often coated on both sides of current collectors, and the overall of
quantity of electrodes is significantly larger than that achieved in custom-made
batteries. Furthermore, these batteries can be cycled at relatively high rates and are
used in “real-world” applications. These considerations can outweigh the detri-
mental contribution to the background that H-containing components make and
yield significant information on the evolution of electrode structure.

As the challenges in battery design and construction are investigated, we also
look toward the best instruments for this task by considering the neutron flux,
detector, and acquisition time.

7.6.2 Commercial Batteries

In situ neutron diffraction on commercial batteries has been used to provide
structural information of electrodes at various states of charge [179, 180], under
overcharge (or overdischarge) conditions [181], with fresh and fatigued or used
batteries [182, 183], and at different temperatures and electrochemical conditions
(applied currents) [180, 183–187]. In situ NPD allows structural snapshots of
electrodes within a battery to be obtained, and depending on the diffractometer,
these snapshots can be extremely fast such that the time-resolved structural evo-
lution can be captured. Notably, new aspects of the graphitic anode and LiCoO2

cathode that were commercialised in the 1990s are being discovered with this
probe. Such insights include the existence of a small quantity of a spinel phase in
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the previously-thought layered LiCoO2 cathode, an apparent lack of staged Li
insertion into graphite to form LiC12 with low current rates [180], and the transfor-
mation of the graphite anode to a wholly LiC6 anode with voltages around 4.5 V—
above and beyond the recommend limits applied by manufacturers [181]. Figure 7.26
shows LiCoO2 and LixC6 reflections and their evolution as a function of time.
Structural changes are a function of the applied charge/discharge rates, with faster
structural evolution occurring at higher rates. Importantly, higher rates produce a
lower capacity which is directly related to a lower quantity of the LiC6 (charged anode
phase) being formed.

This information explains the processes in electrodes that are well known and
in situ neutron diffraction can be used to explore a wide variety of battery-function
parameters ranging from current, voltage, and lifetime. Kinetic processes in bat-
teries can be probed with time-resolved data, where rates of structural changes are
determined for electrode materials and related to the applied current. In most cases
[184, 188, 189] the rate of structural change is directly proportional to the applied
current. The rate of lattice expansion and contraction can be used to determine the
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Fig. 7.26 Left In situ NPD data collected in consecutive 5-minute intervals. The red regions
represent significant intensity, while the yellow/green regions are the background. Reflections
arising from the LixCoO2 cathode and LixC6 anode are labelled. Right The integrated intensity of
the LiC6 anode reflection (top) corresponding to the line marked on the figure left. As the current is
increased the integrated intensity drops, indicating a smaller quantity of LiC6 forming. The
composition of the anode displayed as individual neutron diffraction patterns during the
high current experiment (bottom). Reprinted (adapted) from (L. Cai, K. An, Z. Feng, C. Liang,
S.J. Harris, J. Power Sources 236, 163 (2013)) [183]
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viability of electrode materials for higher power applications. However, the rela-
tionship between kinetic structural parameters and the electrochemical capabilities
of the battery are yet to be explored in detail. This is an active research area that
may yield valuable information with more advanced experiments.

7.6.3 Custom-Made Batteries

Maximising the signal from materials of interest and maintaining acceptable elec-
trochemical performance has been the overriding factor in designing neutron-
friendly batteries. Initial designs were plagued by the need for large quantities of
electrode materials and the associated requirement to use low current to ensure the
reaction of the bulk of the electrode, for example studies of LiMn2O4 electrodes
used 5 g of material as shown in Fig. 7.27 (left) [190, 191]. This design has evolved
to designs shown in Fig. 7.27 (right) [178] which increasingly resemble their
commercial equivalents, allowing high current to be used and a more direct com-
parison with commercial performance. For most of these examples the polyethylene
separator is replaced with a separator containing a smaller amount of H, e.g.
polyvinylidene difluoride, and the electrolyte solution is replaced with deuterated
equivalents. By using the design in Fig. 7.27 it was possible to show the loss of
long-range order of the MoS2 anode during its first discharge [178], the composite
nature of the TiO2/Li4Ti5O12 anode [192], relaxation phenomena in
LiCo0.16Mn1.84O4 cathodes [193], evolution of LiMn2O4 structure [190, 191], and
the reaction mechanism evolution of LiFePO4 [188, 194].

Fig. 7.27 Left One of the first batteries developed for in situ neutron diffraction, where A are brass
plugs, B is a Pyrex® tube lined with Li foil, C is the separator soaked in H-containing electrolyte,
D is the stainless-steel current collector, and E is the active material mixed with C black and
binder. Right A more recent in situ neutron diffraction battery design with components as labelled.
Reprinted (adapted) from (N. Sharma, G. Du, A.J. Studer, Z. Guo, V.K. Peterson, Solid State
Ionics 199–200, 37 (2011)) [178]
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Alternate designs have been developed for in situ neutron diffraction experiments
and these include coin-type cells [195–197] which still feature relatively-thick
electrodes but have been used to successfully investigate Li4Ti5O12, graphite, and
LiFePO4. Similarly, pouch-type cells with alternate layers of cathode and anode-
coated current collectors are applicable for investigating full cells, as opposed to the
use of Li metal in the majority of the previous examples. Studies have been con-
ducted on Li[Ni1/3Mn1/3Co1/3]O2∥graphite, Li[Li0.2Ni0.18Mn0.53Co0.1]O2∥graphite
[198], and LiNi0.5Mn1.5O4∥Li4Ti5O12 [199] full cells.

The motivation for designing these neutron-friendly cells is that any electrode
material can be tested in situ in a real cell. Effectively, some of these designs can be
manufactured using relatively-small electrode sizes (0.5–1 g) allowing a variety of
materials to be investigated, and the interplay between structure, electrochemistry,
and reaction mechanism can be elucidated. This information can then be used to
direct the choice of future electrode-materials.

Some of these cells have been used to extract time-dependent information which
reveals the rate of reactions as a function current applied, relating structural per-
turbations to electrochemical factors [188, 193]. Of particular note has been the
study of the reaction mechanism of LiFePO4 [188]. The evolution of LiFePO4,
either by a single-phase solid-solution reaction, or a two-phase reaction, during
charge/discharge has been extensively discussed in the literature (see [188]).
Some parameters that lead to a particular type of reaction mechanism being
favoured have been detailed. However, there was a lack of time-resolved infor-
mation concerning bulk-electrode behaviour in a commercially-equivalent cell to
definitively establish the working mechanism of LiFePO4. Time-resolved in situ
NPD data showed the evolution of the reaction mechanism of LiFePO4 during
charge/discharge processes. This is significant because the experiment probed the
material under real working-conditions at the bulk-electrode scale. It should be
noted that the LiFePO4 sample used was expected to have only two-phase
behaviour, and this work revealed a solid-solution reaction mechanism region
during charge/discharge which is followed by a two-phase reaction mechanism.
Moreover, the transition between the ‘competing’ reaction mechanisms was iden-
tified and characterized to be a gradual transition with solid-solution reactions
persisting into the two-phase reaction region, rather than an abrupt transition.
Figure 7.28 details this evolution and the co-existing reaction mechanism region.

Therefore, in situ NPD not only provides information on the evolution of
electrode structure, but also on the evolution of the (de)lithiation reaction
mechanisms of the electrode. This information can be time-dependent and as a
function of the electrochemical process, and can be used to design alternative
electrodes that avoid, or undergo, certain reaction mechanisms to enhance battery
performance.
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Fig. 7.28 In situ NPD data of the Li∥LiFePO4 battery (top) with scaled intensity highlighting the
LiFePO4 and FePO4 221 and 202 reflections. Bottom The applied current is the red line and the
measured voltage is the black line. Parameters derived from the neutron data are shown including
the phase fraction of LiFePO4 (green crosses), the phase fraction of FePO4 (black crosses), and the
lattice parameters, where a is black, b is red, and c is blue. The lattice parameters for LiFePO4

are solid symbols and those for FePO4 are open symbols. Vertical black lines represent the onset of
the solid-solution reaction and vertical purple lines indicate the chronological transition from a
composition that is predominantly Li1−yFePO4 to predominantly LixFePO4, where x ≈ 0.03 and
y ≈ 0.04. Shaded regions indicate the coexistence of solid solution and two-phase reactions.
Reprinted from (N. Sharma, X. Guo, G. Du, Z. Guo, J. Wang, Z. Wang, V.K. Peterson, J. Am.
Chem. Soc.134, 7867 (2012)) [188]
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7.6.4 Kinetics of Lithium Distribution

Ultimately, the goal of in situ neutron diffraction is to track the Li content and
location in crystalline electrode materials as a function of charge and discharge.
This is a difficult task, that until recently was only demonstrated at limited battery
states of charge [191] with long collection times and effectively under equilibrium
conditions. Other studies have inferred Li content via electrochemical approxima-
tions (amount of charge transferred) and the evolution of reflection intensities [196].
If the Li composition of an electrode can be reliably determined as a function of
discharge/charge this would give a direct measure of the capacity of the battery, or
more accurately, the capacity of the battery that is stored in the crystalline com-
ponent of the electrode.

Recently, the ability to track the Li location and content as a function of time
(and charge/discharge) has been demonstrated using commercial Li1+yMn2O4

cathodes [189]. Arguably, this represents the most Li-centric view of a Li-ion
battery during operation. The Li evolution is found to differ at a structural level
during charge/discharge (Fig. 7.29) accounting for the ease of discharging these
types of cathodes, relative to charging. Additionally, the Li evolution is shown to
progress from one to two crystallographic sites during the charge/discharge pro-
cesses. The lattice parameter follows a linear relationship with Li content during
single Li site processes (Vegard’s law) and during processes involving two Li sites
the relationship between the lattice parameter and the Li occupancy and site is a
linear combination of the individual single site processes (Fig. 7.30). This work
provided unparalleled insight into the function of the cathode and is used to
understand the origins of how the electrode functions. Further studies on structural
permutations may provide insight on how these electrodes can be improved from
the perspective of the Li.

LiNi0.5Mn1.5O4 is attracting significant attention for cathode applications due to
the high-voltage redox couple during battery function, and Li4Ti5O12 is attracting
attention for anode applications due its small volume change during Li insertion and
extraction. By specifically constructing a neutron-friendly cell made of this elec-
trode-combination it was possible to study the structural evolution of these mate-
rials using time-resolved in situ neutron diffraction [199]. This highlights another
advantage of using custom-made cells for in situ neutron diffraction experiments,
where research is not limited to commercially-available materials. In this case, it
was possible to determine the evolution of Li occupation in the cathode and indi-
rectly infer the Li occupation in the anode (Fig. 7.31) in addition to determining the
reaction mechanism evolution for the electrodes. It was found that a solid-solution
reaction occurred at the cathode with the Ni2+/Ni3+ redox couple at *3.1 V and a
two-phase reaction with the Ni3+/Ni4+ redox couple at*3.2 V. Thus, the extraction
of Li from the cathode and insertion of Li into the anode during charge was directly
determined, again in real-time. This opens up a way to evaluate a range of materials
used as electrodes in Li-ion batteries, where how Li is extracted and inserted while a
battery functions can be determined.
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Fig. 7.30 The relationship
between Li site occupancies
and the lattice parameters of
Li1+yMn2O4. Single-site
regions are shown in black
and red and mixed-site
regions are in blue and purple.
Reprinted from (N. Sharma,
D. Yu, Y. Zhu, Y. Wu,
V.K. Peterson, Chem. Mater.
25, 754 (2013)) [189]

Fig. 7.29 a The evolution of
Li at the 8a (black) and
16c sites and in a formula unit
of Li1+yMn2O4 (lower plot)
during charge/discharge. The
discharge process shows an
increase in Li content, whilst
charge shows a decrease.
b A representation of the
sites described in (a) for
Li1+yMn2O4. Reprinted from
(N. Sharma, D. Yu, Y. Zhu,
Y. Wu, V.K. Peterson, Chem.
Mater. 25, 754 (2013)) [189]
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7.6.5 Neutron Depth Profiling

A unique method to “see” Li-ion concentration profiles is provided by neutron depth
profiling (NDP), Fig. 7.32. Previously it has been shown that NDP is capable of
determining Li concentration gradients in optical waveguides [200], electrochromic
devices [201], and under ex situ conditions in thin film battery electrodes and
electrolytes [202]. NDP uses a neutron-capture reaction for 6Li resulting in:

Fig. 7.31 Top Changes in the Li occupation and O positional parameter extracted from in situ
neutron diffraction data of the LiNi0.5Mn1.5O4 cathode. The battery operation is shown by the
potential curve in black. Bottom: Simulated patterns of the Li4+yTi5O12 anode slightly offset in
Q to show the differences in reflection intensity. The inset shows the evolution of the Li4+yTi5O12

222 reflection which coincides with the expected variation with (de)lithiation from simulations.
Reprinted from (W.K. Pang, N. Sharma, V.K. Peterson, J.-J. Shiu, S.H. Wu, J. Power Sources 246,
464–472(2014)) [199]
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6Liþ nthermal !4 He 2:06MeVð Þ þ3 H 2:73MeVð Þ ð7:1Þ

The kinetic energy of the products due to ΔE = Δmc2, where E is the energy, m is
the rest mass of the particles and c is the speed of light, is distributed over the
tritium (3H) and the alpha particle (4He), while the incoming thermal energy of the
neutron at *25 meV, is negligible. Due to the small particle flux and the inher-
ently-low interaction of neutrons with matter, NDP is a totally non-destructive
technique. When such a capture reaction takes place in a Li-ion battery electrode,
the particles produced (4He and 3H) lose part of their kinetic energy due to the
scattering by the electrode material, referred to as stopping power. The stopping
power is directly related to the composition and density of the electrode and hence
is a known quantity. Therefore, by measuring the energy of the 4He and 3H ions
when they exit from the electrode, the depth of the capture reaction can be
reconstructed. Typically, the spatial resolution of NDP for well-defined homoge-
neous layers is on the order of tens of nano-meters, Currently, the main restrictions
of the NDP technique is the maximum depth that can be probed and the time
resolution which, depending on the material investigated and the in situ cell design,
are approximately 5–50 microns and 10–20 min, respectively. Ideal solid-state
batteries can be designed with high spatial homogeneity for initial experiments,
before proceeding to more complicated systems.

NPD has only been applied occasionally to Li-ion battery research, however, in
these ex situ studies [202–205] NDP is very powerful in identifying Li-ion transport
and aging mechanisms. The possibilities of NDP in Li-ion battery research is
demonstrated with the first in situ study on thin film solid-state batteries probing the
kinetic processes in these Li-ion batteries.

Oudenhoven et al. brought NDP one step further, demonstrating that Li depth
profiles can be measured in situ in an all solid-state micro battery system during
(dis)charging [206]. The Li-ion distribution was studied in a thin film solid state
battery stack containing a monocrystalline Si substrate with a 200 nm Pt current

Fig. 7.32 Schematic
principle of NDP applied to
Li-ion battery systems
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collector, 500 nm LiCoO2 positive electrode, 1.5 μm N-doped Li3PO4 (LiPON)
electrolyte, and a 150 nm Cu top current-collector. The basic setup of the experi-
ment is shown in Fig. 7.33. By subtracting the NDP spectrum of the as-prepared
electrode from the charged and discharged spectra, the changes in Li-distributions
can be observed directly, see Fig. 7.33. Upon charging, Li in the positive LiCoO2

electrode is depleted and increased at the negative Cu current collector.
The development of large concentration-gradients in both the LiCoO2 electrode

and the LiPON solid electrolyte, Fig. 7.34, reveals that in this system ionic transport
in both electrolyte and electrode limit the overall charge-rate. The cathode was
enriched with 6Li to highlight the redistribution of 6Li and the natural abundance of
6,7Li in the electrolyte during time-dependent experiments. In this case, the NDP
intensity increases by approximately a factor of 13. Apart from being able to observe

Fig. 7.33 Left Schematic representation of the NDP set-up. The inset below shows the orientation of
the battery inside the NDP measurement chamber. Right aOverview of the NDP spectrum of the as-
deposited battery and the battery after thefirst charge and discharge. An offset is applied to distinguish
the various spectra. Based on the 4He and 3H reference energies (indicated by the dashed lines) the
packaging/top current collector, the anode, the electrolyte and the cathode can be clearly
distinguished. b When the spectrum of the as-deposited state is subtracted from the spectra of the
charged and discharged states, the amount of Limoved during use of the battery can straightforwardly
be determined. Reprintedwith permission from (J.F.M.Oudenhoven, F. Labohm,M.Mulder, R.A.H.
Niessen, F.M. Mulder, P.H.L. Notten, Adv. Mater. 23, 4103 (2011)) [221]. Wiley
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where 6Li is going, the expected diffusive equilibration of the 6Li concentration
within the electrolyte was observed during a 2 h equilibration period. Interestingly,
the enriched Li remains in the LiCoO2 electrode, even though the exchange current
that establishes the dynamic equilibrium would be expected to redistribute the 6Li
equally throughout the LiCoO2 electrode and the LiPON electrolyte. The absence of
vacancies at the initial stage probably makes the exchange-current extremely small.
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Fig. 7.34 First in situ NDP spectra representing the Li concentration depth profiles of a battery
during operation. a Enriched 6LiCoO2 cathode and naturally abundant 6,7LiPON electrolyte during
several stages of the charging process showing the removal of 6Li from the electrode and large 6Li
concentration-gradients in both electrode and electrolyte. b Equilibration in the charged state after
0.1 and 2 h showing the disappearance of the 6Li concentration-gradient in the LiPON electrolyte
and remaining concentration gradients in the cathode indicating two-phase separation into a Li rich
and Li poor phase. Since in the cathode area the red curve is higher than the blue, some
equilibration takes place between cathode and electrode. Reprinted with permission from (J.F.M.
Oudenhoven, F. Labohm, M. Mulder, R.A.H. Niessen, F.M. Mulder, P.H.L. Notten, Adv. Mater.
23, 4103 (2011)) [221]. Wiley
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As the battery is charged at 0.5 °C, this results in a large decrease in the Li-ion signal
of the LiCoO2 electrode, as shown in Fig. 7.34.

The stronger decrease in Li-ion signal near the interface with the electrolyte
suggests an inhomogeneous Li-ion distribution in the electrode. Although this may
be the case, a redistribution of the 6Li ions due to exchange with the electrolyte will
lead to a lower Li-ion signal in the electrode. That this is indeed part of the
explanation is clear from the almost 70 % decrease in Li-ion signal. This decrease is
more than would be expected under the mild electrochemical conditions that should
lead to Li0.5–CoO2, and hence at most a factor of two decrease in the Li-ion signal
is to be expected. However, the inhomogeneous signal from the electrode indicated
that the exchange does not reach the back part of the electrode that is closest to the
current collector. The inhomogeneous distribution of the Li-ion signal originating
from the electrolyte indicates the presence of an inhomogeneous 6Li and Li-ion
distribution. The evolution of this non-equilibrium situation was investigated by
relaxing the system after charging during a period of 2 h and taking NDP spectra,
shown in Fig. 7.34. After 2 h the 6Li gradient almost vanishes in the electrolyte,
whereas it remains in the LiCoO2 electrode. Clearly, Li-ions are much more mobile
in the electrolyte compared to in the electrode. The work of Oudenhoven et al.
shows for the first time that the evolution of the Li distribution and gradient under
dynamic conditions can be studied.

7.6.6 Neutron Imaging

Neutron imaging (radiography) is becoming increasingly important in the study of
Li-ion batteries as the spatial and temporal resolution of the detectors continually
improve, and more advanced computational methods allow tomographic and/or
three-dimensional rendering [207]. Neutron radiography (NR) is used to show
macroscopic information concerning the Li distribution within a Li-ion battery, and
in some cases while a process is occurring or at different states-of-charge [208].
Additionally, the H distribution in the electrolyte can be probed [209]. Examples of
such studies include the Li distribution at the charged state versus the discharged
state, during high-temperature battery operation, during fast charge/discharge
cycling, and during overcharging [207, 208, 210, 211].

Neutron imaging has also been used to study alkaline [212, 213] andLi-air batteries
[214]. The future for neutron radiography relies on new instruments with improved
spatial resolution, but also temporal resolution to allow time-resolved in situ exper-
iments. Another method under considerable investigation is the combination of dif-
fraction and imaging,which requires the definition of a gauge volumewhich is imaged
and from which diffraction data can also be collected. This has been demonstrated for
physically-larger batteries such asNametal halide batteries, which usually have larger
electrodes [215]. However, to be pertinent for Li-ion battery research, the gauge
volume has to be reduced to become comparable to the thickness of electrode layers.
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Early work on imaging Li-ion batteries explored the different types of battery
construction, e.g. coin, prismatic, and cylindrical cells, and the distribution of Li at
various battery states or during charge/discharge [216]. Figure 7.35 (left) shows
images of a coin cell (CR1220 from Panasonic) from the charged to the discharged
state, where lighter (white) regions at the charged state correspond to the Li anode (Li
metal) and electrolyte (arrow). Over the course of discharge the Li-ions move towards
the cathode (MnO2) resulting in an even distribution of white regions. The authors
comment that if standard components and standardised cells are constructed then a
more quantitative description of the Li distribution can be made. They also explored
charging rates and other constructions, some of which had further experimental
difficulties due to the internal structure of the batteries and the need to account for
absorption by various layers. An example of the same electrode chemistry in the
cylindrical case (CR1/3–1H) is shown in Fig. 7.35 (right) before and after discharge
[158] showing similar Li distributions at the charged and discharged states.

In commercial batteries overcharging can be a potentially-devastating failure
mechanism, and imaging studies on commercial graphite//LiNi0.8Co0.15Al0.05O2

(NCA) batteries show what is deposited on the graphite anode during overcharge
[208]. By performing an in situ measurement the deposition of a material on the
graphite anode was studied (Fig. 7.36) and later determined to be Li. In addition, the
authors were able to characterize ‘where’ the Li deposits during battery processes.
Another work explored ‘fresh’ and ‘fatigued’ batteries, where batteries that had been
cycled 200 times. The 18650 cylindrical batteries showed no differences at the
macroscopic level in the neutron images of between fatigued and fresh batteries [182],
even though neutron diffraction data indicated less Li insertion in fatigued graphite.

Fig. 7.35 Neutron imaging studies of coin (left) and cylindrical (right) cells. The dark images
correspond to images at different states of battery charge, with white regions representing high Li
concentration. The graphs below the images show the integrated intensity highlighting the
evolution of the Li distribution. The cylindrical battery construction is also shown (right).
a Variation of neutron radiography images of CR 1220 with discharge. b The NR images of CR1/
3-1H before and after discharge. Reprinted (adapted) with permission from (M. Kamata, T. Esaka,
S. Fujine, K. Yoneda, K. Kanda, Nucl. Instr. Meth. Phys. Res. A 377, 161 (1996)) [158] and (M.
Kamata, T. Esaka, S. Fujine, K. Yoneda, K. Kanda, J. Power Sources 68, 459 (1997)) [216].
Elsevier
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Another study illustrated that a 14 μm spatial resolution is attainable for battery
samples using neutron imaging [210]. This work used a purpose-built graphite-
containing cell to quantify Li content during charge/discharge and the residual Li
content after each cycle, showing quantification over several cycles (e.g. capacity
loss). Figure 7.37 shows the evolution of Li content and its distribution in graphite
during the first discharge. The Li distribution was compared during cycling and
between cycles. A slight difference in Li content between the separator and current
collector was found. Further work investigated LiFePO4∥graphite pouch-cells and
revealed Li concentration gradients across electrodes and in their bent regions
[211]. Figure 7.38 shows the distribution of Li in the layers of the pouch cell at
various states-of-charge. The authors used the Beer-Lambert law to correlate colour
gradients, shown in Fig. 7.38, to the Li concentration. One advantage of using a
pouch cell is that one image contains many layers, so an increase in electrode
thickness can be seen in multiple layers verifying the result (as can Li concentration
gradients). Clearly, this information can direct the development of better per-
forming electrodes.

More recent work used cold neutrons rather than thermal neutrons, harnessing the
stronger interaction of colder neutrons with matter, to visualize Li-ion distributions
in Li–I batteries used in pacemakers [217]. This work also used three-dimensional
imaging (tomography) and discussed methods to improve the signal-to-noise ratio in
the images. The authors collected 50 images at 0.3 s for each angular step (rotation)
of 0.91° which were then used to construct the three-dimemsional image.
Figure 7.39 is an example of a cross section of a neutron tomography image of the
fresh battery (left) and after a certain period of discharge (right). The battery is made
of plates of Li and I. An unexpected change in the Li distribution (white)
was observed in this study, where the smooth distribution became highly irregular.

Fig. 7.36 Neutron image from a coin cell at 4.8 V with the black region showing the anode. Other
shaded regions represent regions of high neutron-attenuation (likely to be Li-containing).
Reprinted (adapted) with permission from (A. Same, V. Battaglia, H.-Y. Tang, J.W. Park, J. Appl.
Electrochem. 42, 1 (2012)) [208]. Springer
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The irregularity of the Li distribution after discharge is extracted in the three-
dimensional image shown in Fig. 7.39, where the Li formations are clearly seen.

Further experimentation was undertaken on a Li-ion polymer battery using
monochromatic imaging with cold neutrons, specifically targeting the anode and the
processes that occur within it [218]. The LiC6 compound, but no evidence of
the staging phenomenon often observed in LixC6 anodes was seen. This work was
the first real-time in situ imaging of a commercial Li-ion battery, with some results
shown in Fig. 7.40.

Fig. 7.37 Li distribution in a graphite electrode during first discharge a showing the geometry of
the experiment, b time-resolved radiographs and parameters and c the potential profile. Reprinted
(adapted) with permission from (J.P. Owejana, J.J. Gagliardo, S.J. Harris, H. Wang, D.S. Hussey,
D.L. Jacobson, Electrochim. Acta 66, 94 (2012)) [210]. Elsevier
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A subset of radiography research using commercial batteries, and in some cases
custom-made batteries, is the study of gas evolution [209]. One in situ study showed
how excess electrolyte present in batteries is consumed in the first charge-cycle,
resulting in the formation of the SEI layer and some volume expansion. Additionally,
gases were found to be evolved during the first charge. Figure 7.41 shows the
consumption of excess electrolyte in these cells. The authors were also able to
approximate the amount of expansion and contraction of the electrodes indirectly.

Fig. 7.39 Left Cross-sections of a tomography image before (left-most) and after discharge. High
neutron-attenuation regions are white. Right A three-dimensional rendering with only the Li
contributions (other components removed due to the large contrast available). Reprinted (adapted)
with permission from (N. Kardjilov, A. Hilger, I. Manke, M. Strobl, W. Treimera, J. Banhart,
Nucl. Instr. Meth. Phys. Res. A 542, 16 (2005)) [217]. Elsevier

Fig. 7.38 Images from a
LiFePO4∥graphite pouch cell
during charge/discharge.
Reprinted with permission
from (J.B. Siegel, X. Lin,
A.G. Stefanopoulou, D.S.
Hussey, D.L. Jacobson,
D. Gorsich, J. Electrochem.
Soc. 159, A523 (2011)) [211],
Copyright (2011). The
Electrochemical Society
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Fig. 7.40 Left Selected attenuations (corresponding to LiC6) at different wavelengths plotted as a
function of charge. The 3.6 Å attenuation seems to show the largest response to the formation of
LiC6. Right Real-time tomography of a commercial Li-ion battery. Reprinted (adapted) with
permission from (L.G. Butler, B. Schillinger, K. Ham, T.A. Dobbins, P. Liu, J.J. Vajo, Nucl. Instr.
Meth. Phys. Res. A 651, 320 (2011)) [218]. Elsevier
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Fig. 7.41 Neutron radiography image of a fresh Li-ion battery (left) and a battery cycled 70 times
(right). The arrow indicates the excess electrolyte level. Reprinted (adapted) with permission from (M.
Lanz, E. Lehmann, R. Imhof, I. Exnar, P. Novak, J. Power Sources 101, 177 (2001)) [209]. Elsevier

In situ neutron radiography has been extensively used to study the interface
between graphite and a range of gel-based electrolytes [219]. By using this tech-
nique, the generation of gas bubbles in the first charge can be visualized and
quantified. This information allows the best electrolyte to be proposed, noting that
the generation of gas bubbles, particularly on graphite surfaces, leads to perfor-
mance degradation. This measurement also provided information on the spatial
distribution and kinetic evolution of gas bubbles, as well as the electrolyte dis-
placement and volume expansion in graphite. In order to undertake these mea-
surements, specialised cells were developed. A neutron image of the cell is shown
in Fig. 7.42. For the in situ experiment the exposure time for each image was 20 s

Fig. 7.42 Left A neutron radiography image of the test cell prior to electrochemical cycling. Right
Images at progressive states of cycling from (a) to (d). Reprinted (adapted) with permission from
(D. Goers, M. Holzapfel, W. Scheifele, E. Lehmann, P. Vontobel, P. Novak, J. Power Sources 130,
221 (2004)) [219]. Elsevier
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and an image was recorded every 2 min. Figure 7.42 shows how channels of gases
are formed seemingly-randomly in the cell and their evolution at different times. It
was found that LiC6 is formed only where gas emission is absent, illustrating some
heterogeneities in the charge distribution and electrode composition. The gel-based
electrolytes tested in this study show less gas evolution (3 %) compared to liquid-
based electrolytes (60 %) and this was related to the smaller amount of gas evo-
lution during the first cycle.

7.7 Perspectives

This chapter has aimed at demonstrating how neutron-scattering methods allow
researchers to elucidate crucial structural and kinetic properties of electrodes,
electrolytes, and complete batteries. Neutron-scattering techniques play a key role
in the development of new materials by relating structure to functional properties.
Future battery research and development will in particular profit from the advances
in in situ neutron-scattering techniques, probing complete battery systems. This
gives the opportunity to relate battery performance to material and electrode
structural, morphological, and dynamic properties under non-equilibrium and
ageing conditions, which is vital information for the design of future batteries.
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Chapter 8
Hydrogen Storage Materials

Juergen Eckert and Wiebke Lohstroh

Abstract An eventual realization of a Hydrogen Economy requires working
solutions in three fundamental areas, namely hydrogen production, hydrogen
storage, and fuel cells, in addition to the development of an extensive, new infra-
structure. While neutron scattering experiments and the associated techniques of
analysis have been of utility in all three of these research areas, they have had by far
the most significant impact on the development and understanding of materials for
hydrogen storage applications. This chapter examines some of these contributions.

8.1 Hydrogen Storage for Mobile Applications

Hydrogen can readily be stored in large quantities as a cryogenic liquid for sta-
tionary applications, e.g. for use as a rocket fuel, since the size and weight of the
storage tanks are not limited in practice. This is, however, not the case for mobile
applications, for which the US Department of Energy (DOE) has established some
well-known criteria for a working system that would provide a driving range of
300 miles (480 km) for a hydrogen fuelled car. These include both gravimetric and
volumetric storage capacities, operating conditions, and several other important
factors. The requirements for a hydrogen storage system for mobile applications can
be summarized in a qualitative way as follows:

(i) Appropriate thermodynamics (favourable enthalpies of hydrogen absorp-
tion and desorption).

(ii) Fast kinetics (quick uptake and release).
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(iii) High storage capacity.
(iv) Effective heat transfer.
(v) High gravimetric and volumetric densities (light in weight and conserva-

tive in use of space).
(vi) Long cycle lifetime for hydrogen absorption/desorption.
(vii) High mechanical strength and durability of material and containers.
(viii) Safety under normal use and acceptable risk under abnormal conditions.

Most of the considerable effort to realize such a working system has been
focused on increasing the capacities of storage materials in terms of wt.%. The
ultimate requirement specified by the US DOE (updated to 7 wt.% for the entire
system, not just the storage medium) requires that the hydrogen molecules be
packed much more closely than they are in liquid H2. This can, of course, more
readily be accomplished if hydrogen is stored in atomic form, which occupies much
less space. In these cases hydrogen is rather strongly bound, as, for example, in
chemical compounds, which does, however, make desorption kinetics and revers-
ibility more difficult if not impossible.

The types of materials that are candidate hydrogen-storage systems (Fig. 8.1)
may briefly be summarized as follows:

(1) Hydrogen in metals, such as FeTiHx and LaNi5H6, that were actively inves-
tigated in the early 1980 and tested for vehicular use. Here H2 dissociates at
the metal surface and forms a solid solution with the metal. The hydrogen gas
can be released at elevated temperatures. These materials can have very high
volumetric capacities, but their gravimetric capacities are low because of the
high densities of the metal hosts.

(2) In so-called complex or light metal hydrides, where hydrogen is essentially
covalently bonded to metals such as Al or Li in the form of a chemical
compound. Elevated temperatures and/or a catalyst are required for a release
of hydrogen, and on-board regeneration is not readily possible.

(3) Chemical hydrides, such as hydrocarbons, ammonia, or amino compounds,
which have the highest hydrogen content (both volumetric and gravimetric),
but where the release of hydrogen is only by a chemical reaction, and not all of
the hydrogen content is available under reasonable conditions. On-board
regeneration does not seem feasible.

(4) Molecular hydrogen adsorbed on surfaces, such as carbons of various types, or
inside large pore materials, such as zeolites, clathrates, and metal-organic
frameworks (MOFs). High volumetric and gravimetric capacities have been
achieved in cases where the surface area is very large, but at operating
conditions (low temperature and elevated pressures) that are not currently
considered to be suitable for vehicular applications, on account of the weak
interaction (physisorption) with the host material.

(5) Molecular hydrogen stored as a gas or liquid. These are straightforward,
established technologies, and therefore are typically used in cars used to test
hydrogen fuel-cells, or simply for combustion in a normal engine.
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Targets for the capacities of a hydrogen storage system have been somewhat
modified by the US DOE from those of the original ‘Freedom Car’ program. The
emphasis has shifted towards system targets that must be met, i.e. the weights of the
containers, and all associated plumbing, valves etc. must be included. This can
easily be a factor of two, so that a material needs to have an intrinsic capacity of
12 wt.% recoverable H2 to meet the system target (for 2015) of 6 wt.%.

Prospects for a practical hydrogen storage system based on the DOE guidelines
basically depend on two critical, but very difficult developments (Fig. 8.1): (1) in the
case of sorption-based systems binding energies of hydrogen to the host must be
substantially increased so that the necessary capacities can be achieved at room
temperature and modest pressures, while (2) for chemical or light metal hydrides
desorption conditions must be improved to the point where all available hydrogen is
released at or below 100 °C, and, more importantly, on-board regeneration becomes
facile. DOE guidelines, for example, also specify a refueling rate of 2 kg H2/min in
addition to the better-known targets on gravimetric and volumetric capacities. Pro-
gress in these areas ultimately depends on materials synthesis, namely the ability to
design and to produce (on a large scale, at low cost) the storage material, which
overcomes the current limitations. While much progress in synthesis can be made by
applying chemical principles in conjunction with standard thermodynamic mea-
surements (i.e. adsorption isotherms), the use of advanced, molecular-level char-
acterization methods should provide additional essential details on the interactions of
hydrogen with the host material, and this is the type of information which serves

Fig. 8.1 Capacities and operating conditions for various proposed hydrogen-storage systems

8 Hydrogen Storage Materials 207



both as input and all-important validation of the extensive computational studies,
which are also being employed in the search for suitable hydrogen storage media.

Perhaps the most powerful experimental methods for molecular-level studies of
hydrogen in materials involve the use of neutrons because of their outstanding
sensitivity to hydrogen. Neutrons can provide both the rotational and vibrational
dynamics of the adsorbed hydrogen, be it H2, H, or one of many other forms in the
complex or chemical hydrides, as well as diffusive motions through the material.
The dynamics of the molecule are affected by its surroundings and can therefore be
taken as an indirect measure of its interaction. The microscopic diffusion of
hydrogen is critical for the desired rapid loading, and release, but has not been
studied in great detail to date.

8.2 Complex Hydrides as Solid-State Hydrogen Storage
Materials

The discovery of reversible hydrogen uptake and release from sodium alanate
(NaAlH4) doped with titanium by Bogdanovic and Schwickardi [1] in 1997, brought
about a considerable increase in research activities in the field of hydrogen storage in
complex hydrides. Many of the fundamental properties of complex hydrides had not
been adequately investigated up that point, and a great number of important ques-
tions remain to be answered to this date. Neutron scattering investigations should be
an indispensable tool in this effort because of their great sensitivity to hydrogen. The
interest in complex hydrides mainly stems from the high hydrogen content of light
complex hydrides (e.g. 18.4 wt.% H2 in LiBH4 [2, 3]), which make them attractive as
potential solid-state hydrogen storage materials. Complex hydrides may simply be
viewed as salt-like compounds of the type An+[XHM]n

− where A is either an alkaline,
alkaline earth, or early transition metal and X typically is B, Al, or N. The bond
between hydrogen and X has covalent character and the resulting complex is a rather
stable entity which fulfills the “18 electron” rule, i.e. the hydrogen containing entity
such as [AlH4]

− has a closed-shell electronic structure. While complex hydrides do
have high hydrogen-content, only a few systems exhibit reversible hydrogen uptake
and release, and the thermodynamic and kinetic factors which govern the hydrogen
exchange reaction are not yet fully understood. Hydrogen release and uptake is
typically accompanied by a solid-state reaction which involves long-range diffusion
of atoms heavier than hydrogen, which potentially limits fast reaction-rates. The
covalent bond of hydrogen with the transition metal also appears to be very stable, so
that the mechanisms for bond splitting (and reformation during hydrogen charging)
still need to be fully understood.

Neutron scattering experiments can address virtually all fundamental atomic-
level questions on the function of complex hydrides, such as the crystallographic
and dynamic properties of compounds which are often not well characterized,
materials development such as the mapping of the reaction pathway during
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hydrogen exchange, or technology development such as using imaging techniques
to monitor the H uptake in prototype tanks. The focus of most investigations has
been on structure determination using neutron powder diffraction and character-
ization of the H dynamics using vibrational spectroscopy and quasielastic neutron
scattering (QENS). The latter process gives access to stochastic motions of H, i.e.
translational and rotational diffusion inside the crystal lattice, while vibrational
spectroscopy can be used to determine the H density of states and has become an
essential tool to benchmark first-principles calculations. In the following sections
we will describe a few examples of neutron scattering experiments for the char-
acterization of complex hydrides and their development as solid-state H storage
materials. Apart from fundamental insights into these materials, which in many
cases lack adequate characterization, phase transitions during hydrogen absorption
and desorption can be monitored and thus giving insight into the reaction mecha-
nism, intermediate reaction steps, and kinetic limitations.

8.2.1 Alanates: NaAlH4

The archetypical example NaAlH4 decomposes (and reabsorbs) hydrogen in two
distinct reaction steps as follows:

3NaAlH4 $ Na3AlH6 þ 2Al þ 3H2

3:7 wt:%;DH ¼ 38 kJmol�1 ð8:1Þ

Na3AlH6 $ 3NaH þ Al þ 1:5 H2

1:7 wt:%;DH ¼ 47 kJmol�1 ð8:2Þ

Additives such as TiCl3, ScCl3, or CeCl3 enable nearly complete reversible
conversion and rehydrogenation at 373 K and 100 bar H2. Undoped NaAlH4, on the
other hand, exhibits negligible reversibility under these conditions. The function of
the catalyst is still being debated, and while numerous different materials have been
identified to be able to catalyze these reactions [4–7], a unified picture for their
activity is still lacking.

Neutron powder diffraction measurements have identified the structure of NaAlD4

as body-centred tetragonal I41/a (NaAlH4) [8]. The intermediate decomposition
product, Na3AlH6 occurs in two modifications, i.e. low temperature monoclinic
α-Na3AlH6 (P21/n) [9, 10], and β-Na3AlH6 with a cubic structure (Fm 3m) [11] is
observed above 525 K. The reversible hydrogen exchange reaction is greatly facil-
itated by Ti additives and numerous attempts have been made to localize the additive
and to unravel its catalytic mode of operation. Among the suggested mechanism are:
(a) Ti acts as a surface catalyst that facilitates the splitting of the AlH4/AlH3 bonds
[12, 13], (b) Ti initiates vacancy formation and hence promotes H diffusion [11, 14],
(c) Ti weakens the Al–Hbond [15], or (d) Ti acts as a grain refiner [16].While neutron
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powder diffraction measurements did not show any indication of a solid solution with
Ti-based additives directly after ball milling, the formation of Al1-xTix species were
observed upon cycling [17, 18]. Synchrotron X-ray diffraction studies of Ti-doped
NaAlH4 suggested that Ti could substitute in Al-sites [19] while density functional
theory (DFT) calculations show that both the substitution of Na or Al in the NaAlH4

structure should be possible in the bulk [20–23] or small clusters [24]. The influence
of Ti-doping on the native vacancy formation was also investigated by DFTmethods.
Ti-doping in NaAlH4 can yield the formation of hydrogen vacancies and interstitials
[25]. In contrast, the same paper suggests that in Ti-doped LiBH4 only a reorientation
of the BH4 units occurs. Since structural characterization of the Ti sites proved to be
difficult, the localization of the additive and/or its induced vacancy diffusion mech-
anisms was studied by neutron spectroscopy techniques. QENS data on Ti-doped
NaAlH4 at temperatures below 350 K indicate that in both NaAlH4 and Na3AlH6, the
hydrogen mobility is vacancy mediated [26, 27] but the relative amount of mobile
hydrogen at these temperatures is less than 1 % in NaAlH4 even at 390 K and there is
no significant difference on the bulk diffusion induced by TiCl3 additions. Similarly,
neutron vibrational spectroscopy showed no distinct differences for pure NaAlH4 and
Ti-doped NaAlH4 [24, 28] while significant changes of the vibrational density-of-
states were observed after thermal treatment of both NaAlH4 and Na3AlH6 [29].
These were attributed to the presence of different ionic species resulting from the
partial decomposition of the samples. Neutron spectroscopy data (Fig. 8.2) suggest
the formation of AlH3 and its oligomers (AlH3)n [28] during reabsorption of the H
depleted mixture NaH/Al (after 0.5 h at 140 bar H2, 403 K).

Here, the measured inelastic neutron scattering (INS) spectra are compared with
calculated spectra of AlH3 and of Al4H12. Volatile species of this kind had been
suggested to be an intermediate species responsible for mass-transfer processes
during the hydrogen exchange reaction [30] and neutron spectroscopy is a unique
tool to detect these intermediate species.

Fig. 8.2 a Calculated spectrum for AlH3 adsorbed on Al metal (bottom line) and experimental
data of NaH/Al (after 0.5 h at 140 bar, 403 K) (top). b Calculated spectrum for the Al4H12 (crown)
molecule. The shaded area represents the contribution from fundamental vibrations, and the total
spectrum contains the overtones and combinations. Reprinted with permission from (Q.J. Fu, A.
Ramirez-Cuesta, S.C. Tsang, J. Phys. Chem. B 110, 711 (2006)) [28]. Copyright (2006) American
Chemical Society
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8.2.2 Borohydrides

Borohydrides are also under investigation as potential hydrogen storage materials,
particularly those with high hydrogen contents. For instance, LiBH4 can be
reformed from the elements at 973 K and 150 bar H2 [31]. Conditions are slightly
milder when LiBx precursors such as LiB3 or Li7B6 intermetallics are used. Other
systems with limited reversibility include e.g. Mg(BH4)2 or Ca(BH4)2 which can be
(partially) rehydrogenated at high pressures (90 MPa) and high temperatures
(673 K) [32, 33]. Mg(BH4)2 would be an attractive storage material since it has a
gravimetric storage capacity of 14.9 wt.% H2 and the reported enthalpy of reaction
is 39 kJmol−1 for the reaction Mg(BH4)2 → MgH2 + B + 3H2 [34], so that the
estimated equilibrium pressure at RT is 1 bar H2.

The structure of LiBH4 at low temperature is orthorhombic (LT) and changes
near 380 K to a hexagonal high-temperature (HT) structure [35]. The four H atoms
are bound covalently to the central B atom. Early structural studies found a strong
asymmetry of the BH4-tetrahedron [36] in the LT phase, while later reports describe
the geometry of the BH4-entities to be close to that of an ideal tetrahedron both
below and above the structural phase transition [35]. The B–H distance was esti-
mated to be dB-H = 1.16–1.26 Å in the HT phase from synchrotron X-ray diffraction
[35], while the B-D distances were determined to be dB-D = 1.18–1.20 Å at 302 K in
neutron diffraction experiments [37]. The structural phase transition is accompanied
by increased thermal motion of the BH4-complexes, which is indicative of an order-
disorder transition. The nature of the reorientations of the BH4-tetrahedron was
investigated using quasielastic neutron scattering (QENS) for both the high tem-
perature and low temperature phase. The type of reorientation was identified from
the elastic incoherent structure-factor (EISF), which is proportional to the Fourier
transform of the probability density of finding a hydrogen atom at a given position.
The hydrogen mobility in both phases can be described by rotational jumps of the
BH4-tetrahedra. The mean residence times τ between successive jumps are on the
order of a few picoseconds at temperatures near the phase transition [38]. While
120° rotations around one C3 symmetry axis of the tetrahedron could be identified
in the LT phase [38], but there are also clear indications for two different dynamic
processes with distinct activation energies both from NMR data [39], as well as
from inelastic fixed window scans in QENS experiments [40]. The reported acti-
vation energies are 162 ± 2 and 232 ± 11 meV, respectively. The BH4 dynamics
becomes even faster above the phase transition [38] and the QENS data can then
best be described by an orbit exchange-model [41] where three out of the four H
atoms rotate fairly freely around a C3 axis while the axial H displays only occa-
sional jumps as illustrated in Fig. 8.3.

The EISF obtained for HT LiBH4 may be compared (Fig. 8.3) with theoretical
models for several reorientation mechanisms, such as 120° rotations around the C3

axis, tetragonal or cubic tumbling and the orbit exchange-model. It is apparent that it is
essential to monitor as much of the reciprocal space as possible in the QENS exper-
iments for the identification of the true nature of the motions, since a clear distinction
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between different models can only be made above Q = 2.5 Å−1. The best agreement
between the prediction of a given reorientation model and the experimental data is
obtained for the orbit exchange-modelwhere frequentH jumps occur between sites on
a circle around the C3 axis while the axial H only occasionally jumps (see Fig. 8.3,
lines d and e). The model was calculated using either N = 6 or 12 equivalent positions
on the circle, however already N = 6 was sufficient to describe the data.

While reorientation of the BH4 - tetrahedra has been observed at temperatures as
low as 175 K, translational diffusion of BH4 could only be seen above the melting
transition [42] at 553 K. Exchange of atomic hydrogen between adjacent BH4

tetrahedra remains slow even at these temperatures and transport of H takes mainly
place by way of the BH4

- units. Li+ mobility, on the other hand, becomes much
faster when going from the LT to the HT phase, which is indicated by a an increase
of three orders of magnitude of the Li+ conductivity from 10−6 −10−8 Scm−1 in the
LT phase to 10−3 Scm−1 in the HT phase [43]. Substitution of the BH4

- units by I in
LiBH4/LiI mixtures results in a stabilization of the HT phase at room temperature
(RT). QENS measurements accordingly show significantly-enhanced dynamics of
BH4 at RT compared to the LT phase (at RT) and a similar reorientation mechanism
as in the pure LiBH4 HT phase [44]. The stabilization of the HT phase by I
substitution also preserves the high Li+-conductivity at RT. It has been suggested
that Li+ conductivity is supported by the BH4

- movements [43] in a paddle-wheel
like mechanism.

The alkaline borohydrides NaBH4 and KBH4 exhibit a structural phase-transi-
tion associated with an order–disorder transition of the BH4 subunits, from a

Fig. 8.3 EISF data (left) derived from QENS measurements for LiBH4 at 400 K (black
diamonds), 410 K (green triangles), and 420 K (cyan circles) compared with calculated curves for
various reorientation models: a continuous rotation around the trigonal axis with a fixed axial H
(grey), b tetrahedral tumbling (green), c cubic tumbling (blue), d the high-temperature model for
N = 6 (magenta), e the high-temperature model for N ≥ 12 (cyan), and f isotropic rotational
diffusion (red). The inset exemplifies a quasielastic spectrum (black data), collected at 400 K at
3.15 Å−1, and the corresponding fit (red line). Vertical error bars denote ±1σ. The lower part
illustrates local environment of the BH4-tetrahedron in HT LIBH4 and the proposed reorientation
mechanism. Reprinted with permission from (N. Verdal, T.J. Udovic, J.J. Rush, J. Phys. Chem. C
116, 1614 (2012)) [41]. Copyright (2012) American Chemical Society

212 J. Eckert and W. Lohstroh



tetragonal LT phase to a cubic HT phase (at *190 K for NaBH4 [45], and 65–70 K
for KBH4 [46]). QENS data on NaBH4 suggest reorientational jumps around the C2

and C3 axis, which is in agreement with the crystal symmetry. Reorientation of the
BH4 entities around a C4 axis have been reported for both NaBH4 and KBH4, so
that the four hydrogens of the tetrahedron occupy the eight corners of a cube but
with half occupancy [47]. Thermodynamic measurements provided evidence for an
order–disorder transition in RbBH4 at 44 K and in CsBH4 at 27 K [48] but this
could not be discerned from neutron powder diffraction down to low temperature
[46]. However, vibrational spectroscopy of the torsion band indicates that the
heavier alkali borohydrides also exhibit a similar order-disorder transition although
the ordering of the BH4 seems to occur on a shorter length scale [47].

The variety of structural phases is especially rich for the alkaline earth borohy-
drides Mg(BH4)2 and Ca(BH4)2. Both of these can be synthesized in solvent free
form, but the crystal structure depends strongly on the preparation conditions. Two
polymorphs were initially identified for Mg(BH4)2: an α-phase, which transforms
irreversibly into β-Mg(BH4)2 at temperatures above 490 K. Both polymorphs have
unexpectedly-complex crystal structures which differ from numerous theoretical
predictions [49–52]. Crystal structure determination from powder data proved dif-
ficult especially concerning the hydrogen positions but eventually, the structure of
the α-phase was identified as hexagonal with space group P6122 [50]. Adjacent BH4-
groups are coordinated by a central Mg via two opposite edges of the tetrahedron,
but the resulting Mg–H2BH2–Mg bridges are not exactly planar. α-Mg(BH4)2 has
6.4 % unoccupied voids (amounting to 37 Å2 per unit cell) whereas β-Mg(BH4)2
which has an orthorhombic structure (Fddd) and is much more dense with no
unoccupied voids. The α and β-polymorphs are built up of a corner sharing network
of Mg2+[BH4

−]4 tetrahedra. A highly porous form, γ-Mg(BH4)2, was synthesized
more recently, and found to possess a cubic structure (Id 3a) with a network of
interconnected channels and 33 % porosity, which could be utilized for the
adsorption of molecular hydrogen (or nitrogen) at low temperatures [52]. Applica-
tion of pressure (1−1.6 GPa, diamond anvil cell) causes the structure to collapse and
results in tetragonal δ-Mg(BH4)2 [52]. Synchrotron X-ray diffraction studies iden-
tified yet another polymorph, ε-Mg(BH4)2, during the decomposition γ-Mg(BH4)2
[53]. DFT calculations find that many structural models for Mg(BH4)2 are nearly
degenerate in energy, which can explain difficulties with the correct prediction of
crystal structures and decomposition pathways [54, 55]. Moreover it is likely that
more polymorphs of Mg(BH4)2 exist depending on preparation conditions (and/or
impurity content).

The reorientational motion of the BH4-tetrahedra in β-Mg(BH4)2 have been
studied using QENS on two instruments with different energy resolution and
therefore different timescales. Two thermally-activated reorientation processes have
been observed on these timescales in the temperature range from 120−437 K, and
have been identified as rotations around the C2||-axis (which connects the two Mg
atoms in the Mg–H2BH2–Mg bridge) or around the C3-axis of the tetrahedron [56]
(Fig. 8.4).
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The activation energies were determined to be 39 ± 0.5 meV and 76 ± 5 meV for
the C2|| rotation and 214 ± 4 meV for the C3 axis rotation, respectively [55]. Low-
frequency vibrational spectroscopy using Raman scattering revealed a complex
structure of both internal and external modes in a mixed α/β-Mg(BH4)2 sample
which is considerably modified when passing through the phase transition [57].
Neutron spectroscopy revealed an additional band which was attributed to BH4

librations [56] but more spectroscopic work along with DFT calculations is needed
for a more comprehensive understanding of Mg(BH4)2.

Ca(BH4)2 is another interesting candidate for storage application with a gravi-
metric hydrogen storage density of 11.6 wt.% H2 or 130 kgm

−3 of H2. There are four
known polymorphs: α, α’, and γ-phase, which are considered LT phases while β-Ca
(BH4)2 is an HT phase. The α and γ modification have an orthorhombic structure
(Fddd [58, 59] or F2dd [60] for α-Ca(BH4)2 and Pbca [58] for γ-Ca(BH4)2) whereas
the α’-modification is tetragonal (I 42d [59]). Above 400 K, a tetragonal (P4) high
temperature phase β-Ca(BH4)2 is observed [57, 58]. Each Ca is surrounded by 6
boron atoms in the α, β, and γ-phases forming a CaB6 octahedron [58] and the
polymorphism results from different arrangements and connections of the CaB6

octahedra. The energy differences of the different polymorphs are small [57, 61]
which explains why frequently more than one crystalline phase is found in the same
sample batch. Low energy spectroscopic measurements indicate that the phase
stability is linked to the librations of the BH4- units [62] and it was suggested that
entropic contributions are driving the phase transitions. Moreover, the different
polymorphs exhibit different decomposition properties [63], hence a thorough
understanding of the bare materials is essential for their potential application

Fig. 8.4 Left The measured and modelled EISFs for β-Mg(BH4)2: Using the mica analyser high
resolution time-of-flight backscattering spectrometer (MARS) at the Paul Scherrer Institute: (red
plus) 120 K, (blue x) 150 K, (red triangle) 180 K, (green asterisk) 210 K, and (black hexagon)
240 K. Using the spectrometer for high energy resolution (SPHERES) at the Heinz Maier-Leibnitz
Zentrum: (red square) 318 K, (green triangle) 365 K, and (blue circle) 473 K. The calculated EISF
are for the reorientation models: (—) C2∥ (MARS data) and C3 (SPHERES data) rotational
diffusion-model and hindered rotation diffusion-model (—). Right: BH4 reorientation as hindered
rotation around C2||. Reprinted with permission from (P. Martelli, D. Blanchard, J.B. Maronsson,
M.D. Riktor, J. Kheres, D. Sveinbj, E.G. Bardají, J. Phys. Chem. C 116, 2013 (2013)) [56].
Copyright (2013) American Chemical Society
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in solid-state hydrogen storage. The hydrogen dynamics in (predominantly)
β-Ca(BH4)2 have been investigated by QENS [64]. Two different thermally-acti-
vated rotational-reorientation processes have been identified in the temperature
range from 100 to 260 K, which were attributed to rotations around the C2 and C3

axis, respectively. Translational diffusion with a jump length of 2.5 Å was also
observed, which the authors attributed to the H2 diffusion of trapped impurities,
while no long-range diffusion of the BH4 units was observed at these temperatures.

Besides the pure alkaline and alkaline-earth metal borohydrides, mixtures
combining different cations have been investigated [65–67] in an attempt to modify
the reaction enthalpy for hydrogen desorption. The decomposition temperature for
borohydrides correlates with the electronegativity of the cation [68, 69] and thus
dual cation borohydrides could be ideal candidates for tuning the thermodynamic
properties.

8.2.3 Amides

Lithium amides have also been studied in some detail for hydrogen-storage
applications following the discovery of Chen et al. that mixtures of LiNH2 + 2 LiH
can be reversibly cycled according to the following reactions [70]:

LiNH2 þ LiH $ Li2NH þ H2

6:5 wt:% H2; DH ¼ 45 kJmol�1 ð8:3Þ

Li2NH þ LiH $ Li3N þ H2

5:5 wt:%H2; DH ¼ 161 kJmol�1
ð8:4Þ

Experimentally 11.5 wt.% H2 (relative to the hydrogen-free Li3N) are reversibly
stored in the mixture, and temperatures of 473 K and 593 K are required for the first
and second reaction step, respectively. Pure LiNH2 decomposes by evolving
ammonia in contrast to the reaction system LiNH2 + LiH. Some of the Li can be
substituted by Mg which leads to lower desorption-temperatures and a lower
reaction enthalpy [71]. During the first desorption 2 LiNH2 + MgH2 undergoes a
metathesis reaction [72–74] and the resulting reversible reaction is modified to:

Mg NH2ð Þ2þ 2LiH $ Li2Mg NHð Þ2þ 2H2

5:6 wt:% H2;DH ¼ 39 kJmol�1 ð8:5Þ

The reaction takes place at 473 K and in total 5.6 wt.% H2 can be reversibly
exchanged, but hydrogen release takes place in distinct reaction steps. The high
reaction temperature suggests the presence of kinetic barriers hampering the
hydrogen exchange reactions and research efforts are focused on the understanding
of the reaction steps and the mitigation of the kinetic limitations. Neutron powder
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diffraction was used to determine the structure of the hydrogen-rich components
LiNH2 [70, 75], Mg(NH2)2 [76] as well as of the hydrogen-depleted imide forms
Li2NH [77, 78], α-Li2Mg(NH)2, β-Li2Mg(NH)2 [79], and MgNH [80], all of which
are observed as intermediate decomposition-products. With the exception of
MgNH, the experimentally-observed crystal structures exhibit characteristic simi-
larities, i.e. they are related to the antifluorite structure where the N atoms build an
approximate face-centred cubic lattice with the Li or Mg ions (and vacancies)
residing in tetrahedral interstitials (see Fig. 8.5). Substitution of Li+ with Mg2+ leads
to vacancy ordering on the tetrahedral sites, which results in an orthorhombic
structure of α-Li2Mg(NH)2 with an approximately doubled unit cell relative to cubic
Li2NH [73]. First-principles calculations identified the hydrogen and cation local
arrangement as the structural building blocks of the amide/imide structure [81] and
their energetics is consistent with the high degree of disorder that is observed in the
mixed imide Li2Mg(NH)2, especially when going from the low temperature
α-modification to the high temperature β-phase.

The structural phase evolution during hydrogen absorption and desorption of
Mg(NH2)2 + 2LiH has been monitored in situ using neutron powder diffraction
(Fig. 8.6). Several studies found that the reaction passes through an intermediate

Fig. 8.5 Comparison of the structures of (a) alpha-Li2Mg(NH)2, (b) high temperature cubic
Li2NH, (c) low temperature orthorhombic Li2NH and (d) LiNH2. Nitrogen atoms (dark grey),
protons (white), lithium and/or magnesium (small grey) and vacancies (large transparent grey) are
shown. Reprinted figure with permission from (Y. Wang, M. Chou, Phys. Rev. B 76, 014116
(2007)) [81]. Copyright (2007) by the American Physical Society
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reaction step, however, the composition of the intermediate phase was not solved
unambiguously. Weidner et al. suggested an intermediate phase of composition
Li2Mg2(NH)3 [82] which was subsequently also identified in systems with LiH
excess [83].

Aoki et al. [84] reported an intermediate phase with composition
Li4Mg3(NH2)2(NH)4 for the systemMg(NH2)2 + 6LiH which upon further hydrogen
release exhibits a continuous transition towards Li2Mg(NH)2 by way of solid-
solution-like compounds of the form Li4+xMg3(NH2)2−x(NH)4. Intermediate phases
with non-stoichiometric composition have also been observed experimentally during
the decomposition of LiNH2 + LiH [85, 86] and possible intermediates have been
investigated using first-principles calculations [87, 88]. The defect structure and
vacancy ordering for both systems, LiNH2 + 2LiH and Mg(NH2)2 + 2LiH, has a
significant influence on energy landscapes of the systems. Further efforts on theory
and experiment are needed, however, to fully comprehend this system.

Additions of LiBH4 to the Mg(NH2)2 + 2LiH system have been reported to
improve the hydrogen-exchange reaction because of the intermittent formation of
Li4(BH4)(NH2)3 [89]. Neutron powder diffraction on annealed samples of
1LiBD4 + 3LiNH2 was used to characterize the structure.

The beneficial effect of the LiBH4 on the desorption properties is thought to stem
from a combination of factors, including an altered reaction-pathway from the
removal of intermittent LiNH2 from the mixture, improved recrystallization of Mg
(NH2)2, and the exothermic heat-effect during the formation of the quaternary
compound Li4(BH4)(NH2)3 which has body-centred cubic symmetry [90].

Mixtures of LiNH2/LiBH4 with varying composition have also been investigated
as hydrogen storage materials. More than 10 wt.% H2 is released in an exothermic
process [91–93] for the stoichiometric composition (LiNH2)0.67(LiBH4)0.33.

Fig. 8.6 Left In situ neutron diffraction of the rehydrogenation of LiN2MgNH2. Right Structure of
the proposed intermediate Li2Mg(NH2)3. From Ref [82]
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8.3 Adsorbents

Adsorption of hydrogen on graphite, or in zeolites, has been investigated at a
molecular level for primarily fundamental reasons long before this became an
urgent practical issue for the ultimate realization of a hydrogen economy. The use
of neutron scattering techniques in both of these examples illustrates two basic
requirements that can make neutrons a surface-sensitive probe, the first is that the
adsorbate needs to have a significantly greater neutron scattering cross-section (e.g.
H) than the host material (e.g. C or silica), and the second is that adsorbent must
have a very large surface-area so that the total number of surface-bound molecules
is sufficiently large. This is the case for most carbon materials, such as exfoliated
graphite, which was used [94] to determine the two-dimensional structural phase
diagram of monolayers of deuterium. The highest coverage was found for an
incommensurate structure of 0.078 molecules Å−2 which corresponds to about
1.3 × 10−5 mol.m−2. This number indicates a limit of the storage capacity for simple
physisorption on carbons, namely that a material with a maximum surface area of
1,500 m2g−1 will bind close to 0.02 mol of H2 (0.04 g, 4 wt.%), which still falls
short of what is required. Surface areas for the interior pores in zeolites are typically
considerably less than that because of the high density of the silicate framework.

It has therefore long been recognized that surface areas have to be considerably
increased, and this has been accomplished with the synthesis of a large number of
metal-organic framework (MOF) materials with as much as 5,000 m2g−1 or more.
Capacities around 8 wt.% have been achieved in these materials albeit under
unfavourable conditions (77 K and pressures of approximately 60 bar), but the
amount of hydrogen stored in MOFs at ambient temperature is far below those
required for practical goals. The reason for this is, of course, that the binding
energies for hydrogen provided by physisorption are too low (of the order of
5 kJmol−1) and hence vapour pressures are too high for the operation of such a
storage system at ambient conditions.

Materials therefore need to be designed to not only have very high surface-areas
but also binding energies for hydrogen at least three times as high as that for normal
physisorption (e.g. on carbons) in order for such a system to operate at room
temperature and modest pressures. Heats of adsorption must also be approximately
constant over the entire range of hydrogen loading, i.e. of similar magnitude for all
accessible binding sites.

An enormous effort to design and synthesize new and better porous materials
guided by chemical or structural principles, including the use of combinatorial
methods, has resulted in a huge variety of metal-organic materials not only for
applications as hydrogen storage materials, but also for the capture of CO2, gas
separation, and catalysis (see Chaps. 2 and 3). Binding energies of hydrogen
molecules have more than doubled from that of simple physisorption in some of
these materials, but are still quite far away from what is needed for a practical
storage medium operating at ambient conditions.
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The use of neutrons makes it possible to employ a systematic, molecular-level
approach to the development of improved hydrogen storage materials, particularly
when combined with advanced computational analysis. Such experiments can
provide the location of the adsorbed hydrogen molecules at different sites (neutron
diffraction) and give some measure of the strength of the interaction with the host
material at each site (inelastic neutron scattering), whereas conventional thermo-
dynamic measurements (adsorption isotherms) only give average properties for all
sites that are occupied at a given loading. Results of such experiments should then
serve as the basis for detailed computational analysis, which can rationalize both the
locations of the hydrogen molecules and their binding strength in terms of the
interatomic guest-interactions. This type of information should then in principle be
useful in the design and synthesis of improved storage materials.

A detailed knowledge of the binding sites of hydrogen molecules in crystalline
porous materials can be obtained by neutron diffraction methods. Adsorbed
hydrogen molecules cannot be “seen” in single crystal X-ray diffraction experi-
ments even at very low temperature, but this method has been used to obtain a very
detailed picture of the adsorption and binding sites of Ar and N2, i.e. molecules with
many electrons, in the prototypical metal-organic material Zn4O(bdc)3 (where
bdc = 1,4-benzenedicarboxylate), also known as MOF-5. The primary binding site
at 30 K for both types adsorbates was found to be in the pocket of the Zn4O cluster
in the corner of the framework (α-site) [95]. A number of other binding sites were
clearly identified, including ones that are triply or doubly bridging the carboxylate
oxygens (β and γ sites, respectively), which connect the cluster the organic linker.
Interaction with the benzene ring leads to two binding sites, one near the two
aromatic hydrogens in a side-on configuration, and the other on top of the ring.

Ideally a similar approach with single-crystal neutron diffraction should provide
similar detail for hydrogen binding sites. This has, however, been accomplished just
once, namely for hydrogen in MOF-5 [96], since the sizes of MOF single crystals
are usually too small for the relatively-low intensities in neutron diffraction
experiments. This experiment was carried out on a crystal that barely was of
adequate size. Nonetheless, the most favourable binding site for H2 in MOF-5 at
5 K was clearly identified to be in the pocket of the Zn4O cluster (α-site) with one
end of the molecule on the three-fold axis pointing at the central oxygen atom. The
H–H bond of the molecule is at an angle relative to the three-fold axis of the crystal
so that the other end is disordered over three equivalent orientations (Fig. 8.7) in a
similar manner as N2. This site is essentially fully occupied at 5 K. Hydrogen was
also located on the β-site, but could not be refined as two separate atoms because of
rather large atomic displacement parameters.

Because of the aforementioned difficulties in obtaining sufficiently-large crystals
of MOFs, a number of studies to characterize hydrogen binding sites have been
carried out by neutron powder diffraction, including also on MOF-5 [97]. For
neutron powder diffraction it is highly advantageous, although not always neces-
sary, to have all Hs in the system replaced by deuterium (D) in the synthesis of the
material, which can, of course, be rather difficult and expensive, and to use D2 as
the adsorbate. The strong background of the incoherent scattering by H can thereby
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be reduced. Diffraction patterns can be collected at different loadings of D2 and
interpreted under the assumption that sorption sites become occupied roughly in
order of their respective binding energies. The molecule itself cannot, however, be
refined as two separate atoms, so that only its centre-of-mass is found. In addition to
the locations of the D2 molecules the degree that these sites are occupied is refined
in the analysis, along with isotropic atomic displacement parameters all within the
symmetry of the parent structure.

Cu3(btc)2 (where btc = 1,3,5-benzenetricarboxylate) and also known asHKUST-1,
was one of the earliest MOFs reported and has been extensively characterized since
then, including several neutron diffraction and inelastic neutron-scattering studies, as
well as computational studies. Perhaps the most interesting structural feature of this
material is the well-known dicopper acetate “paddlewheel” unit, which has subse-
quently been used in many MOFs. The apical ligand on the Cu usually is a weakly
boundwatermolecule, which can easily be removed, and thereby opens up ametal site
for presumably stronger adsorption of hydrogen. The most favourable binding site in
HKUST-1 was indeed found to be, using neutron powder diffraction, adjacent to the
open Cu site (D2(1) in Fig. 8.8) [98, 99]. This would be expected on the basis of the
relatively-strong interaction of the hydrogen molecule with the metal, so that these
sites are largely responsible for the improved heats of adsorption found in this
material. The hydrogen molecule was located [98] at a distance of 2.39(1)Å from the
Cu site, which is, however, far too great to allow for a direct electronic interactionwith
the metal. Additional binding sites at various points in the host structure were iden-
tified in this study, some ofwhich are shown in Fig. 8.8. Site 2, for example, is adjacent
to the benzene rings of the btc unit, while D2 in site 3 is close to six btc oxygen atoms in
the small window leading to the 5 Å pores.

The enhanced interaction of H2 with such open-metal sites has been demonstrated
in a number of other MOFs, most notably MOF-74 [100, 101], also known as CPO-
27 [102], for which a number of isostructural variants with different metal centres

Fig. 8.7 H2 binding in MOF-5 as determined using single-crystal neutron diffraction. From
Ref. [96]
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(Zn, Mg, Mn, Co, Ni) can be synthesized [102–104]. The materials consist of a linear
chain of inorganic metal clusters connected with organic linkers to form hexagonal
channels, M2(dhtp), (dhtp = dihydroxyterephthalate). H2 binding energies indeed
depend strongly on the type of metal centre, and do reach about 13 kJ/mol for Ni, but
only until all these sites are filled. A powder neutron diffraction study [137] on the
Zn analog finds that the D2 molecule is close enough (d(Zn-D2) * 2.6 Å) to be
affected by polarization from the metal, but again too far for a direct electronic
interaction. A somewhat closer metal-H2 distance of 2.27 Å was found [105] by
neutron powder diffraction in the Mn-based MOF formed from Mn4Cl clusters and
1,3,5-benzenetristetrazolate bridging ligands. Desolvation of the parent material
opens up one of the coordination sites on Mn2+, which in turn interacts rather
strongly with H2 (10.1 kJ/mol near zero-loading), but again, not by direct electronic
interaction, which requires H2-mteal distances in the order of 1.8 Å.

One of the more important aspects of experimental efforts to locate the adsorbed
hydrogen molecules in these systems is that this sort of information is critical for
benchmarking the extensive theoretical studies of these systems that have been
undertaken. A neutron powder diffraction study on hydrogen adsorbed in the
zeolitic imidazolate framework ZIF-8 [106] was the first to rationalize the experi-
mental findings with parallel DFT calculations of binding energies at various sites.
The preferred adsorption site in this material in fact is not near the metal cluster but
on top of the metal imidazolate linker. Most computational characterization of
MOFs for hydrogen adsorption is accomplished by grand-canonical Monte Carlo
simulations, or by molecular dynamics, both of which readily yield pair-distribution
functions (PDFs) for the adsorbate molecules. These can be directly compared with
diffraction experiments without any model dependent structure refinement, if the
diffraction data are converted to direct space, i.e. to PDF form, as has been reported
for D2 in IRMOF-1 [107]. This approach would be especially important for those
MOFs, where the adsorption sites are poorly defined, MOFs which have defect
structures, or are in fact amorphous.

Fig. 8.8 Binding of D2 in HKUST-1, with the sites labelled sequentially in order of binding
strength. H atoms are omitted from the framework for clarity. From Ref. (V.K. Peterson, Y. Liu, C.
M. Brown, C.J. Kepert, J. Am. Chem. Soc. 128, 15578 (2006)) [98]. Copyright (2006) American
Chemical Society
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A much greater number of neutron scattering studies on sorbent hydrogen
storage materials has been carried out by inelastic scattering from the bound
hydrogen molecules, perhaps because of the relative ease with which these can be
carried out, and because of the sensitivity of the method. A detailed interpretation of
such data is, however, very challenging, and ultimately requires extensive com-
putational studies. The rotational dynamics of the adsorbed hydrogen molecule are
a highly sensitive measure of its interactions with the host material and are readily
accessible by the inelastic scattering of neutrons. The reason for this is that the
rotational energy levels of the quantum rotor H2, E, are strongly perturbed from
those of the free quantum rotor (E = BJ(J + 1), where B is the rotational constant of
the molecule and J is the quantum number for total rotational angular momentum)
by the barrier to rotation resulting from the influence of the adsorbent.

Transitions between these hindered-rotor levels can be directly observed by
incoherent INS and give an indication of the height and shape of the barrier to
rotation. Such a quantitative analysis of these measurements must however employ
a phenomenological model for this barrier, whose parameters may be determined
from the pattern of observed transitions.

The simplest such model is one of a double-minimum potential with the two
angular degrees of freedom for the H2 molecule,

V h;Uð Þ ¼ 1=2V2 1� cos2hð Þ ð8:6Þ

The energy levels for this potential can then be obtained by solving the
Schrödinger equation:
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for various values of V2, with the result that the observed transition(s) yield a value
for the height of the barrier. It is important to note that the energy-level diagram
(Fig. 8.9) shows that the spacing between the two lowest levels decreases with
increasing barrier height, which is indicative of rotational tunnelling, where the
tunnelling probability has an approximately-exponential inverse dependence on the
barrier height. Therein lies the great sensitivity of this type of measurement.

A number of more elaborate phenomenological models for the H2 potential-
energy surface (PES) have also been used to interpret the INS data, and these
include separate barriers to in plane and out of plane reorientation (or some ratio
between the two) plus a separable centre-of-mass vibration perpendicular to the
surface [109]. Such models, however, require the observation of several transitions
in order to determine the parameters in the form of the potential. While the use of
such a phenomenological potential is essential for the assignment of the observed
rotational transitions to hydrogen molecules absorbed at different sites, it does not,
however provide direct insight into the atomic level origins of the rotational bar-
riers. What we would like to learn from these experiments is the origin and nature
of the interatomic interactions at each binding site that give rise to the PES, which
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in turn gives rise to the observed rotational energy levels. This can, of course, be
done by ab initio computational studies as long as the structural details of the
binding sites are known, preferably from a neutron diffraction experiment. The
dynamics of the hydrogen molecule within such a theoretical PES then has to be
treated exactly, i.e. with quantum dynamics for both the rotational and (centre of
mass) translational excitations. This has been accomplished for H2 in clathrates,
various kinds of fullerenes, and just one MOF, namely MOF-5, which will be
described below.

The seminal work of this type [110] on H2 adsorbed in MOF-5 helped to
rationalize the large storage capacity of this material in terms of the availability of
several different types of binding site. The INS spectra are collected at 10 K (or
less) as a function of loading (carried out at 77 K) in a direct relationship to the
numbers of equivalent sites of particular types available to facilitate a tentative
identification of specific spectral features with binding sites (Fig. 8.10) by making
use of the phenomenological PES described above. Three additional sites could be
inferred from the INS spectra, which may now be matched with information
available from the diffraction experiments as well as computational studies, i.e. the
β, γ, and δ sites.

Similar experiments have been carried out on hydrogen on various forms of
carbon, some of which were at one time considered to be promising hydrogen
storage materials. The INS spectra, however, generally show just one broad peak
centred near the free rotor value of 14.7 meV, which is representative of a broad

Fig. 8.9 Rotational energy-
level diagram for a dumbbell
molecule in a double-
minimum potential. B is the
rotational constant. Arrows
indicate observed transitions
for H2 in zeolite CoNaA, and
indicate the manner in which
the barrier to rotation is
derived. Figure taken from
[108]
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distribution of binding sites with very low barriers to rotation, or weak interaction
with the host. These spectra clearly show that there is very little difference in the
interaction of H2 and various forms of carbons, be it activated carbon, or nanotubes
[111, 112] (Fig. 8.11).

Fig. 8.10 INS spectra of H2

in MOF-5 at two loadings,
and their difference. Inset
shows the MOF-5 structure.
Taken from [110]

Fig. 8.11 INS spectra of H2

adsorbed on (top to bottom)
two forms of activated
carbon, nanotubes, and
nanofibers. Reprinted from
(H.G. Schimmel, G.
J. Kearley, M.G. Nijkamp,
C.T. Visser, K.P. Dejong,
F.K. Mulder, Chem. Eur. J. 9,
4764 (2003)) [111] with
permission
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These results may be contrasted with those for MOF-5, where the INS spectrum
exhibits a number of sharp transitions indicative of different, well-defined binding
sites, some of which have higher barriers to rotation of H2 than do carbons.

A considerable number of metal-organic materials (MOMs) have been investi-
gated using rotational-tunnelling INS spectroscopy of the adsorbed H2 in an effort
to determine which structural features may improve the observed heats of
adsorption. Here we utilize the fact that a smaller rotational tunnel splitting implies
a higher barrier to rotation, which in turn should, in general, signal a stronger
interaction between the adsorbed H2 and the host and a particular binding site. This
type of information can only be extracted if particular spectral features can be
associated with H2 a known sites, which can be quite difficult in the presence of
simultaneous multiple-site occupancy, as will be described below.

Previous studies of H2 adsorption in zeolites [113] had shown the strong effect of a
charged framework along with the presence of charge-balancing extra framework
cations on the binding energies of hydrogen molecules. The vast majority of MOMs,
however, possess neutral frameworks, but some MOFs with anionic or cationic
frameworks have indeed been characterized. ZeoliticMOFs, ZMOFs, are such a class
of anionic MOFs built from metal centres with imidazole dicarboxylate ligands to
form zeolitic structures (e.g. rho-ZMOF, Fig. 8.12) with much larger pores than their
SiO2 analogs. This structural similarity arises from the fact that the Si–O–Si bond
angle in the zeolite is nearly the same as the angle between the two N atoms in the
imidazole dicarboxylate. The negatively-charged framework is compensated by
exchangeable extra framework cations, as in zeolites. In the case of ZMOFs, how-
ever, these cations are hydrated and bound to the framework by H-bonds from the
water ligands to carboxylate oxygens. INS studies on rho-ZMOFs with different

Fig. 8.12 Left Zeolite rho. Right A rho-ZMOF. Taken from [114]
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cations revealed rather broad spectra with few well-defined peaks, which do not
appear to depend very much on the nature of the cation. Much of the intensity in these
spectra at lower loadings may be found well below 12 meV, the main peak in the
spectrum for H2 in MOF-5 and therefore indicate stronger interaction (higher barriers
to rotation) with the charged framework (Fig. 8.13). A wide range of binding sites
seem to be occupied by hydrogen at all loadings, which appears to be characteristic of
this environment of large, hydrated cations in an anionic framework. The isosteric
heats of adsorption are indeed some 50 % greater than in the neutral framework
MOF-5 at low loadings, but virtually independent of the nature of the cation.

Many of the original MOFs were noted for their very large pore sizes and hence
extremely-low densities. This property is not, however, optimal for storing large
amounts of hydrogen under ambient conditions because much of the interior of the
pores may only bind H2 to other H2 molecules. If, however, the pore size of a MOM
were to be reduced to values not much bigger than that the size of a hydrogen
molecule, it could interact with many framework atoms all around rather than just
those on a surface. We can therefore readily conclude that a MOM with uniformly
small pores would be highly beneficial to hydrogen binding. This was convincingly
demonstrated in recent work by Pham et al. [115] on a MOM, which occurs in two
forms, one with interpenetrating identical frameworks, the other in a non-inter-
penetrating form. SiF6 units and bipyridyl acetylene (bpa) linkers connect the Cu
centres in this structure (Fig. 8.14). We note that the channel dimensions of the
interpenetrating structure of 3.5 × 3.5 Å are only slighty larger than the size of the
hydrogen molecule of 2.9 Å, which would suggest that H2 will have appreciable
interaction with many of the surrounding framework atoms.

The INS spectrum in fact is rather unique for H2 in pores in that it only exhibits
one strong peak at all loadings with a shoulder on the low energy side (Fig. 8.15),
both of which simply increase intensity until the pores are filled. Moreover, this
peak occurs at a lower energy (6.3 meV) than that for hydrogen near open-metal
sites and hence indicates an appreciably-stronger overall interaction with the
framework. The two similar binding sites found in a computational study [115] are

Fig. 8.13 INS spectra of H2 in rho-ZMOF with Li (left), as synthesized with DMA (right) [108]
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adjacent to each other in the narrow channels, and hence differ little in their
interactions with framework atoms.

The analogous binding sites in the non-interpenetrating form are open towards
the large pore, so that binding energies and barriers to rotation are much lower, and
hence the rotational-tunnel transitions in the usual range of MOFs without open-
metal sites, i.e. above 10 meV. The isosteric heat of adsorption [115] in the
interpenetrating structure (8.3 kJmol−1) is nearly twice that of the non-interpene-
trating structure and constant over most of the range of gas loading. The latter is an

Fig. 8.14 Structures of [Cu(bpa)2(SiF6)]n, non-interpenetrating (left) and interpenetrating (right).
Channel dimensions are 10.3 × 10.3 and 3.5 × 3.5 Å, respectively. Surface areas are 3247 and 735
m2g−1, respectively. Reprinted with permission from (T. Pham, K.A. Forrest, K. McLaughlin,
B. Tudor, P. Nugent, A. Hogan, A. Mullen, C.R. Cioce, M.J. Zaworotko, B. Space, J. Phys. Chem.
C 117, 9970 (2013)) [115]. Copyright (2013) American Chemical Society

Fig. 8.15 INS spectra for H2

in [Cu(bpa)2(SiF6)]n, the
interpenetrating form. From
[116]
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important requirement for an adsorption-based hydrogen storage system, and one
that few such materials to date can satisfy.

A direct electronic interaction of H2 with metal centres is, of course, known from
inorganic and organometallic chemistry to be very strong and does in fact lead to
dissociative binding of H2 in most cases. The ability to create coordinatively-
unsaturated metal sites in a MOM by removal of a weakly-bound ligand might
therefore have been expected to significantly enhance hydrogen binding-energies.
INS studies of H2 adsorbed at such sites in a variety of MOFs have indeed revealed
stronger interaction by the observation of larger barriers to rotation with smaller
rotational-tunnelling splittings. The effect is not, however, nearly as large as
anticipated, since the H2 molecule does not approach the metal site very closely.
This was shown directly by powder neutron diffraction experiments on HKUST-1
and on MOF-74 [98, 99, 104, 137].

INS spectra of H2 in HKUST-1 [111] do show evidence for the stronger inter-
action with this open-metal site, with a peak at about 9 meV (Fig. 8.16), which can
then be associated with sorption near the open Cu site. This value is appreciably
lower (and hence the barrier to rotation higher) than in MOF-5, which in turn
reflects the respective isosteric heats of adsorption of 6.8 and 4.8 kJmol−1,
respectively, at the lowest loadings.

Additional features in the INS spectrum have been attributed to secondary
binding-sites in accordance with the structural information, although this process is
not unambiguous. For example, the peak at 12.5 meV may be attributed to
hydrogen at the so-called small pore site, while at higher loadings a peak near the
free-rotor transition may be indicative of several binding sites farther inside the
pores. The precise attribution of these spectral features has, however, been subject
to different interpretations, which can be difficult to resolve.

Fig. 8.16 INS spectra for two loadings of H2 in HKUST-1. Reprinted with permission from (C.M.
Brown, Y. Liu, T. Yildirim, V.K. Peterson, C.J. Kepert, Hydrogen adsorption inHKUST-1: a
combined inelastic neutron scattering and first-principles study,Nanotechnology 20, 204025
(2009)) [118]
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The Cu paddlewheel structural building unit (Fig. 8.8, left) can be found in many
MOFs, some of which have been investigated by INS on adsorbed H2. The rota-
tional transitions for H2 at this open Cu site vary somewhat from that in HKUST-1
depending on structural details of the environment, as, for example, the close
proximity of another paddlewheel unit in Cu6(mdip)3 (mdip = 5,5’-methylene
diisophthalate), also known as PCN-12 [119], where these are observed 7.7 and
8.6 meV.

A remarkable new class of ‘designer MOFs’ have structures with so-called rht
net, which are synthesized from metal ions coordinated to a C3 symmetric ligand
with three coplanar isophthalate moieties. Each isophthalate group is linked to
metal ions to form a square paddlewheel cluster. In rht-MOF-1 a trigonal Cu3O
trimer is liked to three 5-tetrazolylisophthalic acid ligands (Fig. 8.17). This com-
pound therefore contains at least two different open Cu sites, which were identified
from the rotational-tunnelling spectra and computational studies [120]. In this case
the transition associated with the Cu paddlewheel was found to be at 9.7 mev,
compared with about 7 meV for binding sites near the Cu3O trimer.

The increased interaction strength of hydrogen with these open-metal sites arises
primarily from polarization, but falls far short of what one might expect if the
molecule were to coordinate to the metal as in organometallic complexes. To date
this has definitively been achieved only in the post-synthesis modified zeolite
NanAlnSi96–nO192 where 0 < n < 27, also known as ZSM-5. Highly undercoordi-
nated Cu sites can be created by deposition of Cu in some form from the vapour or

Fig. 8.17 5-tetrazolylisophthalic acid ligands, copper paddlewheel and Cu3O trimer units in
rht-MOF-1 [120]
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solution in the pores of the material, whereby Cu-ZSM-5 is created. Cu (II) ions
evidently coordinate to framework O atoms and can be reduced to Cu(I) by thermal
activation. H2 can coordinate to these open Cu ions and form a dihydrogen complex
similar to some organometallic compounds [121], which tend to show very small
rotational tunnelling splittings (Fig. 8.18a) because of the chemical bond formed
with the metal centre. This also requires that the H2 be able to approach the metal to
within at least 1.7–1.8 Å as is indeed shown in the computational model developed
for the open Cu site using the zeolite chabazite (Fig. 8.19) [122].

The coordinated H2 is located at 1.653 Å from the Cu centre, and the H–H bond
has been activated as shown by an elongated H–H distance of 0.804 Å. Heats of
adsorption for binding to Cu(I) in the zeolite have been observed and calculated
[122, 123], to be as high as 70 kJmol−1, more than ten times the typical H2

physisorption energies. The rotational-tunnelling splitting of about *1 cm−1 for
coordinated H2 is about 1/100 of that of hydrogen physisorbed on the walls

Fig. 8.18 H2 in Cu-ZSM-5 a coordinated the Cu(I) and b physisorbed on the walls of chabazite.
The rotational-tunnelling transitions in the two cases differ by a factor of nearly 100. Figure taken
from [123]. Reprinted with permission from (A.J. Ramirez-Cuesta, P.C.H. Mitchell, Cat. Today
120, 368 (2007)) [124]. Copyright (2007) Elsevier

Fig. 8.19 Ab initio computational model for H2 in the zeolite chabazite. For details see [122]
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(*11.5 meV) in the same zeolite [124]. However, only about 40 % of the Cu sites
in the zeolite appear to be able to molecularly chemisorb H2, so that the overall
isosteric heat of adsorption decreases rapidly when the H2 loading increases much
beyond that. Nonetheless, this result may be viewed as a proof of principle in that it
demonstrates that this type of molecular chemisorption offers the greatest hope to
boost binding energies in sorption-based systems to the point where they can store
adequate amounts of hydrogen for ambient temperature operation.

For MOMs to enable this type of binding the metal sites must be more open than
what is provided by just having one vacant binding site. This may be more easily
achieved in the presence of large numbers of defects, or in an amorphous material,
and efforts to this end are well underway [125].

A hybrid type of hydrogen storage medium, which combines sorption of H2 and
binding of H in the solid utilizes the so-called hydrogen spillover effect [126].
While neutron scattering methods would again seem to offer the best approach for
the study of this phenomenon, experiments carried out to date have encountered
difficulties because of the complexity of such media, e.g. metal particles on carbon
supports, and the spillover process itself. The approach taken has been to monitor
changes in the rotational transition band for H2 on the carbon support, and attempt
to detect the dissociated H by INS vibrational spectroscopy [127].

One of the great strengths of neutron scattering methods is that the experimental
results can be connected in a very direct manner to computational studies on
account of the simple form of the interaction of neutrons with the atomic nuclei.
This aspect does not play a role when it comes to determining to location of the
adsorbate molecules, as the experimental probe does not enter the picture, but it
does so in spectroscopy. In this case one may compare actual intensities for the
various transitions or entire spectral profiles with experiment, in addition to their
frequencies.

A number of approaches have been taken in the present case of adsorbed H2, the
simplest of which may be that of rotational barriers. Energies are calculated for
stepwise rotation of the hydrogen molecule with fixed centre-of-mass to obtain the
rotational barrier height. This value is compared with a barrier height given by a
assuming a phenomenological potential which is adjusted to account for the
experimentally observed transitions. For H2 in Cu-ZSM-5 the barriers are 15 and
9 kJmol−1, respectively.

It is, of course, preferable to avoid having to choose a phenomenological potential
for interpreting the experimental transition-frequencies by calculating those directly
from a theoretical potential and making the comparison on the basis of frequencies,
instead of derived barrier-heights. This requires not only an extremely accurate PES
for the adsorbed H2, but also a full quantum dynamical treatment of all of its five
degrees of freedom (two rotational and three translational). A simplification of this
rather challenging computation can be achieved if one makes the assumption that the
rotational degrees of freedom are separable from the centre-of-mass translational
motions. This approach has been taken a number of times, including for HKUST-1
and MOF-74. Translational motion is often treated separately using a harmonic
oscillator model as an approximation. For H2 in MOF-74, for example, the PES was
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derived from a periodic DFT calculation using a van der Waals density functional
method [128], from which the calculated rotational transitions for the main binding
sites near the open metal, as well as two other sites, were obtained in reasonable
agreement with experiment. Translational excitations were calculated separately in a
harmonic model with anharmonic corrections.

The computational methodology for the full five-dimensional, coupled transla-
tional-rotational quantum dynamics for a bound H2 was developed by Bačić and
collaborators [129] and originally applied to cases where the H2 was essentially
trapped in a cage, and where the interaction potentials are well known, such as H2

in C60 [130], and in ice clathrates [131]. In the more general case for molecules with
six degrees of freedom, such as methane, the Schrödinger equation with the fol-
lowing Hamiltonian is solved numerically:

H ¼ � �h
2m

@2

@x2
þ @2

@y2
þ @2

@z2

� �
þ Bj2 þ V x; y; z; h;/; vð Þ ð8:8Þ

where the potential V has to be determined either from empirical forces, or high-
level ab initio calculations, or some combination which includes all relevant
interactions between the adsorbed molecule and the host. To do this for all five or
six degrees of freedom is, however, a lengthy undertaking for many reasons, not the
least of which is the fact the H2 interacts very weakly with its surroundings.

The first application of this methodology to hydrogen adsorbed in a MOF used
PESs for MOF-5 derived in two different ways [132]. While both potentials
reproduced the structural aspects (binding geometries) fairly well, they were found
that a low barrier could facilitate translational motion from the α to the neigh-
bouring γ sites. This is, however, in disagreement both with diffraction experiment,
and INS, which show single site occupancy at low temperature and low loadings.
The full five-dimensional PES was therefore calculated with the γ sites blocked by
other H2 molecules, and translational-rotational transitions calculated within the
PES surface shown (Fig. 8.20). The transition energies obtained agree well with the
experimental. spectrum, and do confirm the conclusion reached from infrared
experiments [133] that the lowest energy peak at 10 meV in the INS spectrum is in
fact a translational excitation. Translational and rotational excitations were found to
be coupled only for transitions to higher levels, as has generally been assumed in
the analysis of the INS spectra described above at low frequencies.

While the comparison based on observed and calculated transition frequencies
described above is indeed rather powerful, the ideal connection between experiment
and theory is one where the computation is extended to produce what is actually
observed in an experiment, namely in this case the INS spectrum itself. This is quite
commonly done for INS vibrational spectroscopy, but has only recently been
accomplished [135] for the full five-dimensional translational-rotational quantum
dynamics of H2, in this case when trapped in the small cage of clathrate hydrate
(Fig. 8.21).
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This is a relatively more favourable case for application of this methodology that
for H2 on interior surface sites in MOF-5, as the molecule is trapped in a well-
defined site, and its interaction with the host, i.e. ice, is rather better known than
with those of MOFs. Nonetheless, this approach holds significant promise for
extracting the maximum amount of information on the interaction of H2 with the
host material from the INS spectra. The significant computational effort involved in
obtaining accurate, multi-dimensional PESs for each binding site, along with
solving the five-dimensional quantum dynamics problem for the energy levels and
displacements does, however, limit its application to select cases at the present time.

Fig. 8.20 Translational PES (left) for H2 in the α-site of MOF-5 (upper right) when the γ-sites are
occupied. Calculated five-dimensional translational-rotational spectrum (stick diagram) for this
case, superimposed on the experimental data [132]

Fig. 8.21 Comparison of the
calculated [135] and
measured [134] INS spectrum
of H2 in the small cage of
clathrate hydrate
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While quasielastic neutron-scattering (QENS) studies have been crucial in the
extensive efforts to reach an understanding of the function of complex hydrides such
experiments have rarely been carried out on sorption based systems. Translational
diffusion of hydrogen in MOFs can readily be observed by QENS [136], but this
may not be of sufficient interest for these system, as it is not in any way a rate-
limiting factor in the operation of a typical sorption-based storage medium. Inves-
tigations of materials with very small pores, or those including hydrogen spillover,
may well require detailed QENS studies in the future for their understanding.

8.4 Concluding Remarks

The use of neutron-scattering methods in atomic, and molecular level character-
ization of virtually all types of potential hydrogen storage materials has provided
remarkably fine detail of their structures and the associated hydrogen dynamics
which would be impossible to obtain by any other single experimental technique.
Hydrogen storage materials are, of course, ideal subjects for neutron scattering
studies on account of the neutron’s sensitivity to hydrogen, the fact that both
diffraction and spectroscopic investigations can readily performed, and that this can
be done under a wide range of experimental conditions (pressure, temperature,
hydrogen content) with relative ease.

In the case of complex and chemical hydrides it is the knowledge of hydrogen
positions in the various crystal structures, identification of the nature of the
H-species, in part by INS studies together with computation, nature of diffusive
processes, either self-diffusion or aided by reorientations, which have helped to
develop some tentative picture of possible discharge-processes in a number of
important systems, and in some cases regeneration paths as well. A large number of
important questions remain to be answered in detail, most notably perhaps, the role
of the catalyst where it is necessary for the function of the material.

Neutron scattering studies of sorption-based storage systems have provided a
wealth of detail of the mainly weak interactions of hydrogen molecules with the
various host systems. Perhaps the most noteworthy aspect of these investigations is
the remarkable sensitivity of the rotational tunnelling transition of the adsorbed H2

molecules, that can readily be observed by INS, and are found to range over more
than two orders of magnitude. While we typically observe a higher barrier to
rotation for a more strongly-bound molecule, we note that these barriers are not
directly related to the centre-of-mass binding energies of the hydrogen molecule,
but to angle-dependent interactions with the host. Nonetheless, these can be coupled
by computational studies, which include the development of multi-dimensional
potential energy surfaces. The effort to obtain such PESs and to understand
hydrogen sorption in MOFs and other porous media by computational analysis has
therefore spawned an extensive theoretical work to improve treatment of non-
bonded, or mainly dispersive, interactions in DFT methods, which have long been
overdue in the study of many other weakly-interacting systems.
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Much of the detailed interpretation and computational analysis of some of the
results described above depend on the fact the vast majority of the materials under
investigation are crystalline so that the positions of the atoms can be known. These
must be known, for example, as a starting point for most theoretical modelling
studies. Difficulties do arise from the presence of disorder or various types, and the
very large zero-point and thermal motion of the weakly bound hydrogen molecules
in sorption-based systems. This problem becomes less and less tractable for storage
systems that are amorphous, or for the liquid carriers, including those, which have
chemical hydrides in suspension. Structural studies of amorphous and liquid sys-
tems by the well-established pair distribution function (PDF) approach are therefore
likely to become more common, as these approaches to hydrogen storage gain in
importance. Structural results from these techniques (preferably a combination of
neutron PDF for H and other light atoms, and X-ray PDF for heavier atoms) are
probabilistic in nature rather than giving accurate positional parameters, but do bear
a direct relationship to molecular dynamics simulations by way of comparisons of
observed and calculated pair-correlation function. Spectroscopic studies by INS will
suffer from inhomogeneous broadening of the lines from the disordered structures,
and the fact that it is usually best done at low temperatures. Quasielastic neutron
scattering may become more important in these cases as well, but may depend even
more critically on molecular-dynamics simulations.

We can certainly expect that neutron scattering methods in conjunction with
computational analyses will continue to play the pivotal role in the ultimate
development and design of a practical, materials-based hydrogen storage system for
mobile applications, which at this time is viewed as a long-range solution to this
problem. In the near term, however, highly compressed hydrogen gas at room
temperature is the storage medium of choice for most of the experimental, and
commercial (starting in 2015) hydrogen powered fuel-cell cars, including battery
hybrids, on the road.
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Part III
Energy Use

Extracting the electrical energy from the simple reaction between hydrogen and
oxygen to produce water is an extremely attractive proposition, which is exactly
what a fuel cell does:

2H2 + O2—> 2H2O + electricity + heat
A basic fuel cell consists of an anode and a cathode separated by an electrolyte

as shown in Fig. 9.1 of the following chapter. At the anode, hydrogen is separated
into protons and electrons, and because the electrolyte only conducts protons,
electrons are forced through an external circuit, providing the current to do work. At
the cathode, oxygen reacts with protons and electrons to produce water and heat. It
is possible to capture the heat for cogeneration, leading to overall efficiencies as
high as 90%. Fuel cells are fundamentally more efficient than combustion systems,
and efficiencies of 40–50% are gained in today’s applications. We note that the
ubiquitous internal combustion engine used in transport has an efficiency below
20%. The main challenge facing fuel cell use is probably system cost, with esti-
mates for automotive applications being *$50/kW, compared with the *$30/kW
that is required to make fuel-cells favourable over internal combustion. Internal
combustion engines are highly developed and matching their durability, reliability,
weight and infrastructure with fuel cells is a considerable hurdle to the commercial
uptake of fuel cells, but one which can be overcome by understanding the funda-
mental limitations of fuel cells.

Fuel cells are typically distinguished by the type of electrolyte used in charge
transport. The major classes of fuel cells include: alkaline fuel cells (AFC), solid
oxide fuel cells (SOFC), phosphoric acid fuel cells (PAFC), molten carbonate fuel
cells (MCFC) and proton-exchange (or polyelectrolyte) membrane fuel cells
(PEMFCs). In Chap. 9 we concentrate on solid oxide fuel cells (SOFC) which use
ceramic materials as the electrolyte, enabling their operation at high temperatures
using a variety of fuels. Higher temperatures are required for adequate diffusion
rates of protons and other charged species, which are measurable via neutron
scattering, but impose materials problems and significant start-up delays.
Chapter 10 presents neutron scattering studies of the operation of PEM fuel cells,

http://dx.doi.org/10.1007/978-3-319-06656-1_9
http://dx.doi.org/10.1007/978-3-319-06656-1_9
http://dx.doi.org/10.1007/978-3-319-06656-1_10


where the aqueous environment provides rapid diffusion of the charged species at
much lower temperatures, but poses other challenges. These two fuel cell chapters
make use of a wide range of neutron techniques because they are concerned with
structure and dynamics over a variety of length scales, from atomic through to
macroscopic. The reader is referred to Chap. 1 for an outline of these techniques for
a more thorough description. Chapter 9, in particular, is an excellent demonstration
of how combining information from a variety of neutron techniques of analysis
leads to a more complete understanding of structure/dynamics-function relations.
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Chapter 9
Neutron Scattering of Proton-Conducting
Ceramics

Maths Karlsson

Abstract This chapter aims to demonstrate the important role that neutron scattering
now plays in advancing the current understanding of the basic properties of
proton-conducting ceramic separator-materials for future intermediate-temperature
fuel cells. In particular, the breadth of contemporary neutron scattering work on
proton-conducting perovskite-type oxides, hydrated alkali thio-hydroxogermanates,
solid acids, and gallium-based oxides, is highlighted to illustrate the range of
information that can be obtained. Crucial materials properties that are examined
include crystal structure, proton sites, hydrogen bonding interactions, proton
dynamics, proton concentrations, and nanoionics. Furthermore, the prospectives for
future neutron studies within this field, particularly in view of the latest developments
of neutron methods and the advent of new sources and their combination with other
techniques, are discussed.

9.1 High-Temperature Fuel Cells and the Strive Towards
Intermediate Temperatures

A particularly promising, yet challenging, clean-energy technology is the solid
oxide fuel-cell (SOFC) [1–9]. At the heart of this device is an oxide-ion or proton-
conducting oxide electrolyte, which is sandwiched between two porous electrodes
(the anode and cathode). The working principle of the SOFC is based on the
chemical reaction of hydrogen (at the anode) and oxygen (at the cathode) to pro-
duce electricity and water, working temperatures being in the range
*800–1,000 °C. The electrolyte does not conduct electrons, but is permeable to the
diffusion of either oxide ions or protons. Schematics of SOFCs based on oxide-ion
and proton-conducting electrolytes are shown in Fig. 9.1.
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In the 1990s the Siemens Westinghouse SOFC, consisting of an oxide-ion con-
ducting yttria-stabilized zirconia (YSZ) electrolyte, a lanthanum strontium manga-
nite cathode, and a nickel-YSZ cermet anode, in a unique tubular design, was
developed and is now commercially available [1, 10, 11]. Thanks to its high oper-
ation temperature, which offers the advantages of fuel flexibility (existing fossil fuels
can be used) and high energy-conversion efficiency, the SOFC is particularly
attractive for use in combined heat and power applications or efficiently coupled with
gas turbines. However, the high operation-temperature also has disadvantages, such
as a long startup time, durability issues, and the need for relatively expensive
component materials. Therefore, in more recent years, much research has focused on
trying to reduce the operation temperature of the SOFC to the so-called intermediate
temperature range between approximately 200 and 500 °C. Such a reduction in
operating temperature would have a beneficial impact on the total cost and the
durability of the fuel cell, as problems associated with thermal cycling and perfor-
mance degradation would be reduced and it would be possible to use cheaper
materials in interconnects and heat exchangers [12]. Lowering the temperature
would also shorten the startup time of the fuel cell, which is of particular importance
for mobile applications. Further, in comparison to low temperature (<100 °C)
polymer-electrolyte membrane fuel cells (PEMFCs) [13], a temperature of 200 °C is
high enough in order to allow for the use of smaller amounts of expensive platinum
to catalyze the electrode reactions [12]. In fact, intermediate-temperature fuel-cell
technology has the unique potential to be used both for stationary combined heat and
power systems and for hybrid and plug-in hybrid vehicles and are indeed expected to
produce energy densities per volume and specific energy per weight significantly
larger than state-of-the-art Li ion and Ni metal hydride batteries [14].

However, it is discouraging that any decrease of the operation temperature of
SOFCs results in a decreased power density of the device, mainly due to a lowering
of the ionic conductivity of the electrolyte. Targeted conductivities exceed

Fig. 9.1 Schematics of the operation of a SOFC utilizing a oxide-ion and b proton-conducting
electrolyte
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0.01 Scm−1,1 and in this respect proton-conducting ceramics emerge as the main
candidate electrolytes for SOFCs. However, despite intense research, the conduc-
tivities of even the best proton-conducting ceramics are still one to two orders of
magnitude below the target. This can be appreciated from Fig. 9.2, which displays
the conductivities for the state-of-the-art ionic conductors over a wide temperature
range, including electrolytes for low temperature PEMFCs and high-temperature
SOFCs, i.e. the more mature fuel-cell technologies. A significant advancement in
relation to the conductivity of present day proton-conducting ceramics is therefore
critical to future breakthroughs in the development of next-generation fuel-cell
technology, operating in the intermediate temperature range. Such an enhancement
depends on increasing the understanding of the fundamental science of key mate-
rials aspects such as crystal structure and proton-conduction mechanisms, in the
most promising classes of materials, and the exploration of novel and completely
new systems. For this purpose, neutron scattering is a powerful tool that has been
applied successfully to studies of both oxide-ion and proton-conducting materials,
and its role in this area of research is vast.

Fig. 9.2 Conductivity of state-of-the-art electrolytes over a wide temperature range. Note the gap
of highly-conducting materials in the temperature range *100–500 °C. The figure is redrawn and
modified from Ref. [15], copyright Wiley, 2002. The conductivity of Cs2GeS2(OH)2∙yH2O is
taken from Ref. [16]

1 To ensure that the total internal resistance (electrolyte + electrodes) of a fuel cell is sufficiently
small, the target value for the areal specific-resistivity of the electrolyte is set at 0.15 Xcm2. Oxide
films can be reliably produced using conventional ceramic fabrication routes at thicknesses
down to *15 lm. It follows that the specific conductivity of the electrolyte must exceed
0.01 Scm�1 [1].
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The aim of this chapter is not to give an exhaustive account for all the neutron
scattering studies in this field, nor is it aimed at providing a review of SOFC
technology, as excellent reviews can be found elsewhere [1–9]. Rather, this chapter
centres on proton-conducting ceramics as separator materials for intermediate-
temperature fuel cells and aims to give a flavour of how a variety of neutron methods
can be used to reveal the details of structures and proton dynamics in this class of
energy-relevant materials. In particular, the scope of contemporary structural and
dynamical studies of perovskite-type oxides, known as the most promising class of
proton-conducting ceramics for intermediate temperature fuel-cell applications, will
be reviewed. This is followed by a concise review of selected examples of studies of
other classes of promising candidate materials, such as hydrated alkali thio-hy-
droxogermanates, solid acids, and lanthanum gallates, to illustrate the breadth of
information that can be obtained. The chapter finishes with my personal thoughts on
prospectives for future work in this timely area of research. The chapter may be
viewed as an extended version of my recent publication in Dalton Trans. [17].

9.2 Proton-Conducting Perovskites

The first report on proton conduction in perovskite-structured oxides dates back to
1981, when Iwahara and co-workers [18] showed that the perovskites SrCeO3 and
BaCeO3 exhibit high proton-conductivities in hydrogen-containing atmospheres
and may be applicable as electrolytic membrane in electrochemical cells such as
fuel cells, steam electrolyzers, and gas sensors. Although BaCeO3 has remained a
benchmark for high proton-conductivity in perovskites, many other related mate-
rials have been developed and found to be proton conducting. Examples include
more complex perovskites such as Ba3Ca1:18Nb1:82O8:73 [19–21], rare earth oxides
such as Er2O3 [22], and pyrochlore-type oxides such as La2Zr2O7 [23, 24].

9.2.1 The Perovskite Structure

The basic chemical formula of perovskite-type oxides is ABO3, where A represents
a relatively large cation with oxidation state +1, +2, or +3, and B is a cation with
oxidation state between +1 and +7. For proton-conducting perovskites, A is usually
+2 (e.g. Sr2þ or Ba2þ) and B is usually +4 (e.g. Ce4þ or Zr4þ). The “ideal”
perovskite structure is defined by a cubic lattice of corner-sharing BO6 octahedra
and 12-fold coordinated A site ions, see Fig. 9.3a. A cubic structure is, however,
typically observed only if the sizes of the cations are compatible with the sizes of
their respective interstices, and if not, the perovskite adopts a structure of lower
symmetry. The deviation from cubic symmetry may be quantified with the
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Goldschmidt factor, tG, which has a value of one or close to one for a cubic
perovskite [25].2

9.2.2 The Incorporation of Protons

Loading protons into the perovskite structure depends on acceptor doping at the B
site [26]. Acceptor doping, such as when In is substituted for Zr in BaZrO3, creates
an oxygen-deficient structure, which under elevated temperature and humidity
absorbs water dissociatively so that oxygen vacancies fill with hydroxyl groups and
the remaining protons bind to other oxygens in the structure [26]. In the Kröger-
Vink notation [27] this reaction is written

H2Oþ V��
O þ O�

O , 2ðOH�
OÞ; ð9:1Þ

where V��
O denotes an oxygen vacancy, O�

O denotes a lattice oxygen, and OH�
O

denotes a proton bound to a lattice oxygen (the superscripts � and � denote positive
and neutral charges, respectively). The protonation process is shown schematically

Fig. 9.3 a Schematic of the cubic ABO3-type perovskite structure showing the octahedrally
coordinated B4+ ions within BO6 octahedra and the 12-fold coordinated A2+ ions. b Schematic of
doping with In3+ at the Zr4+ site in cubic-structured BaZrO3, followed by the incorporation of
protons through hydration in a humid atmosphere. c Schematic of the two principal steps of the
proton-conduction mechanism in hydrated perovskites

2 tG = (RA + RO)/
ffiffiffi
2

p
(RB þ RO), where RA is the ionic radius of the A ion, RB is the ionic radius

of the B ion, and RO is the ionic radius of oxygen [25].
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in Fig. 9.3b. At elevated temperature, the protons are not stuck to any particular
oxygen but move rather freely from one oxygen to another, as described further
below, resulting in a high conductivity of the material.

9.2.3 Proton Mobility

The dynamical picture of the proton-conduction mechanism in hydrated perovskites
started to emerge in the mid-nineties and is mainly based on results obtained from
molecular-dynamics simulations [28–31] and quasielastic neutron scattering
[32, 33]. On a local scale, the protons jump between neighbouring oxygens, with an
intermediate reorientational motion of the −OH group in between jumps (a sche-
matic is shown in Fig. 9.3c), whereas at the longer length-scale the protons diffuse
as a series of such jumps and reorientations. However, the effect of dopant atoms on
the local chemistry and structure, as well as the resultant symmetry reduction and
proton-defect interactions, complicate the description of the proton conductivity
and such effects are not completely understood for even the simplest perovskite
systems.

A key parameter for long-range proton diffusion is the hydrogen bonding
experienced between a proton and a neighbouring oxygen, since the transfer
between neighbouring oxygens is a hydrogen-bond mediated process, whereas the
reorientational motion of the −OH group requires the breaking of such bonds. The
proton diffusivity is further affected by the vibrational dynamics of the proton. More
specifically, the proton performs localized O–H stretch and O–H wag vibrations,
which may be seen as precursors to the transfer and reorientational step, respec-
tively. There is also a coupling of the proton motions to the phonons of the
perovskite host lattice [30, 34]. Hence, the hydrogen bonding, vibrational
dynamics, and long-range proton diffusion are, most likely, strongly correlated.

9.2.4 State-of-the-Art of Proton-Conducting Perovskites

The highest proton-conductivities in polycrystalline samples of perovskite-struc-
tured oxides are generally found in barium cerates (BaCeO3-based compounds),
however, these materials react with CO2 and/or H2O at intermediate temperatures to
form BaCO3 (or Ba(OH)2) and CeO2 and therefore degrade with time. Hence, they
are poorly suited for use in fuel cells [26]. Strategies to increase the chemical
stability of such materials include substitution (doping) of different types of atoms,
but improvements are generally small. In comparison, barium zirconates (BaZrO3-
based compounds) show excellent chemical stability in CO2 and H2O-containing
atmospheres and are in this respect more suitable for use in fuel cells from an
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application point of view. The conductivity of one specific barium zirconate,
namely 10 % Y-doped BaZrO3 (included in Fig. 9.2), indeed exhibits the highest
bulk proton-conductivity reported for any oxide material [26]. However, barium
zirconates are difficult to sinter, which implies that barium zirconate samples
contain a relatively-large volume of grain boundaries, which decrease the total
conductivity [26, 35–38]. The sinterability of barium zirconates may be enhanced
with the use of sintering aids [36, 39] or by the introduction of a second dopant at
the B site of the perovskite [40, 41], however, the bulk conductivity is then typically
lowered.

9.3 Neutron Scattering of Proton-Conducting Perovskites

The development of new perovskite structures with improved conductivity,
thermodynamical stability, and sinterability, depends on the exploration of new
classes of compounds as well as an increased understanding of the basic science of
those materials already known. Such investigations should elucidate key material
detail such as crystal structure, proton sites, proton concentrations, hydrogen-
bonding interactions, and the mechanics of proton dynamics on different time- and
length-scales, as well as to clarify how these details correlate with each other. For
this purpose, neutron scattering offers the unique potential to access simultaneously
information in both space and time, through the momentum (�hQ) and energy (�hE)
transferred in the scattering event, respectively. This combination makes neutron
scattering a powerful tool for investigating structures (using neutron diffraction
(ND)), vibrational dynamics and hydrogen-bonding interactions (using inelastic
neutron scattering (INS)), and diffusional dynamics (using quasielastic neutron
scattering (QENS)). Neutrons can also be used to obtain details concerning the
proton concentration in the sample through prompt-gamma activation analysis
(PGAA). Therefore, neutrons offer good opportunities to advance the understanding
of state-of-the-art proton-conducting perovskites. In this context, the remainder of
this chapter aims to give a flavour of the important role that neutron methods play in
providing a deep insight into the functionality of these materials. Emphasis is put on
barium zirconates, due to their great promise for fuel-cell applications.

Examples of recent neutron work on proton-conducting perovskites, which are
here briefly reviewed, include studies of proton sites and local structures using ND
(Sect. 9.3.1), studies of vibrational proton dynamics and hydrogen-bonding inter-
actions using INS (Sect. 9.3.2), studies of proton diffusion using QENS
(Sect. 9.3.3), and studies of proton concentrations using PGAA (Sect. 9.3.4). No
attempt has been made to be complete in this work, with the aim rather to highlight
the different types of information that can be obtained using neutrons.
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9.3.1 Neutron Diffraction

ND has been widely applied to study proton-conducting perovskites. More fre-
quently, Rietveld refinement using conventional neutron powder diffraction data is
applied, and in some cases, is used to understand how the structure may change
with temperature and/or surrounding atmosphere. ND is of paramount importance
for studies of proton-conducting perovskites due to its ability to determine proton
sites, with both Rietveld and pair-distribution function (PDF) analysis of neutron
total-scattering data being applied.

9.3.1.1 Determination of Proton Sites

Knowledge about proton sites is essential to understand the properties of proton-
conducting oxides, whether it be the local proton-dynamics, hydrogen-bonding
interactions, or macroscopic proton-conductivity. Some early examples of ND
measurements on proton-conducting perovskites in this area include by Knight [42]
who reported on BaCe0:9Y0:1O2:95, Sata et al. [43] who reported on Sc-doped
SrTiO3, Sosnowska et al. [44] who reported on Ba3Ca1:18Nb1:82O9�d, and Kendrick
et al. [45] who reported on La0:6Ba0:4ScO2:8. More recently, Ahmed et al. [46]
reported on BaZr0:50In0:50O3�d, whilst Azad et al. [47] reported on
BaCe0:4Zr0:4Sc0:2O2:9. One may note that most of these studies were performed on
samples which were deuterated rather than hydrated, in order to reduce the inco-
herent scattering and transform the scattering into a useful signal, which increases
the chance of locating the positions of protons even in systems with low proton-
concentration.

To give a representative example of the previous work we turn to the neutron
powder diffraction measurements by Ahmed et al. [46] on BaZr0:50In0:50O3�d. As
pointed out by the authors, the Rietveld analysis of the ND patterns (Fig. 9.4a)
indicated no departure from cubic Pm�3m symmetry. However, further analysis
showed that the material is phase-separated into a deuterium-rich and non-deuter-
ated phase with phase fractions of 85 and 15 %, respectively.

To determine the deuterium positions in the deuterium-rich phase, the authors
calculated the Fourier-difference maps by taking the difference between simulated
(with no deuterium in the structural model) and experimental data in reciprocal
space; the Fourier-difference map taken at z ¼ 0 is shown in Fig. 9.4b. Here, the
positive peak at approximately (0.5, 0.2, 0) in Fig. 9.4b is consistent with the
positive scattering-length of deuterium, suggesting that this is the deuterium site.
However, from a closer analysis of the neutron data, it was found that the missing
scattering density is distributed anisotropically within the ab plane, which suggests
instead delocalization of the deuterium atom at the 24k site. It follows that there are
eight equivalent deuterium-sites around each oxygen, which are tilted towards a
neighbouring oxygen [46]. Such tilting increases the tendency for the formation of a
strong hydrogen-bond between the deuterium and the oxygen towards which it is
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tilted (c.f. Fig. 9.5a) and is consistent with results obtained both from first-principles
calculations and infrared spectroscopy [48].

Further structural refinements based on the diffraction patterns revealed highly-
anisotropic atomic displacement parameters (ADPs) of the oxygen atoms, as
illustrated in Fig. 9.5b, as well as the deuterium site occupancy. The large ADPs

Fig. 9.4 a ND pattern for deuterated BaZr0.50In50O3−δ, obtained on the D2B instrument at the
Institut Laue-Langevin in Grenoble, France, as reported by Ahmed et al. [46]. Crosses are
experimental data, lines are calculated and difference plots (through the data and at the bottom,
respectively). The lower set of tick marks indicates the position of calculated reflections for the
deuterated phase with no deuterium position defined in the structural model, whereas the upper set
of tick marks are those of the non-deuterated phase. The inset shows a close-up of the significant
discrepancies between calculated and observed intensities reflecting the absence of D in the
structural model. b Fourier-difference maps taken at z ¼ 0, showing missing positive scattering-
density attributed to D. The positive peak, marked as D, is located at approximately (0.5, 0.2, 0).
Map size from centre of edge is set to the unit-cell parameter, *4.2 Å. Contour lines are drawn at
0.0132, 0.0264, 0.0396, 0.0528, and 0.0660 fm Å−1. Reprinted with permission from (I. Ahmed,
C.S. Knee, M. Karlsson, S.G. Eriksson, P.F. Henry, A. Matic, D. Engberg,L. Börjesson, J. Alloy
Compd. 450, 103 (2008)) Ref. [46], copyright Elsevier

Fig. 9.5 a Representation of the refined 24k structural site for the deuteron in the deuterium-rich
phase of the deuterated sample of BaZr0.50In0.50O3−δ at 5 K. b Schematic picture of the ADPs of
oxygen ions in deuterated BaZr0.50In0.50O3−δ. Reprintedwith permission from (I. Ahmed, C.S. Knee,
M. Karlsson, S.G. Eriksson, P.F. Henry, A. Matic, D. Engberg,L. Börjesson, J. Alloy Compd. 450,
103 (2008)) Ref. [46], copyright Elsevier
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reflect static, localized, displacements of the oxygen ions around their ideal site in a
cubic structure and most likely result from the structural disorder as induced by the
difference in size between Zr4þ and In3þ [46]. Similarly, large ADPs have been
obtained elsewhere for the composition BaZr0:33In0:67O3�d and those results were
also attributed to static-disorder effects [49]. To conclude, the authors not only
succeeded in determining the location and concentration of protons (deuterons) in
the perovskite structure, but also revealed the presence of pronounced short-range
structural distortions of the average cubic perovskite-structure, which are likely to
affect considerably the proton transport in the material. More detailed information
about the local structure, however, needs the use of more local probes, such as PDF
analysis of neutron total-scattering data, which is highlighted below.

9.3.1.2 Local Structural Studies with Neutron Total Scattering

The “extra” scattering between Bragg peaks adds information about the structure on
a local scale and is therefore of high importance for structural studies of proton-
conducting perovskites when the material is not fully periodic, such as when dis-
order is present. In particular, the pair-correlation function GðrÞ is sensitive to key
structural details, such as bond distances and angles, the symmetry of structural
distortions, and oxygen and/or cation ordering, for example. The initial neutron
total-scattering experiments coupled to PDF analysis of proton-conducting per-
ovskites were done by Malavasi et al. [50, 51] on undoped and Y-doped BaCeO3.
For the undoped material, the neutron total-scattering data suggests no difference
between the long-range orthorhombic Pnma structure as determined by Rietveld
refinement and the short-range structure as determined from PDF analysis,
regardless if the sample is hydrated or not [51].

The good agreement between the long-range and short-range structures may be
appreciated from Fig. 9.6, which, for the dry undoped material, shows the good fit
of the Pnma model obtained from Rietveld refinement to GðrÞ. For the dry Y-doped
material, however, the fit of the Pnma model is less satisfactory, c.f. Fig. 9.7a. For
this material, the authors instead found an excellent agreement between the GðrÞ
and a structural model based on the lower-symmetry space group P21 (see
Fig. 9.7b), indicating local regions around the Y dopant of such symmetry [51].
Moreover, it was found that the Y-doped material returns to the orthorhombic Pnma
structure upon hydration, suggesting that the source of local structural distortion is
mainly due to Y-induced oxygen vacancies and not linked directly to the substi-
tution of cations [51]. Since the local structure around the proton can be expected to
correlate strongly with the mechanistic detail of proton dynamics, such local
structural information is of high interest and indeed crucial for the tailoring of new
materials with higher proton-conductivities. The importance of understanding the
details of local structure may be exemplified by the 10 % Y- and Sc-doped BaZrO3

materials, which both exhibit an average cubic structure, but for which the proton
conductivity differs by several orders of magnitude [52].
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Fig. 9.6 Fit of the pair-correlation function of dry BaCeO3, using the Pnma model obtained from
Rietveld refinement. Blue circles represent the experimental data, the red line the calculated data,
and the green line the difference between the two. Reprinted with permission from (L. Malavasi,
H.J. Kim, T. Proffen, J. Appl. Phys. 105, 123519 (2009)) Ref. [51], American Institute of Physics

Fig. 9.7 Fit to GðrÞ of dry Y-doped BaCeO3, using a Pnma model a and P21 model b. Regions
with a marked difference between experimental data (blue line) and calculated quantity (red line)
are highlighted with arrows. Note the better agreement when using the P21 model. The green line is
the difference between the model and the calculation. Reprinted with permission from (L. Malavasi,
H.J. Kim, T. Proffen, J. Appl. Phys. 105, 123519 (2009)) Ref. [51], American Institute of Physics
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9.3.2 Inelastic Neutron Scattering Studies of Vibrational
Proton-Dynamics

The first INS study on proton-conducting perovskites was done by Karmonik et al.
[53] who investigated vibrational proton-dynamics in SrCe0:95M0:05O3�d (M ¼ Sc,
Ho, Nd). The INS spectra of the materials are reprinted in Fig. 9.8a and reveal O–H
wag modes at around 115 (Sc) and 105 (Ho) meV. For the Nd-doped equivalent,
the O–H wag band overlaps with a band at *80 meV. It appears that the frequency
of the O–H wag mode shifts to higher wavenumbers with decreasing size of the
dopant cation (Nd ! Ho ! Sc), indicating that this band is related to protons in the
vicinity of such atoms [53]. This behaviour was later validated by Yildrim et al.
[54], who performed lattice-dynamics calculations on a

ffiffiffi
2

p � ffiffiffi
2

p � 1 supercell of
SrCeO3, replacing one Ce by Sc + H to give a supercell of Sr8Ce7ScHO24, whose
composition is close to that of the real material. In particular, the authors calculated
the vibrational spectrum for the hydrogen at the undoped (U) and doped (D) site
and by comparing the experimental and calculated spectra (Fig. 9.8b) it could be
confirmed that the O–H wag mode at *120 meV indeed is associated with protons
close to dopant (Sc) atoms, whereas the O–H wag mode at lower frequency,
*80 meV, is associated with protons in the vicinity of host-lattice Ce atoms [54].

Fig. 9.8 a INS spectra of hydrated samples of SrCeO3 and SrCe0.95M0.05O3−δ (M = Sc, Ho, Nd),
revealing three well-defined vibrational bands in the energy ranges 20–60, 60–90, and
100–140 meV. b Comparison of the INS spectrum of hydrated SrCe0.95M0.05O3−δ (top) and the
calculated spectrum of Sr8Ce7ScHO24. Lines shown at the bottom are the contributions from the
H–MO6 clusters, where M = Ce (U site) and M = Sc (D site). The figure is modified and reprinted
with permission from (T. Yildrim, B. Reisner, T.J. Udovic, D.A. Neumann, Solid State Ionics 145,
429 (2001)) Ref. [54], copyright Elsevier
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More recently, Karlsson et al. [55] addressed the question of how the O–H wag
frequency depends on the dopant concentration. Specifically, the authors performed
a systematic INS study of the BaInxZr1�xO3�x=2 (x ¼ 0:20, 0.50, and 0.75) system,
which exhibits an average cubic Pm�3m symmetry independent of the In concen-
tration. The INS spectra are shown in Fig. 9.9a. It can be seen that the O–H wag
vibrations show up as a strong, broad, band between approximately 600 and
1,300 cm�1, whilst the peak-fit analysis presented in Fig. 9.9b shows that this band
can be decomposed into three Gaussian components. Figure 9.9c shows the In
concentration dependence of the relative intensities of the three peak fitted Gaus-
sians. A significant redistribution of intensity amongst the three Gaussians as the In
concentration is varied can be observed (the total integrated-intensity of the O–H
wag band increases linearly with increasing In concentration [55]). Most interest-
ingly, there is an increased contribution from the two high-frequency components
to the overall spectrum, reflected by a band broadening towards higher frequencies,
whereas the width and position of each individual Gaussian are found to be
essentially independent of the In concentration [55]. The increase in total intensity
of the O–H wag band results from the increasing concentration of protons in the
sample, whereas the increased contribution of the high-frequency modes is due to
an increased fraction of protons in more or less strongly hydrogen-bonding con-
figurations [55]. The formation of strong hydrogen-bonds is believed to be the
result of dopant atoms and/or oxygen vacancies in the vicinity of the protons, which
act as charged defects, pushing the proton towards a neighbouring oxygen and
increasing the tendency for hydrogen-bond formation [55]. However, the presence
of such strongly hydrogen-bonding configurations may equally well be the result of
tilts and/or rotations of oxygen octahedra induced by doping at the acceptor-atom
site, which is of purely static origin [56]. Whatever the case, the formation and
breaking of hydrogen bonds are crucially important for long-range proton transport,
since proton transfer is a hydrogen-bond mediated process. Thus, information about
the nature of hydrogen bonds, which can be derived from the O–H stretch and O–H
wag frequencies, and how they link to the structural and dynamical details of the
material, is highly valuable. Moreover, O–H stretch and O–H wag mode fre-
quencies are useful in computer simulations, where they are utilized as prefactors in
transition-state models to estimate the rates of proton transfer and −OH reorien-
tational motion, respectively [57].

Further information about the behaviour of protons in the perovskite lattice may
be derived from the temperature dependence of the INS spectra. In this regard,
Karlsson et al. [55] performed a variable-temperature study on BaZr1�xInxO3�x=2

(x ¼ 0:20). The INS spectra measured at T ¼ 30, 100, 200, and 300 K are shown in
Fig. 9.9d. As can be seen the spectra measured at the four different temperatures
look essentially the same, which suggests that there is only a small change of the
Debye-Waller factor as the temperature is raised from 30 to 300 K, i.e. the total root
mean-square displacement, UT, increases only slightly within this temperature
range [55]. The weak temperature-dependence of UT indicates that there is no
particular difference between the proton dynamics in this material at 30 and 300 K.
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Since it is unlikely that the protons undergo long-range diffusion at 30 K, it follows
that this is also the case at 300 K. This is in agreement with the generally low
proton-conductivity for barium zirconates at these temperatures [26, 52].

Fig. 9.9 a INS spectra for hydrated and dry samples of the BaInxZr1�xO3�x=2 (x ¼ 0:20, 0.50, and
0.75) perovskite system, measured at T ¼ 30 K. b Peak fit of the baseline-corrected spectrum of
BaInxZr1�xO3�x=2 (x ¼ 0:75). c Relative integrated-intensities of the three Gaussian components
as a function of x. Lines are linear fits and serve as guides for the eye. d The INS spectrum of
BaInxZr1�xO3�x=2 (x ¼ 0:20) shown for T = 30, 100, 200, and 300 K. The spectra have been
separated vertically. Reprinted with permission from (M. Karlsson, A. Matic, S.F. Parker, I.
Ahmed, L. Börjesson, S.G. Eriksson, Phys. Rev. B 77, 104302 (2008)) [55], copyright American
Physical Society
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9.3.3 Quasielastic Neutron Scattering

Quasielastic neutron scattering (QENS) has played a central role in understanding the
nature of proton dynamics in proton-conducting perovskites. The usefulness of the
technique comes from the fact that it gives access to the relevant time- and length-
scales on which the atomic-scale dynamics of protons typically occur. In addition, the
very large neutron-scattering cross section of protons provides a good contrast in
experiments and enables studies of systems containing only small amounts of protons.

9.3.3.1 Studies of Local-Diffusional Proton-Dynamics

The majority of QENS studies on proton-conducting perovskites have been per-
formed with the use of either time-of-flight or backscattering methods [58]. These
methods give access to the picosecond timescale, extended to *1 nanosecond in
some cases, in which local diffusional-dynamics have been observed, although data
have also been interpreted in terms of translational diffusion [59, 60]. The first work
was done by Hempelmann et al. [32, 33] for SrYb0:05Ce0:95O2:975, where rotational-
diffusional motion of the −OH group was observed. These results gave support for
molecular-dynamics simulations, which suggested that the proton-conduction
mechanism in hydrated perovskites involves proton jumps between neighbouring
oxygens and rotational diffusion of the −OH group between proton transfers
[28–31]. Later, Groß et al. [61] reported on localized diffusional proton-dynamics in
BaZr0:85M0:15O2:925 (M ¼ Y, In, and Ga), Pionke et al. [59] reported the proton self-
diffusion constant for protons in Ba[Ca0:39Nb0:61]O2:91, and similarly, Wilmer et al.
[62] presented results for BaY0:10Zr0:90O2:95. Braun et al. [60], reported two dif-
ferent activation energies for proton diffusion in BaY0:10Zr0:90O2:95 at different
temperature ranges, Colomban et al. [63] reported a change in local proton-
dynamics across a structural phase transition of (Ba/Sr)Zr1�xLnxO3�d, whilst
Karlsson et al. [64] reported a relatively-small difference in the activation energy for
local proton-dynamics depending on the choice of dopant atom in BaM0:10Zr0:90
O2:95 (M ¼ Y and Sc). This collection of examples illustrates the success of time-
of-flight and backscattering methods to study the local diffusional proton-dynamics
in proton-conducting oxides. However, to reach the long time-scale of several
nanoseconds needed to study the long-range translational proton-diffusion on an
atomic length-scale (*1–30 Å), another QENS method, namely neutron spin-echo
(NSE) spectroscopy, is required.

9.3.3.2 Studies of Long-Range Diffusional Proton Dynamics

NSE offers a unique opportunity to obtain information about dynamical processes on
different timescales, e.g. from the elementary processes of the proton-conduction
mechanism occurring on the picosecond timescale to the long-range translational
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diffusion of protons occurring on the nanosecond timescale, simultaneously. Despite
these advantages, the first application of NSE to investigate proton-conducting
ceramics was relatively recent, in 2010 when Karlsson et al. [65] reported proton
dynamics in hydrated BaY0:10Zr0:90O2:95. Figure 9.10a shows the intermediate-
scattering function, IðQ; tÞ, at different temperatures (521–650 K) at the Q-value of
0.3 Å�1, within the time-range of 0.2–50 ns. The IðQ; tÞ is characterized by a decay
with time, which is related to the proton motions in the material. In particular, from
the shape of this decay and how it depends on temperature and momentum transfer,
�hQ, information about the mechanistic detail of proton motions, such as the
timescale, activation energy, and spatial geometry, can be obtained.

From Fig. 9.10a, it can be seen that the IðQ; tÞ is described well by a single
exponential function (solid lines) with a relaxation time s and a relaxation rate s�1

that exhibits a Q2-dependence (inset), which indicates that the relaxational decay is
related to long-range translational diffusion. To further justify a result obtained
using a single exponential function, the authors modelled the scattering function,
Icalc:ðQ; tÞ, using a kinetic model based on first-principles calculations. Figure 9.10b
shows these results for momentum transfers Q ¼ 0:3, 0.5, 2.0 Å�1, as well as for
the long-range diffusion limit Q! 0, at a temperature T ¼ 563 K. In the latter case,
the scattering function is given by a single exponential with a characteristic
relaxation rate s�1ðQÞ = DQ2, where D is the diffusion constant. Since the

Fig. 9.10 a Exponential fits to I(Q,t) at Q ¼ 0:3Å�1 for T ¼ 521–650 K.Upper right panel shows
the Q2-dependence of the relaxation rate at T ¼ 563 K where the solid line represents a fit to
s�1 = DQ2, with D ¼ 8:53 � 10�7 cm2s�1. b Calculated intermediate scattering-functions at T ¼
563 K. c Plot of the diffusion constants obtained from NSE spectroscopy (bullet), first-principles
calculations (white bullet), and conductivity measurements via the Nernst-Einstein relationship
(line) [52]; the dotted line is an extrapolation of the data obtained from conductivity measurements
at lower temperatures. Reprinted with permission from (M. Karlsson, D. Engberg, M.E. Björketun,
A. Matic, G. Wahnström, P.G. Sundell,P. Berastegui, I. Ahmed, P. Falus, B. Farago, L. Börjesson,
S. Eriksson, Chem. Mater. 22, 740 (2010)) [65], copyright American Chemical Society
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Icalc:ðQ; tÞs are plotted against Q2t they collapse onto a single curve in the long-
range regime and this can be seen in Fig. 9.10b up to at least Q ¼ 0:5 Å�1. These
results suggest that the long-range translational diffusion of protons occurs and on
this basis, a diffusion coefficient assuming a s�1ðQÞ = DQ2 dependence was
extracted. Temperature-dependent results are shown in the Arrhenius plot in
Fig. 9.10c, from which it is evident that the diffusion constant is consistent between
different temperatures, showing that the analysis is physically reasonable. Included
in this figure is also the diffusion constant extracted from conductivity experiments
and derived from first-principles calculations. It is evident that the diffusion con-
stant obtained from NSE and conductivity experiments are comparable, which
implies that already on a length-scale as short as *20 Å the effect of potential local
traps or other “imperfections’’ in the structure that can be expected to affect the
proton dynamics, has averaged out. That is, there are no new features revealed on a
larger length-scale that have not been experienced by the proton on the shorter
length-scale probed by NSE. However, by extending the Q range to higher Q values
it should be possible to observe the crossover from single-exponential behaviour at
low Q values, typical for long-range proton diffusion, to a more complex behaviour
at larger Q values, suggesting that several processes are taking place. Further work
along these lines is likely to give answers to questions like how the type and
concentration of dopant atoms correlate with the macroscopic proton-conductivity,
which as discussed above is a topic of some controversy.

Several researchers claim that the dopant atoms act as localized trapping-centres
where the proton spends an extended time before it diffuses further throughout the
material. This view was first introduced by Hempelmann et al. [32, 33] on the basis
of their QENS data for SrYb0:05Ce0:95O2:975, which could be described by a so-
called “two-state” model, suggesting that the proton migration takes place through a
sequence of trapping and release events (Fig. 9.11 (left)). This view later found
support from muon spin relaxation experiments [66] and computational studies of
proton dynamics in perovskite-type oxides [34, 67–70], and most recently from a
combined thermogravimetric and a.c. impedance spectroscopy study [71], as well
as from luminescence spectroscopy measurements [72]. Converse to this picture,
Kreuer et al. [73, 74] proposed that the dopant atoms may affect the proton transport
in a more nonlocal fashion (Fig. 9.11 (right)). This suggestion is based on con-
ductivity data for Y-doped BaCeO3 [73, 74], which shows that the proton
conductivity increases with dopant level, but not as a result of a decrease of the pre-
exponential factor, D0, in the expression for the diffusivity D = D0exp(−Ea/kBT) as
anticipated by the two-state model, but rather as a result of an increased activation
energy, Ea [73, 74].3 Moreover, Mulliken population analyses of the electron
densities at the oxygens showed that the additional negative charge introduced by

3 Assuming that the two-state model is true and the proton spends an average time, t1, in the defect-
free region and a time in a trap, t1 + t0, then the diffusivity is scaled by a factor, t1/(t1 + t0) [32].
Increasing the concentration of traps then leads to a decrease of t1. It implies that in the two-state
model the diffusivity depends on the concentration of traps but not on the activation energy.
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the dopants is distributed rather homogeneously over the oxygen lattice, which
results in stronger bonding of the protons with increased proton-transfer barriers in
general [73].

Irrespective of whether the dopant atoms influence the proton diffusion in a
spatially restricted way or more non-locally, further QENS investigations using
time-of-flight, backscattering, and spin-echo methods, is likely the only way to
experimentally elucidate the mechanistic detail of proton dynamics in proton-
conducting perovskites. Such information is crucial for the development of strat-
egies for the strategic design of new materials with conductivities beyond the
current state-of-the-art materials and hence are critical for future breakthroughs in
the development of intermediate-temperature fuel-cell technology.

9.3.4 Neutron Prompt-Gamma Activation Analysis

In order to make correct statements about the role of protons and oxygen vacancies
on the structure and dynamics of proton-conducting oxides, an accurate measure of
the proton concentration in the material is necessary. Determinations of proton
concentrations are done routinely using thermogravimetric methods by measuring
the weight change of the sample during dehydration on heating [26]. However, the
use of thermogravimetric methods is not suitable for all types of materials. For
example, hydrated perovskites containing elements that may change oxidation state
upon heating may decrease in mass because of oxygen loss in addition to the
evaporation of water molecules. An alternative technique for the analysis of proton
concentration in such systems is neutron prompt-gamma activation analysis
(PGAA), which can indeed be used for determining the presence and amount of
elements in materials, irrespective of oxidation state.

An example of a PGAA study of a proton-conducting perovskite is the work by
Jones et al. [75] on undoped and Y-doped BaPrO3. The PGAA spectra of dry and
hydrated (saturated) BaY0:1Pr0:9O3�d are shown in Fig. 9.12a. The sensitivity to
hydrogen and the effect of hydration are clearly visible. The proton concentration,

Fig. 9.11 Schematic of two different views of the potential-energy landscape experienced by the
proton in hydrated AB1−xMxO3 type perovskites. s�1

0 and s�1
1 are the escape rates from a trap and a

regular oxygen site, respectively, i.e. s�1
0 \ s�1

1
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as derived from the PGAA spectra, is shown in Fig. 9.12b for both samples. A key
result of this study is that the proton concentration in the hydrated Y-doped BaPrO3

sample is as much as three times larger than the dopant concentration. The unex-
pectedly-high proton concentration in the hydrated sample is thought to occur as a
result of the change of the Pr oxidation state from +4 to +3. This implies that the Pr
ions act as self-dopants, which form intrinsic oxygen-vacancies that add to the
oxygen vacancies formed by the replacement of Pr for Y. Hence, the material can
accommodate more −OH groups and therefore take up more protons than is
expected from the dopant concentration alone. This information is naturally of
paramount importance for making the correct analysis and conclusions from data
obtained in both structural and dynamical studies.

9.4 Case Studies of Other Classes of Proton-Conducting
Ceramics

It is clear that research on proton-conducting ceramics continues to be focused on
archetypical ABO3-type perovskites. However, a variety of other classes of proton-
conducting ceramics which show appreciable proton-conductivities at intermediate
to high temperatures have been developed, and are receiving increased attention.
Examples of these include more complex perovskites of the form
Ba3Ca1:18Nb1:82O8:72 and Sr3CaZr0:5Ta1:5O8:75 [19–21], which possess cation
ordering leading to a doubling of the unit-cell, and perovskite-related phases such
as brownmillerite-structured oxides (e.g. Ba2In2O5 [49]). Other examples include
gallium-based oxides (e.g. LaBaGaO4 [76]), pyrochlores (e.g. La2Zr2O7 [23, 24]),

Fig. 9.12 a Neutron PGAA spectra of dry and hydrated (saturated) BaY0.1Pr0.9O3−δ. b Proton
concentration in dry (white squares) and hydrated (black squares) BaY0.1Pr0.9O3−δ, determined
from the PGAA spectra. A comparison with hydrated BaY0.1Ce0.9O3−δ (bullets) is included. The
figure is modified and reprinted with permission from (C.Y. Jones, J. Wu, L. Li, S.M. Haile,
J. Appl. Phys. 97, 114908 (2005)) [75], copyright American Institute of Physics
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phosphates (e.g. LaPO4 [77, 78]), niobates and tantalates (e.g. LaNbO4 [79]),
tungstates (e.g. La6WO12 [80]), solid acids (e.g. CsHSO4 [81]), hydrated alkali
thio-hydroxogermanates (e.g. Cs2GeS2(OH)2�yH2O [16, 82]), tungsten-bronze
titanate/niobate systems (e.g. Ba0:6Mg0:067Nb0:933O3 [83]), and cupsidine systems
(e.g. La4(Ga2�xTixO7þx=2)O2, x ¼ 0–2 [84]).

In this section, we follow some examples of recent neutron-scattering studies of
hydrated alkali thio-hydoxogermanates, solid acids, and gallium-based oxides, to
further highlight the breath of information that can be obtained with neutron
scattering.

9.4.1 ND Study of Hydrated Alkali Thio-Hydroxogermanates

Hydrated alkali thio-hydroxogermanates, MxGeSx(OH)4�x�yH2O, where M = Na,
K, Rb or Cs; 1 \ x \ 4; y * 1, represent a novel class of amorphous proton-
conducting materials, which were first synthesized by Poling et al. [16, 82] at Iowa
State University. The conductivities of these materials typically reach a maximum
of the order of 10�2 Scm�1 in the intermediate-temperature range of 100–300 °C
[16], which competes with even the best perovskite-type oxides. Karlsson et al. [85]
reported a structural investigation of these materials using a combination of neutron
diffraction and first-principles calculations. A key result from the experiment was
that the neutron structure-factors of the hydrated and dehydrated materials
(Fig. 9.13) are overall similar to each other, indicating that there are no dramatic
structural changes such as phase transitions or structure degradation as the materials
are dehydrated. In order to gain understanding for what such a structure may look
like, the authors proceeded their analysis by generating a candidate three-dimen-
sional structure of the Cs-based compound, by taking the orthorhombic crystal
structure of Na2GeS2(OH)2�5H2O as the starting point in the calculations, replacing
the Na ions with Cs ions and reducing the number of water molecules from five to
one in order to agree with the real composition. Snapshots of the generated
structures of dehydrated and hydrated materials are shown in Fig. 9.14, whereas
Fig. 9.15 shows a close up of the local configuration of the hydrated material.

In the hydrated state (Figs. 9.14a and 9.15), the calculations suggest a structure
built of thio-hydroxogermanate anion dimers connected to each other via hydrogen
bonds to water molecules located between the dimers. In the dehydrated state
(Fig. 9.14b), the calculations suggest instead that the thio-hydroxogermanate anions
form an extended network through the creation of inter-dimer hydrogen bonds,
whereas the alkali ions are found to act as “space fillers” in “voids” formed by the
thio-hydroxogermanate anion dimers in both the hydrated and dehydrated state.
These generated structures are justified by comparing the experimental and calcu-
lated pair-correlation functions, which are shown in Fig. 9.16. It can be appreciated
that the experimental and calculated pair-correlation functions are overall similar
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Fig. 9.13 Experimental neutron static structure-factors of hydrated and dehydrated Cs2GeS2
(OD)2·yD2O, Rb2GeS2(OD)2�yD2O, and K2GeS2(OD)2�yD2O. For clarity, the diffractograms have
been vertically shifted by unity. The figure is reprinted with permission from (M. Karlsson,
A. Matic, I. Panas, D.T. Bowron, S.W. Martin, C.R. Nelson, C.A. Martindale,A. Hall,
L. Börjesson, Chem. Mater. 20, 6014 (2008)) [85], copyright American Chemical Society

Fig. 9.14 Snapshots of the modelled structure of a Hydrated and b Dehydrated Cs2GeS2(OH)2�y
H2O [85]. Oxygen is shown in red, sulfur in yellow, hydrogen in white, and cesium in violet.
Dashed lines are hydrogen bonds. The figure is reprinted with permission from (M. Karlsson,
A. Matic, I. Panas, D.T. Bowron, S.W. Martin, C.R. Nelson, C.A. Martindale,A. Hall,
L. Börjesson, Chem. Mater. 20, 6014 (2008)) [85], copyright American Chemical Society
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which suggests that the real structures are at least reasonably-well described by the
structural models for both the hydrated and dehydrated materials. However, to
obtain a complete picture of the structure and elucidate how the structure depends
on the type and concentration of alkali ion, further investigations, such as reverse
Monte-Carlo simulations of diffraction data, are necessary.

Fig. 9.15 Part of the Cs2GeS2(OH)2�yH2O structure obtained from modelling [85]. Oxygen is
red, sulfur is yellow, hydrogen is white, and cesium and germanium ions are violet and green,
respectively. Dashed lines are hydrogen bonds. The figure is reprinted with permission from
(M. Karlsson, A. Matic, I. Panas, D.T. Bowron, S.W. Martin, C.R. Nelson, C.A. Martindale,A.
Hall, L. Börjesson, Chem. Mater. 20, 6014 (2008)) [85], copyright American Chemical Society

Fig. 9.16 Comparison of pair-correlation functions for a Hydrated and b Dehydrated Cs2GeS2
(OD)2�yD2O, obtained from ND and first-principles calculations. Red depicts the larger and blue
the smaller, computational boxes. The figure is reprinted with permission from (M. Karlsson,
A. Matic, I. Panas, D.T. Bowron, S.W. Martin, C.R. Nelson, C.A. Martindale,A. Hall,
L. Börjesson, Chem. Mater. 20, 6014 (2008)) [85], copyright American Chemical Society
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9.4.2 QENS Study of Nanoionic Proton-Mobility
in Solid Acids

Proton-conducting solid acids are compounds, such as KHSO4 and CsHSO4, that
feature spectacular phase transitions during heating for which the proton conduc-
tivity increases by several orders of magnitude [81, 86, 87]. CsHSO4, for example,
has a phase-transition temperature of 414 K [81]. Below this temperature, CsHSO4

has a monoclinic structure in which the number of protons is equal to the number of
proton sites. Consequently, the hydrogen atoms are localized within rigid hydrogen
bonds between SO4 tetrahedra and hence their mobility is low. In the high-tem-
perature phase, the SO4 tetrahedra can rotate rather freely between crystallo-
graphically identical positions, creating six times as many possible proton sites as
there are protons available. As a result, an almost isotropic and dynamic hydrogen-
bonding network between the different sulfate groups is created, where all oxygens
are involved in hydrogen bonding. In this hydrogen-bonded network, proton dif-
fusion is a fast process which occurs through proton jumps between neighbouring
SO4 groups, as assisted by rotational motion of these groups.

Chan et al. [88] addressed the question of how the addition of nanoparticles, such
as SiO2 and TiO2, impacts on the CsHSO4 phase-transition temperature and proton
conductivity. Using QENS the authors showed that nanostructuring has the twin
effect of lowering the superprotonic phase-transition temperature and increasing the
local diffusional-dynamics in the superprotonic phase. The results are summarized in
Fig. 9.17, which shows (a) the QENS spectra of bulk CsHSO4 and nanocomposite
CsHSO4 with SiO2 (7 nm), (b) the quasielastic width, and (c) the fraction of mobile
protons as derived from the quasielastic intensity as a function of temperature. As
can be seen in Fig. 9.17b, the phase-transition temperature for the nanostructured

Fig. 9.17 a QENS spectra of bulk CsHSO4 and SiO2 (7 nm) nanocomposite samples with molar
ratio 1:2 at Q ¼ 0:61 Å�1. b Width of the quasielastic signal, C, as related to proton mobility at
Q ¼ 1 Å�1 for four different samples. c Fraction of mobile protons derived from the integrated
intensity of the quasielastic scattering. Black squares bulk CsHSO4, red triangles nanocomposite
CsHSO4 with 24 nm TiO2 particles, purple circles nanocomposite CsHSO4 with 40 nm SiO2

particles, green hexagons nanocomposite CsHSO4 with 7 nm SiO2 particles. The figure is
reprinted with permission from (W.K. Chan, L.A. Haverkate, W.J.H. Borghols, M. Wagemaker, S.
J. Picken, E.R.H. van Eck,A.P.M. Kentgens, M.R. Johnson, G.J. Kearley, F.M. Mulder, Adv.
Funct. Mater. 21, 1364 (2011)) [88], copyright Wiley
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samples is reduced to a least 360 K. As suggested by Chan et al. [88], this behaviour
may be linked to the creation of space-charge layers between the conducting phases
and the nanoparticles. The creation of such space-charge layers would lead to an
increase of the number of vacant sites for the protons to move to, hence allowing a
larger fraction of the protons to become as mobile as they are in the superprotonic
phase. Indeed, Fig. 9.17c shows that up to 25 % of the protons are mobile in the
nanocomposite sample below the phase-transition temperature of 414 K, whereas no
sign of proton mobility can be seen in the bulk sample at those temperatures. The
results suggest that nanostructuring may be a rewarding research direction in the
pursuit of optimized proton-conductivity.

9.4.3 ND Studies of Structure and Proton Sites
in Lanthanum Gallates

Lanthanum barium gallates, i.e. LaBaGaO4-based compounds, represent a novel
class of proton-conducting oxides [89]. The structure of these materials consists of
discrete GaO4 tetrahedra which are charge balanced by Ba/La ions, as shown in
Fig. 9.18a. Increasing the Ba:La ratio results in the formation of oxygen vacancies,
and similarly to perovskite-type oxides, such vacancies can be filled with −OH
groups in a humid atmosphere [89]. In this regard, Kendrick et al. [89] raised the
question of how the oxygen vacancies are accommodated in the structure, with the
knowledge that the inclusion of oxygen vacancies may result in energetically
unfavourable three-coordinated Ga atoms, which would limit the oxygen vacancy
concentration and hence the degree of hydration. Using computer-modelling
methods, the authors found that the oxygen vacancies are accommodated via con-
siderable relaxation of neighbouring GaO4 tetrahedra, resulting in the formation of

Fig. 9.18 a Crystal structure of LaBaGaO4, illustrating tetrahedrally coordinated Ga and the
presence of Ga2O7 units (purple). The figure is taken from Ref. [90] b Hydrogen-bonding
interactions in La0:8Ba1:2GaO3:96H0:12. Tetrahedra GaO4, pink sphere La, red sphere Ba, white
spheres O, black spheres H. The figure is reprinted with permission from Ref. (E. Kendrick, K.S.
Knight, M.S. Islam, P.R. Slater, J. Mater. Chem. 20, 10412 (2010)) [91], copyright The Royal
Society of Chemistry
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Ga2O7 groups so that the Ga retains tetrahedral coordination (see purple unit in
Fig. 9.18a) [89]. These computational results were supported by ND results which
showed a splitting of the oxygen site, consistent with the presence of both GaO4 and
Ga2O7 [89]. Hydration of the material can lead to the breaking of such units [89].

On the basis of these results, later investigations focussed on proton positions
within the hydrated form of the lanthanum barium gallate structure, using ND
coupled with difference Fourier-density analysis of protonated and deuterated
samples. Notably, three stable proton positions, one located adjacent to the O3 site
and two located adjacent to the O4 site, were found (Fig. 9.18a). The presence of
several proton sites is in agreement with modelling work suggesting little difference
in energy between proton sites for different oxygens [89]. Further, determination of
Ga–O–H bond angles indicated that protons point almost perpendicularly to the
Ga–O bond direction and that the protons experience a mixture of intra- and inter-
tetrahedral hydrogen-bonding, as shown in Fig. 9.18b [91]. The highest degree of
hydrogen bonding is found for O3–H���O3 linkages, in agreement with previous
modelling work [91]. Modelling also suggests facile inter-tetrahedron proton-con-
ducting pathways due to hydrogen bonding, whereas intra-tetrahedron pathways are
found to be less favourable and hence rate-limiting for proton conduction [89].

9.5 Prospectives of Future Proton-Conducting Ceramics
Research

Independent of the direction of future research, a major leap in the development of
next-generation fuel cells depends on the exploration of new classes of materials
and a better understanding of those already known. This chapter has given a flavour
of past and current research in the area of proton-conducting ceramics, targeted as
electrolytes for future intermediate-temperature fuel-cell technology, and demon-
strated the important role neutron scattering plays in elucidating the fundamental
science of these materials. In particular, a collection of contemporary neutron
studies on proton-conducting perovskite type oxides, hydrated alkali thio-hydrox-
ogermanates, solid acids, and gallium-based oxides, using a range of different
neutron methods, has been reviewed in order to illustrate the breadth of information
that can be obtained.

In the future, it is clear that there exists great scope for further neutron studies to
explore and understand the basic science of structural and dynamical aspects of
such classes of proton-conducting oxides. In particular, I foresee an increasing use
of PDF analysis and reverse Monte-Carlo modelling [92, 93] of neutron total-
scattering data for the investigation (and re-investigation) of local-structural details,
such as bond distances and angles, proton sites, and oxygen vacancy and/or cation
ordering, for example, of both traditional and new materials. The influence of
interactions between oxygen vacancies and dopant atoms on the conductivity of
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oxide-ion conducting yttria-doped zirconia has been observed [94, 95] and their
extension to the broader class of proton-conducting perovskite-structured analogues
is an interesting direction of research. In parallel, QENS will play an increasingly
important role in elucidating the detail of the proton-conduction mechanism and
how it depends on the local-structural details as explored with diffraction methods.
For this purpose, I foresee an increasing use of the neutron spin-echo technique in
particular, which offers the twin advantages of reaching the long time-scales needed
to observe the translational proton-diffusion on an atomic length-scale whilst
covering a very large time-range, so that it may be possible to observe and analyse
different types of proton motions in a single measurement.

The importance of exploring nanoionic and thin film phenomena is also noted, as
nanostructuring and thin film properties may be, and often are, different from the
properties of the bulk. In this context, the use of neutron reflectivity, a technique
which, to the best of my knowledge, thus far has been neglected in studies of
proton-conducting oxides, offers unique possibilities to obtain information about
surface and near-surface states and may yield information such as the properties of
interfaces and distribution of protons across a single electrolytic-membrane or
membrane-electrode assembly. Such information would certainly help in under-
standing the role of interfaces and, in particular, the reason for the reduced proton
conductivity across grain boundaries (GBs). Two explanations for low GB con-
ductivity have been put forward, the first being a structural misalignment in the GB
region, and the second being the appearance of a space-charge layer around the GB
core, leading to Schottky barriers and the depletion of mobile protons. Presently,
the latter explanation predominates research [96, 97], however, details of the GB
core are neither well understood nor sufficiently explored.

From a more technical point of view, the recent development of in situ con-
ductivity and humidification cells for ND now allow relatively small features in
conductivity to be related to concurrent changes in structure and/or level of
hydration [98]. In the near future, the development of in situ cells may also enable
investigations of materials under conditions that mimic those under operating fuel-
cell conditions and therefore also present the potential to bridge the gap between
fundamental scientific problems and applied research. In the longer term, this
research can expect also to benefit from the development of completely-new
instrumental concepts. An example of this is the recent demonstration of using
dynamic nuclear-polarization techniques [99] coupled with ND, where the Bragg
peaks can be enhanced or diminished significantly and the incoherent background is
reduced [100]. This method offers unique possibilities to tune continuously the
contrast of the Bragg reflections and thereby represents a new tool for increasing
substantially the signal-to-noise ratio in ND patterns of hydrogenous matter,
including proton-conducting oxides.
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9.6 Concluding Remarks

This chapter has aimed to demonstrate the valuable role that neutron scattering now
plays in providing deeper insight into the fundamental aspects of structure and
dynamics of proton-conducting ceramics, with a view to their implementation as
electrolytes in next-generation intermediate-temperature fuel cells. Future research in
this area is likely to include new challenges with respect to key fundamental prop-
erties such as the mechanistic detail of average crystal-structures, local-structural
disorder, hydrogen-bonding interactions, proton dynamics, proton incorporation, and
nanoionic phenonmena, in archetypical proton-conducting perovskite type oxides as
well as in more modern classes of proton conductors.
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Chapter 10
Neutron Techniques as a Probe
of Structure, Dynamics, and Transport
in Polyelectrolyte Membranes

Kirt A. Page, Joseph A. Dura, Sangcheol Kim, Brandon W. Rowe
and Antonio Faraone

Abstract Polyelectrolyte membranes (PEMs) have been employed as solid elec-
trolytes in fuel-cell technologies as early as the 1950s, when they were used in
NASA’s Gemini program. However, PEM materials have only gained wide-spread
attention in the last two decades due to advancements in membrane electrode-
assembly (MEA) formation and the synthesis of new and interesting materials. Over
the past several decades, various neutron techniques have played an instrumental
role in measuring the structure and transport properties of PEMs in order to develop
a deeper understanding of structure-property and performance relationships in PEM
materials for fuel-cell applications.

10.1 Introduction

Proton-exchange (or polyelectrolyte) membrane fuel-cells (PEMFCs) have received
increasingly more attention over the last two decades and is the principle subject of
this chapter [1]. More specifically, this chapter presents an overview of how neutron
techniques have been used to study polyelectrolyte membrane (PEM) materials. For
an historical perspective on the use of polymers in fuel-cell technologies, the reader
is encouraged to consulting the existing body of literature on the matter.
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It is generally understood that one of the key material properties influencing the
conduction of protons through the PEM is the morphology of the material. The size-
scale of the morphological features typically present in PEMs make small-angle
neutron scattering (SANS) an ideal tool for probing the morphology. Additionally,
researchers have recently shown an increasing interest in probing the structures that
are present in PEM materials at interfaces, as these materials are used as binders in
the catalyst layer and can be confined at interfaces with various types of material
surfaces. For this, researchers have employed neutron reflectometry (NR). While
the morphology of the material serves to provide a pathway for proton conduction,
it is also understood that the polymer dynamics can play a role in charge transport.
Moreover, the presence of water and water transport/dynamics is critical for optimal
fuel-cell performance, and is therefore vital to elucidate the role and interdependent
relationship that polymer and water dynamics have on charge transport in PEM fuel
cells. Researchers have turned to neutron spectroscopic techniques such as quasi-
elastic neutron scattering (QENS) and neutron spin-echo spectroscopy (NSE) to
investigate the polymer and water dynamics in hydrated PEM materials.

The following chapter is an overview of the efforts to use neutron-scattering
methods to study the structure and transport/dynamics in PEM materials and is
divided into three sections. The first section gives a very brief overview of the
characteristics of PEMs and highlights the material most studied using neutron
techniques. The second section summarizes the structural studies on PEMs to date
and demonstrates how techniques such as SANS and NR have aided in characterizing
the bulk morphology and structures at interfaces, respectively. The third section
focuses on the transport and dynamics in these materials, specifically describing how
neutron spectroscopic techniques have been used to study the ion and water dynamics
in hydrated PEMs. This chapter is not a comprehensive review of PEMmaterials and
neutron techniques, but is intended to provide the reader with a demonstration of the
many ways in which neutron measurements can aid in the understanding of structure-
property and performance relationships in PEM materials.

10.2 Polyelectrolyte Membrane Materials

While it is beyond the scope of this chapter to give an extensive review of the field of
PEMs, it is necessary that reader be aware of the types of materials that are being
developed for fuel-cell applications. Regardless of the particular application (e.g.,
stationary, portable, or automotive power), these materials must exhibit a certain set
of chemical and physical properties that are critical for optimal fuel-cell perfor-
mance. Any material being used in a fuel cell must exhibit a list of properties
including, but not limited to (1) high proton-conductivity (i.e., a good electrolyte),
(2) negligible electrical-conductivity, (3) permeability to ions, but allow only one
type of charge, (4) resistance to permeation of uncharged gases, (5) variable
membrane-area and thickness, and (6) good mechanical strength. Furthermore, the
membrane must be of reasonable cost and durability. Ultimately, it is the polymer
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chemistry and microstructure that give rise to the macroscopic performance prop-
erties that are desired. A range of synthetic approaches have yielded materials that
include, but are not limited to, poly(perflourosulfonic acid)s (PFSA), ion-containing
polystyrene derivatives, polyarylene ethers, polysulfones, polyimides, and ion-
containing block copolymers. There have been extensive studies on each of these
classes of materials, but to date neutron techniques have been primarily used to study
poly(perflourosulfonic acid)s, namely Nafion® [2]. Therefore, it is necessary to give
a brief background on this particular material. Throughout this chapter, where
specific breakthroughs have been made, studies involving other PEM materials
using neutron techniques will be highlighted. On the whole, however, the overlap of
neutron measurements and PEM materials has been dominated by PFSAs.

The most widely studied PFSA, Nafion®, is a product of the E. I. Dupont
Chemical Company having the structure given below.

The polar perfluoroether side-chains containing the ionic sulfonate-groups have been
shown to organize into aggregates, thus leading to a nanophase-separated mor-
phology where the ionic domains, termed clusters [3], are distributed throughout the
non-polar polytetrafluoroethylene (PTFE) matrix. In addition, the runs of tetrafl-
uroethylene, of sufficient length, are capable of organizing into crystalline domains
having unit-cell dimensions virtually identical to that of pure PTFE [4, 5]. The
degree of crystallinity in PFSIs is generally less than ca. 10 % as a mass fraction in
1,100 equivalent-weight Nafion® (EW, the grams of dry polymer per equivalent
number of SO3

− groups) and has been shown to vary with EW. The complex, phase-
separated morphology, consisting of crystalline, amorphous, and ionic domains, of
PFSIs has been the focus of several investigations [3, 5–16]. Over the last 50 years, a
wide variety of studies involving Nafion® have aimed to relate the thermal,
mechanical, and fuel-cell performance properties (i.e., transport, ionic conductivity,
and dielectric behaviour) to specific morphological features. Many of these studies
involve neutron-scattering techniques and will be discussed in detail below.

10.3 PEM Structure and Neutron Scattering

10.3.1 Nanoscale Membrane Structure

By and large, the neutron technique most used to study PEM materials has been
SANS. It is understood that the nanostructure of PEMs plays a significant role inwater
uptake and transport, which are materials with properties vital to the performance of a
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working fuel-cell. However, in order to design a material with desired features, one
must have a detailed understanding of the interplay between the nanostructure of the
membrane and the overall performance properties. SANS is a versatile tool in elu-
cidating the structure of a variety of membrane materials and can also be used to study
transport, which will be discussed in the section on water transport.

As previously mentioned, Nafion® has been the most widely-studied PEM
material to date and SANS has been employed extensively to study the nanoscale
structure of this complex material [8, 10, 11, 14–23]. The earliest structural studies
of Nafion® utilizing SANS and small-angle X-ray scattering (SAXS) revealed a
broad peak at a Q value between 0.1 and 0.2 Å−1, called the ionomer peak, which
has been attributed to the correlation between the nanophase-separated ionic
domains, termed clusters. The crystalline component contributes to the scattering at
multiple length scales including peaks in the Q range 0.6–2.0 Å−1, owing to the
structure of the amorphous and local crystalline-lattice, in addition to a broad peak
entered at lower values of Q (≈0.05 Å−1), which is related to the inter-crystalline
scattering (known as the long period). Moreover, ultra-small-angle scattering
reveals an upturn that can be associated with large-scale heterogeneities. The
scattering for hydrated Nafion® over a wide range of length-scales can be seen in a
review by Gebel and Diat [19, 24].

An example of the scattering using neutrons can be seen in Fig. 10.1, for
Nafion® films cast from a dispersion, annealed between 80 and 180 °C, and
equilibrated in liquid water. When annealed below the alpha relaxation temperature
(Tα) of Nafion

® (≈100 °C), the lack of a peak at low Q values is evidence that there
is no apparent long-range crystalline order in the film. Above Tα, however, one
observes a peak due to long-range crystalline order and a shift in the crystalline
peak to lower Q values with increasing annealing temperature, indicating that
higher annealing-temperatures result in larger, more widely separated crystalline
domains. An analysis of the scattering curves can be seen in the inset in Fig. 10.1.
Clearly, the spacing of the crystallites increases with increasing annealing tem-
perature. Moreover, the spacing between the ionic domains decreases with
increasing annealing temperature. It is known that the crystalline structure plays an
integral part in the mechanical stability and durability of fuel-cell membranes, but
these data also reveal the relationship between the crystalline structure and water
uptake. The decreased spacing between the ionic domains and the lower incoherent-
background with increasing annealing temperature are evidence that these annealed
films have a lower water-uptake. In these materials water retention must be bal-
anced with annealing temperature in order to achieve desirable proton-conductivity
and mechanical integrity. This is just one example of how SANS can be used to
probe structure-processing-property relationships.

Over the decades, development and advancement of state-of-the-art scattering
techniques were able to reveal the many scattering features, over multiple length-
scales, of Nafion® and other perfluorosulfonic acid membranes. As a result, there
has been a progression in the complexity and characteristics of the many mor-
phological models that have been proposed to explain the observed scattering in
effort to gain a deeper fundamental insight into how the structure is related to
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material performance. The proposed models generated have included a variety of
structural units and range from the earliest spherical cluster-network model to other
models including lamellar, sandwich-like, fringed micelle, rod-like, and ribbon-like,
as well as a model which includes cylindrical water channels. Each of these models
was able to account for the scattering to some degree reasonably well, making it
difficult to discern which most accurately describes the morphology. Of course, the
models able to capture the many scattering-features over a large Q range, with
physically relevant fitting parameters are of the highest value. For the details of the
structural models of Nafion® and their respective parameters, the reader is directed
to the extensive literature concerning this topic.

Fig. 10.1 Scattering intensity, I(Q), and given as the macroscopic cross-section, measured by
SANS for annealed, solution-cast Nafion® films equilibrated in liquid water. The inset shows how
crystalline and ionic aggregate spacing is affected by annealing temperature. The lines serve as a
guide to the eye
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In general, scattering techniques provide an excellent way to characterize the
global structure of fuel-cell membranes [19, 24]. For polyelectrolytes such as
Nafion® there are scattering features that are ubiquitous and considered to arise
from favourable structures for fuel-cell membrane application, although that con-
ventional wisdom is now being called into question by more recent studies.
Typically, polyelectrolyte fuel-cell membranes contain ionic moieties that are able
to conduct protons or hydroxide ions in alkaline fuel-cell membranes. These ion-
containing, polar-groups phase separate from the more hydrophobic components of
the polymer and can form ion-conducting channels which are responsible for ion
transport. Quite often these ionic domains give rise to a scattering peak in SANS
and, if other hierarchical structures are present, other scattering features are
observed. This is especially true when block copolymers are used to provide a
structural basis for the membrane. A recent review by Elabd and Hickner [25] has
evaluated the state-of-the-art block-copolymer membranes by leveraging the self-
assembled nanostructure of block copolymers as a template for creating well-
defined transport pathways for use in fuel cells.

In addition to the work on Nafion®, there is a rich body of literature in which
SANS has been used to probe the structure of a variety of PEM materials including
sulfonated polyimides [26], sulfonated polyetherketones [24, 27], sulfonated tri-
fluorostyrenes [28], poly(styrenesulfonic acid)-grafted cross-liked polytetrafluoro-
ethylene [29], and a host of other materials [30–34]. Ultimately, one seeks to
understand the role that molecular-level structure and chemistry play in the
development of material nanostructure and how this nanostructure is correlated with
performance properties such as water content and transport, as well as ion con-
ductivity. For example, in the work by Iwase et al. SANS (in conjunction with
SAXS) was used to investigate the hierarchical structure of graft-type PEMs syn-
thesized from cross-linked PTFE [29]. The structure was studied over a large range
of length scales (0.6 nm to 1.6 μm) as a function of the degree of grafting, Xg. It
was determined that the structure of these materials consisted of conducting layers
of polystyrene sulfonic acid (the grafted domains) arranged in lamellar stacks on the
surface of the PTFE crystallites. Within the conducting layers, they observed
scattering features consistent with correlations between sulfonic acid domains. With
less than 15 % grafting the grafted domains were found to reside mainly in the
amorphous domains between the PTFE crystalline lamellae. Within this regime, the
lamellar spacing increased with increasing grafting content up to a value of Xg of
about 5 % and remained constant until 15 %. Above 15 % the grafting domains
appeared to phase separate from the hydrophobic matrix and become contiguous,
thus forming a highly conductive domain around the crystallites.

While X-ray scattering is certainly more widely accessible for structural char-
acterization of membrane materials, neutrons offer the unique benefit of contrast
variation, or contrast matching, in the structural determination of systems with
complex architectures. Owing to the large differences in scattering-length (SL)
between deuterium and hydrogen, one can use isotopic replacement in the polymer,
or the solvent, to highlight the scattering from various structural components or
phases. One example of this can be found in the work by Gebel et al. [35] in which
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they used various mixtures of D2O/H2O to swell N(CH3)4
+-neutralized forms of

Nafion® as a way of elucidating the nature of the scattering entities in these
hydrated films. By varying the ratio of D2O to H2O and normalizing by the scat-
tering of Nafion® in pure H2O they were able to match out the structural component
of the scattering due to Nafion® and to observe the counterion condensation at the
interface between the hydrophobic components of the polymer and the hydrophilic
water domains. This was the first measurement of condensation in a perfluoro-
sulfonated ionomer. Using contrast variation to explore neutralized forms, different
models could be applied to determine which structure accurately described the
scattering curves. While this study was unable to determine the shape of the
scattering particles (i.e., spherical or rod-like), it was determined that the features
were aggregates of the polymer backbone surrounded by the electrolyte solution, as
opposed to the scattering particles being cavities filled with the electrolyte solution.

Recently, a series of studies using in situ SANS, among other techniques, on
block-copolymer electrolyte membranes consisting of a polymethylbutylene (PMB)
block and polystyrenesulfonate (PSS) block have begun to call into question
whether or not ionic aggregates are necessary for effective proton-transport, espe-
cially in the presence of structures established by block-copolymer morphology [33,
36, 37]. The composition of the block copolymer was varied in order to tune the
size of the domains. Also varied was the degree of sulfonation of the polystyrene
block, within a particular composition. This body of work represents an excellent
example of the application of neutron scattering to elucidate the structure-property
relationships of PEM materials in environments that are application relevant. These
in situ measurements were achieved using a specially designed sample chamber at
the National Institute of Standards and Technology (NIST) Center for Neutron
Research wherein the humidity and temperature of the environment surrounding the
sample could be controlled. Moreover, the water reservoir within the sample
chamber could be filled with various mixtures of H2O and D2O, allowing contrast-
variation experiments to be performed. The scattering was measured over a range of
relative humidity and temperature values using D2O. For one particular block
copolymer composition, the scattering indicated the presence of a hexagonal phase
over the entire range of relative humidity and temperature values studies (Fig. 10.2).
At low temperatures (25 °C) and humidity (≈25 %), the scattering arises from the
block-copolymer morphology. However, at 95 % relative humidity and 40 °C, a
shoulder at approximately Q = 1.8 nm−1 was observed, which became more pro-
nounced and intense upon further heating and humidification. It was acknowledged
that this peak was similar to that of the ionomer peak observed in Nafion®, but was
referred to as the ‘water peak’ as it was only visible upon hydration. The water
domain-spacing was taken to be 2π/Qmax of the peak. For a given block-copolymer
system under the same environmental conditions (relative humidity = 95 % and at
60 °C) the position of the water peak was shown to shift to higher values of Q with
increasing levels of sulfonation. This result was attributed to a decrease in the
average distance between sulfonate groups upon increasing sulfonation. A contrast-
variation study was performed to determine the origin of the water peak. The water
reservoir was filled with a volumetric mixture of D2O/H2O of 32/68, chosen to
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match the scattering-length density (SLD) of the dry PSS block. The water peak
was shown to disappear when the samples were humidified with this mixture,
indicating that the peak arises due to the presence of a substructure within the PSS
superstructure, most likely a heterogeneous distribution of water-rich and water-
poor domains as is found in most polystyrene ionomer systems.

One of the most important observations of this study was the absence of the
water peak when the size of the hydrophilic domains was below a critical thickness
(Fig. 10.3). For PSS-PMB copolymers this critical thickness was on the order of
6 nm to 10 nm for a sulfonation level of about 47 mol percent. It was determined
that the water-rich domains were effectively homogenized due to confinement
effects. This SANS work has played a critical supporting role in determining the
molecular and morphological origins for the enhanced water retention and proton
transport observed in the study of these copolymer systems. These results have
provided a new perspective in the strategy for developing materials for use in PEM
fuel cells.

Fig. 10.2 a In situ SANS profiles as macroscopic cross-section versus Q (written as q) of various
PSS-b-PMB copolymer electrolytes equilibrated at 95 % relative humidity (RH) and 60 °C (solid
lines) and at 25 % RH and 60 °C (dashed lines). The P17 refers to the nominal molecular weight of
the PSS block (17 kg/mol) and the number in parentheses is the level of sulfonation of the styrene
units in mol.%. The inset shows spacing of the water domains as a function of sulfonation level.
b In situ scattering from the P17(29) sample equilibrated in D2O vapour at 95 % RH and 60 °C and
at a mixture of D2O/H2O to match the scattering of the PSS matrix. Of note is the disappearance of
the ‘water peak’ at higher Q values. Reprinted with permission from (S.Y. Kim, M.J. Park, N.
P. Balsara, A. Jackson, Macromolecules 43, 8128 (2010)) [33] © 2009 American Chemical
Society
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10.3.2 Nanoscale Structure at Interfaces

While the bulk PEM is at the heart of a working fuel cell, it is also a critical
component in the catalyst layer of the membrane electrode assembly (MEA). The
polyelectrolyte is typically used as a binder in the electrode(s) where it is in contact
with other components including platinum and carbon. These materials can co-exist
along with pores (filled with O2, H2O, etc.) in the electrodes to form what is known
as the triple-phase interface, or boundary. This term refers to the comingled
interfaces of (i) carbon/platinum (C/Pt) particles and pores, (ii) C/Pt particles and
polyelectrolyte, and (iii) polyelectrolyte and pores (Fig. 10.4). It has been shown
that in these composite electrodes the polyelectrolyte is heterogeneously dispersed
and can be confined to films on the order of 2–10 nm thick. It is crucial to the
development of such materials for fuel-cell applications to understand how the
polyelectrolyte structures at these interfaces impact water transport, proton trans-
port, electrochemical reactions, and how certain forms of degradation occur at the

Fig. 10.3 In situ SANS profiles of various PSS-b-PMB copolymer electrolytes equilibrated at
95 % relative humidity at 60 °C. The number following the P refers to the nominal molecular
weight of the PSS block in kg/mol and the number in parentheses is the level of sulfonation of the
styrene units in mol.%. All three block-copolymer systems have comparable volume fractions of
the PSS phase compared to the PMB phase and comparable levels of sulfonation. The sample with
the smallest domain spacing, P4(44), shows the highest hydration level (λ) and the absence of a
water peak. Reprinted with permission from (S.Y. Kim, M.J. Park, N.P. Balsara, A. Jackson,
Macromolecules 43, 8128 (2010)) [33] © 2009 American Chemical Society

10 Neutron Techniques as a Probe … 281



triple-phase boundaries. Furthermore, the structures at interfaces between Nafion®

and additive nano-particles may serve to enhance, or improve, properties such as
water transport and water retention. Although the structural properties of bulk
PEMs have been the focus of many studies using SANS, fewer studies have
focused on the thin film and interfacial structural aspects of these materials.
Therefore, researchers have employed in situ NR techniques to investigate the
structural characteristics of PEMs at interfaces with a variety of materials [38–42].

To date, there have been a limited number of relevant studies that have used NR
to investigate the structure of PEM materials. Most of this work has been carried out
on Nafion® thin films deposited on various substrates including smooth glassy
carbon (GC) [41, 43], sputtered Pt [40, 41, 43], electrochemically oxidized Pt (PtO)
[41, 43], SiO2 [38, 44, 45], and gold (Au) [38, 44, 45].

Wood et al. report results from Nafion® thin films spin-coated onto glassy carbon
(GC), platinum (Pt) and platinum oxide (PtO) surfaces used to experimentally model
the PEMFC electrode interface and by annealing at 140 and 210 °C simulate the decal
electrode-preparation method developed by Wilson and Gottesfeld [41, 43, 46, 47].
The films were exposed to 10 % relative humidity H2O and D2O vapour as well as
saturated D2O vapour and were found to have different multi-layer structures
depending on the substrate. In composite structures of Nafion®/Pt/GC different
behaviour was found depending on the relative humidity. At low relative humidity
(≈10 %) in either H2O or D2O the scattering results were fitted with a single-layer
model consisting of hydratedNafion®with thicknesses on the order of 61–62 nm. The
SLD determined for films exposed to 10 % relative humidity H2O and D2O were
relatively high (SLDNafionrH2O = 4.59 × 10−6 Å−2; SLDNafionrD2O = 4.80 × 10−6 Å−2)
when compared to the value calculated for “dry” Nafion®

(SLDNafionrdry = 4.16 × 10−6 Å−2) with a known mass density of 1.98 g.cm−3. One
would expect that, given the SLDofH2O (−0.56 × 10−6Å−2), the SLDof the hydrated
Nafion® film should be lower than that of a dry film. Assuming the water content is
unaffected by the isotope the two reported SLD values can be used to calculate that the
water volume-fraction at 10 % relative humidity for Wood et al.’s films is approxi-
mately 3.2%by volume and that the SLDof the dryNafion®would be 4.76× 106Å−2.

Fig. 10.4 Schematic representation of the triple-phase boundary in a PEM fuel cell where
catalytically active particles (C/Pt), the proton-conducting electrolyte, and gas pores intersect
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This corresponds to a mass density of 2.27 g.cm−3, which is about 15 % greater than
the reported bulk density of 1.98 g.cm−3. One possible explanation for this high
density is that the density of thefilms is higher than that found in bulkNafion® because
of the thermal-processing procedure used to prepare the samples, which can increase
their crystallinity. However, data for Nafion® on glassy carbon surfaces in ambient air
could be fitted as a single layer with SLD= 4.12 × 10−6Å−2, which ismuch lower than
for Nafion® in the same conditions on Pt. Another explanation might be the relatively
narrow Q-range of the data. When Nafion® on Pt was exposed to saturated D2O
vapour the reflectivity curve was best modelled using a two-layer heterogeneous
Nafion®filmwith an approximately 7.5 nm-thick “hydrophobic” layer at theNafion®/
Pt interface, followed by a thicker (ca. 62 nm) hydrated Nafion® film. This hydro-
phobic layer manifests as a “dip” in the SLD profile as shown in Fig. 10.5a. This is in
contrast to the work byMurthi and Dura which demonstrated that whenNafion® films
that are spin-coated onto Pt or Au are exposed to H2O vapour there is a thin water-rich
layer that forms at the polymer/metal interface.

When Nafion® was in direct contact with the GC substrate a more complex
scenario evolved (Fig. 10.5b). For the Nafion®/GC systems exposed to a D2O-
saturated environment, a three-layer heterogeneous model was used to describe the
scattering. In this case, the researchers determined that there was a thin, rough layer
(ca. 9 nm thick with 6 nm roughness) sandwiched between two thicker layers. The
layer at the Nafion®/vapour interface was the thickest (ca. 57.7 nm) followed by the
layer at the Nafion®/GC interface (ca. 26.5 nm). While the water content of each
layer was not directly reported, a calculation using the SLD for each layer shows
that the layer closest to the GC contained ca. 50 % water by volume. The thick layer
at the Nafion®/vapour interface contained about 37 % water, and the middle layer
was relatively water depleted at about 24 % water.

Of particular interest are the cyclic-voltammetry results obtained when the Naf-
ion®/Pt/GC systems were electrochemically converted to Nafion®/PtO/Pt/GC
(Fig. 10.5c). It was reported that although the initial potential-cycle showed no
measurable Pt oxidation, subsequent cycles showed clear indications of Pt oxidation
and PtO reduction. Once the PtO was formed, the structure was once again probed
under saturated D2O conditions. From analysis of the scattering curves Wood and
co-workers [41, 43] found that with the PtO layer the interface became more
“hydrophilic” compared to the previous Nafion®/Pt interfacial layer. Also of sig-
nificance was that, after conversion of the Pt surface to PtO, there was less D2O
uptake in the Nafion®/PtO/Pt/GC system. Based on these results a vision of the
development of the polymeric structure, specifically for Nafion®, near an interface
was formed. Due to strong interactions of the polymer chains with the substrate it
was proposed that the typically-isotropic structure reported for bulk Nafion® was
modified and becomes anisotropic at the interface. According to Wood et al., the first
layer acts as a template and affects the long-range structural properties of the Nafion®

thin film. Murthi et al. also showed that the water uptake in Nafion® thin films on
metal substrates was measurably lower than that reported for bulk films [40].

Murthi et al. [40] examined Nafion® thin films (59 nm) spin cast onto 6 nm
sputtered Pt, using deposition procedures similar to Wood et al., and annealed at
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60 °C for one hour or more. From X-ray reflectivity data (to Qmax = 0.7 Å−1) it was
determined that prior to Nafion® deposition a 0.7 nm PtO surface-oxide layer had
formed, presumably by air exposure occurring between deposition steps. Neutron
reflectivity data for samples formed in controlled humidity H2O vapour and in
liquid water was obtained to measure the water uptake. H2O was chosen over D2O
in order to provide a greater contrast between the water domains and the hydro-
phobic domains. The data for samples under a controlled humidity-environment at
relative humidity values between 0 and 97 % were fitted using a single-layer model
and the water content determined from the SLD profiles. In liquid water, a two-
layer model was required to describe the data comprised of a thin 16 nm-thick

Fig. 10.5 NR scattering-
length density (SLD) profiles
of Nafion®. a Nafion® on
Pt/GC, b Nafion® on glassy
carbon in saturated D2O and
ambient 10 % relative
humidity environments, and
c Nafion® on PtO in a
saturated D2O environment.
Reprinted with permission
from (D.L. Wood,
J. Chlistunoff, J. Majewski,
R.L. Borup, J. Am. Chem.
Soc. 131, 18096 (2009)) [41]
© 2009 American Chemical
Society
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hydrophilic layer next to the PtO with a water content λ (moles H2O per mole
SO3

−) of 21 and an outer layer of 76 nm with λ = 10.2. Similar results were
obtained from films prepared on gold substrates.

Dura and co-workers showed a very interesting effect in Nafion® films cast on
SiO2 substrates. In contrast to scattering profiles fitted with simple, single-layer, or
two-layer models, NR results revealed alternating lamellar layers of water-rich and
Nafion®-rich domains that are induced at the interface of hydrated Nafion® films
and native silicon-oxide substrates. A cartoon depiction can be seen in Fig. 10.6
which shows the silicon substrate, the native silicon-oxide, and a five-lamella
structure. These structures were evidenced by the presence of a peak in the NR
curve at approximately Qz = 0.21 Å−1 for Nafion® on SiO2 equilibrated at 97 %
relative humidity. The lamellar morphology was confirmed by off-specular scat-
tering and the location of the lamellar structures at the interface with the SiO2, as
opposed to the vapour-polymer interface, was confirmed by comparison of the
scattering on thick thermal oxides. The position and intensity of the NR peak were
shown to be highly dependent on the hydration level of the film. Detailed mea-
surements and analysis including transverse Q-scans led to the conclusion that the

Fig. 10.6 a Specular NR data and model fits showing a high-Q (QZ) peak for SiO2 at 97 %
relative humidity (blue), a smaller high-Q peak for SiO2 at 0 % relative humidity (green), and no
high-Q peak for Au at 97 % relative humidity (black) or Au at 0 % relative humidity (red). b NR
scattering-length density profiles and the model corresponding to SiO2 at 97 % relative humidity:
Nafion® fluorocarbon backbone (red), sulfonic acid group (yellow), and water (blue). Reprinted
with permission from (J.A. Dura, V.S. Murthi, M. Hartman, S.K. Satija, C.F. Majkrzak,
Macromolecules 42, 4769(2009)) [38] © 2009 American Chemical Society
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structures were indeed two-dimensional sheets, or lamellae, lying parallel to the
substrate surface. The first layer was found to be water-rich at nearly 100 % H2O.
The next two water rich layers were found to contain progressively less water,
leading to a bulk-like swollen Nafion® layer.

He et al. [39] have used in situ NR to study the structure and kinetic absorption
of water in thin films of sulfonated polyphenylene. Films of thickness ranging from
13 to 57 nm cast on oxidized-silicon substrates were exposed to D2O vapour.
Typically, NR data collection is too slow to obtain kinetic data, but by limiting the
acquisition to the low-Q regime time-averaged data at 10 min intervals could be
collected. The NR curves were modelled using a three-layer model. It was deter-
mined that there were D2O-rich layers at both the vapour/polymer and polymer/
SiOx interfaces. The kinetic studies revealed that the D2O mass uptake scaled with
time1/2 at early times and diverged at later stages. At early stages of water
adsorption the effective diffusivity was found to be significantly slower compared to
diffusion in the bulk polyelectrolyte.

Our group is investigating the fundamental origins of these lamellar structures in
Nafion® and their potential impact on interfacial transport by using a variety of
techniques including NR, grazing-incidence SAXS (GISAXS), and quartz-crystal
microbalance (QCM). The aim of this work is to investigate the role that specific
interactions play on lamellae formation. This is being done by using substrates with
tunable chemical characteristics. From our initial studies, it appears that the interfacial
structures are generally absent from hydrophobic surfaces, but that in highly
hydrophilic substrates there is a strong tendency to form interfacial-lamellar struc-
tures [48].More specifically, we have recently demonstrated that the wettability of the
substrate, i.e. hydrophobic or hydrophilic, is a factor governing interfacial structure.

Although a clear and complete picture of how interfacial structure and con-
finement in thin polyelectrolyte films influences materials properties, such as water
and proton transport, is yet to be gained, it is clear that NR techniques have a
significant role to play. In summary, NR has shown that the structure at the interface
between a PEM and a substrate depends largely on the surface chemistry, film
processing, and even electrochemistry. These factors are certain to have an impact
on the transport at these interfaces. Moreover, the confinement of the PEM to a thin
film, which certainly has technological relevance, reduces the transport coefficients
and can even impact the solubility of water in these materials.

10.4 Transport and Dynamics

In order to understand the performance of PEM fuel cells, it is necessary to not only
understand the structure but also the water dynamics in these materials over a large
range of humidities, temperatures, and processing conditions. Proper water man-
agement is critical to optimal fuel-cell performance. Many studies have focused on
understanding the bulk-water transport and there has been a considerable effort to
understand how this transport is related to the nanostructure of the membrane.
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While bulk-water transport is an important aspect of fuel-cell operations, it is
important to keep in mind that this macroscopic property is governed by the nano-
structure of the membrane and, ultimately, the local-water dynamics within this
structure. Researchers have used neutron spectroscopic techniques to investigate the
local-water dynamics within the nanoscale ionic aggregates present in the material.
In addition to understanding the dynamics and transport, the static and dynamic
water concentration-gradient that is present across the MEA during fuel-cell
operation is also a central piece of data for proper water management. Current
neutron imaging techniques do not have the spatial resolution to map the water
gradient across the thickness of the MEA during fuel-cell operation, but researchers
have been able to use SANS techniques to elucidate this information in a clever
way.

While the focus has mainly been on water, little effort has been spent on
understanding the relationship between the water dynamics (both local and mac-
roscopic) on the polymer-chain dynamics and fluctuations within, and of, Nafion®’s
complex morphological features. Page and co-workers have used QENS and NSE
techniques to address these issues.

The following sections summarize the work, to date, using QENS, SANS, and
NSE to study the transport and dynamics in PEM materials, particularly Nafion®.

10.4.1 Water Transport and Dynamics

In the early 1980s Volino and Dianoux et al. used QENS to characterize the water
dynamics in a hydrated Nafion® film [49, 50]. The Nafion® sample was 1200 EW
and the water content was kept at approximately 15 % by mass. Experiments were
carried out at 25 °C on the multichopper time-of-flight spectrometer (IN5) at the
Institut Laue Langevin using three different neutron wavelengths of approximately
10, 11, and 13 Å, corresponding to an energy resolutions (Δω) of 18.5, 14, and
9 μeV, respectively. At each energy resolution, data was collected over the Q-range
0.4–1.1 Å−1. Along with the hydrated films, dry films were measured as a control.
In early work, the quasi-elastic broadening was characterized using a Lorentzian to
describe the long-range self-diffusion of the water molecules in the hydrated
membrane. The dynamic scattering-function, S(Q,ω), for diffusion of an incoherent-
scattering particle inside an impermeable sphere of radius, a, was presented in the
original work. Considering the broadening to be due to only long-range diffusion,
i.e. a → ∞, the scattering function reduces to:

S Q;xð Þ ¼ 1
p

DQ2

DQ2ð Þ2þx2
ð10:1Þ

where a Lorentzian function is used with full-width at half-maximum of Δω = 2DQ2

and D is the long-range diffusion coefficient.
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It was determined that this model did not sufficiently describe the QENS spectra,
and therefore inadequately described the water motions in Nafion®. Given the fact
that a single Lorentzian function, as used in Eq. (10.1), could not completely
describe the quasi-elastic broadening, a second model was proposed that considered
the rotational motions of the water molecules within the membrane. This particular
model assumes that the water molecules diffuse on a sphere of radius, ρ, with a
rotational-diffusion coefficient, Dr. Using the distance between the centre-of-mass
and the protons (0.95 Å) as ρ, the researchers were unable to fit the data using any
reasonable value for Dr. With ρ as adjustable parameter, they found reasonable fits
with ρ ≈ 3 Å, but because this value did not correspond to any reasonable length-
scale in the water molecule the analysis approach was not pursued further.
Therefore, it was determined that the measured QENS spectra could not be suffi-
ciently described by the rotational diffusion of water alone.

With the failure of the two simple models described above, a third model com-
bining translational self-diffusion with rotational diffusion was proposed. Through
various initial attempts at determining Dr, ρ, and D, it was found that the general
form of the model could sufficiently describe the QENS data, particularly with ρ ≈ 3
Å. Again, given that this value did not match any reasonable length-scale for water
rotation, it was determined that although the mathematical description was sufficient,
the physical interpretation was lacking. Therefore, it was decided that the mathe-
matical form of the model would be preserved and would be one in which the water
molecules (viz. the protons) are restricted to local diffusion, Dl, inside a sphere of
radius, a, combined with long-range translational diffusion, Dt, between the spheres.
The best-fit curves were calculated using Dl = 1.8 × 10−5 cm2s−1, a = 4.25 Å, and
Dt = 1.6 × 10−6 cm2s−1. Although this model proved to provide a reasonable
explanation, and fit, to the QENS data in the Q-range 0.4–1.1 Å−1, it was suggested
that more sophisticated models could be proposed and were being pursued. How-
ever, this was not thought to change the overall conclusions of the work. This work
showed that on a local size-scale (ca. 10 Å) the water molecules diffuse with a self-
diffusion coefficient that is similar to bulk water (Dwater = 2.2 × 10−5 cm2s−1), but
that the long-range self-diffusion is restricted due to the morphology of material.
Essentially, water is relatively free to move within a water domain, or ionic
aggregate, but motion between domains over large length-scales suffers. Subsequent
measurements on oriented membranes use more sophisticated models describing
diffusion within a cylinder instead of a sphere.

Pivovar and Pivovar [51] also used QENS to investigate the water dynamics in
Nafion® over a range of hydration levels from λ = 2 to 16 in order to determine how
the local dynamical behaviour of water is correlated with proton conductivity,
particularly in the low-λ regime. The QENS data were collected at a time-of-flight
instrument at NIST. The data were collected at 295 K over a Q-range from 0.4 to 2.0
Å−1 with neutron wavelength of 6 Å. The energy resolution was between 55 and
70 μeV. Assuming that the QENS data were the result of both elastically and quasi-
elastically scattered neutrons arising from immobile and mobile protons, respec-
tively, the experimental results were successfully modelled using the following
function:
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Sexp Q;xð Þ ¼ I Qð Þ x � R xð Þ þ 1� xð ÞR xð Þ � L xð Þð Þ þ Bo ð10:2Þ

where I(Q) is the scaled intensity at a given value of Q, R(ω) is the instrument
resolution function, L(ω) is a Lorentzian distribution, and Bo is a flat background.
The quantity, x, is the elastic incoherent structure-factor (EISF), which is the ratio of
the elastic scattering-intensity to the total scattering-intensity from both the quasi-
elastic and elastic components. The EISF can yield information as the length-scale
of the proton motions occurring within the sample. The fits to the experimental data
based on Eq. 10.2 were interpreted using two different models. For Q < 0.7 Å−1, the
Lorentzian broadening was analysed according to a model where the incoherent
scattering particles, i.e. protons, were thought to undergo continuous diffusion
within a sphere as in the model proposed by Volino and Dianoux [55, 56]; above
this Q-value a random unconstrained jump-diffusion model was used. From these
two models the characteristic length-scales over which motion occurs, along with
local (Dlocal) and jump (Djump) diffusion coefficients, were determined. In the
context of the diffusion in a sphere model, the measured EISF was modelled with
the following equation

x ¼ EISF ¼ fND þ 1� fNDð Þ 3j1 QRð Þ
QR

� �2

ð10:3Þ

where fND is the fraction of protons not diffusing in the timescale of the mea-
surement, R is the characteristic radius of the sphere within which the protons are
diffusion and j1 is the first-order Bessel function. The results of this analysis over
the entire hydration range can be seen in Fig. 10.7.

The radius of the dynamic sphere is characterized by a linear increase from about
2 to 3.5 Å in the λ range from 1 to 7. Above a λ of ca. 7 an asymptotic value of
3.68 Å is reached for fully saturated membranes. Correspondingly, within the time-
scale of the measurement, fND decreases with increasing water content. These
results indicate that at low λ values the hydrophilic domains are small and water
molecules are likely to have strong interactions with the acid sites (i.e. the confining
surface). These water molecules are effectively bound. As the domains swell, a
smaller fraction of the protons feel the confining effects of these interactions. There
is, however, inconsistency between the proposed size of these confined hydrophilic
domains and the size as determined by SANS measurements. This can be accounted
for by limitations in the time resolution of the instrument.

Following the work by Pivovar and Pivovar, further advancements inmodelling of
the QENS obtained from time-of-flight and backscattering spectrometers were made
by Perrin and co-workers [52, 53]. Their efforts aimed at developing a single model to
account for bound-continuous diffusion, long-range diffusion, and atomic granularity
(i.e. jump diffusion). This model used Gaussian statistics to describe the diffusion of
the scattering particles within a restricted geometry with ill-defined boundaries.
Essentially, the model accounted for two populations of diffusing protons: a popu-
lation of fast protons and a second population of slower-moving protons.
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As described by Perrin, the slow protons are, for all intents and purposes, related to
the hydronium ion formed when water abstracts a proton from the sulfonic acid site,
but it is also likely that these are tightly bound or restricted, water molecules similar to
those described by Pivovar and Pivovar [53]. The timescale of motion of this
population becomes shorter with increasing hydration level and the characteristic
length-scale of motions increases. No long-range diffusion was reported. With
increased hydration, the “extra” water molecules comprise the fast protons whose
motions are characterized over a similar length-scale as the slower protons along with
long-range diffusion between adjacent confining domains. In general it was shown
that for both populations of protons, the length-scale increases and the timescale of
motions decrease with increasing hydration level. As with earlier studies, an
asymptotic value was reached for these values at λ of about 10.

Other studies have shown similar results. Paciaroni and co-workers [54, 55] studied
the dynamics of the confined water in Nafion® films at low hydration levels (ca. λ = 6)
over a temperature range from 200 to 300 K. They characterized the motion according
to random jumping inside a confining region, which they associate with the boundaries
of the ionic aggregates, or clusters, of Nafion®. They also observed a transition in the
water dynamics at approximately 260 K, which was reported to be related to an
increase in the available degrees of freedom of the water created by a melting-like

Fig. 10.7 a The dynamic
sphere radius, R, from a
model fit to the EISF as a
function of the water content,
λ, where the dashed lines
demark the slope in the
low-swelling regime of the
asymptotic value at high
hydration-level and b the
fraction of non-diffusion
hydrogen atoms, fND, as
determined from the model fit
as a function of water content,
where the dashed line is the
theoretically-calculated value
of fND assuming a single, non-
diffusing hydronium ion for
each sulfonic acid site.
Reprinted with permission
from (A.A. Pivovar,
B.S. Pivovar, J. Phys. Chem.
B 109, 785 (2005)) [51]
© 2009 American Chemical
Society
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process of the bound water. Their results concerning the local-diffusion coefficient of
the water are similar to those previously reported [51]. Paciaroni et al. [55] also studied
a composite membrane comprised of Nafion® with zirconium phosphate nano-filler.
Again, the QENS data were modelled according to random jump-diffusion inside a
confining spherical region. Ultimately, this work demonstrated that the local water
dynamics were unaffected by the presence of the nano-filler.

Researchers have used QENS to look at novel PEM materials and to investigate
the fundamental relationship between structure and transport. Peterson and
co-workers used QENS to investigate the water dynamics in novel plasma-poly-
merized PEMs [56, 57]. The membranes were synthesized using a pulsed-plasma
enhanced chemical vapour-deposition system. The resulting membrane was a cross-
linked polystyrene containing trifluoromethanesulfonic-like acid sites. The ion-
exchange capacity of this novel membrane was shown to be somewhat less than
that of Nafion® (0.7 mequiv/gm compared with 0.91 mequiv/gm) with a signifi-
cantly lower water content. The quasi-elastic broadening was modelled using a
Lorentzian. Plots of the half-width at half-maximum (HWHM) of the Lorentzian as
a function of Q2 were used to calculate the diffusion coefficients. The water in the
plasma produced PEM showed similar diffusion behaviour compared to Nafion®.
However, they did observe an increase in HWHM for the plasma produced PEM at
low Q values compared to that measured for Nafion®, but no explanation was given
for this observation. A later, more detailed, QENS study from this group revealed
interesting behaviour in the plasma-polymerized PEM (PP-PEM) [57]. They found
that the PP-PEMs studied had a proton conductivity, as measured by impedance
spectroscopy that was ≈21 % higher than that of Nafion®. A careful QENS study,
and subsequent fitting, of the proton motions revealed that the quasi-elastic
broadening could be described by two components, or types of protons. One
component was due to motions arising from a dispersed relaxation in the frequency
domain, which is equivalent to a stretched exponential in the time domain, as
proposed by Bergman [58]. These protons were labelled as type 2 and considered to
diffuse much like the protons in Nafion® membranes. The other, faster component
was described by a broad Lorentzian and accounted for 41(3) % of the protons. The
Q2 dependence of the two types of protons was used to determine self-diffusion
coefficients for the fast and slow diffusing protons. The fast protons, which
accounted for 41(3) %, of the protons in the system, had a self-diffusion coefficient
of 2.8(1) × 10−4 cm2s−1. This is an order of magnitude faster than that measured for
the Nafion®-like protons (3.0(2) × 10−5 cm2s−1). These results help to support and
give an explanation as to the increased proton conductivity measured for the PP-
PEMs, despite having a lower water uptake. It was proposed that the superfast
proton diffusion is likely due to the arrangement of the sulfonates in PP-PEM.
While detailed structural information was not presented, a simple model was pro-
posed which involve the hydronium ion being passed between adjacent trifluoro-
methanesulfonate groups. The local environments of these groups are thought to
allow for rapid, relatively long-range proton transfer as compared to Nafion® [57].
Lyonnard et al. [59] have also used QENS to study the role of structure and
confinement on water mobility. This study, however, was not carried out on PEMs,
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but on a perfluorinated surfactant (PFOS) bearing a similarity to the side-chain
found in Nafion®. By varying the ratio of PFOS to water, they were able to create
both lamellar and hexagonal phases. They showed that the water motions are
spatially confined and, more importantly, that the geometry of the confinement
affects the diffusion behaviour. In the hexagonal phase, the water dynamics were
found to be almost bulk-like while for the lamellar phase there were serious
restrictions in water mobility. This information could play a vital role in the
rationale design of future, novel membrane materials.

While it is not in the scope of this chapter, it is worth mentioning that QENS has
also been used to study the motions of hydrogen gas, the fuel in a fuel cell, on PEM
fuel-cell catalyst supports. Such studies demonstrated that the interactions between
H2 and the carbon support play a significant role in reactant transport in the PEM
fuel cell [60, 61].

The aforementioned studies demonstrate the efficacy of QENS for understanding
the water transport in PEM materials. Several key pieces of information concerning
the fundamental nature of water mobility in PEMs have emerged thanks to detailed
and clever analyses carried out by the researchers mentioned. In summary, one can
say that the water motions in PEMs, especially Nafion®, have the following
characteristics:

1. Water motions occur in confined domains, the nature of which is largely dictated
by the nanoscale morphology of the material.

2. Within this confined geometry the water motions are influenced largely by the
number of water molecules present. As the number of water molecules
decreases, the dynamics are increasingly restricted.

3. With a sufficient level of hydration, the local dynamics are not unlike the
motions that occur in bulk water, but the long-range motions are restricted due
to the material morphology.

This body of information has contributed significantly to our current under-
standing of these materials and will continue to illuminate the path toward the
rational design of new PEM materials.

10.4.2 Water Transport

Although historically used as a tool to probe the structure of PEM materials, recently
neutron techniques and sample environments have been developed to probe the
transport of water in these materials by enabling structural changes to be monitored
as a function of time. Kim and co-workers developed an in situ vapour sorption
apparatus for SANS that is capable of controlling the vapour pressure of a given
solvent and have employed it to investigate the effects of water vapour sorption in
Nafion® films [62, 63]. A French group has developed an in situ, in operando SANS
experiment and analysis method to observe the structure of Nafion® and determine
the water profile across the thickness of the PEM [64–69]. This technique has also
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been used by this group and others to investigate the behaviour of water in a working
fuel-cell environment and will be discussed in greater detail below [70, 71]. More
recently, Gebel and co-workers [72] used a similar cell and have demonstrated the
ability to measure the kinetics of water sorption in Nafion® along with the water
concentration-profiles across the thickness of the membrane using neutron
scattering.

Kim and co-workers were able to measure structural changes in Nafion® under
various relative humidity conditions, ranging from dry to hydrated, using an in situ
vapour-sorption SANS (iVSANS) cell. Scattering intensity was measured over the
Q range 0.1–0.3 Å−1 as a function of time as shown in Fig. 10.8. The position and
intensity of the ionomer peak were determined from the scattering profiles to
measure the structural evolution of pretreated and as-received Nafion® films after
being exposed to water vapour. The humidity changes investigated included dry to
20, 35, 50, 65, 80, and 95 % relative humidity. The results for the as-received
Nafion® film can be seen in Fig. 10.9 for a humidity change from dry to 95 %
relative humidity at 23 °C. Over the course of the sorption experiment, the ionomer
peak increases in intensity and the position of the peak shifts to lower Q, as detailed
in Fig. 10.9. The macroscopic scattering intensity (differential cross-section on an
absolute scale), dΣ/dΩ, of the ionomer peak was correlated with the water uptake
(Fig. 10.9a) and increased rapidly during the early stages of sorption and levelled
off upon reaching equilibrium for each of the target humidity values. The rate of
water sorption and the intensity, both related to the water uptake, were found to
increase with increasing relative humidity. The ionomer peak position was found to
follow the same trend, with the domain spacing increasing with time during the
early stages and plateauing at later times. The equilibrium spacing increases with
increasing relative humidity. The time-resolved (kinetic) data of the time-evolution

Fig. 10.8 Evolution of the
macroscopic scattering cross
section over 60 min from a
pretreated Nafion® membrane
as a function of time during
hydration from ‘dry’ to 90 %
relative humidity. The two-
dimensional detector images
are shown on the right.
Reprinted with permission
from (M.H. Kim, C.J. Glinka,
S.A. Grot, W.G. Grot,
Macromolecules 39, 4775
(2006)) [63] © 2009
American Chemical Society
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of the macroscopic scattering intensity was modelled with a solution to Fick’s
second law to determine the diffusion coefficient for both as-received and pretreated
Nafion® membranes. More recently, Gebel and co-workers performed a similar set
of experiments [72]. In addition to obtaining kinetic data to determine the diffusion
coefficient, Gebel and co-workers used an established technique to determine the
water concentration-profile across the membrane during the sorption process
[64–68, 70, 71]. Scattering data from Nafion® equilibrated at various relative
humidity values, were recorded and served as a reference to reconstruct the scat-
tering obtained during the equilibration process. It is thought that the scattering data
taken during the sorption process could be considered as a sum of slices with
varying thickness and water contents. These slices can be considered to be repre-
sented by the recorded reference spectra and the total in situ scattering from the

Fig. 10.9 a dΣ/dΩ at Qmax

for the ionomer peak
correlated with water uptake
versus the sorption time and
b the domain spacing of the
ionic aggregates versus
sorption time after changing
relative humidity values.
Reprinted with permission
from (M.H. Kim, C.J. Glinka,
S.A. Grot, W.G. Grot,
Macromolecules 39, 4775
(2006)) [63] © 2009
American Chemical Society
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membrane in the operating fuel-cell can be recreated by a linear combination of said
reference spectra.

One of the most innovative uses of SANS to date has been the in situ, operando
technique developed by a group in France [64–68, 70, 71]. In a working PEM fuel

Fig. 10.10 Photographs of the cell on the cathode side (upstream side of neutron beam) (a), on the
anode side (b), and of the monopolar plate with the serpentine gas channel (c). On the anode side
the cell was machined such that the neutron beam could be moved along the vertical axis of the
cell in order to investigate the distribution of water between the gas inlets and outlets. (d) SANS
reference spectra obtained on a membrane electrode-assembly equilibrated at various relative
humidity conditions. The percentages denote the water content in volume %. (e) An example of a
SANS profile taken during operation and the subsequent deconvolution into the relevant reference
spectra. (f) Corresponding water profile obtained from the combination of reference spectra shown
in (e). Reprinted with permission from (A. Morin, F.N. Xu, G. Gebel, O. Diat, Int. J. Hydrog.
Energ. 36, 3096 (2011)) [67] © 2011 International Journal of Hydrogen Energy
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cell, the membrane is not uniformly hydrated across the thickness of the cell and
there is usually a water gradient from the anode to the cathode, with the water
concentration being higher at the cathode. Ideally, one would want to know the
water concentration profile through the membrane thickness as a function of the
operating conditions in order to optimize fuel-cell performance and water man-
agement. The group in France was the first to develop a fuel cell that was neutron-
transparent, which enabled them to measure the scattering from the membrane
during cell operation. The premise behind this technique is the water gradient across
the fuel cell and the varying membrane nanostructure as a consequence of the
different amounts of water. The features of the neutron-scattering data that arise
from the nanostructure of Nafion® (i.e. the ionomer peak, incoherent background,
etc.) are sensitive to the amount of water in the membrane. Thus, the membrane in
the working fuel cell was considered to consist of a series of slices, each with
different water content. Reference spectra were obtained for Nafion® membranes
that were considered to be at equilibrium with respect to swelling over a range of
water contents. The shape of the ionomer peak at a given λ served as a reference of
the scattering for that particular water content. The scattering intensity obtained
during operation, Itotal(Q), was considered to be a linear combination of the scat-
tering intensity of the reference spectrum, Ii

ref(Q), where the weight (or coefficient)
associated with each individual reference spectrum, ai, was directly correlated with
the thickness of the corresponding hydration layer.

Itotal Qð Þ ¼
X

i
aiI

ref
i Qð Þ þ k;with

X
i
ai ¼ 1 ð10:4Þ

The cell, the reference spectra, and a typical measured water profile can be seen
in Fig. 10.10. This technique has been used to study the water gradient profiles
during fuel-cell operation as a function of current density, H2/O2 gas ratio, and with
differing gas-diffusion layers and gas-flow configurations. Details of this technique
and the neutron-transparent fuel cell can be found in the literature [64–67, 73].

10.4.3 Ion and Polymer Dynamics

In addition to the studies of water dynamics in PEM materials, inelastic scattering
techniques have been used to examine the dynamics of ions in neutralized mem-
branes as well as the polymer-chain dynamics. The aim of these studies is to gain a
deeper fundamental insight into the mechanisms of charge transport and to examine
the correlation between ion motion and polymer-chain dynamics. In the earliest
studies of this kind, Rollet and co-workers [74, 75] used QENS to probe the
dynamics of N(CH3)4

+ ions in hydrated (D2O) Nafion
® membranes. Nafion® and

D2O both have very low incoherent scattering cross-sections, and hence the mea-
sured scattering in these studies is dominated by the hydrogenated counter-ion,
allowing for directionality of ion motions, as a function of ion concentration, to be
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determined. In order to extend the time-range over which the ion dynamics could be
probed, nuclear magnetic resonance and radiotracer experiments were also per-
formed. For the given set of experimental conditions outlined, they found that at
short time-scales the self-diffusion of the ions within the water domains of Nafion®

was similar to that found in non-confined solutions. With increasing electrolyte
concentration the self-diffusion coefficient of N(CH3)4

+ was found to decrease, a
phenomenon thought to arise from viscosity effects. For long-range diffusion, the
transport of ions was found to be limited by the tortuosity of the diffusion path
which is in large part determined by the channels connecting the water domains.

Page and co-workers [76–79] have also used inelastic neutron methods to study
the molecular dynamics of Nafion® as part of an effort to further the fundamental
understanding of the role of electrostatic interactions in relaxation phenomena
observed in these materials. QENS was used to measure the dynamics of the
counter-ions in perfluorosulfonate ionomers (PFSIs) neutralized with various alkyl
ammonium ions. While the work by Rollet and co-workers focused on measuring
the counter-ion dynamics at room temperature in hydrated systems, Page and
co-workers measured the counter-ion dynamics in dry systems over a range of
temperatures in the vicinity of the corresponding alpha-relaxation temperature,
which is highly dependent of the choice of counter-ion. Transitions in the counter-
ion dynamics were correlated with bulk mechanical-relaxations in an effort to
directly observe the ion-hopping process thought to be the mechanism for long-
range diffusive motions of polymer chains and ions in these systems. This work
explicitly showed that the counter-ion dependent alpha-relaxation, observed in
thermo-mechanical analysis, is linked to the onset of mobility of the counter-ions on
the length-scale of 2–3 nm. These data, taken together with other studies, dem-
onstrate that the motions of the ions and the polymer chains are highly correlated in
these systems (Fig. 10.11).

Fig. 10.11 The elastic-scattering intensity as function of temperature (at Q = 0.25 Å−1) for a
tetramethyl ammonium-neutralized Nafion® membrane. The rapid decrease in intensity at high
temperature corresponds to the transition from a static, electrostatic network, to a dynamic one.
Reprinted with permission from (K.A. Page, J.K. Park, R.B. Moore, V.G. Sakai, Macromolecules
42, 2729 (2009)) [76] © 2009 American Chemical Society
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While work on dry, neutralized forms of Nafion® has helped to further the
fundamental understanding of the complex molecular-relaxation behaviour, i.e., the
relationship between electrostatic interactions, counter-ion dynamics, and polymer
chain relaxations, these model studies are less useful in understanding the inter-
dependence of water dynamics/transport and polymer-chain motions in the more
device-relevant, acid-form hydrated Nafion® membranes. More recently, Page and
co-workers have begun using NSE spectroscopy to probe the relationship between
water content and polymer-chain dynamics in Nafion®. NSE enables the study of
slow relaxation processes in polymeric systems [80] and for Nafion® samples
hydrated with D2O, the polymer-chain dynamics can be measured by monitoring
the intermediate-scattering function, I(Q,t), at a Q corresponding to the length-scale
associated with the distance between the individual polymer chains. An example of
the results from an ongoing study can be found in Fig. 10.12. The I(Q,t) decay was
fit with a Kohlrausch-Williams-Watts (KWW) function (Fig. 10.12) and it was
determined that with increasing water content and temperature, the relaxation time
for chain motions decreased (i.e. chain motions became faster). Interestingly, the
timescale associate with the polymer-chain motions plateaus at value near a λ of 6,
which is also where other studies have shown a transition in the dynamics and
transport of water [51]. This application of NSE indicates that there is a degree of
coupling between the local water dynamics/transport and the polymer-chain
dynamics. This influence of water on the polymer-chain dynamics provides a

Fig. 10.12 The normalized I(Q,t), I(Q,t)/I(Q,0) and labelled S(Q,t)/S(Q,0), for a nominally dry
and hydrated (λ = 16) Nafion® membrane at Q = 1.2 Å−1. The Q value was chosen to coincide with
the peak in the coherent structure-factor associated with inter-chain scattering of the Nafion®

polymer backbone (inset). The I(Q,t) was fit with the KWW equation as shown in the graph, where
τKWW is the relation time of the polymer chains and β is related to the distribution of relaxation
times observed. Error bars represent one standard deviation in the measured scattering intensity
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molecular-level understanding of the observed decrease in Young’s modulus with
increasing humidity and temperature. The increased mobility in molecular relax-
ations induced by the presence of water points to the molecular origins of the
temperature- and humidity-dependent softening mechanisms in Nafion® and other
poly (perfluorosulfonic acid) membrane materials.

10.5 Conclusions and Outlook

While not an extensive review of the field, the work described here shows the
critical role that neutron techniques play in the research and development of PEM
fuel cells. Interestingly, neutron techniques can serve researchers at several points
along the process of developing a working and high-performance PEM fuel cell. At
the earliest stages, neutron scattering can inform chemists of the structures that
develop given the choices made in molecular architecture. In turn, it can then be
determined how these structures may impact important materials properties such as
water and ion transport. Finally, state-of-the-art neutron methods can be used to
monitor and analyse operating PEM fuel cells and aid in determining operating
conditions for optimum fuel-cell performance. Therefore, researchers have the tools
necessary to correlate materials chemistry and structure to overall device perfor-
mance. This can deliver critical information and serve as a powerful tool to a
chemist or materials developer, by providing them with a general set of fundamental
design parameters with which they can move forward in membrane development. It
is reasonable to consider that neutron-based techniques will continue to serve the
PEM fuel-cell community by aiding in the characterization and establishment of
fundamental membrane structure-property-performance relationships.
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Glossary of Abbreviations

ADP Atomic displacement parameter

AFC Alkaline fuel cell

APT Atom probe tomography

BHJ Bulk heterojunction

CCS Carbon capture and storage

CMS Carbon molecular sieve

CP Cross polarization

CT Charge transfer

CTB Conservation of tetrahedral bonds

CTI Charge-transfer integral

DA Donor acceptor

DFT Density-functional theory

DLC Discotic liquid crystal

D-LC Diamond-like carbon

DLPA Diffraction line profile analysis

DOE Department of energy

EISF Elastic incoherent structure-factor

ES Excited state

FEA Finite element analysis

FF Fill factor

FWHM Full width at half maximum
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GB Grain boundary

GC Glassy carbon

GDOES Glow-discharge optical emission spectroscopy

GISAXS Grazing incidence small-angle scattering

GS Ground state

HAZ Heat-affected zone

HOMO Highest occupied molecular oribital

HT High temperature

HWHM Half width at half maximum

IAST Ideal-adsorbed solution theory

ILL Institut Laue Langevin

INS Inelastic neutron scattering

IPCC Intergovernmental panel on climate change

IPCE Incident photon-to-current efficiency

IPNS Intense-pulsed neutron source

IR Infrared

ISIS Neutron scattering at Rutherford and Appleton laboratories

ITO Indium tin oxide

LOCA Loss of coolant accident

LT Low temperature

LUMO Lowest unoccupied molecular orbital

MAS Magic-angle spinning

MCFC Molten carbonate fuel-cell

MD Molecular dynamics

MEA Membrane electrolyte assembly

MEM Maximum-entropy method

MIL Matériaux de l'Institut Lavoisier

MO Molecular orbital

MOF Metal-organic framework

MOM Metal-organic material
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MPP Maximum-power point

NASA National aeronautics and space administration

ND Neutron diffraction

NIST National institute of standards and technology

NDP Neutron depth profiling

NMR Nuclear magnetic resonance

NPD Neutron powder diffraction

NR Neutron reflectometry

NSE Neutron spin echo

OCV Open-cell voltage

ODS Oxide dispersion strengthened

OPV Organic photovoltaic

PAFC Phosphoric acid fuel cell

PAH Polycyclic aromatic hydrocarbon

PCE Power-conversion efficiency

PDF Pair-distribution function

PEM Polymer-electrolyte membrane

PEMFC Polymer-electrolyte membrane fuel-cell

PES Potential energy surface

PFG NMR Pulsed field gradient NMR

PGAA Prompt-gamma activation analysis

PP-PEM Plasma polymerised PEM

PV Photovoltaic

QCM Quartz crystal microbalanace

QENS Quasielastic Neutron scattering

RDF Radial-distribution function

SANS Small-angle neutron scattering

SCWR Supercritical-water cooled reactor

SNS Spallation Neutron source

SAXS Small angle X-ray scattering
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SCC Stress corrosion cracking

SEI Solid electrolyte interface

SL Scattering-length

SLD Scattering-length density

SOF Site occupancy factor

SOFC Solid oxide fuel-cell

STP Standard temperature and pressure

TOF Time of flight

USANS Ultra-small angle neutron scattering

UV Ultra-violet

WDX Wavelength dispersive X-ray

YSZ Yttria stabilized zirconia

ZIF Zeolitic imidazolate framework

ZMOF Zeolitic MOF
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