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Abstract. Latent Dirichlet allocation (LDA) is a popular probabilis-
tic topic modeling paradigm. In practice, LDA users usually face two
problems. First, the common and stop words tend to occupy all topics
leading to bad topic interpretability. Second, there is little guidance on
how to improve the low-dimensional topic features for a better cluster-
ing or classification performance. To find better topics, we re-examine
LDA from three perspectives: continuous features, asymmetric Dirich-
let priors and sparseness constraints, using variants of belief propagation
(BP) inference algorithms. We show that continuous features can remove
the common and stop words from topics effectively. Asymmetric Dirich-
let priors have substantial advantages over symmetric priors. Sparseness
constraints do not improve the overall performance very much.

Keywords: Latent Dirichlet allocation, belief propagation, continuous
features, asymmetric Dirichlet priors, sparseness constraints.

1 Introduction

Latent Dirichlet allocation (LDA) [1] is a widely-used probabilistic topic model-
ing paradigm, which has found many important applications in natural language
processing and computer vision areas. LDA represents documents as mixtures
over latent topics, where each topic is a distribution over a fixed vocabulary.
Using approximate inference techniques like variational Bayes (VB) [1], Gibbs
sampling (GS) [2] or belief propagation (BP) [3], LDA automatically learns the
topic-word and document-topic distributions from a large collection of docu-
ments. In practice, LDA users usually encounter two problems. First, the com-
mon and stop words tend to occupy all topics. For example, if we use LDA
to extract topics from a machine learning corpus like NIPS, we find that the
common words “learning” and “model” dominate (having very high likelihood)
almost all topic-word distributions. This phenomenon makes the interpretability
of topics undesirable [4]. Second, there is relatively little guidance on how to im-
prove the lower-dimensional topic features for a better retrieval, clustering and
classification performance. Therefore, we explore LDA from three perspectives:
continuous features, asymmetric Dirichlet priors and sparseness constraints to
find better topics.
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LDA has long been used for discrete features such as word tokens and counts.
Continuous features or term weighting schemes have been rarely discussed such
as term frequency-inverse document frequency (TF-IDF) [5] and LTC [6]. One
major concern is that LDA cannot generate continuous observations in its prob-
abilistic modeling process. So, in practice users have to manually remove stop
words having little contribution to the meaning of the text [7]. But, removing
common words requires contextual knowledge of the entire corpus, which is often
a big challenge to users without prior knowledge. Recently, continuous features
for LDA have gained intensive research interests. A simple term-frequency fea-
ture scheme [8] has been used for tagged document within the framework of
LDA. Point-wise mutual information (PMI) features [9] have been incorporated
into the GS inference algorithm referred to as pmiGS. The PMI feature gives
common and stop words some lower weights. Then, pmiGS infers topic-word
distributions from weighted word counts. The results show that the PMI fea-
ture not only lowers the likelihood of common and stop words in the topic-word
distribution, but also gains a no-trivial improvement in cross-language retrieval
tasks. This line of research inspires us to consider continuous features for LDA
to improve the topic interpretability.

Most LDA algorithms [2,3,7] consider fixed symmetric Dirichlet priors over
document-topic and topic-word distributions for simplicity. Although it is possi-
ble to automatically learn Dirichlet hyperparameters from training data accord-
ing to the maxumum-likelihood criterion [10], the extensive empirical studies [11]
confirm that the inferred symmetric priors do not significantly improve the topic
modeling performance than the fixed ones. However, asymmetric Dirichlet priors
over document-topic and symmetric Dirichlet priors over topic-word distribu-
tions have substantial advantages on removing the common words and choosing
the number of topics [12]. The asymmetric prior over document-topic distri-
bution can guide common or stop words to be grouped into a few topics with
higher likelihoods because these words often occupy the larger proportion of each
document. So, asymmetric priors are also effective in finding better topics.

If we can control the sparseness of document-topic and topic-word distribu-
tions, we can possibly control the quality and interpretability of lower-dimensional
topic features. Sparse topic coding (STC) [13] can directly control the sparsity of
the inferred representations by relaxing the normalization constraint, which can
be integrated with any convex loss function. STC identifies sparse topic meanings
of words and improves time efficiency and classification accuracy. Also, sparse cod-
ing can be directly combined with LDA’s extensions [14] for computer vision ap-
plications. In sparse coding, each document or word only has a few salient topical
meanings or senses. Sparse distributions carry salient information for a better in-
terpretability, so that the low-dimensional sparse topic features may be more dis-
tinguishable. Therefore, we will consider adding sparse constrains [15] on LDA’s
document-topic and topic-word distributions.

Although continuous features, asymmetric priors and sparseness constraints
for LDA have been studied either by GS [2] or by VB [1] inference algorithms, we
re-examine these three perspectives within the novel BP inference framework [3],
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which is very competitive in both speed and accuracy. As a result, we incoporate
continuous features, asymmetric Dirichlet priors and sparseness constraints into
BP algorithms to find better topics than traditional GS and VB algorithms.
Besides, most of previous studies focus only on one of three aspects, and lack
a comprehensive comparison in terms of generalization performance, document
clustering/classification and topic interpretability. Here, we compare these three
aspects on different data sets, and provide evidence on which one can produce
high-quality topics.

2 Background

We begin by reviewing batch BP algorithms for learning collapsed LDA [3,16,17].
The probabilistic topic modeling task can be interpreted as a labeling problem, in
which the objective is to assign a set of thematic topic labels, zwxp = {zgd},
to explain the observed elements in document-word matrix, Xwxp = {Zw.d}-
The notations 1 < w < W and 1 < d < D are the word index in vocabulary
and the document index in corpus. The notation 1 < k < K is the topic index.
The nonzero element x,, ¢ # 0 denotes the number of word counts at the index
{w d}. For each word token ZTw,di = {0,1},1 < i <z, 4, there is a topic label
2k .. =10,1}, Zk 1 w 4 = 1,1 <i <@y 4, so that the soft topic label for the
word index {w,d} is 2, ; = wafl 28 i/ Tw.d-

The collapsed LDA [18] has J01nt probablhty p(x, z|avg, Bu,,), where the
Dirichlet hyperparameters {avk, Buw}, > ., vk = 1, Y, Uw = 1,0, 8 > 0. In prac-
tice, we may use the fixed symmetric hyperparameters {vy = 1/K,u,, = 1/W}
and the concentration parameters {«, 3} are provided by users for simplicity [2].
To maximize the joint probability in terms of z, the BP algorithm [3] computes
the posterior probability, g, a(k) = p(z¥ = 1\z_(w dz), x), called message,

w,d, i

w d,i
which can be normalized by local computation, i.e., Zk:l tw,d(k) = 1. The
approximate message update equation is

[0, a(k) + ave] X [Gu,—a(k) + Bua]
2w Zw.a + ] X [¢—(w,a)(k) + 5]

where the sufficient statistics for LDA model are

é—w,d(k) = wa,duwd(k)v (2)

Nw,d(k) (08 (1)

éw,—d(k) = wa,d/f"w,d(k)’ (3)
—d

where —w and —d denote all word indices except w and all document indices
except d. Obviously, the message update equation (1) depends on all other neigh-
boring messages p_(, q) excluding the current message fiw,q4. Two multinomial
parameters, the document-topic distribution # and the topic-word distribution
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Fig. 1. (A)Generative graphical representation of LDA based on continuous features,
asymmetric Dirichlet priors and sparseness constraints, (B)Factor graph and message
passing

¢, can be calculated from sufficient statistics éd(k;) and éw(k‘) by normaliza-
tion. Message passing process will iterate Eqgs. (1), (2) and (3) until all messages
converge to a local stationary point [3].

As mentioned in Section 1, LDA users often use the document-topic distribu-
tion in (2) as the lower-dimensional features for document retrieval, clustering
and classification. The word-topic distribution in (3) is used to find the hot words
in each topic. Usually, users will inspect the hot words with higher likelihood in
each topic to understand the topic’s semantic meaning. Observing (2) and (3),
we find that these two distributions are determined by three factors:

1. The features or observations: the word counts x, 4.

2. The Dirichlet priors or hyperparameters: the base vectors {vy, u,, } and the
concentration parameters {«, 8} in Eq. (1).

3. The message: the K-tuple vector p,, q4(k) for the topic likelihood at index

{w, d}.

In this paper, we will regulate these three factors to find better topics including
document-topic (2) and topic-word distributions (3).

3 Finding Better Topics

The major reason that the common and stop words occupy almost all topics is
that LDA uses word counts as features. The bigger the word counts, the higher
the influence to the topic distributions. In Egs. (2) and (3), the normalized mes-
sage fy,q(k) is multiplied by the nonzero word count x,, 4. Thus, x,, 4 can be
regarded as the weight of p,, ¢(k) in estimating document-topic and topic-word
distributions. In this way, the topics may be dominated by those high-frequent
common and stop words. We see that the bigger word count x,, 4 corresponds
to the greater influence of the estimated distributions in (2) and (3). This phe-
nomenon motivates us to use the continuous features such as TF-IDF or LTC
to lower the weights of common and stop words during message passing.
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As far as Dirichlet priors are concerned, if we use the symmetric priors {v, =
1/K,u, = 1/W}, the common and stop words have equal likelihoods to be
assigned to all topics in Eq. (1). However, if we use the asymmetric priors, words
will have higher likelihood to be assigned to the topic with higher priors. In this
way, most common and stop words may be assigned to a few topic groups with
higher priors [12]. This phenomenon motivates us to incorporate the asymmetric
Dirichlet prior learning into the message passing process (1), (2) and (3).

The message p.y,q(k) represents the topic likelihood for each word token .y, 4 ;.
If the message is not sparse, the word token may have multiple topic meanings
leading to unclear explanations. So, we encourage passing those sparse messages
by adding a weight proportional to the sparseness of the message. This weighted
message passing strategy can strengthen the sparseness of document-topic and
topic-word distributions in (2) and (3). According to [13] and [14], the sparseness
will make the lower-dimensional topic features more distinguishable for clustering
or classification purposes. This motivates us to add sparseness constraints on
messages during their passing process.

Fig. 1(A) shows the continuous features, asymmetric Dirichlet priors and
sparseness constraints denoted by red colors in the generative graphical represen-
tation of LDA. The asymmetric Dirichlet priors are divided into the connection
parameters {«, 5} and the base measure vectors {v,u}, and m,, 4 is the sparse-
ness constraints for the message piy, q(k) ~ zi’d. Note that if zy g = D, Tw,di
becomes continuous observations like TF-IDF, the generative model in Fig. 1(A)
cannot generate such observations. However, the factor graph representation of
the collapsed LDA [3] shows that it is possible to describe the continuous fea-
tures using the undirected factor graph, which does not need to encode the
generative relations between variables. In this way, we may think that the factor
graph is a close approximation to LDA [3]. Fig. 1(B) shows the factor graph
representation and the message passing process based on continuous features,
asymmetric Dirichlet priors and sparseness constraints. We see that the mes-
sage fly,a(k) ~ zfﬂ 4 can be inferred by its neighboring messages including
{(X—w.d; z’iw’d, m_y, q), v} and {(Xw,—d, zfu’fd, my, _q), fuy } via factor nodes
04 and ¢y, respectively. We group the variables (x4, zgd, m,, q) together be-
cause they work together to influence the neighboring messages according to (1).
From the message passing over factor graphs, we can derive the similar message
update equation to (1) that considers continuous features, asymmetric priors
and sparseness constraints within the unified BP framework.

3.1 Continuous Features

In linguistics, the high frequent stop words like “the, and, of” which occur in
most of the documents do not contribute to the topic formation. To avoid stop
words dominating every topic, we have to remove stop words before running
LDA according to a corpus-specific stop word list. However, even if the stop
words have been removed, there still are many common words such as “model,
learning, data” in the machine learning corpus. In such cases, we may use the
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continuous features such as TF-IDF [5] and LTC [6] that give the lower weights
to the “common word” messages in (1). Let .y 4/ Y, Tw,a be the frequency of
word w in document d, and ), x,, 4 be the total number of times that the word
w occurs in all documents. We get the continuous TF-IDF feature as

tpidf _ Twd D 4
o 2w Twd o8 P aTwd)’ @

and the LTC feature as

log(s",,, +1) x log (Zﬁ“”d>
xltc — | 5)

w,d 2
D T,
Zd:l |:10g( >w mid + 1) x IOg (ng'w»d):|

The difference between (5) and (4) is that (5) uses the logarithm of word fre-
quency and is normalized by the geometric mean of the numerator. This nor-
malization makes LTC features more distinguishable than TF-IDF features.

We simply replace the discrete word count feature z,, ¢4 by the continuous
features xff’:f and x!f¢; in Bgs. (2), (3) and (1). Without loss of generality,
we focus on LTC features for topic modeling. We refer to the message passing
algorithms for LTC feature as ltcBP. Obviously in (2) and (3), the higher TF-IDF
and LTC values will have the bigger influence to the topic formation. Generally,
the stop and common words have lower TF-IDF and LTC weights, so that they
will be automatically removed from hot word list in each topic during the message
passing process.

3.2 Asymmetric Priors

There are several approaches to learn Dirichlet priors from training data. Here,
we choose to place Gamma priors on the hyperparameters a ~ G[C, S], where C
and S are shape and scale parameters of Gamma distribution. Generally, these
parameters are fixed by users during learning Dirichlet priors. We adopt the
improved method of Minka’s fixed point iteration [10,12]. However, this method
is based on discrete counts on topic labels rather than messages in BP (1). To
solve this problem, we sample the topic label quf;,d,z’ for each word token z, q,;
from the conditional probability g, ¢(k). From the sampled [zﬁ}’d’i = 1], we get
two topic count matrices

w
vak) =Y > lebai =1, (6)
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input : xwxp, K, T,av,fu,C,S.
output: 04,0..
1 pt,yd(lc)&iuitializalion and normalization;
2 qi'w,d(k) - Z,w Iw.d#t.a("’)l
3 @L,—d(k) - Z—:Imur.dﬂ'L,d(k>;
4 o« 50,v; «— 50/K, Buy < 0.01,C «— 1.001, S « 1;
5 for ¢t — 1 to T do

108 a (k) Favk] x[B1, _a(k)+Bul,]
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Fig. 2. The asBP algorithm for LDA

Based on these two count matrices, we can directly use the Minka’s fixed point
iteration

bl
don kDo f +C
QUi — QUi =1 fuk 2og=1 = 1+avk L (8)

Zn:l I Zf:l f—1+a s

where

D
Lk =Y 86(va(k) —n), (9)
d=1

D
Z len(d) —n), (10)

d=1

where bl = maxgv4(k),b2 = maxglen(d), and len(d) is the total number of
observations in document d, and n and f are positive integers. The value avy
acts as an initial set for the topic k in all documents. I,, ; is the number of
documents in which the topic k£ has been seen exactly n times. I,, is the number
of documents that contain a total of n observations. I,,(-) = Zle I, ) is the
total number of documents whose topics (1,...,K) has been seen exactly n
times. For the symmetric Dirichlet priors, the base measure is fixed as vy = 1/K
and the concentration parameter « is updated as

b3
R RO
K Zn:l I, Zle f*l+a

where b3 = mazq ya(k). It is the same way to learn asymmetric or symmetric
By, according to the count matrix 7, (k) .

Qg , (11)
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Symmetric and asymmetric Dirichlet priors over {6, ¢} play different roles in
topic modeling. Similar to [12], we implement an asymmetric prior over § and a
symmetric prior over ¢, which is referred to as the asBP algorithm. In practice,
this implementation performs the best than other combinations of priors [12].
Fig. 2 summaries the asBP algorithm for learning LDA, where T is the total
number of learning iterations. The asymmetric prior avi can be learned by
Egs. (9), (10), (8). At the first ¢ < 100 iterations, asBP is the same with the batch
BP which updates and normalizes all messages for all topics. For ¢t > 100, we
learn the asymmetric prior awvy, and the symmetric prior Su,, every 20 iterations.

3.3 Sparseness Constraints

In addition to the continuous features and asymmetric Dirichlet priors, sparse-
ness constraints over messages also has an effect on the topic interpretability. In
this paper, we adopt a sparseness measure based on the L; norm and the Lo
norm [15],

e VE = (Sl D/ Silp )

’ VK —1 ’ (12)

where K is the number of topics and the dimensionality of ., 4(k). The quantity
My,d 1S the sparseness of p,, ¢. Usually, the messages of stop and common words
have relatively lower sparseness because they often occupy many topics for a
lower interpretability. For example, when the number of topics is 10 in CORA
data set, the meaningful words such as “reinforcement”, “Bayesian” have rela-
tively higher sparseness values 0.9999 and 0.9615 than 0.8663 and 0.8417 of the
common words such as “learning” and “model”. Our intuition is that we need to
encourage passing those messages with higher sparseness values, so we use the
sparseness value (12) as the weight of message during message update (1). More
specifically, we simply use the weighted sum my, 42 dpiw,q(k) in Egs. (2), (3)
and (1). Such a weighted message passing strategy will encourage sparse mes-
sages with higher weights in topic formation. We refer this message passing
algorithm as conBP. If all sparseness constraints m,, 4 = 1, conBP will become
the standard BP algorithm for learning LDA [3].

4 Experiments

In this section, we evaluate the effectiveness of the proposed ltcBP, asBP, and
conBP algorithms on six publicly available data sets. Table 1 summarizes the
statistics of six data sets, where D is the total number of documents, N4 the
average document length, N the total number of tokens, W the vocabulary size,
and “stop” indicates whether there are stop words. All algorithms are evaluated
by five performance metrics. Lower perplexity [3,11] indicates better generaliza-
tion performance. The lower-dimensional document-topic distributions can be
fed into standard SVM classifiers for document classification. The higher classifi-
cation accuracy implies the more distinguishable ability of the lower-dimensional
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Table 1. Data set statistics

Data sets D Ng N w STOP

CORA 2410 57 136394 2961 no
WEK 2785 127 352647 7061 no
NIPS 1740 1323 2301375 13649 no
20NEWS 2000 200 399669 36863 no
NIPS (STOP) 1740 2939 5114634 70629 yes
20NEWS (STOP) 2000 372 743180 37370 yes

Algorithm NIPS(STOP) 20NEWS(STOP)
training set the and test performance error class classification on you jpeg if file gif image it from on this
network neural networks the recurrent control output to systems of comp windows edu ibm os sys misc ms mac hardware
pmiGS learning the in a on reinforcement task learn to control sc s digex jpl on

the of in cells cell and cortex direction neurons cortical
data and error prediction set training model validation regression selection
the network input output networks neural a i is to

on may
s color bit format
onitor hardware card screen

asGS state a and learning q policy reinforcement the value for space sci dec launch shuttle nasa mission toronto henry orbit
and in model of cells cell j neurons system ¢ rutgers christian edu god he of religion geneva jesus church
the of in a to is by are this with the is to a of in and that it this
the of a and in for to is learning r with generalization the image is it jpeg to graphics of a from
the network of neural a input networks to output is windows comp os ms edu i to the misc a

BP the a of and to learning state in is for g s reinforcement the space nasa gov to and of sci s on

the of and in to a model cells by is rutgers edu of the christian in god to that is
classifier classifiers classification nearest classes neighbor classify class classified classifying  graphics x comp file windows code image program files motif
associative memory capacity hopfield memories neuron stored neurons recall retrieval windows os ms comp de dos nl tu apps win

ltcBP robot controller arm control trajectory plant motor trajectories controllers robotics nasa space jpl gov elroy sci alaska launch orbit moon
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classification training class classifier the set data performar
network units hidden input layer output the networks unit training

es classifiers image jpeg file graphics images color files gif format bit
windows comp os ms dos x microsoft unix window program

asBP learning state q action s value reinforcement policy optimal time space nasa sci launch shuttle venus gov station mission orbit
visual motion cells direction field spatial model receptive orientation response rutgers christian god geneva religion athos church jesus soc may
the of a and is in i for to we the of in to and a on for was by
the of and classification training class classifier to for in image jpeg file you it from graphics images the files
the network units of to input hidden output layer unit windows comp os ms edu i misc cs for dos

conBP the of and control to in model is motor trajectory edu gov com nasa apr stratus usenet indiana ucs jpl
the to learning and is robot s goal environment task rutgers edu christian of in that god we religion i

Fig. 3. Top ten words of four topics when K = 50. Blue and black colors denote stop
and common words, respectively. Red color denotes meaningful key words in each topic.

topic features. We can also use the document-topic distribution as the soft doc-
ument clustering results. Normalized mutual information (NMI) [19] evaluates
the performance of clustering by comparing predicted clusters with true class
labels of a corpus. When displaying topics to users, each topic is generally rep-
resented as a list of the most probable words (for example, top ten hot words in
each topic). Topic “coherence” [20] evaluates the topic quality. Point-wise mu-
tual information (PMI) [21] is very similar to coherence. The higher coherence
and PMI values correspond to the better topic interpretability.

For a fair comparison, we implement all algorithms using the MATLAB
C/C++ MEX platform publicly available at [22] and run experiments on the Sun
fire X4270 M2 server. The initial hyperparameters is set as « = 50/ K, 8 = 0.01,
where K is the number of topics. We use the same 7' = 1000 training itera-
tions for all algorithms. We compare our algorithms with the four benchmark
topic modeling algorithms such as BP [3], asGS [12], pmiGS [9] and STC [13].
Since STC outputs the word-topic distribution containing negative values, we
only compare our algorithms with STC in terms of document clustering and
classification tasks.

Fig. 3 shows the top ten words of four topics when K = 50. The meaningful
key words of each topic are highlighted with the red color, and the stop and
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Fig. 5. Document classification accuracy as a function of the number of topics

common words are highlighted with blue and black colors, respectively. We use
the subjective “word intrusion” [4] to evaluate the topic interpretability, i.e., the
number of conflict stop and common words in each topic. It is easy to see that
1tcBP performs the best to remove almost all stop and common words in each
topic, which demonstrates the effectiveness of the continuous LTC features in
topic modeling. Note that asBP can also remove the most stop words by cluster-
ing them such as “the of a and is in i for we” in a separate topic on both NIPS
(STOP) and 20NEWS (STOP). This result shows that the asymmetric prior has
an effect on allocating the most frequent stop words to a specific topic with a
higher prior value vg. But asBP still has difficulty in handling some common
words like “learning” and “model”. Note that asGS can also cluster stop words
in one topic, but some topics contain more common words than those of asBP.
BP performs the worst since its extracted topics are influenced by those high-
frequent stop and common words. Although pmiGS uses the continuous PMI
feature in topic modeling, it performs significantly worse than ltcBP because
it cannot remove most stop and common words in each topic. The underlying
reason is that LTC features are more effective in lowering the weights of stop
and common words in topic modeling. We see that using sparseness constraints
cannot effectively remove stop and common words from each topic. The conBP is
only slightly better than BP, but significantly worse than both asBP and ltcBP.
So, to find more interpretable topic-word distributions, the continuous features
and asymmetric priors provide the best performance.
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Fig. 7. The coherence of CORA, WEK, NIPS and 20NEWS datasets when K = 100

Fig. 4 shows the training perplexity as a function of the number of topics
on CORA, WEK, NIPS and 20NEWS for K = {50,75,100}. Note that 1tcBP,
pmiGS and STC do not describe how to generate word tokens, so that they can-
not be measured by the perplexity metric. Except on NIPS, asGS yields a lower
perplexity value than BP. We see that conBP has almost the same perplexity of
BP, which implies that sparseness constraints do not improve the likelihood of
word generation. On all data sets, we see that the training perplexity of asBP
is the lowest, showing the highest topic modeling accuracy. The result shows
that learning asymmetric Dirichlet prior of awvy and the symmetric prior Suy,
can improve the topic modeling accuracy. The training perplexity has a smaller
difference on the NIPS data set. One possible reason is that each document in
NIPS contains more word tokens, so that the prior has a smaller impact on
the message update (1). To summarize, learning an asymmetric Dirichlet prior
over the document-topic distributions and an symmetric Dirichlet prior over
the topic-word distributions still has substantial advantages on improving the
document-topi and topic-word distributions to generate word tokens.

Fig. 5 shows the document classification accuracy as a function of the number
of topics on CORA, WEK, NIPS and 20NEWS for K = {50,75,100}. In our
experiments, we randomly divide each data set into half as training and test sets.
Then, we use the standard linear SVM classifier to classify the lower-dimensional
document-topic features produced by the topic modeling algorithms. As far as
STC is concerned, it can directly output the class predictions. Also, we can
use STC to generate lower-dimensional topic features and use SVM to do the
classification.
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Fig. 8. The PMI of CORA, WEK, NIPS and 20NEWS datasets when K = 100

Table 2. Performance on CORA, WEK, NIPS and 20NEWS datasets when K = 100

Datasets CORA WEK
Perplexity Accuracy NMI PMI Coherence Perplexity Accuracy NMI PMI Coherence
ltcBP — 74.58 0.3168 —1536.1 —781.42 — 79.51 0.2251 —1458.8 —620.45
asBP 352.29 75.42 0.3150 —1447.6 —609.72 462.66 83.32 0.2469 —1380.6 —426.72
conBP 496.16 75.00 0.3107 —1466.7 —673.98 541.94 84.46 0.2347 —1381.4 —428.86
BP 491.31 75.33 0.3069 —1444.5 —631.86 539.41 80.45 0.2297 —1370.9 —403.68
pmiGS — 69.68 0.2161 —1788.9 —1075.10 — 77.21 0.2015 —1418.9 —553.56
asGS 393.79 73.92 0.2852 —1485.5 —677.81 497.56 82.82 0.2532 —1425.0 —526.96
STC — 67.94 0.1981 — — - 81.38 0.2027 - —
Datasets NIPS 20NEWS
Perplexity Accuracy NMI PMI Coherence Perplexity Accuracy NMI PMI Coherence
1tcBP — 13.84 0.1365 —1254.1 —415.10 — 56.30 0.5511 —1837.3 —1461.1
asBP 1215.72 14.07 0.1632 —1357.2 —227.49 1039.56 69.50 0.4386 —1549.2 —793.0
conBP 1230.30 13.38 0.1577 —1357.5 —225.55 1222.99 69.40 0.4498 —1386.9 —474.63
BP 1226.43 13.73 0.1626 —1358.3 —226.54 1219.04 66.70 0.4511 —1374.8 —411.8
pmiGS — 13.38 0.0785 —1389.7 —279.01 - 58.90 0.3242 —1518.1 —772.23
asGS 1288.02 13.84 0.1489 —1349.9 —249.15 1096.89 66.80 0.4079 —1604.7 —906.59
STC — 14.99  0.1449 — — - 57.20 0.3785 - -

We see that BP and asBP performs comparably, and outperform other meth-
ods. Their classification performance is relatively stable as the number of topics
changes. Although 1tcBP can effectively remove stop and common words, it
does not perform the best in document classification. On possible reason is that
the distributions of stop and common words also provide useful information for
classification. Surprisingly, STC cannot predict the class label very well when
compared with other methods. But STC works well on the lower-dimensional
topic features. As we see, conBP works slightly better than BP on classification
when K = 100, which implies that sparseness constraints do not provide useful
information in this task. Overall, asBP performs the best in document clas-
sification. For example, asBP outperforms BP and asGS by around 0.6% and
3.7% on CORA for K = 50, and by around 4.0% and 3.9% on 20NEWS data
set for K = 100 in terms of classification accuracy. This result shows that the
asymmetric priors play an important role in regulating document-topic features
for classification. When the dimensionality of latent space is small, learning an
asymmetric Dirichlet prior over the document-topic distributions and symmetric
Dirichlet prior over the topic-word distributions is worse than heuristically set
symmetric Dirichlet priors on NIPS. One reason is that the Dirichlet prior have
more effects on shorter documents than longer documents.
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Fig. 6 shows the document clustering results measured by NMI. This result
confirms that STC and pmiGS often predict the wrong clusters of documents on
all data sets. All BP-based algorithms perform equally well but conBP performs
slightly better when K = 100. It is interesting to see that the performance of
document clustering is not consistent with that of document classification in
Fig. 5. One possible reason is the unknown number of clusters in the clustering
task.

Fig. 7 shows the coherence on all data sets when K = 100. Because STC has
no topic-word distributions, it cannot be measured by the coherence metric. The
plot produces a separate box for K = 100 coherence values of each algorithm.
On each box, the central mark is the median, the edges of the box are the 25th
and 75th percentiles, the whiskers extend to the most extreme data points not
considered outliers, and outliers are plotted individually by the black dot sign.
We see that asBP and conBP have higher coherence median values with smaller
variances. BP also yields a stable coherence value. However, 1tcBP and pmiGS
have lower coherence values. The major reason is that they remove most common
words, which contribute much to the coherence metric.

Fig. 8 shows the PMI values of all algorithms when K = 100. Because STC
has no topic-word distributions, it cannot be measured by the PMI metric. The
plot produces a separate box for K = 100 PMI values of each algorithm. On each
box, the central mark is the median, the edges of the box are the 25th and 75th
percentiles, the whiskers extend to the most extreme data points not considered
outliers, and outliers are plotted individually by the black dot sign. We see that
most results are consistent with those of Fig. 7. For example, asBP, conBP and
BP have relatively smaller variances and median values, while 1tcBP and pmiGS
have relatively bigger variances and median values. Both Fig. 7 and 8 confirm
that asBP provide more coherent and related word groups. Note that asBP
clusters stop and common words in a separate topic, which enhances coherence
and PMI when compared with ltcBP.

Table 2 summarizes the overall performance of all algorithms on four data
sets when K = 100. We mark the best performance by the bold face. We see
that asBP wins 8/20 columns and all variants of BP win around 18/20 columns.
This result confirms that BP and its variants find better document-topic and
topic-word distributions. As far as perplexity is concerned, asBP is always the
best method, which means that it is very likely to recover the observed words
from the document-topic and topic-word distributions. We see that ltcBP and
asBP learns better document-topic distributions for soft document clustering
with relatively higher NMI values. Moreover, both ltcBP and asBP can ef-
fectively remove stop and common words as shown in Fig. 3. Although STC
uses sparse coding for document classification, it performs relatively worse than
conBP partly because conBP incorporates the sparseness constraints naturally.
Note that conBP often provides a stable clustering and classification perfor-
mances though it is not the best. On CORA and 20NEWS, conBP outperforms
BP with a large margin, which reflects that sparseness constraints can improve
clustering and classification performance. When compared with pmiGS, 1tcBP
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wins all columns, confirming the effectiveness of LT C features for topic modeling
as well as BP framework for learning LDA. Form Table 2, we suggest continuous
features and asymmetric priors for topic modeling because sparseness constraints
do not provide significant improvement. The underlying reason is that the esti-
mated document-topic and topic-word distributions are already very sparse so
that any sparseness constraints can give only marginal improvement.

5 Conclusions

In this paper, we extensively explore three factors to find better topics: contin-
uous features, asymmetric priors, and sparseness constraints within the unified
BP framework. We develop several novel BP-based algorithms to study the three
perspectives. Through extensive experiments, we advocate asymmetric priors for
topic modeling because they can enhance the overall performance in terms of
several metrics. Also, the continuous features can improve the interpretability
of topic-word distributions by effectively remove almost all stop and common
words. Finally, we find that sparseness constraints do not improve the topic mod-
eling performance very much, partly because the sparse nature of document-topic
and topic-word distributions of LDA.
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