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e-mail: koczy@sze.hu

Vladik Kreinovich, University of Texas at El Paso, El Paso, USA
e-mail: vladik@utep.edu

Chin-Teng Lin, National Chiao Tung University, Hsinchu, Taiwan
e-mail: ctlin@mail.nctu.edu.tw

Jie Lu, University of Technology, Sydney, Australia
e-mail: Jie.Lu@uts.edu.au

Patricia Melin, Tijuana Institute of Technology, Tijuana, Mexico
e-mail: epmelin@hafsamx.org

Nadia Nedjah, State University of Rio de Janeiro, Rio de Janeiro, Brazil
e-mail: nadia@eng.uerj.br

Ngoc Thanh Nguyen, Wroclaw University of Technology, Wroclaw, Poland
e-mail: Ngoc-Thanh.Nguyen@pwr.edu.pl

Jun Wang, The Chinese University of Hong Kong, Shatin, Hong Kong
e-mail: jwang@mae.cuhk.edu.hk



Ewa Pietka · Jacek Kawa
Wojciech Wieclawek
Editors

Information Technologies
in Biomedicine, Volume 4

ABC



Editors
Ewa Pietka
Faculty of Biomedical Engineering
Silesian University of Technology
Gliwice
Poland

Jacek Kawa
Faculty of Biomedical Engineering
Silesian University of Technology
Gliwice
Poland

Wojciech Wieclawek
Faculty of Biomedical Engineering
Silesian University of Technology
Gliwice
Poland

ISSN 2194-5357 ISSN 2194-5365 (electronic)
ISBN 978-3-319-06595-3 ISBN 978-3-319-06596-0 (eBook)
DOI 10.1007/978-3-319-06596-0
Springer Cham Heidelberg New York Dordrecht London

Library of Congress Control Number: 2008926730

c© Springer International Publishing Switzerland 2014
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered
and executed on a computer system, for exclusive use by the purchaser of the work. Duplication of
this publication or parts thereof is permitted only under the provisions of the Copyright Law of the
Publisher’s location, in its current version, and permission for use must always be obtained from Springer.
Permissions for use may be obtained through RightsLink at the Copyright Clearance Center. Violations
are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of pub-
lication, neither the authors nor the editors nor the publisher can accept any legal responsibility for any
errors or omissions that may be made. The publisher makes no warranty, express or implied, with respect
to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

In clinical application we deal with problems that have to be solved in a fast and
objective way. However, human observation is influenced by internal (coming
form the observer) as well as external (often independent from the observer) im-
pacts. The objectivity of classification is restricted by the receptivity of human
senses which are influenced by the experiences or level of training, psycholog-
ical conditions (tiredness, haste, etc.), as well as external conditions (lighting,
destructive noise, etc.) A failure in perception questions the entire recognition
process. The recognition process itself, influenced also by the above mentioned
conditions, may cause a slowdown and/or lead to a false diagnosis.

New computerized approaches to various problems have become critically
important in healthcare. Computer assisted diagnosis has been extended to-
wards a support of the clinical treatment. Mathematical information analysis,
computer applications together with medical equipment and instruments have
become standard tools underpinning the current rapid progress with developing
Computational Intelligence. We are witnessing a radical change as technologies
have been integrated into systems that address the core of medicine, including
patient care in ambulatory and in-patient setting, disease prevention, health pro-
motion, rehabilitation and home care. A computerized support in the analysis
of patient information and implementation of a computer aided diagnosis and
treatment systems, increases the objectivity of the analysis and speeds up the
response to pathological changes.

This book aims to present a variety of state-of-the-art information technology
and its applications to the networked environment to allow robust computerized
approaches to be introduced throughout the healthcare enterprise. Image and
signal analysis are the traditional parts that deal with the problem of data pro-
cessing, recognition and classification. Bioinformatics has become a dynamically
developed field of computer assisted biological data analysis. Patients’ safety and
shortening of the rehabilitation time requires a more rapid development of min-
imally invasive surgery supported by image navigation techniques. Home care,
remote rehabilitation assistance, safety of the elderly require new areas to be
explored in telemedicine and telegeriatrics.

This book set is a continuation of a book series. This set contains two volumes.
Information Technologies in Biomedicine, Volume 3 discusses Image analysis
techniques and their applications in healthcare, as well as some Bioinformatics
issues. Information Technologies in Biomedicine, Volume 4 consists of six parts
including Computer Aided Surgery, Telemedicine, Telegeriatrics,

We would like to express our gratitude to the authors who contributed their
original research papers as well as the reviewers for their valuable comments.

Ewa Pietka
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Laparoscopic Liver Surgery

Stanislav Czudek

Lékařská Fakulta Ostravské Univerzity,
Ostrava, Česká Republika

sczudek@seznam.cz

Abstract. A survey of various laparoscopic liver surgery procedures is
presented. First, depending on the tumor location, three patient posi-
tioning are discussed. Then, the resection procedures of benign and ma-
lignant lesions are presented. Pre- and intersurgical imaging techniques
including 3D imaging and ultrasound procedures are often employed. Fi-
nally, the survival rate reported by various authors after nearly 15 years
of experiences concludes the study.

Keywords: liver laparoscopy, liver surgery.

1 Introduction

There has been enormous growth of minimally invasive surgery since the first la-
paroscopic cholecystectomy. Commonly accepted laparoscopic procedures have
now come to include bariatric and anti reflux procedures, distal pancreatec-
tomy, splenectomy, hernia repair and colon resection. The earliest reports of
laparoscopic liver surgery were limited to wedge resections for staging or iso-
lated metastase [25]. Laparoscopic liver resection finally started to gain serious
widespread attention after publication of Cherqui’s initial thirty patient experi-
ence [10]. Since that time, the field has seen explosive growth, with over many
cases now described in the world literature [29]. Despite its widespread accep-
tance, laparoscopic liver resection remains a daunting technical challenge suited
to a relatively small number of centers that have taken the time and effort to de-
velop concurrent expertise in both open hepatic surgery and laparoscopy. Once
these hurdles are overcome; however, laparoscopic liver resection is a safe and
highly effective procedure offering numerus patient benefits.

1.1 Benign Tumors

Benign liver tumors represent a diagnostic and therapeutic challenge. Tradition-
ally, a highly conservative approach to benign hepatic tumors has been favored,
owing to the historically high morbidity and mortality associated with open liver
surgery. As operative and anesthetic techniques have improved, these hurdles
have come down. Despite the increased safety of hepatic surgery, the indications
for resection of benign hepatic tumors have changed little: symptomatic lesions,

E. Pietka, J. Kawa, and W. Wieclawek (eds.), Information Technologies in Biomedicine, 3
Volume 4, Advances in Intelligent Systems and Computing 284,
DOI: 10.1007/978-3-319-06596-0_1, c© Springer International Publishing Switzerland 2014



4 S. Czudek

asymptomatic lesions at high risk of rupture or malignant degeneration, and in-
ability to exclude malignancy nonoperatively. Because of concerns over oncologic
adequacy, benign lesions represent the ideal starting point for a laparoscopic liver
surgery program. Despite the attractiveness of minimally invasive surgery; how-
ever, surgeons should be cautioned that the ability to perform a laparoscopic
resection should not change the indications for operation.

1.2 Hemangioma

Hemangioma represents the most common benign liver tumor, accounting for
5-20% of liver lesions [7]. These tumors typically occur in females in the third
through fifth decades. Symptoms typically do not occur until the tumors grow
relatively large (>5cm), and typically consist of abdominal pain resulting from
stretching of Glisson’s capsule. There have been reports of spontaneous, trau-
matic, or iatrogenic rupture. There is no potential for malignant degeneration
with hepatic hemangioma. Hemangiomas demonstrate a typical pattern of en-
hancement on triple phase contrast enhanced CT. The lesion appears as a well
circumscribed hypodense mass with peripheral enhancement in the arterial phase
that will progress toward the center of the lesion. This pattern is typically known
as centripetal enhancement. Sensitivity of triple phase CT has been reported
from 75-85% with specificity of 75-100% [37]. Even better results have been re-
ported with the use of magnetic resonance imaging, with reported sensitivity
and specificity of up to 95% and 100%, respectively [35]. Because of the highly
vascular nature of these tumors, percutaneous biopsy of suspected hemangiomas
is contraindicated. As there is no malignant potential, symptomatic disease is
the only generally accepted indication for surgical resection of hemangiomas. It
should again be stressed that the availability of laparoscopy should not extend
the indications for operation to asymptomatic patients. If pain is the indication
for surgery, a thorough diagnostic workup is imperative to rule out other sources
before attributing the symptoms to the hemangioma. The indication for surgery
is more clear cut for large ruptured hemangioma, with patients often presenting
in shock. Because of the dire consequences of rupture of large hemangioma, some
surgeons would advocate the prophylactic resection of large lesions in patients
with high risk occupations in areas remote from medical care. This opinion is
controversial and should not be broadly applied.

1.3 Focal Nodular Hyperplasia

Focal nodular hyperplasia (FNH) is generally thought to arise as a hyperplastic
proliferation of cells arising from an arterial malformation. This malformation
may be congenital in nature such as telangiectasia or arteriovenous malforma-
tion, or may result from vascular injury [30,38]. The polyclonal nature of these
lesions has significant impact on the radiographic evaluation of FNH, as it is
the only common benign lesion that appears hot on Technetium sulfur colloid
scan. This is from increased uptake of tracer in Kuppfer cells present within
the lesion. FNH is typically an incidentally discovered lesion in women of late
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child bearing age, presenting most commonly from age 30 to 50. The female to
male ratio has been reported at up to 8:1 [28]. Unlike hepatocellular adenoma,
FNH is not influenced by oral contraceptive use. The radiographic appearance of
focal nodular hyperplasia is typically diagnostic. On triple phase computed to-
mography, FNH will show transient enhancement on arterial phase. On delayed
imaging, the characteristic central scar then becomes hyperenhancing. This cen-
tral scar represents the vascular pedicle of the lesion and is pathognomonic. The
most common diagnostic difficulty is distinguishing FNH from adenoma, which
may best be achieved by contrast enhanced MRI. In this setting, sensitivity and
specificity can reach 97% and 100%, respectively [36]. FNH is asymptomatic in
upwards of 80% of cases [7]. In very rare instances, these lesions may present
with hemorrhage. There are no reported cases of malignant degeneration of FNH
thus far. Because of this, there is no indication for resection of asymptomatic
lesions, regardless of the size and number of lesions. Surgical resection is reserved
for the rare cases in which the lesion is symptomatic or when the diagnosis is
not secure.

1.4 Hepatic Adenoma

Hepatic adenoma is a less common benign hepatic neoplasm, arising most com-
monly in women of child bearing age. There is a strong association between
development of these lesions and oral contraceptive or androgenic steroid use.
While the incidence is 0.1 per year per 100,000 patients who don’t use oral con-
traceptives, there is a marked increase to up to 4 per 100,000 oral contraceptive
users [30]. The introduction of modern contraceptives with lower estrogen con-
tent has led to a decrease in incidence [34]. Less common risk factors for the
development of hepatocellular adenoma include glycogen storage disease type I
and type III [27]. Though typically presenting as solitary lesions, adenoma may
also be present as multiple lesions. Hepatic adenomas can grow quite large, with
tumors of up to 30cm reported in the literature. Ultrasonography typically lacks
diagnostic utility for adenomas, which can range from hypo to hyper-echoic. Re-
ported sensitivity of ultrasound is only around 30% [14]. The CT appearance
is that of a discrete, hypodense lesion showing enhancement on arterial phase
followed by washout on later images. T1 weighted MRI will show a hypoto hy-
perintense lesion, while T2 images will show a lesion that is more isointense.
Patients with hepatocellular adenoma are more likely to present with symp-
tomatic disease than those with FNH. Epigastric or right upper quadrant pain
is present in 25-50% of patients [7]. Spontaneous hemorrhage is also relatively
common with these lesions, occurring in over 20% of patients. These compli-
cations are more likely to occur in men and with lesions greater than 5cm in
diameter [15]. Perhaps the most feared complication of hepatocellular adenoma
is malignant degeneration. The risk has been reported in the range of 8-10%
[15,30]. Although 5cm is the generally accepted size at which malignant degen-
eration becomes a concern, cases have been reported in lesions as small as 4cm
[27]. There is also a greater risk of malignant degeneration in males and in pa-
tients with the metabolic syndrome. Malignancy within adenomas is typically
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discovered only after surgical resection. In the case of small adenomas in the
setting of oral contraceptive use, a period of observation following the cessation
of contraception is warranted. Surgical resection in this setting is then reserved
for lesions which fail to regress or continue to grow after stopping the offending
medication. As with other benign lesions, symptomatology that can clearly be
attributed to the adenoma is also an indication for surgical resection. The pres-
ence of multiple adenomas, or adenomatosis, is an arbitrary distinction rather
than a distinct pathologic subtype, thus indications for resection are the same
as for solitary adenoma. Because of the well defined risk of malignant degenera-
tion, there are also cases where resection of asymptomatic lesions is warranted.
Generally accepted criteria include adenomas greater than 5cm in size, or any
adenoma in a male, regardless of size [15].

2 Laparoscopic Liver Benign Lesions Surgery

There are three commonly used patient positions employed in laparoscopic liver
resection: supine, lateral decubitus, and the so-called French position in which
the patient is supine with the legs in stirrups and the surgeon is positioned
between the patient’s legs. The appropriate position is determined based on the
location of the tumor, and the surgical technique to be employed. The French
position has the advantage of allowing the surgeon to operate with both hands
while assistants can retract from either side of the table. The supine position
is best employed when approaching lesions on the left lobe or right anterior
sector of the liver. The lateral decubitus position places the patient recumbent
on their left side at an angle of sixty degrees. This position allows access to the
posterior segments of the right liver, as the left side down positioning prevents
the liver from falling dependently into the operative field. When a hand port is
to be employed, it is generally placed in the right upper quadrant as dictated by
the position of the tumor being resected. A number of parenchymal transection
techniques have been described in the literature, with none of them showing clear
superiority over the others. Which technique is ultimately chosen thus becomes
dependent upon the individual surgeon’s comfort level with a given technique.
Here I describe two of the more common strategies: electrosurgical dissection
and stapler hepatectomy.

Electrosurgical transection techniques rely upon the surgeon’s ability to op-
erate two devices simultaneously. The surgeon should use a device such as the
Harmonic Scalpel or Enseal in the dominant hand. This device is used to incise
Glisson’s capsule and for the majority of parenchymal transection. The device
should not be fully introduced into the parenchyma to prevent tearing of large
vessels. When aktive bleeding is encountered, it is immediately controlled with
bipolar cautery forceps which are held in the surgeon’s other hand. Larger vessels
require the use of laparoscopic clips. Our group has favored the use of stapler
hepatectomy. This technique provides the advantage of more rapid parenchy-
mal transection, without the need for prior control of individual hepatic vessels.
The first centimeter of parenchyma is relatively devoid of major vessels, and
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is incised with electrosurgical devices as described above. The dissection then
proceeds using the thin blade of the stapler as a dissector. Care must be taken
to avoid inadvertent manipulation of the stapler during firing, which can lead
to tearing of major vessels and subsequent hemorrhage. The use of hand assis-
tance is helpful in stabilizing the stapler to prevent such complications. We have
preferred the use of a 25 mm vascular staple load for parenchymal transection.
When intraoperative hemorrhage is encountered, the presence of a hand in the
abdomen is highly beneficial in allowing digital control of bleeding vessels prior
to attaining definitive hemostasis. Should conversion be necessary during a pure
laparoscopic procedure, it should initially be to a hand assist method rather than
to full laparotomy. In all cases, conversion should not be viewed as a failure or
complication, but rather as a measure of prudent judgment [6].

3 Laparoscopic Resection of Liver Malignant Lesions

After becoming comfortable with resection of benign lesions, the logical pro-
gression in the development of a laparoscopic liver program is the resection of
malignant lesions. These lesions require an increased degree of skill on the part
of the surgeons in order to attain adequate margins and maintain oncologic
adequacy. The presence of cirrhosis in the setting of HCC or steatohepatitis fol-
lowing neoadjuvant chemotherapy for colorectal metastasis make proper patient
selection and timing of operation critical. The consideration of adjunctive tech-
niques such as transarterial chemoemboliztion for preoperative downstaging also
becomes important.

Here, we will discuss laparoscopic management of the two most common
malignant hepatic tumors: colorectal metastases and hepatocellular carcinoma.
Colorectal metastases are the most common malignant hepatic tumor. Results
following open resection of these lesions have been excellent, with 5 year sur-
vival rates exceeding 50% in many centers [18]. Such outcomes have set a high
standard by which laparoscopic resection must be measured. The adoption of
laparoscopy to this field has been hindered by concerns of tumor seeding at port
sates and the possibility of missing extrahepatic lesions by inadequate inspec-
tion of the peritoneal cavity [19,21]. These hurdles have slowly been brought
down, and laparoscopic resection is now a standard part of the therapeutic ar-
senal for hepatic malignancy. Patient selection criteria for laparoscopic resection
of colorectal metastases are similar to those applied for open resection. Initial
evaluation requires precise definition of tumor anatomy and exclusion of extra-
hepatic disease. We favor triple phase CT as the initial radiographic evaluation.
When combined with digital arterial reconstruction, evaluation of aberrant vas-
cular anatomy, which can be present in nearly half of all patients, is afforded.
Evaluation of baseline liver function is performed with evaluation of bilirubin,
INR, and albumin. A thorough history and physical exam is necessary to assess
general fitness for major abdominal surgery. Tumor resectability is defined by the
SSAT as an expected negative margin resection with preservation of at least 2
contiguous hepatic segments with adequate inflow, outflow, and biliary drainage
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and a future liver remnant of more than 20% for normal parenchyma [9]. The
most critical factor to producing positive outcomes is the attainment of negative
operative margins (R0 resection). Facility with laparoscopic intraoperative ul-
trasound is a must for surgeons approaching malignant liver lesions, allowing for
precise definition of tumor anatomy and planning of resection planes. As long
as negative microscopic margine are obtained, there does not appear to be a
minimum necessary margin width [32].

The approach to synchronous disease has received considerable attention, as
it will be present in up to 25% of patients with colorectal liver metastases [26].
There are three possible surgical strategies in this setting: the classic approach
of colorectal resection followed by hepatectomy, a simultaneous resection of col-
orectal and hepatic disease, and a reverse strategy of metastasectomy followed
by primary tumor resection. The drawback of the classic strategy is the delay in
metastasectomy while patients receive adjuvant therapy. The combined strategy
eliminates this delay, at the cost of greater surgical insult with possibly higher
morbidity. Brouquet’s analysis of all three strategies found similar morbidity,
mortality, and survival across groups, showing that no approach is clearly supe-
rior for all patients [5].

With increasing worldwide experience of laparoscopic resection of colorectal
metastases, the oncologic integrity of laparoscopy compared with open tech-
niques has been shown to be comparable. Nguyen’s review of the world literature
found only one case of port site recurrence, which occurred in a case of metastatic
renal cell carcinoma that ruptured prior to resection [29]. Castaing’s compari-
son of 60 patients undergoing laparoscopic resection and 60 patients undergoing
open resection provided the first evidence of long term efficacy of laparoscopic
resection for colorectal metastases. Five year survival in the laparoscopic group
in this series was 62%, which was comparable to the 56% five year survival in
the open group. There was no difference in width of resection margins between
groups, while the laparoscopic group included a greater percentage of patients
undergoing combined hepatic and colorectal resection [8]. Such results confirm
that laparoscopic resection is a safe and effective alternative to open surgery for
hepatic colorectal metastases.

Hepatocellular carcinoma (HCC) is the sixth most common malignancy and
the third most common cause of cancer death worldwide [31]. In the United
States, where chronic hepatitis C infection is the main risk factor, there has
been an increase in the incidence of HCC over the past several decades [16].
Most patients present with relatively advanced disease, making curative treat-
ment such as resection and liver transplantation applicable in only 30-40% of
patients. One of the major limiting factors in preventing resectability is im-
paired hepatic fiction. Thus, appropriate patient selection becomes paramount
in achieving successful outcomes. Because of these limitations, the role of laparo-
scopic liver resection has remained more limited than for other disease states.
Much of the patient selection process for resection of HCC centers around as-
sessment of the underlying liver parenchyma. The Child-Pugh classification sys-
tem provides a rough framework from which to base the selection process. In
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generally, Child A patients are able to tolerate limited forms of resection, while
Child B and C patients are typically referred for more palliative procedures such
as systemic therapy or transarterial chemoembolization. In the West, assessment
is directed at determining the presence of significant portal hypertension. Gen-
erally, patients with hepatic-venous pressure gradient of less than 10, esophageal
varices of no greater than grade 1, and platelet counts of over 100,000 are con-
sidered acceptable risk. In addition, bilirubin levels must be normal. A common
technique in Eastern centers is the assessment of indocyanine green clearance
rate (ICG). This technique involves the injection of an organic dye which is then
measured in the peripheral blood after a 15 minute interval. Clearance of the
dye is used as a surrogate for hepatic metabolic function. ICG retention of no
more than 10-20% is considered to be acceptable. Using this technique in 1056
consecutive patients with normal bilirubin and no ascites, Imamura has been
able to achieve hepatic resection with zero operative mortality [20].

Advances in imaging technology have lead to the increasing use of systemic
liver volumetry as a preoperative risk assessment tool. A future liver remnant
to standard liver volume ratio of greater than 20% is considered safe in patients
with healthy liver parenchyma, while ratios of 30-40% are considered necessary
for patients with compensated cirrhosis. An insufficient future liver remnant
may be addressed with the use of adjunctive techniques such as portal vein
embolization, which will be discussed in greater detail in the section on resection
in cirrhotics.

Tumor related factors that preclude surgical resection include extrahepatic
disease and invasion of the main portal vein, vena cava, and common hepatic
artery. Multinodular disease that can’t be resected with an adequate future liver
remnant is also a relative contraindication to resection, although there is a role
for resection of the dominant lesion with radiofrequency ablation of the remain-
ing disease in highly selected cases. Although size alone is not a criteria for
resectability, there is a practical limit to the size of lesion that can be safely
approached laparoscopically. The recent international position statement for la-
paroscopic liver surgery recommends limitation of the laparoscopic approach to
tumors <5cm in diameter for all but the most experienced of centers [6].

Unlike the case of hepatic colorectal metastases, there does appear to be a
benefit to wider surgical margins in patients with HCC. For patients with solitary
HCC lacking vascular invasion, a margin of at least 2cm has proven beneficial
in a randomized controlled trial setting. Furthermore, the tendency of HCC to
spread via the portal venous system favors the use of planned anatomic resection
in patients with adequate hepatic reserve. The inability to perform anatomic re-
section should not be considered a contraindication, however, as more limited
resection as been shown to be beneficial in the setting of cirrhosis [33]. Despite the
limitations imposed by the greater difficulties in technical resection and patient
selection, laparoscopic resection has proven to be a safe and effective alterna-
tive to open surgery in appropriately selected patients. Lai has demonstrated
5 year survival of 50%, with disease free survival of 36%, while Dagher has
shown 5 year overall and disease free survival of 64.9% and 32.2%, respectively
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[12,23]. Others have shown laparoscopic resection to be associated with lower
morbidity and postoperative ascites compared to open resection [4]. Although
hepatocellular carcinoma in the setting of cirrhosis represents the most difficult
of diseases to approach via laparoscopy, these results show that the technique is
safe and effective when performed in centers that have acquired the appropriate
experience.

4 Laparoscopic Treatment of Patients with Cirrhotic
Liver

As noted above, the cirrhotic patient represents a unique challenge to the la-
paroscopic liver surgeon. The possibility of postoperative liver failure resulting
from inadequate remnant liver function is a dreaded complication to be avoided
at all costs. One technique that can potentially prevent this problem is the use of
preoperative portal vein embolization (PVE). The effectiveness of PVE is based
on the remarkable regenerative capacity of the liver. The technique involves oc-
clusion of the tumor bearing segments of the liver, which induces hypertrophy
in the remaining hepatic segments. Generally, reimaging 6 weeks after PVE is
performed to assess the adequacy of hypertrophy to provide an adequate fu-
ture liver remnant. Failure to achieve adequate hypertrophy indicates a severely
diseased liver that is not amenable to resection.

A meta-analysis of PVE has been found that the procedure is safe and able to
induce adequate hypertrophy to reduce post resection liver failure in a consider-
able proportion of patients [2]. Preoperative PVE is currently recommended in
cirrhotic patients with predicted future liver remnant of less than 40%. For cen-
ters using ICG retention, values of 10-19% with a FLR of 40-60% also represents
an indication for portal vein embolization [33].

For cirrhotic patients able to undergo liver resection, laparoscopy provides
a number of unique benefits. The smaller incisions cause less disruption of the
abdominal wall collateral circulation. As complete evacuation of ascites is not
necessary for a laparoscopic procedure, intraoperative fluid shifts are lessened.
This contributes to the reduction in postoperative ascites seen with laparoscopy
compared to open hepatectomy [13,17]. Another unique benefit is the reduced
adhesion formation following laparoscopic surgery. For patients undergoing re-
section of HCC, salvage transplantation remains an important option for recur-
rences that are within the Milan criteria. Laurent found that liver transplants
following laparoscopic compared to open resection were performed in less time,
with less blood loss and transfusion requirement [24]. Similarly, Belli has found
repeat hepatectomy following initial laparoscopic resection to be faster and safer,
with less blood loss and risk of visceral injury [3].

The recent international consensus conference on laparoscopic liver surgery
has developed guidelines for the establishment and credentialing of a laparo-
scopic liver surgery program [6]. Prior to embarking upon beginning a program
in laparoscopic liver surgery, it is necessary to acquire experience with both ad-
vanced laparoscopy and open hepatic surgery. These requirements have made
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the widespread adoption of laparoscopic liver surgery appropriately slow. As ad-
vanced laparoscopy becomes an increasingly important part of general surgery
training programs, these prerequisites will become less of a hurdle, with the ex-
pected more rapid acceptance of laparoscopic liver surgery. After establishing the
necessary expertise in laparoscopy and open hepatic surgery, the ideal starting
point is small, benign lesions in the periphery of the liver. Extensive use of hand
assistance is also critical in reducing the learning curve. Koffron has described
the hybrid technique, in which mobilization of the liver is performed laparo-
scopically, and parenchymal transection is then performed in an open fashion
through the hand port incision [22]. He has termed this approach “laparoscopic
liver surgery for everyone”, and we agree that this approach represents an ideal
starting point for a laparoscopic liver program.

Once comfortable with performing more limited resections, the next step in
development is the performance of major, anatomic resections. In this setting,
the left lateral segmentectomy is the ideal starting point. Although much atten-
tion is given to the parenchymal transection phase, it should be noted that the
greatest risk for vascular injury and subsequent conversion to an open procedure
is actually during the mobilization phase. The most commonly injured vessel in
this setting is the phrenic vein, which must be carefully identified and avoided.
Conversion, as we have emphasized previously, should not be viewed as a failure
or complication. Instead, the decision to convert to an open or hand assisted pro-
cedure rather than continue with a potentially unsafe situation laparoscopically
is a mark of good surgical judgment.

Experience with resection of lesions located in the peripheral segments of the
liver provides a foundation of skills, including mobilization, transection, hemosta-
sis, and laparoscopic ultrasound. Once this fundamental skill set has been devel-
oped thoroughly, the surgeon is then able to proceed to more difficult lesions. At
this point, malignant and/or large lesions located in the right and posterior seg-
ments of the liver can then be approached in the culmination of programmatic
development. We have found that facility with minor resections can be achieved
in 30 to 50 cases. More difficult resections such as formal lobectomy and right
posterior resection require an additional 60 to 80 cases to master. Thus, the road
to development of a laparoscopic liver resection program is long and often ardu-
ous, but is highly rewarding to both the surgeon and the patient when properly
travelled.

5 Robotic Surgery

Robotic surgery is a new and promising technique. Numerous authors believe it
as revolutionary as laparoscopy or thoracoscopy [1]. Multiple instruments, very
useful in some cases, have been introduced. They are still being developed and
sometimes far from perfection. Very many centers worldwide perform robotic
procedures and publish their results. The cost of the procedure versus the benefit
for the patient are the most often mentioned issues. Radical prostatectomy and
some cardiac surgical procedures appear to be the most frequent indications.
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Robotic-assisted surgery is a new method requiring conscientious analysis of
the previous results. The method is still being developed and it is difficult to
state which indications are beneficial for patients. Surgeons must try to avoid
marketing operations behind some of the indications of companies producing
robotic instrumentation.

Advantages of robotic surgery surely include benefits of mini-invasive proce-
dures (laparo- and thoracoscopy): small incisions, less painful sensation, better
recovery and fewer complications connected with it, reduced blood loss, higher
precision of the surgeon. It is also economically beneficial due to shorter hospital
stay, reduced consumption of analgesics, decreased number of transfusions.

On the other hand, the high cost of a robotic procedure appears to be the
biggest, current problem in the world. Although, richer countries may afford
wider utilization of such techniques (the USA), scrupulous economic analysis
has to be done: costs versus benefits for the patient versus health care system in
the particular country [11].

6 Conclusion

Nearly 15 years after first being described, laparoscopic liver resection has been
gradually gaining acceptance in a number of centers worldwide. As the necessary
skills in advanced laparoscopy and hepatic surgery become more widespread, we
anticipate that the further adoption of laparoscopic liver resection will increase
more rapidly. The maturation of long term series have proven the oncologic
adequacy of the laparoscopic approach in a variety of settings. With the de-
velopment of a greater number of surgeons who are proficient in laparoscopic
liver surgery, many more patients will benefit from decreased blood loss, less
postoperative pain, and shorter lengths of stay. From being a novel procedure
practiced in only a handful of centers worldwide, laparoscopic liver resection is
now established as a safe and effective technique in the therapeutic decision tree
for patients with surgical disease of the liver. We believe that this acceptance
will continue to grow to the point that the laparoscopic approach will, as has
been seen with colon resection, eventually be adopted as the standard of care in
appropriately selected patients.
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Abstract. Article presents methodology of computer aided destroying
focal liver lesions using imaging navigation system. Methodology allows
generation of personalized anatomical model of patient’s liver based on
CAT screening with contract media of abdominal cavity, registration
of edited anatomical model relative to real patient’s position on op-
eration block, presentation of surgical tools position during treatment
on the liver’s anatomical model and non-direct monitoring of ablation
process of lesions. Liver anatomy model comprises organ’s and focal le-
sions’ surface and central lines of vascular structures in liver. Generation
of personalized patient’s model has been verified based on anonymized
abdominal cavity CAT with contrast media screening cases. The regis-
tration methodology has been evaluated on imaging data and patient
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1 Introduction

Primary and metastatic liver tumours make an significant challenge for contem-
porary medicine. Among available techniques of destroying focal liver lesions
there are resection techniques,which are the most effective and ablation tech-
niques applied in cases where resection techniques can’t be used [1]. Additional
difficulty in case of destroying focal liver lesions using ablation techniques is big
organ’s movability during breathing, which is an effect of the fact that liver is ad-
jacent to diaph. Organ displacements can reach a few centimetres, which causes
target point to displace [2,3]. Imaging navigation systems aids treatments per-
formance through presentation of treatment run on a spatial patient’s anatomy
model [4,5]. Model’s task is to show the most important anatomical structures
from the performed treatment point of view, target point and surgical tools po-
sitions visualization on anatomical model. Nowadays in clinical practice imaging
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navigation systems are commonly used for treatments using stiff human body
skeleton’s elements as referral points, for example: skull’s bones, spinal cord’s
elements etc. Imaging navigation of parenchymal organs is more challenging due
to lack of fixed referral points. The aim of this work is the presentation of imaging
navigation system methodology supporting destruction of non-resectional focal
lesions in the liver using ablation techniques.

2 Material and Methods

After literature studies, simulation and pilot studies methodology of aiding of
destroying focal liver lesions focused on ablation techniques were proposed, es-
pecially electrical ablation with radio frequencies were considered. Methodology
consists of a few stages:

– Preparation of personalized patient’s anatomy model.
– Treatment planning.
– Registration of patient’s position during treatment in comparison to pre-

treatment patient’s anatomy model.
– Operation field visualization during treatment and ablation process moni-

toring.

2.1 Preparation of Personalized Patient’s Anatomy Model

Creation of personalized anatomical liver’s model is based on patient’s abdomi-
nal cavity CT examinations with contrast. Based on CAT images the following
are found: liver’s surface, vascular structures and volumes of focal liver lesions.
For liver volume segmentation semi-automatic method proposed by Juszczyk is
applied [6]. The method requires to indicate a single point within the spleen
and one point inside the liver. The points indicated by the user are treated as
a beginning of the rolling vector by which finding a common area in liver and
spleen in two-dimensional cross-section is performed. After assigning the labels
of object on the current cross-section, the shape of the image is transferred to
the adjacent images. Stopping condition is to find the layer without the labeling
of the object. Once you find the volume of the spleen, remove it from the initial
volume and the result volume is the correct volume of the liver.

Vascular structure segmentation applies the modification of vascular Frangi
filter [7], based on the analysis of the eigenvalues of the Hessian matrix. The
method consists of two stages. At the first stage method determines the intensity
characteristic of liver tissue, removes the structure of "hard" (e.g. high-density
structures) and smoothes the image using anisotropic filtering. Then modified
filter proposed by Rudzki is used [8], which is a modification of vascular Frangi
filter, and introduces sigmoidal response functions of gaining a better sensitivity
and higher immunity to noise.

The segmentation of lesions in the liver CT study raises a number of problems
well-known and described in the literature [9] [10]. The changes, depending on
the type, size, and stage of malignancy, are characterized by different levels
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Fig. 1. Liver model evaluation: before correction - left, after correction - right

of intensity. Segmentation procedure of the growth area with adaptive criteria
selection is applied, proposed by Badura [11]. Fuzzy expert system is used to
monitore the shape, size and nature of the intensity of the tumor region.

Details on used segmentation methods were presented in the articles [8,6,11,12].
Building of personalized patient’s model requires point inside liver parenchyma
and one point for each focal lesion. Finding vascular structures does not require
identifying specific points in liver’s images, while applied algorithm uses the liver’s
mask obtained at the stage of segmentation. After indication of mentioned start-
ing points personalized anatomical liver’s model is generated automatically. Au-
tomatic results obtained in the stage of segmentation are processed to generate
geometric models based on B-splines curves which makes it easier to use them at
a later stage. After results receipt verified by a physician radiologist is planned,
by evaluating the results of segmentation presented on the background of layered
CT images the abdominal cavity. There exists possiblity to manually correct seg-
mentation results by editing the splines’ control points representing contours of
segmented structures (Fig. 1). Vascular structures are presented in the form of
central lines using smooth splines, they are also manually correctable (Fig. 2).

It is possible to block control points in the selected plane. This option is
useful for manual correction of liver’s contour segmentation results, where cuts
of obtained model are presented in corresponding plane. In case of control points
relocation in space, which is the case when correction of control points of vascular
structures has been done (Fig. 2), movement of control points in any direction
is possible.

2.2 Treatment Planning

To plan treatment personalized anatomical patient’s liver model, presented in
previous point, is used. Author has proposed a method of presentation of anatom-
ical liver’s model in the way suitable for treatment’s planning. Model’s presen-
tation using selected layered DICOM images (2D presentation of selected cut of
the chosen volume in corresponding layered CT cut - Fig. 1) and presentation
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of the whole volume of abdominal cavity (volumetric imaging Fig. 3). Liver’s
outline and focal lesions are presented in the form of organ’s surface cuts cor-
responding to specific DICOM images. Presentation of segmented structures on
the background of layered images of abdominal cavity allows to assess resectabil-
ity changes and select entry point on the patient’s surface (Fig. 4), target point
located inside segmented focal change (Fig. 3) and follow whether on the po-
tential trajectory of surgical tool there are any organs which should be omitted
during tools introduction. Selection of the point of entry is done by mouse on
CT volume. Coordinates of indicated points are stored and used at a later stage
of treatment.

2.3 Patient’s Position Registration Relative to Pre-operation
Anatomical Liver’s Model

As registration process in the present case we understand explicit projection of
position on the patient body to the corresponding position in the preoperative
anatomical model built on the basis of layered CT images. Registration process
takes place using markers placed on patient’s abdominal cavity surface before
CAT is performed. Markers placement is presented in Table 1 and Fig. 4. To
perform registration it is necessary to determine position of the markers on
CT images and the patient surface. Having a set of markers’ coordinates in
both coordinate systems Horn algorithm is used [13,14] in order to find stiff
match between coordinate system of personalized anatomical liver’s model and
coordinate system related to real position of the patient on an operation block.
Positioning of the various markers is found on CT images and stored in order to
carry out calculations to find a rigid transform algorithm using Horn algorithm.

Stiff match between patient position and personalized anatomical model dur-
ing treatment is not sufficient due to deformations of patient’s body taking
place which are effects of breathing movements and pressure of surgical tools.
To take those things into consideration non-stiff registration is introduced which
allows to take into the account local shape deformations. Non-stiff registration

Fig. 2. Vessel skeleton evaluation: before correction - left, after correction - right
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Fig. 3. Focal liver lesion - volumetric presentation

is based on so called deformation field, which is in turn based on a markers posi-
tion interchanges, which are observed continuously during treatment. Based on
deformation field correction of target point position is estimated. Deformation
area allows to calculate target point position correction for various respiratory
phases. More accurate definition of respiratory phase and the methodology for
calculating deformation area and results obtained in various respiratory phases
are presented in the paper [15], where obtained correction of deformation area
was compared with the actual position of the target point, using as target point
one of the markers, position of which was continuously tracked by position track-
ing system. In the paper averaged results obtained from 10 patients with any
liver diseases from the Second Department of Clinical Radiology and the Chair
and Department of General, Transplant and Liver Surgery at the Medical Uni-
versity of Warsaw, for various markers configuration in relation to target point
were presented.
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Fig. 4. Abdominal surface of the patient with markers

2.4 Operation Field Visualization During Treatment and Ablation
Process Monitoring

In order to aid treatment performance graphical interface has been proposed
which presents current position of surgical tools (in this ablation needle) on
personalized anatomical patient’s model. Current position of ablation needle
is tracked by position tracking system NDI Polaris Vicra. Key element which
is crucial for successful ablation treatment in starting phase is placement of
ablation needle ending as close as possible to the proposed target point. For
this purpose serves viewer interface (Fig. 5), which shows ending of ablation
needle position relative to target point during needle introduction, and devi-
ation of needle introduction direction relative to direction between entry and
target points - found during treatment planning phase [16]. Located next to the
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Table 1. Anatomical position of skin markers for manual registration

Anatomical location Grounds
Xiphoid process Point fixed to bony structures

in the midline of the body
Intersection of midclavicular line Anatomical point
and right costal margin fixed to bony structures
Intersection of anterior axillary line Anatomical point
and right costal margin fixed to bony structures
Intersection of midclavicular line Anatomical point
and left costal margin fixed to bony structures
Intersection of anterior axillary line Anatomical point
and left costal margin fixed to bony structures
First control point on the abdominal surface Registration accuracy

validation

toolbar, indicates by its length the distance between ablation needle tip and
target point. Located in the centre of the disc two points represent the ends of
ablation needle onto a plane perpendicular to the direction the plane is aiming,
which is visualized in a red-white plate.

Fig. 5. Graphical user interface supported needle insertion

Second important element is to monitor tumour’s ablation process. In order
to do it bipolar system of electrical ablation with radio frequencies Celon pro-
duced by Olympus has been integrated. It allows for non-direct ablation process
monitoring through tracking of electrical parameters: tissue resistance, momen-
tary power and total energy delivered to the apparatus. Example of the process
of animal liver tissue ablation is shown in Fig. 6. System automatically termi-
nates the ablation process once it detects an increase in tissue resistance around
ablation needle (Fig. 6 - end of lower graph).
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Fig. 6. Diagram of temporary power (up) and tissue resistance (bottom) during swine
liver ablation from Olympus Celon device

3 Results and Conclusions

Proposed methodology for creation of personalized liver anatomical model veri-
fied on anonymized cases of abdominal cavity CT. In the proposed methodology
automatically obtained segmentation results are submitted for verifications by
radiologist and only then verified model serves in the next phase of planning
of destroying focal lesions. Due to lack of ability to verify segmentation results
directly for example in the case of vascular tree as a measure of segmentation
results level of vascular structure branches has been proposed. Vascular tree seg-
mentation has been performed successfully to third or fourth level of branches on
average [8]. Results of registration were presented in previous article [15]. Two
registration methods of abdominal preoperative CT and physical patient posi-
tion in OR were presented and compared. This approach is being developed as a
step to image guided percutaneous liver tumor ablation. The proposed equation
of deformation is calculated in real time. Assuming regular breathing conducted
by the respirator, recurrence of patient position and short time between CT
study and procedure, the proposed solution could be used to synchronize the
respiratory phase for which the static preoperative CT anatomical model was
generated, which is one of the most challenging steps in RF ablation [15]. Con-
ducted pilot studies confirmed possibility of application of proposed methodology
for destroying focal liver lesions. Further studies direction is to fully integrate
proposed methodology in the clinical environment and to verify correlation be-
tween external markers movement with internal organs displacement.
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Abstract. This study presents the development of an image navigation
system dedicated to assist a miniinvasive abdominal surgery. First, the
system overview is discussed. Then, a development of a mesh model of
abdominal structure is presented. Next, a system calibration including
the component as well as patient registration is described.The evaluation
of the system has been performed separately for each component. The
accuracy of calibration as well as patient registration is reported. This
yields the robustnes evaluation of the overall system.

Keywords: Image navigation, visualization, calibration.

1 Introduction

The term of image navigation denotes a stereotactic surgical technique that uses
preoperative CT or MRI data that match the corresponding surgical anatomy
using three-dimensional coordinates to enhance intraoperative accuracy and
anatomic orientation [1]. These systems are used in clinical tests since early
90’s [2]. Due to the simplicity of anatomical landmarks registration onto the ra-
diological data, neurosurgery [3,4] and orthopaedics [5] are the pioneering proce-
dures. Moreover, location of anatomical structures corresponds to its appearance
in the preoperatively acquired radiological data.

In this study an image navigation system employed in abdominal minimally
invasive surgery is built. In these procedures insuflation and breath related or-
gan motion require compensation. Some attempts have already been made to
overcome these problems [6] and reconstruct the organ surface [7].

The main goal of this paper is to assess the accuracy of calibration and patient
registration. The paper is organized as follows. Section 2 presents the system with
the calibration procedure, patient registration, image preprocessing and display.
Section 3 discusses the results. Section 4 concludes this phase of the study.

E. Pietka, J. Kawa, and W. Wieclawek (eds.), Information Technologies in Biomedicine, 25
Volume 4, Advances in Intelligent Systems and Computing 284,
DOI: 10.1007/978-3-319-06596-0_3, c© Springer International Publishing Switzerland 2014
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2 System Overview

Image navigation system described in the paper is based on the Polaris Spectra
(NDI Inc., Canada [8]) optical tracker and dedicated markers attached to various
elements during the procedure. Polaris Tracker is widely used by research centres
for surgery that implements the navigation imaging systems [8,9]. Two items
tracked during the surgery are laparoscopic instruments and the operating table.

While tracking the surgical instruments is a standard procedure, the purpose
of attaching the marker to the table needs some explanation. This is an indirect
way to track the position of the operating field during the surgery. This permits
the camera to be moved around the table during the procedure. Without tracking
the operating table, the camera cannot be displaced.

2.1 Local Coordinate Systems

Each element of the navigation system is related to a coordinate system, local
for each item. The most common coordinate systems and objects related to them
are presented in Tab. 1.

Table 1. Local coordinate systems commonly used

Element of the system Referencing coordinate system
Tracker „Global” coordinate system
Stylus 1. Fixed polaris marker

2. Stylus tip coordinate system
Forceps 1. Fixed polaris marker

2. Forceps tip coordinate system
Patient’s body Polaris marker fixed to the operating table
DICOM Image DICOM coordinates
Organs’ models DICOM coordinates

All transformations between coordinate systems are performed by isometric
transformations (i. e. rigid body transformation) and are stored in the 4 × 4
transformation matrix. Rigid body transformation is an arbitrary composition
of translation and rotation of the coordinate frame.

Let PX be coordinates of point P in the frame X , and PY is coordinates of
point P in the frame Y . Let MX

Y be a transformation matrix from coordinate
frame Y to X , then

PX =MX
Y · P Y . (1)

Transforming repeatedly one coordinate system into another is considered
as a consecutive multiplying of the transformation matrices. For example, if
coordinates of P are given in Z and matrices MX

Y and MY
Z are known, new

coordinates of P in X are found by:

PX =MX
Y ·MY

Z · PZ . (2)
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Note that
MX
Y =

(
MY
X

)−1
. (3)

In order to connect all coordinate systems, transformation matrices have to be
found. These matrices can be either variable or invariant. The first group denotes
actual positions of Polaris markers, while invariant transformations have to be
calculated at the beginning of the operation, i. e. surgical tool’s pivot calibration,
patient registration.

To determine the transformation between any two coordinate systems, one
has to multiply all transformation matrices, according to the equation (2). Each
transformation between two coordinate systems has a certain inaccuracy, which
refers to the translation as well as the rotation. The scheme of transformations
is shown in Fig. 1.

Fig. 1. Transformations between different coordinate systems; solid lines reflect invari-
ant transformations and dashed lines reflect variable transformations

2.2 Tool Tip Calibration

Calibration of the tool tip (laparoscopic forceps and stylus) is a process of deter-
mining the invariant transformation between the coordinate system associated
with the tool tip and the Polaris marker attached to this tool. The calibration
involves fixation of the tip and rotation of the device around the pivot point
(Fig. 2). The positions of the marker recorded in the global coordinate system
are then used to determine the transformation matrix MTool

ToolT ip. Once the matrix
is known, the coordinates of the tip are given on-line.
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Fig. 2. Surgical tool calibration consists of recording multiple positions of the marker
on tool

(
MGlobal

Tool

)
i

in order to compute the transformation matrix MTool
ToolTip

Calculating matrix MTool
ToolT ip on the basis of multiple registered matrices(

MGlobal
Tool

)
i
is the optimization problem of overdetermined system of linear equa-

tions [10,11]. To solve it, the LSQR method [12] has been implemented.

2.3 Radiological Data Preprocessing

Most of the approaches to medical image segmentation are studies on auto-
matic segmentation algorithms [13,14], although semi-automatic methods are
also common [15,16]. However, none of them has yet succeeded in creating uni-
versal software able to facilitate the segmentation of all anatomical organs. The
difficulty of the problem lies mainly in the variety of shapes, locations, and homo-
geneity of the segmented structures. The complexity increases when pathological
structures of blurred edges are extracted.

Results of the segmentation are stored as binary DICOM masks or directly
as contours for each of the slice of the image. Regardless of the format, they
are in the same coordinate system as the original data. In order to convert
segmented structures from raster to a mesh grid, a program based on VTK
implementation of the marching cubes [17] method has been developed. In the
case of manual contours delinated in OsiriX1, built-in tools have been used.
Such models require additional processing, which is performed using the program

1 OsiriX website: http://www.osirix-viewer.com/

http://www.osirix-viewer.com/
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Blender2. The goal of processing is mainly to simplify the model (by remeshing),
to remove unnecessary elements such as free vertices and edges, and to transform
the position to the coordinate system compatible with 3DSlicer3.

Both the radiological images and the models created on the basis of them are
oriented in the LPS (Left-Posterior-Superior) coordinate system. This means
that X, Y and Z axes increase towards left, posterior and superior direction,
respectively. On the other hand, Slicer uses the RAS (Right-Anterior-Superior)
coordinate system, so that the objects loaded into it have to be flipped along
the X and Y axes. These models are loaded directly into the Slicer scene. The
workflow is shown in Fig. 3.

Fig. 3. Data preprocessing workflow

2.4 Patient’s Registration

Patient’s registration is a process of transforming points located on patent’s skin
and corresponding voxels into one coordinate system. At least three non-collinear
points are needed to determine the transformation between the coordinate sys-
tems. Typically, the points do not overlap and determined transformation min-
imizes the residual sum of squares (RSS). Patient’s registration is computed
with Horn’s algorithm of absolute orientation [18] also known as ”Landmark-
based registration algorithm”. Measurements are performed before to determine,

2 Blender website: http://www.blender.org/
3 3DSlicer website: http://www.slicer.org/

http://www.blender.org/
http://www.slicer.org/
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which points on the patient’s body are the best to carry out the registration,
i. e. their residuals are the smallest.

During the calibration only anatomical landmark points are used (no artifi-
cial landmarks have been attached to the patient’s body). Although artificial
landmarks could increase the registration accuracy [19], their sterility required
during the surgery may not be guaranteed.

The landmark points on patient’s body are located in the image and their
position in DICOM coordinate system should be taken before the surgery.

2.5 Visualization

The program 3DSlicer is used to display the virtual scene during the opera-
tion. MRI or CT slices in several planes and three-dimensional virtual scene are
shown simultaneously (Fig. 4). Two-dimensional views change dynamically when
forceps moves showing the slice of the current tool location.

Current markers position are being sent to the Slicer in the form of transfor-
mation matrices by OpenIGTLink protocol. The communication is provided by
a PLUS library [20].

Fig. 4. Image navigation system and the visualization of models
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Coronal and sagittal views of the three-dimensional patient model are dis-
played simultaneously (Fig. 4). If necessary, the perspective can be easily changed
(e.g. to the lateral or oblique view). Two-dimensional scans are also displayed.

3 Results

Two settings have been employed for the system evaluation. The first set-up
measures the calibration accuracy, the second one assesses the exactness of the
patient registration. The accuracy of the Polaris tracking system is at the range
of 0.2 mm.

In order to measure the performance of the calibration procedure, 30 experi-
ments have been repeated. Each of them recorded 200 positions of the tool tip.
The results (Tab. 2) indicate an influence of the tool length. The longer the
distance between the marker and the pivot point, the more the inaccuracy of
rotation influences the total error.

Table 2. Calibration accuracy of stylus and forceps tips

Radius length [mm] Mean error [mm] Std deviation [mm]
160.3 0.21 0.07
357.3 0.52 0.14

Patient registration accuracy is based on nine landmarks points on the surface
of the abdomen. The following points have been chosen:

– Xiphoid process of sternum (XP)
– A point in the middle of costal arch right and left (CAR, CAL)
– Anterior superior iliac spine right and left (ASISR, ASISL)
– Greater trochanter of right and left femur (GTR, GTL)
– Umbilicus (U)
– Pubic symphysis (PS)

They have been recorded just before the CT abdomen or pelvis examination.
Thus, these landmarks are acquired and marked on the CT scan. Due to the
obesity of the patient, the presence of an ostomy bag on the left part of abdominal
wall, bandages after recent surgeries of abdomen and pelvis, or a thick layer of
clothes, the points located over trochanters and pubic symphysis are sometimes
missed (Fig. 5)

After the conversion of all points, a Fiducial Registration Error (FRE) has
been found [21]. It is defined as a distance between the current position of a
point in the original coordinate system and its corresponding position after the
conversion of the second coordinate system. The results are shown in Tab. 3.

The overall system accuracy is defined as a distance between the tool tip that
points the target and its location displayed on the 3D patient model. Our first
approach to the accuracy analysis yields the results of 24.17 mm (Tab. 4).
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Fig. 5. Position of landmarks on the model in DICOM (light) and transformed Polaris
(dark) coordinate system

Table 3. FRE values of anatomical landmark points at 9 studies [mm]

1 2 3 4 5 6 7 8 9 mean
XP 36.52 15.77 30.11 45.78 8.12 20.46 15.38 21.26 30.22 24.85

CAR 26.81 26.52 44.81 15.96 22.50 30.85 10.35 26.37 14.53 24.30
CAL 26.70 22.43 54.65 23.76 14.84 41.03 7.03 34.09 19.46 27.11

ASISR 6.57 35.67 27.35 11.26 10.69 22.76 28.11 28.45 11.16 20.22
ASISL 13.10 23.44 23.30 26.89 24.10 36.18 29.63 36.47 29.39 26.94
GTR – 9.08 23.74 – 28.76 23.98 16.07 – 18.11 19.96
GTL – 35.72 34.30 – 31.01 27.38 22.58 – 12.29 27.21

U 17.34 43.54 16.41 15.27 15.06 11.01 – 36.20 11.74 20.82
PS – 40.07 20.60 15.95 20.06 7.07 – – 14.05 19.63

Table 4. Partial and total errors of the system [mm]

Erorr Value [mm]
Marker track error 0.2

Tool tip calibration error 0.52
Fiducial registration error 23.45

Total 24.17
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4 Summary

In this paper a methodology of navigation in minimally invasive surgery has
been shown. Procedure of tools calibration and patient registration is discussed.
Development of the patient abdomed model has been described. Visualization
system available in the operating room is proposed. The overall accuracy of the
entire procedure is described and the error is less than 24.17 [mm].

Patient registration process can be performed in the operating room, and the
system is ready for testing in clinical settings. Presented system is dedicated to
organs fixed to the abdominal wall and insuflation process does not cause their
motion.

Acknowledgement. This research is supported by a NCN Grant No. UMO-
2012/05/B/ST7/02136.
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Abstract. In computer assisted surgery, the localizers can be used for
tracking of an object in motion. In this paper, we propose a method
for simulating the accuracy of such tracking mode for a specified effi-
ciency of marker detection. From simulation, we obtain the relationship
between marker detection efficiency and tracking precision, assuming lin-
ear interpolation of missing locations. We find, that for a typical design
of the tracked tool, the marker recognition efficiency should be no less
than 88% to keep the tracking precision at the level that is acceptable
in computer assisted surgery. We use this criterion to determine a usable
measurement volume of a physical prototype of optical localizer.

Keywords: computer assisted surgery, optical tracking system, marker
detection.

1 Introduction

The task of computer assisted surgery (CAS) is to build a three-dimensional
model of relevant anatomical structures and surgical tools present in operative
field. For the system to provide correct indications, the model is required to
be continuously updated during the surgical procedure. One possible way to
update the model is to use a tracking system (localizer), that recognizes certain
landmarks in the operative field and calculates their positions relative to patient’s
anatomy. In CAS, the localizer is used either for measurements of static points
(e.g. in free-hand navigated orthopaedic interventions [1]), or for tracking of an
object in motion (e.g. in robotic surgery, as a part of a control system [2]).

Currently, the most of the commercially available localizers used in CAS em-
ploy imaging devices, such as calibrated CCD cameras [3]. Therefore, they are
called optical localizers or optical tracking systems. Optical localizer detects a
set of characteristic locations in the images from its built-in cameras and deter-
mines their coordinates in three-dimensional space. To facilitate the detection,
visually distinctive objects called markers are placed at the measured locations.

Localizers in CAS systems are expected to comply with certain requirements,
most of which pertain to positioning accuracy. According to typical values given

E. Pietka, J. Kawa, and W. Wieclawek (eds.), Information Technologies in Biomedicine, 35
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in the literature, the positioning error in CAS should not exceed 1 mm [4].
However, it is rarely emphasized that apart from being accurate, the localizer
should also meet requirements that concern more basic aspects of its operation,
especially effective marker detection. The efficiency of marker detection can be
expressed as percentage of image frames in which marker can be detected. While
many research groups and standards organizations have proposed their own pro-
cedures for accuracy assessment [5,6], no guidelines concerning assessment of
marker detection efficiency are present in the literature.

The efficiency of marker detection should be taken into account for two rea-
sons. First, while tracking a moving object, it can affect the accuracy of the
system. Second, it limits a usable measurement volume of the localizer, and the
size of the volume determines functionality of the system in a given application.
In this paper, we provide evidence for these statements, both by numerical sim-
ulations and by measurements done on a physical prototype of optical tracking
system. First, we simulate tracking of an object moved along a specified tra-
jectory. In this situation, detection efficiency of markers can increase tracking
error. Based on results of the simulation, we can establish a relationship between
these two parameters. Second, we run an experiment to determine size of usable
measurement volume of prototype system, assuming detection efficiency as a
limiting criterion.

In the usable measurement volume of a localizer, not only should a measure-
ment be feasible, but also certain operational parameters of the system must
reach a required value. In this work, we determine the usable measurement vol-
ume in terms of efficiency of marker detection. Using the relationship obtained
in our simulation, we find a minimum detection efficiency acceptable for CAS
as the value that corresponds to the tracking error of 1 mm. It turns out, that
the markers should be detected in at least 88% of image frames, to guaran-
tee sufficiently low value of the error while tracking an object in motion. Using
this criterion, we examine spatial distribution of detection efficiency measured
for a prototype of optical tracking system. We demonstrate shrinking of usable
measurement volume of the system caused by decreasing detection efficiency.

The quantitative findings presented in this work are specific to the parameters
of the simulation (design, trajectory and speed of the tracked tool, acquisition
parameters) and to the performance of the tested prototype in the experimen-
tal part. However, using the methods we present, one can evaluate the usable
measurement volume of any optical tracking system, especially of a prototype lo-
calizer for which neither the measurement volume is specified, nor the detection
efficiency is guaranteed.

2 Describing Accuracy of the Localizer

In CAS, localizers are used for measuring the positions of certain anatomical
landmarks. It is usually impractical to place the tracked marker directly in the
measured point. Therefore, in real applications the measurement is done by
means of a tool with a tip for mechanical probing. The position of the tip is
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precisely known in the local coordinate system associated with the tool. The
markers are in this case attached on the tool and their positions are also defined
in a tool coordinate system. By locating the markers, the localizer can determine
global position of whole structure, including position of the tip.

To determine position of the tip we need to know position and orientation
of the local tool coordinate system in a global coordinate system of the local-
izer. We can describe the position and the orientation by a three-dimensional
rigid transformation that yields the best linear fit of the markers’ positions given
in local coordinate system to the positions measured in global coordinate sys-
tem [7]. The more precisely the markers are measured, the more accurate the
transformation can be. Consequently, the better the transformation is, the more
accurately the tip can be positioned.

Marker positionig error is insufficient measure of the tracking precision for a
clinician during a computer assisted procedure. Therefore, the tip positioning
error is introduced to make the surgeon aware of tip trackig precision. The tip
positioning error can be estimated either analytically or experimentally. The
analytic expression, derived by Fitzpatrick et al. [8], bases on the single marker
positioning error and on the spatial distribution of markers on the tool. The
experimental method makes no assumptions concerning the sources of the error.
In this method, a set of locations on the object of a known geometry is measured
using a probing tool and the tested localizer. To evaluate the tip positioning error
the measurement results are compared with the reference locations. The disparity
is expressed as a root mean square (RMS) distance between the corresponding
points in reference and measured sets. If we denote the reference points as p(r)
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where N is the total number of points in each set. If the two sets are expressed
in different coordinate systems, it is required to transform one of the sets to the
cooordinate system of the other set before calculating RMS error. The trans-
formation can be found by the best-fit algorithm which is also used for tool
positioning, as it has been mentioned earlier in this section.

3 The Impact of Inefficient Detection on the Accuracy

Under certain circumstances, localizer may not detect a marker although at the
moment of image acquisition the marker was present in the common field of view
of its cameras. To describe this effect quantitatively, we can define efficiency of
marker detection η as a ratio of the number of image frames Nd in which the
marker was detected to the total number of frames acquired, N :

η =
Nd
N

· 100%. (2)
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If all N image frames were captured for a fixed marker position, the obtained
detection efficiency is a site specific value. By repeating the procedure in var-
ious points of measurement volume we can determine a spatial distribution of
detection efficiency.

Now, let us consider a marker moving along a specified trajectory. The local-
izer records the movement as a set of samples – 3-dimensional points, p(ti), each
representing marker position at the discrete time ti. The lower the detection
efficiency, the larger loss of samples along the trajectory. Assuming a uniform
distribution of detection efficiency across the measurement volume, the number
of trajectory points lost due to failed detections equals (100%− η)N .

Lower values of marker detection efficiency can make tracking of a probing
tool difficult. For any given image frame, all markers’ positions are needed to
calculate position of the tip. If one or more markers are not detected, then the tip
position also cannot be determined. Therefore, for each marker’s trajectory, the
missing samples must be reconstructed from the remaining ones. The simplest
method of the reconstruction is linear interpolation which bases on two closest
correctly acquired samples, one preceeding and one following the missing sample
within the trajectory. For linear interpolation, the missing sample p(tj+k) can
be reconstructed as:

p(tj+k) = p(tj) +
k

l − j
[p(tl)− p(tj)] , (3)

where p(tj) is the closest preceeding sample and p(tl) is the closest following
sample. The indices, j, k, l, are positive integers where j + k < l.

The real trajectory of the tip varies from the trajectory calculated using the
reconstructed trajectories of the markers. The magnitude of the discrepancy be-
tween real and computed tip trajectory can be expressed as tip positioning error.
For our simulation, the tip positioning error is the RMS distance between cor-
responding points of real and calculated trajectory computed using Equation 1.

4 Simulation

We simulated tracking of a moving tool with a specified detection efficiency to
establish the relationship between the detection efficiency and the accuracy of
the localization. The tool used in the simulation is a pointing device with a tip
that can be used as a precise mechanical probe. Three markers are placed on the
tool in a defined manner, so that the localizer is able to determine its absolute
orientation and, consequently, the position of the tip. The distribution of the
markers relative to the tip was chosen to match the geometry of tools used in
CAS, to make it possible to compare the results of the simulation with accuracy
requirements typical to medical applications (see Fig. 1a).

The trajectory of the tool was defined as a composition of a translation along
a circle 1 m in diameter and a rotation around the main axis of the tool, defined
by a unit vector û = (0, 0, 1)� in tool coordinate system. The trajectories of the
markers and the tip are closed loops to avoid the problem of interpolation of first
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and last point. During the translation along the full loop the tool performs 4
revolutions around its axis (see Fig. 1b). In the simulation, the tool moves along
the circle with a speed of 1.26 m/s and rotates around its axis with an angular
speed of 1.60 rad/s. We simulated the acquisition at the rate of 20 frames per
second which gives 100 samples per each trajectory of the marker per single loop.

(a) (b)

M1 (0, 20.13, 36.85)

M2 (0, -40.08, 2.01)

M3 (0, 19.95, -38.87)

P (0, 0, -199.37)

(0, 0, 0)

TP

TM3

TM2

TM1

t = t1

t = t2

Fig. 1. Tool design (a) and trajectory (b) used to simulate the effect of marker detection
efficiency on accuracy of the tracking system. Coordinates are given in millimeters in
the tool coordinate system. M1. . .M3 denote markers, P denotes tip of the tool, T
denotes the trajectory of the landmark whose symbol is given in the subscript

The whole set of the recorded positions for either single marker or for the tip
builds up a discrete trajectory. (see Fig. 1b). To simulate the inefficient detection
we rejected a number of randomly selected samples with uniform probability dis-
tribution along the trajectory. The total number of the rejected samples was set
to match the specified detection efficiency. Next, based on decimated trajectories
of the markers we reconstructed the position of the tip using linear interpola-
tion, according to Equation 3. The resulting reconstructed trajectory of the tip
differs from its original trajectory, the bigger difference meaning less accurate
tracking. The discrepancy between the original and the reconstructed trajectory
was calculated as RMS point-by-point distance, according to Equation 1. We
examined the distance for a range of values of η, from 85% to 100%.

As the samples in the decimation stage are rejected randomly, the resulting
RMS distance should be slightly different for each execution of the simulation,
depending on particular distribution of rejected samples along the trajectory.
Therefore, instead of a single RMS value defining the accuracy of the system
for a given detection efficiency, we expected a range of values. To determine this
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range, we repeated the simulation 30 times for each examined value of marker
detection efficiency.

For the purpose of the simulation we adopt several simplifications. First, we as-
sume that as long as the marker is detected, its position can be measured without
error, so that we do not consider limited precision of the localizer. By this simpli-
fication we can attribute entire tool positioning error observed in the simulation
to inefficient detection. Second, we assume that the efficiency of marker detec-
tion is uniform in entire measurement volume. Another simplification pertains
to physical properties of the tracked tool. We assume, that spatial orientation
of the tool relative to the cameras does not affect the efficiency of marker detec-
tion. In reality, this assumption is not neccessarily true, because the elements
of the tool’s structure may occlude the markers in the image of the camera at
certain orientations. Yet, this simplification makes the results of the simulation
independent from the features of tool design other than distribution of markers
relative to tip position.

5 Determining Usable Measurement Volume

To demonstrate the impact of limited detection efficiency on performance of
the localizer experimentally, we determined the usable measurement volume of
a physical prototype. The prototype is built of two 1024×768 pixel cameras,
operating in visible light, with focal length of 8 mm and maximum frame rate of
33 fps. The cameras are installed on a frame, 270 mm apart, with their optical
axes at an angle of 9.1◦. The markers used by the localizer are flat printed
circular patterns. The diameter of the markers to be used in the system can be
adjusted as required.

In the experiment, we first determined approximate dimensions of measure-
ment volume of the prototype, without any additional requirements. We used a
marker of a sufficiently big diameter, such that presence of the marker in the
common field of view of cameras was the only limitting factor for successful ac-
quisition. We tracked the marker at random positions in front of the localizer
collecting a cloud of 13200 data points. Then, we fitted six planes to the surface
points of the cloud. The intersections of these planes define the edges of the
measurement volume. The obtained geometry was presented in Fig. 2).

Using a similar method we determined the distribution of detection efficiency
for several chosen diameters of markers. We tested 15 marker diameters, vary-
ing from 10.1 mm to 30.3 mm. The markers were printed on a test board. To
keep the board fixed during the measurement we installed it on a stand. At a
given board position we made a series of 60 image acquisitions, each followed by
marker recognition. We repeated the measurement in a set of 379 board locations
scattered within measurement volume. Based on the number of correct recogni-
tions within a series, we determined a discrete spatial distribution of recognition
efficiency, individually for each of the tested marker diameters.

From the results of the simulation described in the previous section, we found
a minimum value of marker detection efficiency, ηmin, for which the maximum
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Fig. 2. Shape and dimensions of measurement volume resulting from geometry of the
tested system. The volume was arbitrarily confined by a vertical plate located 2.4 m
from the cameras, to specify all dimensions unambiguously

acceptable value of error is not exceeded, considering the requirements for CAS.
Then, we used ηmin to delineate usable measurement volume of the prototype for
each diameter of marker. For each spatial distribution of detection efficiency we
found a surface that separates the points with detection efficiency higher than
ηmin from the points with detection efficiency lower than ηmin.

6 Results and Discussion

As a result of the simulations, we obtained a set of 30 RMS error values for
each tested value of η. For a given η, the RMS values were uniformly distributed
within certain interval, which is a consequence of the random decimation used to
simulate failure in detection. The results of the simulation are presented in Fig. 3
as a relationship between detection efficiency and RMS positioning error calcu-
lated along the trajectory of the tool tip, TP . For clarity, the plot contains only
the minimum and maximum RMS value for each examined η, corresponding to
worst- and best-case scenario of failure in detection. The maximum RMS error
corresponds to the worst-case scenario in which a substantial number of consecu-
tive marker locations is rejected in a few regions of trajectory. The interpolation
algorhitm is not able to reconstruct the long section of marker’s trajectory based
on remaining points, which results in high error. In turn, the minimal RMS error
corresponds to the best-case scenario, in which only isolated nodes are lost in
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Fig. 3. The relationship between detection efficiency of the marker and the accuracy
of tracking obtained in the simulation. The plot shows only the highest and the lowest
RMS error value obtained for each value of η examined in the simulation, corresponding
to worst- and the best-case scenario, respectively

many regions of trajectory. The linear interpolation is able to cope well with this
situation, which results in relatively low RMS error.

Figure 3 shows, that the positioning error decreases as the detection efficiency
improves. However, the relationship is not linear, and therefore we chose a third
order polynomial, as it is a closest simple function to simulation data represent-
ing both worst- and best-case scenario. One can see, that for a given tool design
it is required to keep the marker detection efficiency at least at the level between
88% and 97% (for the best and the worst case respectively) to guarantee the
acceptable value of positioning error. Considering the other sources of position-
ing error, which were not taken into account in this simulation, the detection
efficiency should be even larger.

The experimental results show that detection efficiency restricts the usable
measurement volume of the tested prototype (see Fig. 4). As we increase the
marker’s diameter, the detection efficiency increases and the usable measure-
ment volume expands. The maximum range of the measurement volume along z
axis differs for the best and the worst case scenario. The difference falls within
the range from approximately 10 cm (for small markers) to 15 cm (for large
markers). The results also show, that detection efficiency on the left side of the
measurement volume (negative x values) is typically better than the efficiency
on the right side (positive x values), especially for larger marker diameters. This
effect is caused by different focus settings of the cameras used in the system.
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Fig. 4. The usable measurement volume of the tested prototype for markers with dif-
ferent diameters seen from above (top plot) and from the side (bottom plot). The
isocontours correspond to: (a) worst-case scenario (ηmin = 97%), (b) best-case sce-
nario (ηmin = 88%). The diameters of the markers are given in millimeters

Considering the results obtained from simulations, the tested prototype could
be used for precise tracking of moving objects in CAS applications only using
large markers, to guarantee sufficiently large usable measurement volume. The
simulations show, that the minimum detection efficiency that allows for reason-
able tracking precision should be higher than 88%. For the tested prototype, the
detection efficiency of small markers reaches this limit only for small regions of
measurement volume that are closest to the cameras.

7 Summary

In this work, we show that efficiency of marker detection is equally important
operational parameter of the optical tracking system as its accuracy. To support
this statement, we first set up a simulation that involves tracking of an object in
motion using an optical localizer. In the simulation, we consider a situation in
which the trajectory points, missing due to limited detection efficiency, are lin-
early interpolated using the set of remaining, correctly acquired locations. The
results of the simulation prove that in such a situation the efficiency of marker
detection limits the localizer’s accuracy. We observe a monotonic non-linear re-
lationship between the detection efficiency and RMS value of tool positioning
error along the examined trajectory.

Next, we propose a testing procedure that can be used for experimental assess-
ment of usable measurement volume of an optical tracking system. We use the
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connection between detection efficiency and tracking precision to establish the
minimum detection efficiency for localizers in CAS systems. We delineate usable
measurement volume, by applying this minimum value to spatial distribution of
marker detection efficiency obtained for a prototype localizer.

The detection efficiency of the tested prototype turns out to be sufficient for
tracking a typical probing tool used in CAS only for large diameters of markers.
For small markers, the usability of the system can be limited by small usable
measurement volume. The results also allow for identifying a discrepancy in focus
of the cameras working in the tested system.
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Abstract. The aim of this paper was to analyze the spatial geometry
of objects basing on ultrasound images recorded by free-hand probe.
The data analysis consists of three phases: data recording, contour seg-
mentation and triangulation. Several algorithms of segmentation have
been tested to recognize the object’s contour. To analyze the efficiency
of triangulation algorithms, the similarities of obtained 3D models to the
reference CT-based 3D model were evaluated. For objective and quanti-
tative evaluation of obtained models the Hausdorff’s distances were cal-
culated for compared surfaces. The results revealed higher efficiency of
greedy projection method than the 2D Delaunay’s Triangulation applied
for projected set of points in step by step procedure for the same cloud of
points obtained as the result of user controlled segmentation procedure.
The free hand ultrasonography can be applied to measure the spatial
tissue shape for virtual planning of surgery without radiation.

Keywords: biomedical engineering, 3D imaging, free-hand sonography,
surface similarity.

1 Introduction

Imaging techniques are nowadays one of the most important diagnostic methods
to evaluate shape, size, location and even functionality of organs and patholog-
ical structures. The algorithms of image processing have a major impact on the
successful diagnostics. Automatic tissue recognition preceded by reduction of
artefacts, qualitative and quantitative evaluations are essential for physician to
provide efficient diagnostics. The problem of image filtration is the reduction of
useful information on image. The change in the image content lead to incorrect
results of analysis. The recognition of tissues on images require some evidence
such as statistical distribution of grey levels in particular scans, since the only
technique of imaging enabling the recognition using a simple binarization with

E. Pietka, J. Kawa, and W. Wieclawek (eds.), Information Technologies in Biomedicine, 45
Volume 4, Advances in Intelligent Systems and Computing 284,
DOI: 10.1007/978-3-319-06596-0_5, c© Springer International Publishing Switzerland 2014

http://www.biomech.pwr.wroc.pl


46 E. Świątek-Najwer et al.

constant threshold is computed tomography. In ultrasound imaging the same
gray level can characterize echoes from different tissue structures. Ultrasonog-
raphy is one of the most complex method of imaging to interpret. It requires
experienced radiologists to provide good quality of images with high signal to
noise coefficient and intended information on scan. The analysis is difficult due to
so called speckles. The main advantages of ultrasonography are: noninvasiveness,
improving high quality and inexpensive device.

Coupé confirmed that the main problem in 3D modelling is a non uniform
dataset, and interpolations influence the reconstruction quality [1]. Zhang ap-
plied Radial Basis Functions to interpolate the pixels into a 3D set and tested
it on phantom and on human hand [2], however presented results consider only
one side of analysed objects and the results could not be quantitatively evalu-
ated. Rohling applied reconstruction with registration of landmarks visible on
intersecting datasets on a phantom and human gall bladder [3]. The authors
avoided applying segmentation techniques, which are difficult to apply in ultra-
sound image interpretation. Other authors have made efforts to identify the bone
contours on ultrasound scans. Daanen described the characteristics of bone-soft
tissue border echo on ultrasound scans as: high echogenicity of bone contour as
a result of high difference of acoustic impedances, acoustic shadow under the
bone contour because of high absorption coefficient, continuous contour, con-
tour consisting of horizontal echoes (by specular reflection of ultrasounds from
bone surface) [4]. Another solution for ultrasound-based shape recognition is to
apply deformable models. Nevertheless even that algorithm lead to unwanted
deformations [5]. There still exists a need to develop the methods of automatic
3D reconstruction for free hand recorded ultrasound data.

The main aims of our study were: to develop method of bone spatial geome-
try recognition basing on segmentation of images saved by navigated ultrasound
probe and to validate the results using models reconstructed basing on computed
tomography scans. The article consists of three sections. Material and method
section describes the developed measuring station and applied algorithms of im-
age analysis. Results section presents segmentation procedure result, 3D models
and similarity evaluation. In the discussion the results are analyzed in the aspect
of the method application in computer aided surgery.

2 Material and Methods

2.1 Measuring Station

The three-dimensional ultrasound imaging can be obtained using a free-hand
sonographic probe. The system consists of ultrasound system EchoBlaster 128
from Telemed with multifrequentional linear array (with selected central fre-
quency 5MHz and width 80 mm) and optical navigation system Polaris from
Northern Digital Incorporation. Optical navigation system enables tracking of
ultrasound probe - its position and orientation during recording of scans [6,7].

To analyze the efficiency of developed algorithm a bone phantom (sawbone)
from Synthes company was scanned. The sawbone was placed in a tank filled
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Fig. 1. Measuring station with gantry mechanism

with water. The measuring station was equipped with gantry mechanism ap-
plied to achieve possibly regular set of scans (Fig. 1). The ultrasound probe
was moved along the long axis of sawbone on the lateral and medial surface, to
provide complete imaging. The data was recorded using a calibrated navigated
ultrasound probe together with its position and orientation in relation to the
reference frame mounted on the scanned object. Using the reference frame the
system takes into account movement of object and navigation system. 864 scans
were recorded in the locations and orientations visualized on Fig. 2.

Fig. 2. Visualization of recorded ultrasound scans location and orientation
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2.2 Tested Segmentation Algorithms

Various typical methods of segmentation were analyzed to identify the bone con-
tour. In our self-developed software (Micorsoft Visual C++) we applied libraries
from the Insight Segmentation and Registration Toolkit [8] and Visualization
Toolkit [9], with implemented various methods of filtration and segmentation.
We tested Otsu criterion, which estimates threshold based on image histogram,
Canny Edge Detection and Watershed Segmentation.

Basing on the assumptions on bone tissue ultrasound imaging, an algorithm of
bone contour identification has been developed. Because of the high echogenicity
and presence of shadow under the contour, the first and second derivative (gra-
dient and laplace transform) have been applied to identify the bone contour. The
next step of processing was binarization with a user-selected threshold and de-
fined region of interest. The contour is searched upward or downward basing on
the choice of user. The software provides possibility to edit the contour to elimi-
nate possible errors or add points of contour, if it was not recognized. The finally
obtained contour is smoothed and may be decimated to reduce the number of
vertexes for triangulation algorithm. This option sometimes is crucial, because
the number of points can become too large to analyse it, since the ultrasound
image size was 512 x 512 pixels and the number of scans was intentionally high.
The decimation was equal for all scans to provide possibly regular mesh.

2.3 Tested 3D Modelling Algorithms

The final step of shape recognition was the triangulation procedure. Various
algorithms were tested to analyze their efficiency. We applied Delaunay 3D Tri-
angulation (convex hull) with alpha parameter settings and Delaunay 2D Trian-
gulation [9]. To apply the two dimensional Delaunay’s triangulation the points
of cloud need to be projected on plane. The points were projected on the plane
with a normal vector perpendicular to the visible contours, then the triangula-
tion was performed. The triangulation was performed step by step for projection
plane rotated and translated along the bone.

The algorithm of Hoppe’s Surface Reconstruction Filter [10] enables spatial
modelling basing on the unorganized set of points. The algorithm is based on
calculations of zero set of estimated distance functions. The topological type of
surface is calculated, including the boundary curves. The result of this algorithm
is translated and scaled (in relations to the cloud of points) mesh. Therefore the
mesh needs to be transformed back to the initial location.

Last applied algorithm was the fast triangulation of unordered point (greedy
projection) [11,12]. The greedy projection may be applied for unorganized group
of points, also in case of connected elements. It works properly for locally smooth
surfaces and in case of smooth transitions between areas of different density of
points. Triangulation is performed locally throughout projection of local neigh-
bourhood of point along normal in the point and connecting of unconnected
points. The algorithm has a number of parameters to set: maximal number of
neighbours (size of neighbourhood), radius (maximal length of edge of each tri-
angle), maximal and minimal angle of triangle, maximal angle of surface.
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2.4 Qualitative Evaluation: Similarity of Surfaces

To create a reference 3D model the scans of the Computed Tomography were
analysed. The segmentation of DICOM dataset and 3D shape reconstruction was
performed using InVesalius software. The model was saved in stereolitographic
format.

The result of ultrasound-based model was compared to the reference CT-based
model. First step was to match the two models in one coordinate system. The
matching procedure was performed using translation and rotation operator to
lead the models to best fitting. Additionally the model needed to be flipped be-
cause of different orientation of local coordinate system. To compare the models
of sawbone obtained using two triangulation techniques for the cloud of points
obtained using the developed algorithm, the Hausdorff’s distances have been
calculated [13].

The Hausdorff’s distance for A and B set is defined as:

H(A,B) = max{δ(A,B), δ(B,A)} (1)

where:
δ(A,B) = max{δ(x,B) : x ∈ A} (2)

δ(B,A) = max{δ(y,A) : y ∈ B} (3)

δ(x,B) = min{d(x, y) : y ∈ B} (4)

δ(y,A) = min{d(x, y) : x ∈ A} (5)

and d(x,y) is the distance of point x belonging to the set A from element y be-
longing to set B. Hausdorff’s distance provide scalar characterization of surfaces
similarity. If the models match the Hausdorff’s distance equals zero. High value
of Hausdorff’s distance means that the models differ significantly.

3 Results

3.1 Results of Segmentation

First part of results section constitute description of results of segmentation of
phantom and human bone on ultrasound scans:

1. Otsu criterion (Insight Segmentation and Registration Toolkit) [8]
Fig. 3 shows, that the echo of sawbone is well recognized (A, B), whereas in
case of human lower limb scanning the algorithm recognizes many additional
structures (C, D).
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Fig. 3. Result of Otsu criterion binarization for ultrasound scan of sawbone (A,B) and
human lower limb (C,D)

Fig. 4. Result of Canny Edge Detection algorithm for ultrasound scan of sawbone
(A,B) and lower limb (C,D)
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2. Canny Edge Detector (Insight Segmentation and Registration Toolkit) [8]
Fig. 4 shows, that the Canny Edge Detector works properly for recognition
of sawbone shape (A,B). For lower limb scan (Fig. 4 C, D) variance 0.1
and threshold 63 were applied. The result of segmentation contains more
detected contours than it is required. Change of lower and upper threshold
and variance did not improve the result of segmentation.

3. Watershed segmentation (Insight Segmentation and Registration Toolkit)
Our tests of watershed segmentation algorithm implemented in Insight Seg-
mentation and Registration Toolkit considered changes in conductance pa-
rameter [8]. The higher is the value of conductance the number of recognized
objects is lower, but their shapes are deformed. The recognition of bone con-
tour as a single object is impossible and the procedure is time consuming.

4. Developed algorithm
The developed algorithm has been tested for a large dataset (864 scans
recorded in various locations and orientations). In the developed software the
user needs to define: the regions of interest, the thresholds, and the direction
of contour searching for particular scans (upwards/downwards) (Fig. 5). All
scans were segmented and the contours were manually corrected. As a result
of segmentation a cloud of points has been obtained. Despite the extensive
dataset, there appeared deficiencies in the modelled shape of sawbone. The
lack of data is caused by no access to the part of surface because of mounted
reference frame on the proximal part of shaft. The lacking contours were not
manually filled.

Fig. 5. Developed algorithm of segmentation: single contour (A), cloud of points (B)

3.2 Results of 3D Modelling

1. Delaunay 3D Triangulation (convex hull) (Visualization Toolkit) [9]
The three-dimensional Delaunay triangulation without zero alpha parameter
is not capable to define the triangulated mesh for the cloud of points (Fig. 6).
That algorithm enables obtaining the smallest convex set containing the set
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of points. The result reminds the film stretched on the set of points. Non-
zero alpha coefficient enables reconstruction of proper shape, the higher is
the value of alpha the mesh gets closed, but also in certain regions deformed.

Fig. 6. Result of 3D Delaunay triangulation (A: alpha = 0, B: alpha = 1.95, C: alpha
= 2.95, D: alpha = 5.95, E: alpha = 10.95, F: alpha = 15.95)

2. Delaunay 2D Triangulation (Visualization Toolkit) [9]
The procedure of Delaunay 2D triangulation was partially manual and time
consuming, however the results of triangulation were visually satisfactory
(Fig. 7).

3. Hoppe’s Surface Reconstruction Filter (Visualization Toolkit) [10,9]
The tests of Hoppe’s algorithm revealed that in case of irregular distribu-
tion of points the estimated surface is deformed. In the middle of surface a
segment of sawbone shaft is visible. However both shaft and epiphyses are
highly deformed as a side effect of reconstruction process (Fig. 8A).

4. Fast triangulation of unordered point (Point Clouds Library) [11,12]
The result of greedy projection presented on Fig. 8 B has been obtained
for following parameters: radius 250, scaling factor 2.5, maximal number of
neighbours 200, maximal angle of surface 45 degrees, minimal and maximal
angle of triangle 10 and 120 degrees respectively. Greedy projection pro-
vides good result of 3D reconstruction. It does not require assistance of user,
however it is necessary to provide proper dataset to visualize the shape of
object.
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Fig. 7. Result of 2D Delaunay’s triangulation

Fig. 8. Result of Hoppe’s Surface Reconstruction Filter (A) and Fast triangulation of
unordered point (B)

3.3 Quantitative Evaluation: Similarity of Surfaces

To evaluate the results of shape recognition quantitatively, the CT-based model
was matched with two ultrasound-based models obtained using greedy projection
and 2D Delaunay triangulation (Fig. 9). The similarity analysis of models was
performed using Hausdorff distance parameter. The results of calculations are
presented in Tab. 1.

Smaller value of Hausdorff’s distance has been obtained for greedy projection
triangulation technique, and higher for Delaunay’s 2D triangulation.

Fig. 9. View of CT and ultrasound-based models after matching (A: greedy projection,
B: 2D Delaunay triangulation models matched with CT model)
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Table 1. Results of similarity analysis for CT-based and ultrasound-based models
depending on applied triangulation method

Triangulation method Hausdorff’s distance
Delaunay’s triangulation 2D 27.56 mm

”Greedy” projection triangulation 21.98 mm

4 Discussion

The ultrasound imaging using free hand probe provide possibility to measure a
three-dimensional shape of small objects, providing large dataset with possibly
uniform distribution. The ultrasound imaging could become an alternative to
expensive (as magnetic resonance imaging) or invasive (as computed tomogra-
phy) to get the shape of bone surface useful for virtual planning of orthopaedic
surgeries, such as bone deformities correction.

The aim of this study was to analyse and test the efficiency of surface iden-
tification methods for ultrasound scans. An important task was to test the al-
gorithm for a large dataset recorded for femur sawbone. The identification and
triangulation algorithms were tested. Selected and developed segmentation algo-
rithm involving contour segmentation using gradient, laplace and thresholding
procedure for a defined region of interest as well as 2D/3D Delaunay and greedy
projection triangulation were analysed.

Basing on evaluated Hausdorff’s distance, the efficiency of two methods of tri-
angulation applied for the best cloud of points dataset were compared. In both
cases the obtained model is deformed comparing to the CT-based model. Some
influence on the obtained Hausdorff’s distance had the matching procedure, lead-
ing to fitting of both models in the same coordinate system. A great influence
on the models similarity had the lack of scanning in the region of mounted refer-
ence frame. The real problem is the possibility to record appropriate ultrasound
dataset. A great influence on the obtained results of shape reconstruction had the
setting of ultrasound probe regarding the scanned sawbone. The probe should
be perpendicular to the scanned surface. Non-smooth surface in some regions of
model was caused by improper position of probe regarding the sawbone surface.
The probe pressing was not necessary, because the measurement was performed
in the tank filled with water.

Tissue structures identification is a time consuming procedure, because of
complex mathematical calculations and manual corrections. In clinical practice
an automated tool is necessary to recognize shape of tissue structures in reason-
able time. The most difficult issue in ultrasound data analysis is that certain scan
has different greyness distribution and any settings of segmentation procedure
need to be adjusted for each scan separately.

Obtained results of investigation helped to evaluate the efficiency of possible
algorithms, however there is no ideal solution so far. The result of reconstruction
depend on the analysed dataset. The designed algorithm of data analysis can
be applied for small objects, for large objects it is impossible to record and
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analyse that amount of data in reasonable time. For small objects and uniform
distribution of points the algorithm is efficient.Despite of precise planning of data
recording using gantry mechanism and registration of large dataset (864 scans),
still it was not possible to record data in some area, so the dataset was not
optimal. Currently the computed tomography is the best method of scanning
with high resolution and uniformly. To obtain that type of imaging it would
be necessary to build a kind of ultrasound tomograph with acoustic medium
providing the ultrasound imaging in reflection or transmission mode.
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Abstract. Accurate methods of hip joint centre (HJC) localization are
necessary in gait analysis. It was shown that current methods could in-
volve large mislocation errors, what affect both kinematics and kinetics.
The purpose of present study was to compare three different HJC lo-
calization methods: predictive methods, functional calibration methods,
and medical imaging analysis technique, as well as to assess of its effect on
joint kinematic variables during gait on population of three able-bodied
subjects. Significant deviations were observed for HJC determined with
predictive method compared to ultrasound technique (44 ± 7 mm), re-
sulted in errors propagating into calculated joint angles (mean 2.7◦).
While lower deviations observed for functional method comparing to ul-
trasound technique (mean 23 ± 6 mm) results in negligible joint angle
differences (mean 0.6◦). Therefore, functional methods are highly recom-
mended in the absence of imaging technique.

Keywords: hip joint centre, gait analysis, sphere fitting, freehand ul-
trasound.

1 Introduction

An accurate localization of hip joint centre (HJC) is of interest across wide
range of applications, especially in lower limb movement analysis and computer
aided surgical intervention to determine alignment of lower limb anatomical
axes [1,2,3]. In gait analysis, location of HJC affects both kinematic and ki-
netic variables [4,5]. HJC is assumed to be ball-and-socket joint with rotation
centre is coincident with centre of femur head. Therefore there are three dif-
ferent approach to HJC localization: predictive methods, functional calibration
methods, and medical image techniques in recent years [4,6].

The most widely used methods in gait analysis are predictive methods based
on anthropometric estimation. There are available several regression equation
[7,8,9,10] based on empirical relation between position of palpable pelvis land-
marks and HJC. Currently, the most widely applied is Davis equation [7], which
estimates position of HJC from positions of pelvis markers and lower limb length.
This regression equitation was developed on the basis of planar X-rays of very
limited and specific population of living subjects (25 subjects), which obviously
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lead to inaccurate results [11,6]. Although, later equations [8,9], stemmed from
medical images from wider population, with proven greater accuracy [6,11] were
proposed, mainly Davis equation is implemented in commercial software.

The next type are functional methods, which determine centre of rotation
from pelvis and thigh marker positions during calibration movements. For this
purpose, there are two different approaches, sphere fitting techniques and trans-
formation techniques. In first approach, centre and radius of sphere as opti-
mized to segment marker trajectories during movement of femur relative to
pelvis [1,8,12,13,14]. In transformation techniques, pelvis and thigh local coordi-
nate systems are defined and joint centre is approximated as fixed point in both
local coordinate systems [1,15,16]. Both approaches were compared and eval-
uated, simulation studies gave better results for transformation techniques [1]
and an in-vitro analysis [17], while sphere fitting techniques performed better
in in-vivo study (cadaver study [18] and living subject analysis using medical
imaging [6]). Although, choice of appropriate approach among functional meth-
ods, seems to remain unresolved, in general functional methods perform better
than predictive methods [6,11].

Medical imaging techniques, such as MRI [9], bi-plane X-rays [11,19,20] and
three dimensional ultrasound [6,21], are used rather as a gold standard measure-
ment tools in the evaluation of the other methods, than in clinical gait analysis.

Many different predictive and functional methods were compared and evalu-
ated using medical imaging data in previous papers [1,6,11,17,18,20,22]. It has
been shown, that hip joint centre position discrepancy alter both kinematics and
kinetics [4,5]. In these studies, different HJC position errors from specific range
were introduced to kinematic model to calculate corresponding kinematic and
kinetic variables. Analysed errors were not actual HJC mislocation obtained for
the same population as kinematic description. Direct effect of HJC location esti-
mated using different methods on kinematic and kinetic variables have not been
investigated.

The purpose of the present study was to compare three different HJC localiza-
tion methods: regression equation, functional method and ultrasound technique,
as well as assessment of direct effect of HJC mislocation on joint kinematic
variables during gait.

2 Materials and Methods

Three able-bodied subjects (two female and one male) without a walking disabil-
ity were analyzed (A: female, height: 167 cm, BMI: 26.89 kg/m2, age: 33 years,
B: male, height: 188 cm, BMI: 24.62 kg/m2, age: 25 years, C: female, height:
158 cm, BMI: 18.43 kg/m2, age: 26 years). Subjects were on purpose diverse
in terms of body mass index. Participants underwent three different anatomical
calibration procedure: 1) palpation of external bone landmarks of lower limb 2)
functional calibration movements 3) ultrasound examination and gait analysis.
Hip joint centers localization were estimated using three different methods: free-
hand ultrasound measurement (medical image technique), least squared sphere
fitting (functional method) and Davis equation [6] (predictive method).
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2.1 Free-Hand Ultrasound Measurement

The ultrasound measuring system, described and validated in previous paper
[2,23], consisting of ultrasound probe EchoBlaster 128 (Telemed, Lithuania) and
infrared optical tracking system – Polaris (NDI, Canada) was applied (Fig. 1).
2D ultrasound images are transformed to 3D coordinates of each pixels through
a calibrated ultrasound probe equipped with active markers. Thereby the system
measures spatial geometry of bones and soft tissues with a high accuracy.

Fig. 1. Principle of free-hand ultrasound system

Six scans of femur head of right lower limb for different probe orientations
were recorded for each subject. Hip joint centre position was estimated using
a simplified method – as the centre of circle matched to femur head contour
averaged over four selected scans. Position of HJC was determined relative to
the marker cluster placed on distal part of thigh.

2.2 Functional Method

The functional calibration movement was arc movement consisting of a hip flex-
ion, a half circumduction and a extension to the neutral position. Each subject
was asked to perform series of calibration movement at a self-selected speed,
while motion capture system (Optotrak Certus, NDI, Canada) tracked posi-
tion and orientation of clusters of non-collinear active markers (Optotrak Smart
Marker Rigid Body, NDI, Canada) placed on the pelvis and distal part of thigh.

Algebraic sphere fitting method together with some of transformation tech-
niques were applied to estimate centre of hip rotation from collected data. First,
the origin of thigh cluster coordinate system was transformed into a coordinate
system of pelvis cluster.

It was assumed, that origin of femoral segment cluster move on the surface of
sphere with specific radius around common centre (pelvic centre of rotation).
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Centre of rotation was estimated using algebraic sphere approach, called Kasa-
Delonge method [1], which in this case minimizes the following sum:

falgebraic(cp, r1, ..., rn) =

n∑

i=1

(‖ pci − cp ‖2 −r2)2 (1)

where cp is the centre and r is the radius of sphere, pci is the origin of femoral
cluster in pelvis coordinate system in the time frames i = 1, ..., n. This minimiza-
tion task has simply close solution (opposed to geometric sphere fitting method,
where minimization is a non-linear problem solved iteratively).

The centre of rotation and radius of sphere were calculated from coordinates
of the thigh cluster origin during functional movement using a Matlab script [24].
Root-mean-square error (RMS error) and normalized RMS (radius RMS error
divided by mean radius) for radius were calculated. HJC position in pelvic cluster
coordinate system (ct) was transformed into thigh cluster coordinate system
using:

ct =
1

n

n∑

i=1

cti =
1

n

n∑

i=1

Tt
−1
i Tpicp

′, (2)

where cti is instantaneous HJC position in the thigh cluster coordinate system,
Tti is global transformation of thigh cluster coordinate system , Tpi is is global
transformation of pelvis cluster coordinate system in i = 1, ...n time frames and
cp is sphere centre in pelvis coordinate system.

2.3 Predictive Method

Position of hip joint centre was estimated using Davis method [7] as widely used
predictive method in gait analysis. HJC position was calculated on the basis of
positions of sacrum, anterior superior iliac spine right and left (ASIS right and
left) and lower limb length. Anatomical landmark locations were measured as
in 2.4. HJC was defined in pelvic anatomical coordinate system and recalculated
to femur cluster coordinate system for neutral, standing position.

2.4 Gait Analysis

Right lower limb motion during gait was tracked using motion capture system
(Optotrak Certus, NDI, Canada) consisted of single position sensor with three
cameras (Fig. 2). Data acquisition, joint kinematic calculations, the gait visu-
alization and data recording were performed with a software developed by the
author [25].

Four clusters of three non-collinear active markers (Optotrak Smart Marker
Rigid Body, NDI, Canada) on rigid plates were placed on each segment (pelvis,
thigh, shank and foot) enables tracking of each lower limb segment indepen-
dently. Fully anatomical gait analysis protocol based on anatomical joint co-
ordinate system specified by twelve palpable anatomical bony landmarks of
right lower limb and HJC was used (according to ISB recommendation [26]).
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Anatomical landmarks were indicated using a navigated pointer (equipped with
markers)[25], while its positions were registered in the reference of corresponding
cluster. Positions of thus defined virtual markers were calculated on the basis of
an actual clusters position and anatomical calibration data.

Relative orientation of adjacent lower limb segments was defined as the rel-
ative orientation of anatomical coordinate systems determined using Cardan’s
angular convention [27]. The three Cardan angles were used to describe the hip
and knee joint action of a flexion/extension, an adduction/abduction, and an
internal/external rotation.

Subjects walked barefoot with low speed. Three gait cycles for each sub-
jects were selected from the series of recorded cycles. Three different HJC rel-
ative position, obtained using predictive, functional and ultrasound methods,
were introduce to kinematic model together with calculated trajectories of other
anatomical landmarks. The results are the three kinematic descriptions of gait
(corresponding to three hip joint centre localization methods) for the same set
of gait cycles. Data was processed, including filtering of marker trajectories with
4th order low-pass Butterworth filter (cut-off 6Hz) and joint angle normalisation
to 100 point per cycle using Matlab.

Fig. 2. Gait analysis system

For visual comparison of three kinematic description of gait, joint angle curves
(mean over 3 cycles) were plotted for each subject. Differences between two pairs
of angles (angles for Davis HJC estimation and functional method compared to
the kinematic variables for ultrasound measurement) were averaged over gait
cycle for each subject and presented in box plots.
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3 Results

In free-hand ultrasound method, position of HJC was estimated as a mean circle
centre matched to four femur head contours from different scans. Spread of circle
centres around average differs among subjects, RMS errors were from 4,9 mm
(subject C), 6.1 mm (subject B), to even 13.7 mm (subject A).

Thigh cluster trajectory (consisted of at least 645 data points for subject
A) were fitted to sphere with relatively high accuracy (Fig. 3, Fig. 4, Fig. 5).
Calculated RMS errors for radius were from 3 mm (subject C) to 6 mm (subject
A). Range of motion (ROM) during functional calibration was substantial.

There were differences between HJC positions estimated with three proce-
dures (Tab. 1) observed especially in a transverse plane. Generally HJC position
estimated by functional method is more comparable to free-hand measurement
(mean linear distance 23± 6mm) than predictive method (mean linear distance
44± 7 mm). The greatest discrepancies were observed in subject A.

Observed HJC location differences altered values of kinematic variables (Fig-
ures 6, 7). Kinematics obtained for functional HJC are more comparable to
ultrasound HJC than those for predictive method. The impact of the HJC posi-
tion on kinematic parameters vary across the subjects.The greatest discrepancies
were observed for flexion/extension angles in subject A and for ab/adduction an-
gles in subject C. HJC mislocations did not almost neither affect knee nor hip
rotation.

Fig. 3. Sphere fitted to thigh cluster trajectory of subject A
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Fig. 4. Sphere fitted to thigh cluster trajectory of subject B

Fig. 5. Sphere fitted to thigh cluster trajectory of subject C
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Table 1. Linear distance and distance in each plane between hip joint centre posi-
tions indicated by three different methods (regression equation, free-hand ultrasound
measurement, functional calibration); coordinates differences should be interpreted as
follows: in x anterior, y superior, z lateral in the femur coordinate system (defined
by lateral and medial epicondyles indicated with pointer and femur head indicated by
ultrasound measurement)

Subject ΔX ΔY ΔZ Δ [mm]

Davis equation
vs.

ultrasound measurement

A -41 28 -4 50
B 33 -1 14 36
C 17 -3 41 44

mean 43 ± 7

Sphere fitting
vs.

ultrasound measurement

A 2 24 16 29
B 19 4 9 21
C 9 -4 -15 18

mean 23 ± 6

Sphere fitting
vs.

Davis equation

A -43 -4 -21 48
B 14 -4 6 16
C 8 0 55 56

mean 40 ± 21
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Fig. 6. Kinematic variables as calculated for three HJC localization procedures: Davis
equation(dashed line), functional method (doted line) and ultrasound procedure (solid
line), averaged across three cycles for three subject: A(red), B(blue), C (grey)
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Fig. 7. Differences between joint angles calculated for three HJC localization proce-
dures averaged over gait cycle for each subject A(red), B(blue), C (grey). Kinematic
variables corresponding to Davis predictive (symbol P, darker bar) and functional (sym-
bol F, lighter bar) methods were compared to those for ultrasound procedure

4 Discussion

Three procedures were applied: ultrasound-based method, functional (sphere fit-
ting algorithm) and predictive (Davis equation) to estimate HJC localizations
of three subject very diverse in terms of physique. Although applied ultrasound
measurement system enables measurement of bone and tissue geometry with
the high accuracy, applied HJC estimation method (by circle matching to the
contour) is simplified and hence its accuracy is limited (as shown in 3). This ul-
trasound method should be improved in the future, especially that high accuracy
of such method is achievable as it was shown in previous paper [6]. However it is
reasonable to assume, that estimated HJC is inside femur head. The disadvan-
tage of using this method in gait analysis is a need for additional examination
using further equipment (properly calibrated ultrasound probe). Furthermore,
interpretation of ultrasound images is difficult, and the bone contour is not al-
ways distinguishable from the surrounding tissues. Despite these limitations,
the high reproducibility of ultrasound musculoskeletal geometry measurement is
possible.

Davis equation is based on data from limited and specific population, it de-
pends on accuracy of pelvis anatomical landmarks palpation. It is reported to
performed badly [6,11]. Also in this study, results significantly differ from the
other, which also reveals in kinematic data. The main advantage of using this
method in the gait analysis is no need for any additional anthropometric mea-
surements, equipment or performance of calibration movement.

Algebraic sphere fitting method together with some of transformation tech-
niques were implemented to estimate HJC on the basis of current marker set
(marker clusters). Functional methods are independent from anatomical cali-
bration accuracy, however it is prone to soft tissue artifacts, especially during
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extensive calibration movement. In previous paper was shown, that functional
methods outperformed predictive methods [6,4]. Implemented sphere fitting al-
gorithm estimated centers of rotation with relatively low radius RMS errors.
Functional procedure and ultrasound method gave similar results. Functional
methods do not require any additional measurements or equipment. Calibration
movements are not time consuming, however can not be performed by patients
with reduced hip mobility.

HJC mislocations, obviously propagate to hip and knee kinematic variables.
HJC mislocations almost din not affect observed knee and hip rotation, what
is consistent with anatomical coordinate frames definitions. HJC mislocation
in mediolateral direction affects add/abduction angles, while discrepancy in
anterior-posterior direction influences flexion/extension angles.

Deviation in HJC location using functional and ultrasound methods (mean
23±6 mm) can be overestimated due to limited ultrasound method (reported
deviations are smaler [21,6,17,11]). Despite the deviation in HJC location, the
corresponding kinematic data sets are similar, while kinematic data for Davis
method differ considerably.

Acknowledgement. Measurements were performed using equipment provided
by Aesculap BBraun (Tuttlingen, Germany). We express special thanks to Prof.
Josef Kozak for providing the devices for tests.
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Abstract. The paper presents the development of a radiological atlas
employed in an abdomen patient specific model verification.

After a patient specific model introduction, the development of a ra-
diological atlas is discussed.

Unprocessed database, containing DICOM images and radiological
diagnosis presented. This database is processed manually to retrieve the
required information. Organs and pathologies are determined and each
study is tagged with specific labels, e.g. ‘liver normal’, ‘liver tumor’,
‘liver cancer’, ‘spleen normal’, ‘spleen absence’, etc. Selected structures
are additionally segmented. Masks are stored as gold standard.

Web service based network system is provided to permit PACS-driven
retrieval of image data matching desired criteria. Image series as well as
ground truth images may be retrieved for benchmark or model-develop-
ment purposes. The database is evaluated.

Keywords: patient specific model, radiological database, abdomen.

1 Introduction

Patient specific model is a popular tool of modern health care. It is used in
different areas of medicine and biology to permit customized treatment of a
diseases, laboratory testings etc. In a surgery, especially its minimally-invasive
branch, patient specific model (PSM) includes current locations and forms of
organs and lesions in the operating zone. It permits detailed planning of inter-
vention (including points of entry and marking critical zones) and navigation
during surgical procedure. PSM in this area is therefore mainly customized to
patients anatomy and may neglect physiology. In process of PSM development,
expert knowledge (e.g. ’most human have two kidneys located symmetrically in
abdomen, liver located in right part of abdomen, spleen located in opposite area
etc.’), sometimes presented as radiological template or phantom, is transformed
into detailed 3D model with each organ described in terms of position, shape
and possibly additional parameters as density, resilience etc.

As current location and shape of organs and lesions is visible on medical im-
ages, creation of PSM usually involves processing of multiple slices of either high
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resolution Computed Tomography (CT) images or different sequences of Mag-
netic Resonance (MR) images to: (1) segment and recognize organs and lesions,
(2) find anatomical landmarks, and (3) estimate possible tolerances of parame-
ters based on image meta-data. Quality of each step (and thus PSM generation
procedure) and level of automation is usually higher in atlas-based method,
where location or (and) shapes are initially set and only modified thorough pro-
cedure. Such approach reduces many false positive and false negative-kind of er-
rors that would otherwise have to be corrected in error-prone or time-demanding
procedures. It also provides some initial information, that may be used in image
processing algorithms.

Development of a robust generation method of PSM of human abdomen to be
employed in a non-invasive surgery is also one of a long-term goals of a current
study [1]. PSM in combination with calibration phantom and tracking devices
should permit navigation and fusion of live ultrasonography (USG) images with
pre-intervention CR and MR volumes.

Atlas based approach had been chosen as a basis for both segmentation (some
cases will be used to build segmentation templates and models) and verification
phases of PSM development (other cases will be used for verification). The con-
struction of an atlas (gathering exemplary cases, analysis, quantitative descrip-
tion and gold standard images) is a first phase of the study.

1.1 Medical Databases and Atlases

Past two decades witnessed a rapid growth in development of computer-aided
diagnosis (CAD) systems. Progress in medical imaging techniques as well as com-
putational power enables advanced multidimensional data processing. Coopera-
tion of engineering and medical research institutes is more common nowadays.
That implies the need to establish reliable benchmark datasets. Acquisition and
sharing of image data is not uncommon, yet annotating such data requires a lot
of effort. Some of existing databases were considered as a basis for the PSM
model generation task.

First attempts of creation an annotated database have been done in 1990’s in
mammography [2,3,4]. For example, the Digital Database for Screening Mam-
mography (DDSM) [4] contains 2620 screening mammograms with lesions man-
ually delineated and annotated by expert radiologists. Moreover, some software
has been added to provide basic image and metadata processing and presen-
tation. The annotated chest radiograms have also been collected into large
databases to provide resource for lung cancer diagnosis. Shiraishi et al. [5] report
247 images inspected by 20 radiologists.

Benchmark databases of 3D images employed in PSM require much more at-
tention. Several thoracic CT databases have been collected, mostly designed for
lung cancer diagnosis [6,7]. A database of annotated CT studies has been de-
veloped and published by the Lung Image Database Consortium (LIDC). The
first attempt contained 23 cases of lung nodules delineated by 6 radiologists
in 3 blinded and unblinded reviews [8]. Such an approach enabled the authors
to prepare a voxel probability map for each nodule. Furthermore, each expert
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has assessed each nodule assigning numerical rates (concerning e.g. likelihood
of malignancy, calcification, sphericity, etc.) A few years later a larger set has
been completed under a LIDC/IDRI (Image Database Resource Initiative) affil-
iation [9]. CT of 1018 cases have been processed by 4 experts to produce com-
pact annotations on over 7000 nodules. The XML standard has been employed
to store the information. Authors provided a precise specification of an XML
file. No software is attached to interpret and present the content. To confirm the
former opinion on annotating 3D studies note, that the National Cancer Insti-
tute offers an access to a variety of imaging databases [10], yet only LIDC/IDRI
studies are tagged as annotated. Due to limited scope, however, this set cannot
be used in the PSM development.

Various databases have also been designed for abdominal region and con-
tain mostly CT images. They often have a form of a test dataset in a detec-
tion/segmentation competition. The SLIVER07 database [11,12] may server as
an example. It is used to evaluate and compare liver segmentation methods.
A database prepared for comparative study on multiple abdominal and tho-
racic organs – 3D Image Reconstruction for Comparison of Algorithm Database
(3D-IRCADb) – contains 20 CT studies with delineations of selected organs,
vasculature and tumours [13]. The authors provided also the masks as surface
meshes in VTK (Visual Toolkit) format. Included 3D contours provide robust
starting point for modelling various organs or lesions. Diversity of cases has yet
still been considered insufficient for the PSM generation task. In this study sup-
plementary Atlas has therefore been created to provide additional information
about large variety of cases not covered by the existing datasets. Methodology
has been proposed to select studies, label them with regard to visible organs and
pathologies. IT infrastructure has been developed to accommodate the data and
permit gathering gold standard outlines.

The paper is organized as follows. Section 3 describes image data. The method-
ology of the image data and radiological reports analysis as well as the database
anonymization is introduced in Sections 3. Section 4 presents the results. Section
5 concludes the paper.

2 Material

The image Atlas has been prepared using clinical data (radiological descriptions
and corresponding DICOM image study) selected from Radiological Information
System (RIS) and PACS (Picture Archiving and Communication System) of a
medical institution with laboratories located in three different medical facilities.
The examinations were registered between 2008 and 2013 year. Currently the
dataset contains 490 cases: 395 CT exams and 95 MRI exams. Number of ex-
aminations in each year is presented in Table 1. CT exams were registered with
a GE LightSpeed16 and MRI with a GE Sigma HDxt 1.5T.

Following selection criteria have been used:

– different cases should be included varying in age of patient, pathologies etc.
– cases with more than one examination available (e.g. follow-up) are preferred,
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Table 1. Amount of examination in each year

CT MRI
2008 25 10
2009 64 1
2010 67 26
2011 53 18
2012 74 26
2013 112 14

– normal cases are included as a reference,
– CT as well as MR scans are included with different acquisition protocols (for

CT scans, three-phases contrast enhanced images used in liver examination
are preferred.)

Anatomically, all of the image series in database show at least the abdomen.
Radiological description refers pelvis as well as chest images.

The source datasets (DICOM images with radiological descriptions) have been
anonymized during the export procedure. Personal information has been re-
placed, but link between the base and follow-up examinations has been pre-
served:

– each patient has a new, semi-random, unique ID number assigned and used
consistently in all source images and radiological descriptions data,

– each patient ID number has a new name and social ID assigned,
– year of birth, date of examination and sex of the patient have not been

changed in order to permit the statistical analysis.

At the next step, the image data has been exported into local PACS database
and processing has been started in order to form Atlas Database. Statistical
information about cases that have already been processed and included in current
version of Atlas as well as corresponding patients information and pathological
cases may be found in Section 4.

3 Methodology

Clinical cases containing image data and radiological report have been analyzed.
Then, a search service has been designed to permit a Web access.

3.1 Case Analysis

Clinical reports are included in the dataset in a free text form. They have been
analyzed to provide standardized presentation.

In each case, the diagnosis has been considered as a primary data source.
Based on the report a basic set of features (including anatomical structures
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and pathologies) has been assigned to the study (including visible organs and
pathologies). Additional features, if necessary, might be assigned after image
examination.

Two physicians have read the radiological report and performed a two-step
analysis. Each study has first been processed by a physicians with access to
a DICOM viewer. Extracted information and delineated anatomical structures
have been verified by a second physician using the same input data. Discrepancies
have been subsequently discussed and eliminated. Any outlines produced during
this process have also been evaluated. Each volume with quality of reference
data has been stored as a DICOM series in PACS. In the second step, employing
a spreadsheet, features have been assigned to each study.

Once the set of features have been selected, a standardized XML (eXtensible
Markup Language), final form of database has been defined. It matches two main
requirements. First provides a portable and less ambiguous way of propagation
of the database, then provides a mapping between features and the case record
allowing an automated export.

The database format is described by XSD (XML Schema Definition):

– XSD provides strict formal definition of each record and value; if designed
properly, permits each future and each case to be described unambiguously,

– new features can be added into a formal description without breaking the
backward compatibility,

– number of data records (cases) is not constrained by the format limitations,
– each version of database can be easily archived and made available for ex-

ternal research,
– XML is system independent and can be processed on all software platforms,
– a large number of tools and libraries is available for data processing.

The main disadvantage, noticeable when the number of records grows, is a bad
scaling for operations performed on a whole database (including for example
parametrized case search).

3.2 Database Format

XML database contains current information about all processed studies and
series. Each record is stored in a separate file. Its format is defined by a single
XSD (XML Schema Definition) template file. In the current workflow, the XML
files are generated automatically based on spreadsheet file, but alternatively
XSD-driven XML generator can also be used to describe new cases directly.

Each file contains combined information from two sources of data: (1) radiol-
ogist’s description processed and stored temporarily in spreadsheet file, and (2)
DICOM tags of image files:

– Set of unique keys identifying original DICOM study and description as
well as selected information extracted from the source database: patient’s
personal data, anatomical regions, modality, study/series description etc.

– List of organs and their pathologies as defined by referring physicians.
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<study xmlns="http://ib.polsl.pl"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:schemaLocation="http://ib.polsl.pl Study.xsd"
date_added="2014-01-01T12:00:00"
date_last_modified="2014-01-01T12:00:00"
AccessionNumber="118/10/CT"
StudyInstanceUID="1.2.840.11..."
StudyID="21899"
PatientID="390312ABCDE" id="129"
patient_id="45722" exam_id="41876"
patient_first_name="Bfq"
patient_last_name="Abcevx"
patient_birth_date="1939-09-08"
PatientsSex="M" OperatorsName="3"
exam_perf_date="2010-01-11T00:00:00"
exam_name="TK - jamy brzusznej wielofazowe"
PerformingPhysiciansName="35604"
study_complete="1" series_count="4">

(a) study element

<series index="1"
isMask="0"
SeriesInstanceUID="1.2.840.11..."
SeriesDescription=""
InstanceCreationDate="2010-01-11"
InstanceCreationTime="11:50:34"
pixelSpacingX="0.765625"
pixelSpacingY="0.765625"
sliceThickness="2.5"
rows="512" columns="512"
slices="164"/>

(b) series element

Fig. 1. XML elements with attributes

DICOM information on study level is stored as a set of attributes of the root
tag study (Fig. 1(a)).

The attribute study_complete distinguishes XML files describing a whole
study (description is valid for all series with the same DICOM StudyInstanceUID
ID and all these series are defined in subsequent series elements) or selected
series only (e.g. different description is present for each series and more XML
files are present with same StudyInstanceUID; all affected series are defined
in subsequent series elements). The latter is more frequently used when gold
standard outlines are available in image database. In both cases, series element
describe single DICOM series (Fig. 1(b)).

The main part of the file contains a description of the anatomical structures
of the abdominal cavity and their pathologies (Fig. 2).

<gallbladder>
<normal>0</normal>
<absence description="resection in 2008">1</absence>
<lithiasis>0</lithiasis>
<cancer>0</cancer>
<other>0</other>

</gallbladder>

Fig. 2. gallbladder element with attributes

The list of pathologies valid for each organ is defined in the XSD template
file. It includes most common diseases (particularly those that are essential for
creating patient specific model), and some less common, but already encoun-
tered during processing the radiological reports. Pathology indicator may is set
to true or false (boolean type) and optional description can be included (Fig. 3).
The list of pathologies is open and new elements may be added without break-
ing backward compatibility (the XML file compatible with previous version of
schema is also compatible with a new one).
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<xs:complexType name="booleanWithDesription" >
<xs:simpleContent>

<xs:extension base="xs:boolean">
<xs:attribute name="description" />

</xs:extension>
</xs:simpleContent>

</xs:complexType>

Fig. 3. XSD definition of a new type booleanWithDesription used for describing the
pathologies

Current schema contains a total of 29 anatomical structures. Each one is
described by two to ten elements. All can be used to define the searching criteria.

3.3 Search Engine

To simplify the XML database access, a search engine has been designed. Both
available interfaces: web service (machine interface) as well as a web page (hu-
man interface) have similar capabilities and permit for a search with respect to
specified criteria and return unique DICOM keys for image retrieval.

Basic requirements has been defined as:

– XML atlas files should be used as a primary data source.
– Searching attributes have to match the XML schema definition (XSD).
– Returned entries should point unambiguously a single DICOM study or series

and permit the image retrieval.

The most straightforward solution with direct XML parsing has been rejected
as inefficient for searching purposes. Solution with auxiliary SQL database has
been chosen. Processing unit has been developed in PHP (PHP scripting lan-
guage) to permit an easy implementation in web service and a web page.

SQL database is automatically recreated each time the XSD is updated. All
available XML files are then imported1. Three main tables are defined (Fig. 4):

1. Study table – containing DICOM identification data (StudyInstanceUID)
and defining inner StudyID identifier.

2. Series table – containing series available in each study.
3. Attributes table – containing matching attributes assigned to each Se-

riesID (if no distinction is made between series on XML level, all series are
still imported separately with identical attributes).

Please note, that this structure is suboptimal in terms of data management,
but permits a fast search:

– search criteria can be easily evaluated on series level; all series belonging to
the same study can be identified,

1 New cases can also be imported later without recreating the database.
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Fig. 4. Database schema

– available series are always separately tagged; gold standard masks are ap-
propriately marked.

– both a series for given study and a study for a given series can easily be
found.

Only limited subset of DICOM-related attributes is imported (and available
as a result of search). Study details (e.g. PixelSpacing, InstanceCreationDate
etc.) unsuitable for meaningful search criteria have been deliberately omitted.
They can still be easily accessed directly, though, using separate PACS query
and available StudyInstanceUID.

Columns in Attributes are defined using boolean type (no description is
imported from XML). Valid elements match definitions given in reference XML
schema definition.

SQL database is used by PHP search engine designed as a PHP class pro-
cessing series queries. Each query is handled as an XML record matching XSD
definition of a single case (Fig. 5). Valid XML record must be provided by an
engine user or a query syntax error is raised. Helper static method permits JSON
(JavaScript Object Notation) queries to be converted into XML counterparts.

Query is analyzed by the search engine in following manner:

1. Optional XML elements may be skipped in a query and do not influence the
results.

2. Value of each provided, feature-related element is treated as a complex
boolean AND-type filter with a meaning defined by one of two keywords
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//initialize database connection and
//read XSD
$s = Search::getInstance();

// convert QUERY into mandatory form
if ($isJSON) {
$query = Search::JSON2XML($query);

}

try {
$results = $s.searchStudy($query);
$returnCode = Search::SEARCH_OK;
$returnMessage = Search::SEARCH_OK_TXT;

} catch (Exception $e) {
$results = array();
$returnCode = Search::SEARCH_NOK;
$returnMessage = Search::SEARCH_NOK_TXT . " (" . $e->getMessage() .")";

}

Fig. 5. Search engine (simplified error handling)

included within description attribute (custom booleanWithDesription
type):
– description="enable" - case can be returned only if it has this at-

tribute defined and if the value of element matches specified in query
(this is default behaviour if not description attribute present),

– description="disable" - is not be evaluated (can either be true or
false)

In other words query containing gallbladder element (Fig. 6) while evaluated
by the engine matches only studies with visible, anatomically normal gallblad-
der, without lithiasis and without cancer. Other description may or may not be
present; “absence” element (here disabled) will be ignored.

<gallbladder>
<normal description="enable">true</normal>
<absence description="disable">0</absence>
<lithiasis>0</lithiasis>
<cancer description="enable">false</cancer>
<other description="disable">1</other>

</gallbladder>

Fig. 6. Search-query element

In response, XML record is returned containing DICOM StudyInstanceUIDs
and SeriesInstanceUID (Fig. 7). Series_count attribute indicates a number
of matching series found in database for each returned case. Helper method is
also provided to convert XML response to JSON counterpart.



78 J. Kawa et al.

...
<study series_count="2" StudyInstanceUID="111.111.111.1">
<series SeriesInstanceUID="11.11.11.11.1" isMask="false" />
<series SeriesInstanceUID="22.22.22.22.2" isMask="true" />
</study>
...

Fig. 7. Search response (XML format)

Web Service Interface. Search engine machine interface has been defined as a
simple REST XML service. Each HTTP POST request sent to http://server
_IP/query and encoded an XML or JSON (JavaScript Object Notation) is val-
idated and fed to the search engine. Selection bases on HTTP Content-Type
header. Errors in format or validation detected at this step are communicated
to the client using the empty HTTP 400 response. Similarly, invalid method is
indicated by the 405 response code.

Properly validated query in the XML form is processed by the search engine
and – if the format indicated by a client in Accept-header permits the XML –
produced response is directly returned to client with HTTP 200 response code.
If JSON response is expected instead translation is performed. The returned
identifiers of studies allow unambiguous retrieval of selected studies/series from
PACS server using Study Root Query Retrieve Information Model and contain
information whether series is or isn’t the gold standard outline.

WWW Page Interface. WWW search provide a user-friendly access to the
search facility. Upon request a form is generated including all possible search
options converted to input fields and grouped. Each possible organ can be marked
and included in the query. Each criteria available for the included organ can be
selected or deselected.

Responses are directly converted into HTML tables and links are included to
the proxy service to permit image retrieval in form of a ZIP archive.

Web page provides also option for query export and import. Current state
of the query can be saved as an XML file and loaded later serving as a query
template.

4 Results

At all levels, including spreadsheet, XML and search engine, the database con-
tains coherent information about the number of medical cases. These cases can
be used in the development of a Patient Specific Model (gold standard outlines
may provide starting points or contours, parameters of tissue may be estimated,
etc.) or in benchmarking. New data is continuously processed. In this section, a
current contents of a database is shown.

Current version of database contains 48 CT exams from 39 patients: 17 women
and 22 men. Years of birth are between 1927 and 2006 (women: 1933 to 2006,
men: 1927 to 2001). Also 6 MRI exams are available. All have matching image
data in the local PACS system. Classification of cases with respect to selected

http://server_IP/query
http://server_IP/query


Radiological Atlas for Patient Specific Model Generation 79

organs and pathologies unambiguously2 described is shown in Table 2. If one or
more pathologies are detected in a single organ, it is always included as a single
pathological case.

Table 2. Number of described cases with respect to organs’ pathology

organ normal pathological all
lungs 19 5 24
liver 20 19 39

gallbladder 27 7 34
spleen 33 6 39

pancreas 36 1 37
stomach and bowels 14 1 15

great vessels 18 3 21
left kidney 20 16 36

right kidney 11 25 36
urinary bladder 6 4 10

spine 5 19 24
other 178 137 315

Each of 29 organs is described with respect to common pathologies (or tagged
as normal or nonexistent). Full summary with respect to right kidney is shown
in Table 3.

Table 3. Right kidney tags and number of cases

Tag Case number
normal 11

displaced 1
absence 2
enlarged 2

hypotrophic 2
tumor 5
cystis 9
cancer 1

inflammation 6
lithiasis 1
retention 3

hydronephrosis 3
other 2

The most common are spine pathologies (19 cases) and liver cystis (13 cases).
The majority of the pathologies occur in patients of age between 65 and 75 years
(Fig. 8).

2 Only cases explicitly described in source radiological report.
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Fig. 8. Number of patients with spine pathologies and patients with liver cystis vs age

In most categories men have more pathological organs described than women.
The sole exception is stomach. Table 4 shows percent of pathological cases for
selected organs.

Table 4. Percent of organs with pathologies

sex liver spleen kidneys pancreas stomach
female 53% 18% 71% 18% 71%
male 68% 43% 79% 32% 68%

Average patients age is 56 years. Most patients, however, are between 40 and
85 year of life. Only 6 patients were below 15 at the moment of examination and
no cases came from patients between 15 and 30 year. Majority of pathologies had
been diagnosed in patients between 45 and 75 years: 72%. 9% affects patients
younger than 10 years old. That unusual distribution is a result of only two
patients with a very young age (4 studies) with total 21 pathologies described.
Full summary is shown in Table 5.

Table 5. Distribution of pathologies

Interval Percentage Interval Percentage
(years) of pathologies (years) of pathologies
0 – 5 0% 45 – 50 12%
5 – 10 9% 50 – 55 6%
10 – 15 1% 55 – 60 11%
15 – 20 0% 60 – 65 7%
20 – 25 0% 65 – 70 18%
25 – 30 0% 70 – 75 18%
30 – 35 1% 75 – 80 9%
35 – 40 0% 80 – 85 5%
40 – 45 3% 85 – 90 0%
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5 Conclusion

In the paper a work in progress has been presented on Radiological Atlas for
Patient Specific Model (PSM) generation. First, a Patient Specific model has
been introduced. Connections between the model development and atlas are
explained. Next, a workflow has been presented. Final XML format and case
search engine are outlined. Database has been evaluated and number of cases of
each pathology is given.

The processing work is being continued. New cases are added to the database
and gold standard outlines are created. Once the database is completed, the
developed infrastructure will serve as a source of validated data for generation
of PSM (selected outlines will be retrieved and used to construct customized 3D
model) and benchmarking (only image studies or series matching desired criteria
will be used for evaluation of the model).
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Abstract. The main method of skin cancer detection is direct exam-
ination of the skin by a trained professional. There is a shortage of
dermatologists, a situation that could influence timely diagnosis and
management of skin cancer. Teledermatology and teledermoscopy could
overcome some of these barriers. To develop training programs we need
to understand how dermatologists view digital skin images. Two der-
matologists and 4 residents viewed 20 photographs and dermatoscopic
images of benign and malignant lesions while eye position was recorded.
They then completed an online training course and returned to repeat
the cases. There were some differences in search and diagnoses although
more as a function of experience than the online course. Further work is
needed but we can characterize visual search in teledermatology settings.

Keywords: teledermatology, dermoscopy, training, diagnostic accuracy,
eye-tracking.

1 Introduction

Skin cancer varies, but an atypical pigmented skin lesion can be melanoma, the
most serious and potentially deadly form. Malignant melanoma (MM) ranks as
the sixth most common cancer in the United States and the most common fatal
malignancy among young adults. [1] The American Cancer Society estimated
76,250 new cases of MM and more than 9,180 deaths in 2012. [1] Between 1950
and 2000, the National Cancer Institute (NCI) Surveillance, Epidemiology and
End Results (SEER) database documented a 619% increase in annual incidence
of MM and a 165% increase in annual mortality. [2] Early detection is essen-
tial to patient survival and better prognosis [3,4]. The 5-year survival associated
with MMs diagnosed and excised when less than 1mm thick is 95%, whereas
for ulcerated MM greater than 4mm and distant metastatic disease the survival
rate is 45% and 12%. More than 60,000 new MM cases per year in 2005 resulted
in $60B projected-year-of-life lost in the US, a significant burden to society. [5]
Skin cancer detection is mostly by direct examination of the skin by a trained
professional. [6] Dermatologists are the most skilled, [7] but there is a short-
age of dermatologists around the world [8]. Patients with urgent problems, such
as pigmented changing lesions, report wait times as long as patients with rou-
tine problems. [9] Results of a recent survey revealed that the mean wait time
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was 33 days. Also evident was an increasing trend for dermatology time spent
in cosmetic and surgical dermatology over medical dermatology. [10] This has
implications for timely diagnosis, particularly in melanoma high-risk patients
with multiple moles, atypical moles or a personal or family history of melanoma.
[11] Teledermatology and teledermoscopy could overcome some of barriers such
as geographic distance, availability of dermatologists, poor communication with
specialists, and coordination of care.

Teledermatology uses store and forward, mobile, interactive, digital photog-
raphy, and video conferencing. It ranges from triage of neoplastic and non-
neoplastic skin lesions to skin cancer diagnosis. A recent summary indicated
that in 2012 there were 37 teledermatology active programs in the US. [12]
Store-and-forward was the most common delivery modality (81%). Most were
based at academic institutions (49%), Veterans Administration hospitals (27%),
private practice (16%), and health maintenance organizations (8%). In 2011, the
median number of consultations per program was 309. For reimbursement, most
were private payers, followed by self-pay, Medicaid, Medicare, and HMOs.

A recent literature review on the accuracy of teledermatology indicated that
diagnostic concordance of store and forward with clinic dermatology was good;
and concordance rates for live interactive and clinic dermatology were higher, but
based on fewer patients. Overall rates of management accuracy were equivalent,
but teledermatology and teledermatoscopy were inferior to clinic dermatology
for malignant lesions. Patient satisfaction and preferences were comparable, and
teledermatology significantly reduced time to treatment and clinic visits and was
generally cost-effective. [13,14,15,16] The American Telemedicine Association’s
developed practice guidelines for teledermatology. [17]

Detection is enhanced by dermoscopy. [18,19] A dermatoscope provides a 10x
magnification and illuminates a skin lesion without reflected light, allowing mor-
phologic classification based on accepted dermoscopic features. It enables more
efficient monitoring, particularly of pigmented lesions, over time. [20] Use of
dermoscopy by trained PCPs has been shown to improve detection of skin can-
cers and reduce the excision or referral of benign pigmented lesions by one-half.
[21,22]

Eye-position recording is used to explore perceptual processes involved in
medical image perception. It assumes that observers direct high-resolution foveal
vision to areas in images so that attention and information-processing resources
extract and process data to render decisions. The initial glance provides a global
impression that includes the processing and recognition of content such as sym-
metry, anatomy and color that are processed with information in long-term mem-
ory. Key indications of experts are consistent, accurate and efficient diagnostic
performance, which require not only dedicated training and experience but some
degree of talent, aptitude and motivation. [23] A question is what are the best
training methods and what types of experiences do trainees (e.g., residents) re-
quire to develop their diagnostic skills?

Experts search, process, and interpret larger perceptual units than those with
less skill because they are better able to recognize these units more efficiently
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and effectively as configurations or chunks of information rather than individual
pieces. The mechanism behind this phenomenon is thought to be due to percep-
tual and/or cognitive tuning to the visual task as the observer encounters more
exemplars over time with suitable training and feedback. [23] In 1963, Llewellyn-
Thomas and Lansdown [24] conducted the first reported eye-position study in
medical imaging. It demonstrated that search patterns are somewhat unique to
the individual and tend not to be uniform in image coverage. Since then, a num-
ber studies have examined such issues as why errors occur (false negatives and
false positives) [25,26,27,28,29], how experts differ from novices [29,30,31], and
how different display parameters affect diagnostic accuracy and visual search
efficiency. [32,33] We have been studying this issues with eye-tracking for over
25 years, mostly in radiology [26,28,30,31,32,33] but more recently in pathology
with the advent of whole slide imaging. [34,35,36]

2 Materials and Methods

20 cases were compiled in collaboration. Each case had a photo of a single pig-
mented skin lesion (PSL) and its dermoscopy image. Each case was rated on 1-10
scale by 2 expert dermatologists, where 10 = highly suspicious & 1 = benign
(Figure 1). For the analyses, 1-5 ratings were considered to be benign (n = 10)
and the 6-10 ratings were malignant (n = 10). The cases spanned the range of
ratings.

(a) (b)

(c) (d)

Fig. 1. Examples of photo (left) and dermatoscopic (right) images of benign (top) and
malignant (bottom) lesions
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Images were cropped so lesions were in the center and there was some sur-
rounding skin visible. They were saved as jpeg and a PowerPoint presentation
was created (all the same width & height, 672 x 448 pixels) with images cen-
tered in the slide with a black background. The photograph was displayed first
for each case, followed by the dermoscopy image.

The images were displayed on a ViewSonic VA2703 LCD color monitor
(1920 x 1080; 27” screen; contrast ratio 1200:1; max luminance 300 cd/m2; sRGB
gamma 2.2). Room lights were 40 lux.

The study was IRB approved. Two dermatologists with dermoscopy experi-
ence and two 1st year dermatology residents were recruited and paid. The mean
age of dermatologists (both male) was 57 and the mean age of the residents
(1 male, 1 female) was 28. All had knowledge of both photographic and der-
matoscopic image assessment. All were given Nishihara’s test for color blindness
prior to the start of the study and all passed. All subjects wore corrective lenses.

The study had 5 parts. Part I was a baseline test. Subjects viewed the 20
cases and their performance and visual search parameters were measured. He/she
reported whether the case was benign or malignant, and gave their confidence
as definite, probable or possible. Then the dermoscopy image was presented and
they could keep the previous decision and confidence or change them. Viewing
time was unlimited.

Within 1 week, they completed an on-line dermoscopy program (Part II)
where they reviewed 35 PSL dermoscopy cases for asymmetry, atypical network,
blue & white veil (3 point check list). No feedback was provided. The scores
were stored automatically. In Part III, they completed an on-line tutorial “In-
troduction to Dermoscopy” that reviews the 3 assessment criteria. There is an
interaction session where they rated images on the 3 criteria and got feedback.
Scores were automatically recorded. After 1 week they repeated the cases (Part
IV) without feedback and scores were recorded. In Part V after 3-6 weeks, they
repeated Part I.

The ASL SU4000 Eye-Tracker system (Applied Science Labs, Bedford, MA)
recorded visual search. Prior to viewing, each subject is calibrated. The system
computes line of gaze and dwell time based on pupil and corneal reflection pa-
rameters. An infrared (IR) light-emitting diode and phototransistor detector are
mounted on the headband. IR light is emitted and reflects off a reflective visor
into the left eye, reflecting back off the pupil and cornea to the visor, which then
reflects it back to a charge-coupled device camera. The eye-position data were
analyzed using standard methods. Briefly, the accuracy of the system (spatial
error between true eye position and computed measurements) is less than 1 de-
gree. The SU4000 samples eye positions every 1/60 of a second to generate raw
x-, y- coordinate eye-position data. Fixations are formed by grouping x- and y-
coordinates of the raw data using a running mean distance calculation having a
0.58 radius threshold. Dwell time can be calculated for each fixation, summed
across fixations, then associated with a given region of interest or location in the
stimulus image.
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3 Results

There were no differences between pre-training, interactive training, and post-
training test scores for asymmetry (X2=1.95) or atypical network (X2=0.30),
but there was for blue & white veil (X2=4.35, p<0.05). There were no differ-
ences between pre-training, interactive training, and post-training test scores for
asymmetry (X2=1.95) or atypical network (X2=0.30), but there was for blue &
white veil (X2=4.35, p<0.05).

Total photo time did not differ by session (F = 0.935, p = 0.335), or deci-
sion/confidence change (F = 1.452, p = 0.230), but did for training (F = 6.642,
p = 0.0188) as dermatologists took less time (mean = 12.56 sec, sd = 5.68 vs
15.61, sd = 7.55). There were no differences whether decisions were correct or not.
Total dermoscopy time did not differ by session (F = 0.141, p = 0.708), but did
for decision/confidence (F = 3.338, p = 0.0212) with benign to malignant longer
(mean = 15.39 sec, sd = 6.77) than other decisions (mean = 11.27, sd = 5.78 no
change, mean = 11.92, sd = 6.79 confidence up, mean = 11.75, sd = 6.32 confi-
dence down), and training (F = 4.819, p = 0.0298) with dermatologists taking
less time (mean = 10.23, sd = 5.93 sec vs 14.21, sd = 6.25). There were no dif-
ferences whether decisions correct or not.

With fixations on photos, there were no differences for decision/confidence
change or decision correctness. For mean dwells training was significant (F =
3.953, p = 0.0487) with dermatologists having shorter (mean=168.80 msec,
sd=66.37 vs mean = 198.09, sd = 75.87) dwells. For dermoscopy number of fixa-
tions as function of change decision/confidence, there were significant differences
with training (F = 7.771, p = 0.006) with dermatologists generating fewer fix-
ations (mean = 17.73, sd = 10.68 vs mean = 24.94, sd = 10.67) than residents;
and for decision change (F = 4.490, p = 0.0048) with benign to malignant/vice-
versa being longer (mean = 27.24, sd = 9.85) than no change (mean = 20.01,
sd = 10.48), confidence up (mean = 20.21, sd = 11.97) and down (mean = 19.63,
sd = 11.05). For decision correctness training (F = 6.735, p = 0.0104) was sig-
nificant with dermatologists having fewer fixations than residents.

With mean dermoscopy dwells for change in decision, there was significant dif-
ference for training (F = 5.215, p =0.0239) with dermatologists having shorter
dwells (mean = 129.38, sd = 67.96 msec vs mean = 178.18, sd = 69.30); and
change in decision (F = 3.549, p = 0.0161) with benign to malignant (and vice-
versa) being longer (mean = 188.69, sd = 61.91) than no change (mean=144.78,
sd = 70.91), confidence up (mean = 146.32, sd = 79.07) & down (mean=151.50,
sd = 70.69). For decision correctness training (F = 6.635 p = 0.0110) was sig-
nificant with dermatologists having shorter mean dwells.

Figure 2 shows typical patterns generated by one of the subjects in the study
on one of the photo and dermatoscopic cases. Figure 3 shows how certain areas
or hot spots receive more attention than others.
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(a)

(b)

Fig. 2. Typical pattern of a subject on one of the photo (a) and dermatoscopic (b)
cases
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(a)

(b)

Fig. 3. Hot spots receive more attention than others



92 E.A. Krupinski

4 Discussion

The data suggest that the subjects benefited somewhat from training because
their interactive scores increased from pre-test scores, especially for blue & white
veil. However, even though some training effects were maintained, overall post-
test performance decreased although not back to pre-test levels. A single training
session may be useful, but it may take much more time to educate residents and
maybe even dermatologists on the correct interpretation of dermoscopy. Future
studies can determine how many cases it might take for someone to retain the
lessons from training and then generalize and maintain them during daily inter-
pretation of image-based cases. It may not however, be simply a matter of more
cases since expertise in interpreting medical images is more complex. [36,37] A
single session also does not seem to impact accuracy or visual search parame-
ters. A consistent finding was that the dermatologists overall had more efficient
search than residents generating fewer fixations with lower dwells. This has been
observed in radiology and pathology and is considered one of the hallmarks of
expertise. [23,24,25,26,27,28,29,30,31].

The fixations and dwells associated with decisions changing from benign to
malignant or vice-versa from photo to dermatoscopic viewing were longer than
any other decision, indicating increased visual processing. It seems that when
someone is certain of a diagnosis with the photo and the dermoscopic image
confirms that diagnosis it does not take much time to search the dermatoscopic
image. If there is a shift in confidence but not benign vs malignant, the dermo-
scopic image serves as a confirmation and does not require extensive search. If
it does give new information that contradicts the decision made with the photo,
it does seem to generate in-depth scanning and processing to decide that there
truly is a different diagnosis. This needs more investigation as this study only
had 20 images and the majority resulted in no decision changes. Larger data sets
with more observers at different levels of expertise may yield some very useful
data and improve our understanding of what factors impact decisions. We also
did not ask the subjects what features in the dermoscopic images made them
reconsider their decisions (i.e., asymmetry, atypical network, blue & white veil
something else), and that would also be useful to know.

Differences in search may have implications for developing tools to teach der-
matologists and residents about how to better interpret dermoscopy features in
clinical practice. Future studies can correlate dwell with visual parameters if
possible then tie these to decisions. This study revealed some interesting things
about the impact of dermoscopic training on performance accuracy. It also re-
vealed, perhaps for the first time how photographic and dermoscopic images are
searched during the interpretation process. Understanding these visual search
strategies will help us better understand the diagnostic interpretation process
and could in the future help us design better training tools that capitalize on
the ways that residents and dermatologists process the information contained in
photographic and dermoscopic images.
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Abstract. A new web tool for distant diagnosing and learning on mela-
nocytic skin lesions (e-IMDLS) was developed and tested. Currently,
two separated versions of the system (Polish and English) are imple-
mented and accessible by Internet. Here, the main features of the English
version of e-IMDLS system are briefly discussed. Synthesis of digital im-
ages of selected skin lesions by the system is discussed; some possibilities
and limitations of this algorithmic process are commented. Finally, the
way of using the system by experienced dermatologists and/or family
physicians is also described.

Keywords: melanoma, skin lesions, computer synthesis of digital images.

1 Introduction

Experience of many research teams, over many years, indicates that an access
to the data bases containing color pictures of melanocytic skin lesions is ex-
tremely important for education of future dermatologists and family physicians.
An access to such large and reliable data bases may support students of medical
schools and physicians with developing an algorithmic approach to recognition
and classification of skin lesions and may support abandoning a scientific guess
approach based on quick, routine and ad hoc diagnosis. However, for time be-
ing, practically there is no access to reliable data bases with color images of
melanocytic skin lesions. Moreover, some centers of medical informatics that
were publically accessible ceased their service while other centers offer the same
standard collection of images.

In our research along these lines we develop a computer tool called Instant-
Nevi-Painter.PL (INP for short), which can be treated as a core of the e-
Internet Melanoma Diagnosing and Learning System (e-IMDLS). Currently,
two separated versions of e-IMDLS (Polish and English) are implemented and
accessible via Internet. The INP tool - as it was stated previously - being a
kernel of e-IMDLS, is based on our own algorithms for computer synthesis of
the digital images of some selected skin lesions [3]. Now we like to describe the
last step of our investigations, namely the network implementation of the INP.
It is publicly available at:

http://synthesis.melanoma.pl/
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A complementary objective of this work was to develop a multi-category data
base, containing synthesized images of selected types of melanocytic skin lesions.
Additionally, going beyond the scope of our preliminary objectives that were set-
tled with the National Science Center in Cracow, Poland (www.ncn.gov.pl), our
data base contains also some real digital images of lesions. The entire computer
program system and some of its internal links will be briefly explained.

2 Background Theory

Classification of melanocytic skin lesions and an associated evaluation of the
degree of melanoma risk should be conducted using some systematic procedures
known as melanoma algorithms (or strategies). Using this kind of strategy en-
ables an elimination of ad hoc physician diagnosis and introduces an algorithmic
classification of analyzed cases. In our previous research, the original ABCD
rule [4] has been accepted, where the lesion type is recognized on the basis of
values of four symptoms: asymmetry A, border type B. the number of colors C,
and the number and type of diversified structures of the lesion surface D. An
application of the improved ABCD rule [1,2] was implemented in our previous
diagnosing system, a result of the joint research of the University of Information
Technology and Management (UITM) in Rzeszow, Poland, and the University
of Kansas, Lawrence, KS, USA. However, current research conducted by both
groups resulted in an observation that a better recognition of the lesion type
(and, as a result, better image synthesis) may be accomplished by a modifica-
tion, known as ABK, of the ABCD rule, where K denotes a linear combination
of colors and diversified structures. The K component was defined as a result
of extensive statistical research on the analysis of symptom coexistence in the
actual digital images of melanocytic skin lesions. Up to the date 53 possible
values of K are recognized (see Fig. 1).

2.1 Investigated Types of Melanocytic Lesions

Algorithms of image synthesis, currently implemented in INP, cover two groups
of the most dangerous melanocytic skin lesions: Nevus and Melanoma. All
kinds of lesions, from both groups, were included for such synthesis. Thus, in the
group Nevus, synthesized are Junctional nevus, Junctional and dermal nevus,
Atypical/dysplactic nevus, Dermal nevus and Palmo-planar nevi, while in the
group Melanoma synthesized are images of the type Superficial melanoma and
Nodular melanoma.

A data base, called Lesions, currently contains images of synthetic and ac-
tual melanocytic skin lesions. The synthetic lesion images were created by the
INP tool. Such images were saved to this data base after careful quality control
by authorized diagnosticians. On the other hand, actual images were acquired
using standard procedure of diagnosis of melanoma. Both types of images were
ordered according to risk of melanoma:

benign lesion -> blue lesion -> suspicious lesion -> melanoma.

www.ncn.gov.pl
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3 Selected Features of the System

Using the INP tool, a working set of synthetic images may be created, how-
ever, with no saving possibility. Such a set may be useful in (1) the process of
diagnosis, as a result of a comparison of the patient lesion with the synthetic
lesion and in (2) the process of computer-supported learning of some courses
in medical education (dermatology) and paramedical education (cosmetology,
health care and public health). Selected features of the developed system are
further explained by referring to the most important internal links.

Link Tutorial. Gives the owner’s manual for the INP tool.

Link Image Synthesis. The standard purpose of using the INP tool is cre-
ation of a working set of images of the melanocytic skin lesions. This set is
created by a template, where values of three parameters (Asymmetry, Border,
and K - combination of colors and diversified structures) are requested. The
resulted image is defined by these parameter values. A single use of the INP
tool creates eight lesion images (Fig. 2). Some of these images are identical with
each other except that they are tilted by 90 degrees. Tilted images represent a
possibility to see by a student/physician an actual lesion from different angles.
Then, by using the Show Symptoms button, it is possible to get information
about selected symptoms in the lesion image (Fig. 3). There exists a possibil-
ity of more advanced computer-supported learning of the symptom diagnosis by
generating a lesion with symptoms known only to the instructor, who may want
a trained person to describe these symptoms and their localization.

Link Lesions. There is another possibility of using a special data base with
both synthetic and actual melanoma skin lesion images. These images were eval-
uated by a reliable team of diag-nosticians participating in the project. Both
synthetic and actual images of the melanocytic skin lesions, stored in this data
base, were carefully screened under control of very experienced diagnosticians.
Only these diagnosticians were authorized to save image in this data base.

Link Research Results. A publication list (with high IF) of our papers on
computer-aided identification/classification of melanocytic skin lesions, contain-
ing 38 papers, is accessible.

Link Image Saving. In order to run the module of saving digital images of
lesions it is necessary to log in. Use the internal link loginpage. This internal
link is accessible to our diagnosticians only.

4 Future Works

Further experiments, for extending of the number of values of K and for improv-
ing the INP tool, are currently conducted in the UITM, Rzeszow, Poland, in
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Fig. 1. Specification (fragment) of the term K

Fig. 2. Synthesized digital images of melanocytic skin lesions
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Fig. 3. Synthesized digital images of melanocytic skin lesions. Symptoms and diagnose
are shown

strict cooperation with the Department and Clinic of Dermatology, Venereology
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Abstract. Bioelectrical activity of the female reproductive tract in dif-
ferent physiological and pathological states is vitally important in clinical
practice. Telemetry allows for sending signals from the myometrium and
other parts of the reproductive tract to computer system for further
analysis. Telemetry system with incorporated decision support software
presents telemedicine. Monica AN24 system lets us perform analysis of
the uterine muscle contractions, fetal and maternal heart rate. Pregnant
woman might constantly be monitored, even in the course of performing
various tasks at home. Radiotelemetry enables wireless measurements
of biological signals from freely moving conscious animals. The great-
est advantage is that the experimental animals are neither stressed, nor
are they bound in any way. No human presence is also necessary during
recording of the data.

Keywords: telemedicine, telemetry, uterine activity, electromyography.

1 Introduction to Telemedicine and Telemetry

The word "telemedicine", in other words "the medicine at a distance", originates
from two words "tele" and "medicine". The first formal definition of telemedicine
can be found in Bird [1]. He defines telemedicine as "the practice of medicine
without the usual physician-patient confrontation, via interactive audio-video
communications systems". Treatment at a distance means the use of informa-
tion and communication technologies (ICT) to exchange medical information
in order to improve treatment outcomes [2]. Many researchers applied their
own definitions [3]. Because of that, in 2007 the World Health Organization
(WHO) adopted the following broad description as the ultimate definition of
telemedicine: "The delivery of health care services, where distance is a critical
factor, by all health care professionals using information and communication
technologies for the exchange of valid information for diagnosis, treatment and
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prevention of disease and injuries, research and evaluation, and for the continu-
ing education of health care providers, all in the interests of advancing the health
of individuals and their communities" [4].

Telemedicine is a relatively new and fast developing area constantly adapted to
the changing health needs and technological advances [5]. Telemedicine systems
were first made and used by NASA during American astronaut John Glenn’s
space flight, when the physiological parameters were remotely monitored and
the data were transferred to the Earth [6]. The consequence of these pioneering
experiments was the introduction of medical technology helping remote doctors
to have indirect contact with the absent patient. Telemedicine is widely used by
surgeons to perform operations "at a distance". Modern technology, using fast
processors and algorithms for digital signal processing and compression allows
transmission of high-resolution images and interactive audiovisual transmission
with extreme accuracy and in real time. This very fact enables scientific collab-
oration at a distance, too [7]. The American Telemedicine Association (ATA),
which is a nonprofit organization, develops practice standards and guidelines in
the fields of telemedicine. In 2012 there were over 500 documents with various
standards downloaded from the ATA [8].

Telemetry, a part of telemedicine, has revolutionized the way medicine is prac-
ticed. In the most general sense, it is a branch of technology, which deals mainly
with performance of automatic measurements and wireless transmission of re-
sults at a distance. The telemetric system consists of two main subsystems: the
measuring subsystem, which is used to perform the direct measurements and
the data transmission subsystem which is responsible for the transmission at a
distance. Telemetry system with incorporated decision support software present
telemedicine [9]. Telematics is the branch of science concerned with the use of
technological devices to transmit information over long distances. Using safe
and secure telematics channels, data can be transmitted from measurement de-
vices to the place where measurements will be collected and processed. It is also
possible to create a return channel, which enables the operator to affect the
measuring subsystem [10,11]. The Internet, modems, radio systems and mobile
phone networks are primarily used to transmit all measurements [12].

The aim of this paper is to present telemetric systems for monitoring bioelec-
tric activity of the female reproductive tract.

2 Uterine Electromyographic Activity Measurements

By means of various kinds of telemetric systems we can monitor the electro-
physiological activity of the uterus which corresponds to the mechanical activity
of the myometrium. Uterine electromyography (EMG) or electrohysterography
(EHG in human), was developed 70 years ago [13]. It is a non-invasive technique
which uses maternal abdominal surface electrodes, allowing for measurement
of electrical activity of uterine muscles at rest and during contraction [14]. It can
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be the greatest tool in characterizing parturition [15]. Of course there are con-
troversies if uterine electromyography may identify high risk of preterm labor
[16,17].

The other studies have proved the usefulness of this non-invasive technology
in the prediction of preterm delivery and monitoring uterine contractility during
pregnancy [13,18], [19]. For human, telemetric system Monica AN24 (Monica
Healthcare Ltd, Nottingham, UK) performs measurements of the uterine muscle
contractions and fetal and maternal heart rate [20,21,22,23]. Trimed Ltd. is a
representative of Monica Healthcare Ltd. in Poland [24].

Telemetry is also used in investigation of the electrical activity of the reproduc-
tive tracts of animals: mice [25], pregnant rats [26], monkeys [27], sows [28,29].
Values of the measured EMG signals are recorded by telemetric bio-potential
sensors and a radio-telemetry transmitter.

2.1 Monica AN24 – System for Women Monitoring

Monica AN24 is a lightweight, wearable and easy-to-use battery-powered tele-
metric system, suitable for extended monitoring of fetal well-being and uterine
contractions. The measuring electrodes are placed on the abdominal skin (Fig. 1).
After the measurements, it allows to transmit the results immediately, for par-
ticular patient ID, to an online system database ktg24 [30] and then to Monica
Design Kit (DK) software. Monica decision support software was developed for
remote doctors to evaluate decision making during (or after) real-time recording.
DK software shows:

– fetal electrocardiography (ECG) morphology,
– beat to beat fetal heart rate variability (FHR),

Fig. 1. Portable transdominal Monica AN24 device (due to support given by Trimed
Ltd); five electrodes are attached to the mother’s abdomen
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Fig. 2. Results obtained by means of the Monica AN24 device: fetal (FHR), maternal
(MHR) heart rate, maternal movements (MMo) and uterine contractions (UA)

– beat to beat mother’s heart rate variability (MHR),
– electrohysterogram (EHG) of the uterine muscles,
– arrhythmia identification,
– advanced FHR analysis features,
– access to the raw abdominal electrophysiological signals from a continuous

20-hour-long recording,
– data export for further statistical analysis.
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Monica An24 operates in two modes: retrospective mode and real time mode.
The device records data for retrospective upload (via USB) and on-screen view-
ing. In real time mode data are transferred using Bluetooth wireless transmis-
sion. Monica system is very good for scientific research, because it gives access
to raw test results [31,32] and could increase maternal satisfaction, because it is
very easy to use [33]. Fig. 2 shows the results obtained by means of the Monica
AN24 device: fetal (FHR) and maternal (MHR) heart rate, maternal movements
(MMo) and uterine contractions (UA). The data were taken from ktg24 website.
In February 2011 the Monica system received acceptance of the Agency for Food
and Drug Administration (FDA), they also underlined excellent collaboration
with obese mothers confirmed by numerous clinical studies [34].

2.2 Telemetry Recording of the Reproductive Tract in the Sows

Our knowledge of uterus and oviduct electrical and contraction activity is limited
though it is crucial for understanding the physiology and pathophysiology of the
reproductive system. A radio-telemetric system was processed and customized
at Warsaw University of Life Sciences, which allows for transforming biological
signals from animal body into radio waves [29], [35]. The EMG activity signals
were recorded from bulb and isthmus right oviduct and right uterus corn during
estrus and early pregnancy in pigs. During the experiment the sows were kept in
metabolic cages. The 3-channel telemetry implants (TL10M3-D70-EEE, DSI,
USA) were placed surgically between the abdominal muscle layers and connected
with three bipolar silver electrodes sutured on different parts of the uterus and
oviducts (Fig. 3). The animals were recovered from surgery quickly and without
complications. Research of reproduction tract carried out post mortem indicated
that telemetry recording system and material (bipolar electrodes) didn’t have
negative influence on physiological processes in the studied animals. Study pro-
tocol was approved by the Local Ethics Committee.

The bio-signals received by electrodes from the animals body were transferred
to the transmitter, from which they were sent to the receiver (RMC-1) located
around 50cm away from the cage using radio waves. The received signal was
amplified (BioAmps, ADInstruments), and was recorded afterwards using (Pow-
erLab 4e, ADInstruments, Australia). Chart v. 4.0 software was used for saving,
storing and analysing the data. Fig. 4 shows the scheme of telemetric system for
electromyographic recording in pigs. Telemetric implant is shown in Figure 5.

The EMG signal was checked every time, directly after the surgery to evaluate
the correctness of the surgery. Generally, a disturbance-free signal was registered
on the 3rd-5th day after the surgery. Regular registrations began on day 3.
The electrodes received clear, artifact-free signal usually 5-6 weeks after the
surgery. Due to the limited source of energy, after each registration session, the
transmitter was turned off with the application of a magnet.
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Fig. 3. Reproductive tract of the pig; electrodes are placed in the uterus corn, isthmus
oviduct and bulbs oviduct

Fig. 4. The scheme of telemetry system for electromyographic recording in the sows
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Fig. 5. Telemetric implant TL10M3-D70-EEE, DSI, USA

Fig. 6. Representative signals (30 minutes) of the uterus corn (A), isthmus oviduct (B)
and bulbs oviduct (8 hours after first artificial insemination) of myoelectric activity in
pigs recorded using telemetry; the x-axis represents real time scale (hh : mm : ss);
artifacts are marked with arrows
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Fig. 7. Representative signals (30 minutes) of the uterus corn (A), isthmus oviduct
(B) and bulbs oviduct (during 6th day in early pregnancy) myoelectric activity in pigs
recorded using telemetry; the x-axis represents real time scale (hh : mm : ss)

Fig. 8. Representative signals (30 minutes) of the uterus corn (A), isthmus oviduct
(B) and bulbs oviduct (during 18th day in early pregnancy) of myoelectrical activity
in pigs recorded by telemetry; the x-axis represents real time scale (hh : mm : ss)
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Representative EMG signals are shown on figures 6, 7, 8. Electromyographic
activity shows different patterns in the uterus, bulbs oviduct in relation to time
after successful insemination. In recording from uterus corn (Fig. 6A) numerous
separate spikes of biopotential activity with lowered amplitude and shortened du-
ration are visible. In isthmus oviduct EMG stimulation syndrome characterized
by extended duration and constant amplitude can be observed. What is more,
single biopotential activities are also visible (Fig. 6B). In bulbs oviduct both
single biopotential activities and extended periods with no EMG activity were
registered (Fig. 6C). Fig. 7 shows an increase in number of single biopotential
activities and increase in amplitude of separated spikes of discharges which were
recorded in uterus corn. In isthmus oviduct single biopotential activities with
extended duration and constant amplitude were visible. No EMG activity was
registered in bulbs oviduct. Lack of separate spikes of biopotential activities in
uterus and bulbs oviduct in recorded signals (Fig. 8A and B). Separate bunches
characterized by low amplitude can be observed in isthmus oviduct (Fig. 8C).
The results are consistent with the current state of knowledge regarding repro-
ductive sows.

3 Discussion

In studies of uterine contractile activity in humans we see an increasingly im-
portant role of telemetric systems [22], [36,37]. The Monica AN24 system is the
future of preterm birth detection, because it allows for non-invasive medical di-
agnostics which can be done outside hospital. It provides a great number of data
for research, allowing the mothers’ freedom of movement at the same time. Test
results may be electronically sent for interpretation to a physician which can ac-
count for reduced waiting time to get medical advise. That is a great advantage
over classical methods which require diagnosing done while staying in hospital
bed. Monica AN24 detects the best channel for monitoring fetal (FHR) and
mothers heart rate (MHR), reduces the possibility of confusing signals, which
has the advantage over Doppler CTG. Eight out of ten women would prefer the
Monica AN24 monitor system over the traditional Doppler investigation [38].
Incorporated decision support makes Monica AN24 real a telemedical system.

In animals, telemetry offers the stress-free monitoring of their reproductive
tracts for a long period of time. The risk of interference caused by stress with
physiological processes such a spontaneous electrical activity is minimal [39].
Without telemetry, obtaining the results presented in paragraph 2.2 would have
been impossible.
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Abstract. The early diagnosis of Alzheimer’s disease and mild cognitive
impairment (MCI) may help reduce disability and enhance quality of life
through early introduce of multimodal therapy. This study evaluated the
utility of the telephone interview which was compared in the evaluation
of cognitive function in 55 patients of geriatric hospital, with the classical
methods of neuropsychological diagnosis. Data demonstrates that TICS
can be used as a simple and accessible method for the observation and
estimation of cognitive status on early stage of dementia. Widespread
tele-diagnostics of early phases of dementia and other functional deficits
of the brain, connected with its aging, stands a chance of becoming a
standard in the assessment of health condition of the elderly population,
and of contributing to quicker provision of medical and community care
for them.
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1 Introduction

The quickly growing population of people in advanced senility generates the need
for conducting screening examinations, which would allow to confirm or exclude
the existence of a cognitive norm, on a wider scale than it presently happens.
One of the methods for extending the diagnostic access to the assessment of
cognitive skills at pre-clinical level is telephone interview method, having more
than 20 years of tradition. Tele-diagnostic tests have been recognized by many
researchers as a method having wide application possibilities as screening ex-
amination to detect disturbances in cognitive functions. The TICS (Telephone
Interview for Cognitive Status) test, as well as its modifications – TICS-M – sug-
gested by Brandt [1], Welsh [2], Hogervorst [3] are promising strategies, which
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allow to identify groups of people with mild cognitive impairment, especially in
large epidemiological studies. The neuropsychological studies applied at present,
and considered a gold standard in detection of cognitive dysfunction, are a cost
intense studies and, in reality, not available for a large population of patients,
whereas the answer to the question whether TICS test may be treated as an
alternative for a large group of senior citizens is not univocal at present.

2 Assumptions and Aim of the Study

The aim of the study is to verify the diagnostic usefulness of TICS test [4] for
exclusion or confirmation of the presence of cognitive dysfunctions in people over
60 years of age, treated in a geriatric ward; and the assessment of its reliability
in comparison with results of classical neuropsychological tests, which in this
study were: Mini Mental State Examination (MMSE) [5] and Montreal Cognitive
Assessment - MoCA [6]. The study was also performed in order to gain knowledge
and experience in the assessment of usefulness of tools that enable screening
tele-diagnostics of dementia in early phases of its development, as well as for the
assessment of difficulties in its performance by psychologists who perform it.

3 Material and Methods

Telephone test of TICS class has been used for the assessment of cognitive skills
in a tele-diagnostic system. In the test, the list of questions testing cognitive skills
has been translated from the original version, and adapted for the needs of our
study [4]. A group of 55 people has been tested, patients of the Jan Paweł II Geri-
atric Hospital in Katowice, Poland, between August and November 2013. The
study group constituted of 55 patients, the average age was 81.2 yrs, in which 42
were women (average age 81.1 yrs) and 13 were men (average age 81.5 yrs). All
the tested patients voluntarily gave consent for extending the routine neuropsy-
chological assessment by an additional test, performed as a telephone interview.
In inclusion criteria for the test were as follows: being over 75 years of age, ab-
sence of earlier diagnosis of dementia, no pro-cognitive drugs used by the patient
before, absence of deep cognitive deficiencies on subjective examination, absence
of behaviour disorders, absence of significant vision impairment (that would
preclude the performance of some tasks in MMSE and MoCA tests), absence of
substantial hearing loss (which would preclude the performance of TICS test).
History taking included enquiry about the previous occurrence and duration of
diabetes, incidence of Parkinson’s disease, occurrence of depression syndrome,
> 5 points in the 15-point GDS - Geriatric Depression Scale, stroke history [7].
Also the correlation of cognitive skills with selected laboratory parameters has
been assessed, such as leucocytosis and C reactive protein (CRP) concentration.
The examination was executed by performing three test in one diagnostic ses-
sion with a neuropsychologist. The MMSE and MoCA tests were performed in
standard manner – face to face. In case of the TICS test, the conversion was on
the phone, during that the examined patient and the psychologist performing
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1. Please tell me your full name. 1 point for first name; 1 point for last name.
2. What is today’s date (day, month, and year) – without looking at the

calendar? 1 point for day; 1 point for month; 1 point for year.
3. What is the day of the week? 1 point if correct.
4. What season are we in? 1 point if correct.
5. State your age and phone number. 1 point for age; 1 point for telephone

number.
6. Count backwards from 20 to 1. 2 points if correct on first trial; 1 point if

correct on second trial.
7. I’m going to read you a list of ten words. Please listen carefully and

try to remember them. When I am done, tell me as many as you can, in

any order. Ready? The words are: drum, curtain, bell, coffee, school,

parents, moon, garden, hat, farmer. Now tell me all the words you

can remember. 1 point for each correct word.
8. One hundred minus seven equals what? And seven from that? (repeat

“and seven from that” three times). 1 point for each correct subtraction. Stop
at 5 subtractions.

9. What do people usually use to cut paper? 1 point for correct response.
10. How many things are in a dozen? 1 point for correct response.
11. What do you call the green prickly plant that lives in a desert? 1 point

for correct response.
12. What animal does wool come from? 1 point for correct response.
13. Please say this “no ifs, ands or buts”. 1 point for each correct response on

first trial.
14. Please say this “absolute monarchy”. 1 point for correct response.
15. What is the name of the recent Pope? 2 points for full correct response;

1 point for partial response.
16. What is the full name of the current Prime Minister of Poland? 1 point

for correct first name; 1 point for correct last name.
17. With your finger, tap five time on the part of the telephone you speak

into. 2 points if 5 taps are heard; 1 point if more or less 5 taps are heard.
18. I’m going to give you a word, and I want you to give me its opposite.

For example, the opposite to hot is cold. What is the opposite to

west? What is the opposite to generous? 1 point for each correct response.
19. Remember the word list that you repeated before? Now tell me as

many as you can. 1 point for each correct response.

Fig. 1. Polish version of TICS test (Telephone Interview for Cognitive Status)

the examination were seated in separate rooms, and in case the elderly person
tested clearly preferred the presence of testing person in the same room, they
were seated back to back, with no eye contact. The first test to be solved was
MMSE, which was followed by MoCA, and the last one was TICS. It has been
assumed, on the basis of literature data, that in each of the first two tests the
maximum score is 30 points [8,9]. The maximum result a person could reach in
the TICS test, answering the questions and doing memory exercises is 49 points
[10,11] (Fig. 1). The three tests solved differ slightly as to the range of cognitive
functions investigated. All three of them allow to assess short term memory,
attention, language functions, abstract thinking, as well as orientation, but not
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in identical diagnostic range. The TICS test does not assess, in comparison with
MMSE and MoCA, similarly to them the tasks concerning construction praxis
and visual-spatial functions, as no exercises connected with drawing are per-
formed there. In the TICS test, visual-spatial functions and abstract thinking
are assessed by 2 questions, language functions by 8 questions, short-term mem-
ory by 3 questions, attention by 2 questions, and orientation by 4 questions.
It has been assumed that results obtained by the patients examined, scored in
points in MoCA and TICS tests, will be compared with results for MMSE, for
which specific norms apply, defined for Polish population, which test has been
considered the basic test, for the assessment of MoCA and TICS tests [12]. For
the MMSE test, being the basis of norm for statistical analysis, it has been as-
sumed that the score within norm is in the range of 28-30 points; the score of
24-27 points indicates mild cognitive problems; a score of 20-23 points corre-
sponds to mild dementia. Patients with dementia who were found in the MMSE
score of 20 points or less were excluded from the participation in the study. On
the basis of such a qualification, the persons included in the study were patients
without deficit of cognitive functions, patients with mild cognitive impairment,
and patients with mild form of dementia. The patients who have not qualified for
the study were those with fever, considerably dehydrated, as well as those taking
drugs from benzodiazepine group and/or neuroleptics. In statistical analyses the
results of MoCA and TICS tests have been assessed, which corresponded to the
results of MMSE test at the level of 27 and 24 points, assuming that results
of MMSE test below 23 [points] correspond to mild dementia, whereas scores
above 27 [points] are within the norm. Statistical analysis has been performed
on the basis of Spearman’s rank correlation test, contingency coefficient test,
Chi-square independence test, as well as tests for assessing the sensitivity and
specificity, TD (Diagnostic Test), and ROC method (ROC curve analysis) [13].

4 Results

A high correlation has been confirmed between the results of MMSE test and
those of MoCA and TICS tests. Correlation between results of MMSE and MoCA
tests was R = 0.8170 and correlation between results of MMSE and TICS test
R = 0.7955, respectively (Fig. 2). The highest score obtained in the study by a
patient from the study group of 55 persons in the TICS test was 40 points, the
lowest was 15 points. It has been found that the boundary line (cat –off level)
between full cognitive efficiency (MMSE from 27 to 30 points) and the level of
mild cognitive impairments, which in the MMSE test was determined at the
level lower 27 points, amounted to 22 points, for the MoCA test, compared with
the MMSE test, and 30 points for the TICS test compared with MMSE. Fig. 3.
Sensitivity and specificity of such cut-off level was, for the MoCA test: 0.8636 –
86.4% and 0.9394 - 93.9%, respectively, while for the TICS test: 0.8182 – 81.8%
and 0.8182 – 81.8%, respectively. For the level being the borderline between mild
cognitive impairment and mild dementia, which in MMSE was determined at 24
points [12], for the MoCA test 20 points were equivalent, while for the TICS test,
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(a) (b)

Fig. 2. Correlation between results of MMSE vs MoCA test (a) and MMSE vs TICS
test (b)

(a) (b)

Fig. 3. Determination of the cut-off level for normal cognitive function between MMSE
and MoCA test (a) and MMSE and TICS test (b) based on the level of 27 points in the
MMSE test. (0 = MMSE from 0 to 26 points, and 1 = MMSE from 27 to 30 points)

compared with MMSE, the equivalent was 26 points (Fig. 4). The sensitivity
and specificity for such cut-off level in case of MoCA test, amount to 0.7273 –
72.7% and 1.0000 - 100 %, respectively, while for the TICS test, they amount to
0.7955 – 79.5% and 0.8182 – 81.8% and 1.0000 – 100%, respectively. Using the
analysis based on the Chi – square test, it has been found that correlation exists
between the classical tests (MMSE and MoCA) and the TICS test for short term
memory, attention, and orientation. Lower level of dependence has been found
to exist between the assessment of language functions in MMSE and TICS tests,
whereas in case of visual spatial skills and abstract thinking, no dependence
has been found between TICS test and classical tests. Results are provided in
Table 1. No correlation has been found, on the basis of Spearman rank analysis,
between the tests performed on the study group of 55 patients and the age
of patients, the number of years in their education history, the occurrence of
diabetes, depression, and Parkinson’s disease, as well as testing for leucocytosis
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(a) (b)

Fig. 4. Determination of the cut-off level for mild dementia between MMSE and MoCA
test (a) and MMSE and TICS test (b) based on the level of 24 points in the MMSE
test. (0 = MMSE from 0 to 23 points, and 1 = MMSE from 24 to 30 points)

and CRP. The performance of the test, in the form used, was assessed as easy by
the psychologists carrying them out. A certain difficulty for the subjects was the
prolonged examination time, as the tests were performed in one go, and fatigue
towards the end of tests has been noticed sporadically, in some of the subjects.
The performance of all tests took some 65 minutes for one person, on the average,
allowing for short breaks. The average time for performance of TICS test was 22
minutes. In the own assessment of psychologists, concerning their own reaction
to the distinct form of performing the test, the description use was "adaptation
of a methods, in which the performance of TICS test posed no barrier in the test
execution". On the basis of opinions of psychologists who performed the test,
the following advantages and disadvantages of TICS test were defined:

Table 1. Assessment of correlation of selected ranges of cognitive functions: orienta-
tion, attention, short term memory, language functions, as well as spatial functions and
abstract thinking in classical tests (MMSE and MoCA)

Function Correlation be- N R t(N-2) p levelassessed tween tests Spearman

Orientation TICS vs MoCA 55 0.5199 4.4314 0.0000
TICS vs MMSE 55 0.5172 4.3990 0.0001

Attention TICS vs MoCA 55 0.5788 5.1678 0.0000
TICS vs MMSE 55 0.6430 6.1128 0.0000

Short term memory TICS vs MoCA 55 0.7551 8.3844 0.0000
TICS vs MMSE 55 0.7085 7.3088 0.0000

Language functions TICS vs MoCA 55 0.4557 3.7266 0.0005
TICS vs MMSE 55 0.3289 2.5351 0.0142

Spatial and ab- TICS vs MoCA 55 0.0321 0.2339 0.8160
stract functions TICS vs MMSE 55 0.0094 0.0684 0.9458
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– Advantages of the test:
• it is easy to establish and maintain contact with the patient,
• the test is concise and can be instantly interpreted,
• it is more anonymous and acceptable by patients,
• it is possible to be applied to patients with vision problems and move-

ment difficulties (persons who, practically, would not have a chance to
undergo psychological tests),

• it is possible to apply the test for epidemiological studies,
• it is easy to electronically register results.

– Disadvantages of the test:
• it is possible that results will be falsified (calendar on the wall, handy

notes, helpful spouse),
• hearing problems may result in incorrect understanding of the questions

asked,
• the person conducting the test cannot see the patient’s behaviour,
• absence of follow up assessment (most of the tested people were white,

well educated – one cannot refer theses results to a more heterogeneous
population).

5 Discussion

A weakness of the analysis performed is a small group of subjects, not taking
into account the Mungas [11] adjustment in the assessment of compliance with
norm (reference to the number of education years and age), elimination of mod-
erate and severe dementia in the assessment. The focus was on identification of
commonly available and accepted diagnostic algorithms for the group of peo-
ple in early stages of senility, who less frequently experienced education deficits,
which would influence the understanding of tests performed. The confirmation
of results should consist of extending them by observation of a larger group of
people tested. A confirmation of the usefulness of applying TICS as a method
for tele-diagnostics of disturbances of cognitive functions is the fact that pop-
ulation studies have been performed using this method in such well developed
countries as USA, Canada, Australia, Germany, or the UK, for long-term popu-
lation studies [14,15]. The conclusions from the studies conducted so far, which
compare the reliability of tests using TICS vs. classical methods, such as MMSE
or neuropsychological assessment, confirm the correctness of that method, and
indicate its cost and time efficiency in performing diagnostics of dementia, as
well as enable testing patients who – due to locomotor system disabilities and
other limitations – would not be able to get to a specialized centre for a stan-
dard memory test. Widespread tele-diagnostics of early phases of dementia and
other functional deficits of the brain, connected with its aging, stands a chance of
becoming a standard in the assessment of health condition of the elderly popula-
tion, and of contributing to quicker provision of medical and community care for
them. A barrier for contemporary senior citizens may be the fact that memory
assessment by phone deprives them of direct eye contact with the researched,
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and having to use the phone during the test may arise certain reluctance. How-
ever, in the age of computers and digital world that problem will lose importance
every year, and in a couple of dozen years will disappear completely. The finding
of the study, that no correlation exists between the tests carried out in the study
group and the age of patients, education history in years, presence of diabetes,
depression, and Parkinson’s disease, as well as leucocytosis and CRP results,
may result from the small size of the study group, as well as the incidence of so-
matic diseases, which are present in the group of patients admitted for treatment
in a geriatric ward. The results justify the expediency of further studies on the
usefulness and suitability of tele-diagnostic tools for the assessment of cognitive
deficits, in the groups of early as well as advanced senility in people. It is also
important in the aspect of increasing role of early multimodal therapy, joined
with pharmacological as well as education and behavioural interventions, as ef-
ficient way of postponing the progress of dementia process, in its various stages
[15,16]. As concerns the assessment of learning ability, TICS is a more difficult
test than MMSE and MoCA, due to the fact that repetition and memorizing of
10 words is required, whereas in MMSE - of 3 words, and in MoCA – of 5 words.
The suggestion seems expedient to introduce the possibility of repeating the 10
words by the researcher a few times, which gives the subject a better chance to
repeat them and better investigates the learning process [10].

6 Conclusions

1. The application of TICS test allows to exclude, with high level of probability,
the existence of disturbances of cognitive functions. It is a promising and
inexpensive strategy of population diagnostics in clinical and epidemiological
studies.

2. To confirm the correct level of cognitive functions, on the basis of result of
the test conducted in accordance with the suggested protocol, the diagnostic
value is over 30 points.

3. For suspected presence of mild cognitive impairment (MCI) and mild de-
mentia, on the basis of the suggested protocol, the diagnostic reference value
for both conditions is - in TICS test - the score between 26 and 29 points
for MCI, and below 25 points for mild dementia, respectively.

4. The TICS test may be helpful as a common diagnostic tool, for differentiation
between cognitive norm on the one hand, and MCI mild dementia syndrome
on the other hand.

5. A single screening examination with the use of TICS cannot be relied on
for diagnosing MCI and dementia syndrome, as those conditions require
additional and follow-up examinations, repeated over time.

6. A need exists for further search for specific and sensitive tools for assessing
attenuation of functions and cognitive deficits in elderly people, at various
stages of ageing.

7. The results obtained, pertaining to TICS test, confirm the expediency of
further studies on its usefulness on a larger group of patients, which are
planned in repeated sessions, over a longer time.
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Abstract. Aging society in developed countries forms new challenges
for medical care. Ensuring well-being of the elderly and provide them
support when required is of special concern. Nowadays, solutions in form
of telecare centers and monitoring systems are able to estimate condi-
tion of the patient and provide necessary help accordingly. This paper
addresses the problem of reviewing current state of the art by describing
systems available commercially and presented in scientific papers as well
as inference methods for condition assessment. Conclusions and problems
to be taken into account while designing such systems are also pointed
out.

Keywords: assisted living, telecare, activity monitoring, sensor net-
works, review.

1 Introduction

Due to aging of the society in developed countries [31,32] health care faces the
problem of ensuring safety and well-being of the elderly. Main aspect to be
dealt with is to keep the elderly in good physical and mental condition as well
as provide quick and professional support in case of emergency. Most of the
elderly that are still self-reliant do not require continuous support provided for
example by Assisted Living Facilities (ALF) and prefer to live in their own home
environment. However, a fast help may always be required. From the literature
it stems that there are many so called Ambient Assisted Living (AAL) systems
being developed in order to address such issues. Some of them are reported as
research projects, others are available on the market. The goal of this paper is
to review these systems, compare their architecture and reported capabilities.

The paper is organized as follows: next section focuses on systems presented in
the literature, as well as those available commercially, that are being developed
for assisting the elderly in their daily life. Common architecture and methods
used for activity detection and recognition are described in subsequent sections.
The paper ends with a summary in the last section.
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2 Services and Sensor Types

Nowadays AAL systems utilize easily accessible communication networks (Inter-
net, GSM, GPRS) to form telecare centers providing support for many people
at the same time [15,17,26] or are specially developed for hospitals or care units
[11,29] to simplify monitoring of patients and allowing quicker response to an
emergency. Services provided by telecare systems are diverse and can be broadly
categorized into three groups:

– emergency calls,
– assessment of patient’s condition,
– patient monitoring and providing safety for the entire household.

2.1 Emergency Calls

Those systems include a button-equipped device worn by a user, and a central
station that asserts a warning signal to appropriate medical centers. Fast re-
sponse can decrease health damage (i.e. caused by strokes) and even save ones
life. The device in the simplest form consists of a device worn on the neck or
wrist and a central station (Alert1 [3]). The wearable device can be additionally
equipped in automatic fall detector and alarming mode (Auto Fall Guard Wire-
less Fall Detector [44]). More sophisticated systems can additionally sense if the
patient left certain terrain and also constantly analyze all behaviors and inform
about any anomalies, i.e. getting up in the night (Vivago CARE 8005 [55]).

This group is useful for elderly who stay home alone. Elderly person can
quickly call for help if necessary. In case of emergency caused by fall and inability
to personally call for help, a fall detector can automatically perform such action.
Localization of the patient within a building or open space is then of vital impor-
tance as it is required to provide support [29,45]. Open space localization is done
using GPS modules [41,14] while in-building location employs various techniques:
using movement detectors [11,26], or radio-frequency/ultrasound [29]. A possi-
bility of direct voice communication gives additional services to be provided like
scheduling medical visits and planning free time [15].

2.2 Condition Assessment

This group can be considered the largest one as condition assessment can be
performed by simple periodic questionnaires sent by mobile devices [6] or visual
monitoring also capable of detecting falls and prolonged inactivity [37,59,60].
A lot of patient’s dysfunctions can be detected while observing his physical
activity. By analyzing the daily routine patient’s condition can be reported.

First approach is to recognize activities by sensors placed within the environ-
ment (apartment or whole building) [8,24,50]. Falls, presence in forbidden zone,
prolonged activity duration (e.g. lying in bed), unexpected presence and lack of
activity in parts of a building (i.e. corridors) can be detected. In case of home
installed systems information about typical and repeatable activities of daily
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living (ADLs) like sleeping, preparing food, watching TV, toileting, etc. can be
derived and well-being can be estimated. Recognized activity patterns are used
to derive a model the current behavior is being compared to. Deviations from
the model indicate change of patient’s condition. Such approaches also provide
alerts and localization data especially after detecting abnormal behavior or an
emergency situation [29].

Such systems commonly use easily mountable environment sensors like PIR
movement detectors [11,58], cameras [15,37,47,45], radio wave or ultrasound bea-
cons [29], pressure (weight) [51], power consumption [50,58], door opening indi-
cators [8,24].

These systems feature two main drawbacks. First, it is assumed that the per-
son being monitored lives solitary (as person identification without wearable tag
is limited). Then, sensors in all rooms are required. Such sensors also cannot pro-
vide detailed information about physical condition i.e. movement abnormalities,
as they infer behavior in terms of generic ADLs.

In the second approach, physical activity monitoring is considered to be infor-
mative enough to estimate patient’s condition [13,15,17]. Parameters like quan-
tity of steps, traveled distance and motion speed allow ones physical condition
to be assessed. There are devices used to monitor athletes (to improve their
scores) as well as the elderly (to monitor their condition). The main component
of such mobile devices is usually an inertial sensor. Gathered data is analyzed
regarding patient’s position (horizontal or vertical), activity type, energy expen-
diture, quantity of steps and motion speed. From sensor data activity patterns
like walking, sitting, lying etc. are obtained and used for condition estimation as
well as detection of falls is performed [13,47]. In case of emergency the device is
capable of alerting the telecare center and provide voice communication [11,17].
Analysis of the location, traveling speed or elapsed time from leaving home al-
lows condition decline (mobiCare [34]) to be detected. Frequently used sensors
in the mobile device include: accelerometers, gyroscopes, temperature, pressure
(altitude), GPS, ”panic” button.

The devices can be worn on a belt (Activity Monitor [49]), on the thigh (Ac-
tivPal [42]), ankle (StepWatch [39]) or calf (OssurPAM [40]). ActiGraph device
can be worn also on the wrist, thigh, knee or waist [1]. There is also a device
with several sensors located on dedicated body parts: calf, wrist, feet, sternum
(IDEEA [33]). Those devices are small and simple in use what is important
for the users’ comfort. Specially built sensors are relatively small, easily to be
installed and more and more devices are being produced specially for this pur-
pose. Inertial sensors are also used in motion capture systems that allow precise
analysis of human gait [57]. Detection of abnormalities in walking patterns can
be considered a premise that the person is more prone to falls and may require
assistance thus a pro-active approach to fall risk estimation can be achieved
[18,46].

Monitoring systems can also be accommodated to certain other tasks, like
child care, diabetics, preventive ECG monitoring, or remote diagnosis. Depen-
dent on patient’s mobility mobile or stationary devices can be applied. Stationary
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ones can process, analyze and transfer the data to a medical center where an
action can be undertaken. Those devices are connected with a series of sensor
chosen that fulfill certain tasks (type of telecare), i.e. ECG, sphygmomanometer,
peak flow meter, pulse oximeter, spirometer, tonometer, weighing scale, ther-
mometer, or glucometer.

Mobile devices are limited to ECG and respiratory movements detector. Anal-
ysis can be done in real time and any abnormalities of heartbeat can be compared
to the patient’s diary to determine the context of the event (i.e. increased fre-
quency of heart beat while stressful meeting). Mobile version is also equipped
with GPS, for localization of the patient in case of emergency (e-Care Platform
[14]).

Systems performing additionally periodical measurements of cardiological sig-
nals like ECG, pulse or SpO2 are also available [12,27,53,47]. Detection of ab-
normalities and diagnosis is then provided.

2.3 Complex Systems

The final group consists of advanced monitoring systems, which enable to moni-
tor patient’s condition, improve life quality as well as improve household safety.
Functionality of systems from previous groups is extended by functions which
indicate when the medication should be taken, detectors of smoke, heat, motion,
gas, humidity and also door sensor. Those functionalities bring safety not only
for the human, but also for place of living [26,52]. Amber system, besides all
of mentioned features can be connected with meters of blood pressure, pulse,
sugar and cholesterol level, which enable to monitor the condition not only on
the basis of activity analysis, but also by using biomedical measurements [54].

Simultaneous analysis of patient’s activity and biomedical data allows com-
prehensive assessment of the elderly health status. Gas, smoke and humidity
detectors can additionally increase the security of the entire home. Commer-
cially available systems feature different capabilities. Some of these can precisely
recognize the type of activity, but do not support biomedical measurements and
interaction with medical centers. Other systems allow medical care, but limit
the activity analysis just to determine whether the patient moves.

Services provided by AAL systems are summarized in Table 1 while sensors
used are listed in Table 2.

3 Architecture

Common architecture consisting of four parts can be found in most AAL systems:

1. sensor network,
2. data acquisition and processing unit(s),
3. communication network gateway (Internet, GSM, GPRS),
4. telecare center.
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Table 1. Functions provided by monitoring systems

activity recognition [1,33,39,40,42,49,29,45,17,15,13,10,60,55,34]
alerts on demand [3,34,52,54,55,17,44]
behavioral analysis [14,50,26,8,11,58,24]
biomedical measurements [14,34,12,51,47,27,53]
fall detection [3,34,52,54,55,17,15,11,47,59,44]
home security [34,52,54]
localization [29,45,11,47,41,55,34,14]
voice communication [17,26,15,3,44,34,54]

Table 2. Sensors used in monitoring devices

altitude [13]
cameras [45,15,47,37,60,59]
cardiac [45,12,51,51,47,27,53]
GPS [17,15,41,34,14]
household usage [50,8,58,24,54]
inertial (acc., gyro.) [29,45,17,2,15,13,11,49,42,1,39,40,33,54]
light [15]
movement detectors [26,8,11,47,58,24,54]
”panic” button [29,50,26,15,3,44,52,34,54]
pressure/ weight [8,51,24]
temperature [45,13,53]

The task of the first part, the sensor network, is to acquire various signals
from persons being monitored and/or their environment. A wide variety of sen-
sors includes: IR movement detectors, cameras, temperature, pressure/weight,
household appliances power consumption, inertial (accelerometers, gyroscopes),
ECG/pulse, GPS, panic button and others. Signals ought to provide informa-
tion about physical condition of the person - if and how he/she does household
chores and if is physically active. Detection of falls and long inactivity is of
special importance as rapid help from healthcare units may save life. With the
availability of wireless communication modules (like BlueTooth, ZigBee) it is
considered a must that the sensors form a wireless network. This requirement is
valid not only for body worn sensors (as cable connections are troublesome and
impair movements) [2,17] but also for sensor networks installed in the building
simplifying their deployment cite1-s2.0-S0140366407005609.

Second part, the data acquisition and processing module, is responsible for
acquisition and data processing in order to estimate physical condition from
the raw sensor data. Algorithms and methods used depend heavily on sensor
types, however commonly used approach is a comparison between actual be-
havior and model derived from previous measurements [35,50] and detection of
specific dangerous situations [45]. Depending on chosen algorithms data pro-
cessing may be as simple generating alerts when thresholds are exceeded [45].
As frameworks for distributed computing becomes available for sensor networks,
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multi-agent approaches are also implemented [2]. Overview of the methods used
are discussed in Section 4.

Third part is responsible for forwarding acquired or processed data and gen-
erating alerts that are sent either to the telecare center or person’s relatives. It is
usually implemented by a computer with Internet access, an application specific
set top box or, in case of mobile-only approaches, using GSM/GPRS network
[17]. Data to be transmitted has to be protected from unauthorized access [45]
even at the telecare center, where localization of the patient is shown only after
detecting an emergency situation [47].

Fourth part, the telecare center, gathers data from many persons and provides
constant availability of support. IT systems do long term data analysis (statis-
tics, data mining) and estimation of patient’s condition. Staff is responsible for
reviewing patient’s data (especially after an alert) and responding adequately.
Many systems also provide possibility of direct voice communication between
subjects and staff [17,26].

4 Activity Recognition Methods

Activity detection, classification and pattern recognition in detecting abnormal-
ities in movement patterns provides information about physical and/or psycho-
logical condition of the monitored person. Several activity recognition methods
have been introduced in the last twenty years. One of the most popular tools
to obtain the information about user’s position, posture and movement is the
accelerometer. Unlike the pedometer it allows not only the steps to be counted,
but also measures the intensity of performed activity. Devices using more than
one accelerometer have been shown to be also more precise than pedometers at
slow walking speeds [20].

The development of the microelectromechanical systems (MEMS) technology
have made it possible to reduce the size and the costs of accelerometers [30].
The MEMS technology encouraged also numerous attempts to recognize more
specific activities such as Kung Fu moves, keyboard typing, writing on a white-
board, shaking hands, looking at the watch, workshop activities including sawing,
hammering, drilling and filing, gestures for American Sign Language and even
gestures used to instruct pilots after landing [22]. One of the most successful
researchers in this field - Ling Bao focused on more casual movements, such as
vacuuming, folding laundry, watching TV or brushing teeth [5]. As can be seen,
accelerometers have a wide range of application possibilities. In the monitoring
of the elderly the most important activities to be recognized are sitting, standing,
walking, ascending stairs, descending stairs and the transitions between standing
and sitting. The time needed to perform those movements can be also used to
predict the risk of falling [21].
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Sensors such as accelerometers provide only raw data that has to be processed
and analyzed. There are several approaches to activity recognition, most of them
are using one of the following models or classifiers:

– decision trees,
– hidden Markov models,
– artificial neural networks,
– Bayesian classifiers,
– wavelet transform,
– thresholds.

4.1 Decision Trees

Decision trees are hierarchical binary structures where broad classifications are
made in the top levels of the tree and more detailed subclassifications are made
at lower levels. They allow to divide the classifications into modules and to test
the algorithms independently. Decision trees were used by Bao and Intille [5],
Karantonis et al. [23] and Bonomi et al. [7].

The laboratory-based trial involving the presented tree has been undertaken
on six subjects using only one triaxial accelerometer [23]. Results indicate an
overall accuracy of 90.8% across a series of 12 tasks (283 tests) involving a variety
of movements related to normal daily activities. Distinction between activity and
rest has been performed without error.

Decision trees are one of the simplest methods to obtain satisfying results even
in real-time classifiers. They are slow to train but quick to run. The vast majority
of signal processing can be performed on board the wearable unit using embedded
intelligence. In the work of Bao et al. decision trees classifiers show the best
performance recognizing twenty everyday activities with an overall accuracy rate
of over 84% using 5 accelerometers [5]. Bonomi et al. have used one accelerometer
to identify types of physical activity based on daily energy expenditure. The
standard daily metabolic value (MET) has been obtained from a compendium
of physical activity. The features selected for the classification are: the standard
deviation of the acceleration in the vertical and medio-lateral directions of the
body, the average acceleration in the vertical direction of the body, the peak-
to-peak distance of the acceleration measured in the medio-lateral and antero-
posterior directions of the body, and the frequency peak of the power spectral
density of the acceleration measured in the vertical direction of the body. The
activities including lying, sitting or standing, active standing, walking, running
and cycling have been identified with overall accuracy of more than 93% (only
active standing recognition caused some problems and resulted in the accuracy
of 81%).

4.2 Hidden Markov Models

Another promising approaches are based on hidden Markov models (HMM),
a great statistical tool which allows representing probability distributions over
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sequences of observations. HMMs are used for arm gesture spotting module,
which is a part of a big system designed to monitor the overall physical activity
level of a person [22].

Wang et al. [56] has used a hidden Markov model to recognize six human
daily activities from sensor signals collected from a single waist-worn tri-axial
accelerometer. All training signals from the same activity class are modeled as
generated by a HMM, while a Gaussian Mixture Model (GMM) is used to model
the continuous observation for each hidden state. The tested signal is classified
to the activity class corresponding to the HMM with the highest likelihood.
The protocol includes six daily activities: walking, standing, running, jumping,
sitting-down, and falling-down. The accuracy of 94.8% has been achieved. Not
only the satisfying results but also the robustness and computational simplicity
of this method make it worth of interest.

4.3 Artificial Neural Networks

Artificial neural networks are the basis of many activity recognition systems.
They are modeled to resemble the human neural network and solve problems,
with the purpose of self-directed information processing. A hypersphere cluster-
ing with an incremental neural network has been used by Fourty et al. [17].

This ANN is part of a big embedded system called HEBE [17]. It has several
advantages:

– it can be easily implemented on a microcontroller,
– it is an incremental neural network, a new configuration can be learned

without the need of learning process using the whole set of examples,
– it avoids the consideration of statistics, which provides a learning phase less

sensitive to the learning set, and the rare events can be well identified
– unexplored spaces provide unknown responses and avoid misclassification.

A test on 5 subjects in a laboratory during 8h has shown a 20% rate of
misclassification due to differences between subjects. A personalized learning
process has been suggested for improvement.

Pärkä et al. [43] have automatically classified everyday activities like walking,
running, and cycling. Sixteen persons have taken part in the experiment acquir-
ing 31-hour data. Three classifiers including custom decision tree, automatically
generated decision tree and ANN have been compared yelding the accuracy of
82%, 86% and 82%, respectively. The authors suggest that an ANN might be
too prone to the noise of everyday data. The experiments conducted by Studen-
mayer [48] and Khan [25] in laboratory conditions using ANN, resulted in 88.8%
and 97.65% of recognition accuracy, respectively.

4.4 Bayesian Classifier

Naïve Bayesian classifier is based on Bayes theorem. It relies on a probabilistic
model of inertial data features, classes, and their relation. It is easy to build with
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simple iterative parameters and can be used for very large datasets [4,5,16,36].
Muscillo [36] has classifyied different locomotor activities during real life
condition, such as walking at different speeds, and with different slopes, stair
descending and ascending. His naïve 2D-Bayes classifier has been updated on-
line through the history of the estimated activities, in a Kalman-based scheme
achieved correct classification rates higher than 90% for young and higher than
92% for the elderly. Atallah [4] compares a K-nearest neighbour classifier with
different values of k to assess the effect of outlier points and a Bayesian clas-
sifier, where Gaussian distributions are used to model the priors of classes and
the posterior probability. His goal was to find the best position for a sensor for
different types of activities. The results for both methods were similarly high,
but in some cases the Bayesian classifier turned out to be even more precise.
Dobkin [16] uses a naïve Bayesian classifier to recognize walking, exercise, and
cycling and to measure the speed of walking after stroke. The Bayesian classifiers
give satisfying results in real life environment.

4.5 Wavelet Transform

Wavelet transforms are one of the most popular time-frequency-transforms. They
have been often used in activity recognition based on gait measurements. Nyan
[38] has described the classification of gait patterns among descending stairs,
ascending stairs and level walking activities using a single accelerometer. The
classification rates have been 97.72%, 93.18% and 93.93%, respectively. Godfrey
[19] has also reduced the number of sensors to one and has classified activities
such as sitting, standing, walking, and numerous postural transitions performed
under supervised conditions by young and elderly subjects. He used a scalar
product technique and vertical velocity estimates on a single tri-axial accelerom-
eter and then compared it to a proven discrete wavelet transform method that
incorporated accelerometers and gyroscopes. The activities were successfully de-
tected with a sensitivity of 83% and specificity of 89% for elderly healthy subjects
in home environment using the simplified algorithm. A complex wavelet approx-
imation algorithm with only one sensor results in power consumption of 4 mA,
which limits the recording period to 12h. These findings show that the wavelet
transform might be very accurate but not suitable for long-term monitoring.

4.6 Thresholds

The use of thresholds is one of the simplest approaches. The simplicity is a very
important feature in real-time monitoring systems. It allows the results to be
obtained quickly without high battery consumption. Lyons [28] has introduced
an accelerometer-based system that distinguishes between static and dynamic
activities and detects the basic postures of sitting, standing and lying. He has
used both, mid-point and “best suitable value”. The first threshold results in
accuracy of only 75%. Yet the application of the “best estimate” thresholding
has improved the classification rate to 93% in home environment. Previous find-
ings have shown that classificatin rate of 98% for the mid-point posture threshold
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approach, but the data acquisition was based on protocols in laboratory environ-
ments. Bussmann [9] has introduced the Activity Monitor (AM) using a pre-set
fixed threshold method for distinguishing postures and activities. While Buss-
mann needed five accelerometers to obtain the accuracy of more than 80%, three
years later Lyons used only two sensors (one on the trunk and one on the thigh).
Not only was the accuracy improved but also the comfort of the user, that should
not be forgotten while designing a telecare system.

5 Summary

Various attempts are being made to develop AAL systems. Their architecture
is usually similar while sensors used differ. For environment sensors movement
detectors are widely used, mainly due to their availability in commercial security
systems. Person’s privacy is kept in a higher degree than with the use of cameras,
yet the person recognition is limited. Forming and using a behavioral model
from uncertain data (when several people may be present in an apartment)
leads to improper reasoning. To overcome this issue person identification has
to be performed using wearable tag. However, while developing a tag device,
one can also equip it with ”panic” button, sensors, GSM and GPS modules to
develop an all-in-one device. Assuming that a wearable device is used daily by the
same person forming and using behavioral models to detect condition changes
is possible. Such a single device to be useful has to be properly designed to be
ergonomic for the elderly. Size, shape, color and especially interactive elements
( buttons, microphone, etc.) have to be optimized.
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Abstract. The article deals with the accelerometer and gyroscope mea-
surements and gravity vector components compensation. A part of work
involves also design and realization of device serving for acceleration and
angle rotation measurement. Within the work algorithm for gravity com-
pensation was tested.
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1 Introduction

Nowadays there are many solutions which serve for position detection or trans-
lation measurements. In these solutions various physical principles are used. For
example we can mention of hand computer mouse which is well known pointing
device. When we need to work in 2D it is without problems but working in 3D
space with conventional computer mouse based on optical principles is not possi-
ble. For solving this challenge the inertial device consisting of accelerometer and
gyroscope could be used. The data from accelerometer can provide information
about position of object and the gyroscope data could be useful for estimation
of rotation angle of the selected object. These measurements could be performed
by using integrated sensors available on the current market [1,2,3,4,5].

2 Device for Acceleration and Rotation Angle
Measurement

We used for our measurements LSM330DL device (Fig. 1). It is linear sensor
module with 3D accelerometer sensor and 3D gyroscope sensor fusion. Its mea-
surement principle is based on application of MEMS elements (Micro-Electro-
Mechanical Systems). This device can be controlled by microcontroller through
standard data protocols (I2C and SPI). We selected I2C communication protocol
because we needed microcontroller SPI pins being free for its programming. We
used microcontroller ATMEL - Atmega328P which is a low power 8-bit single
chip device.

E. Pietka, J. Kawa, and W. Wieclawek (eds.), Information Technologies in Biomedicine, 139
Volume 4, Advances in Intelligent Systems and Computing 284,
DOI: 10.1007/978-3-319-06596-0_13, c© Springer International Publishing Switzerland 2014
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Fig. 1. Realized device and LSM330DL circuit

2.1 I2C Communication

ATMEL describes its I2C protocol such the 2-wire Serial Interface (TWI). TWI is
ideally suited for typical microcontroller applications. The TWI protocol allows
systems designer to interconnect up to 128 different devices using only two bi-
directional bus lines, one for clock (SCL) and one for data (SDA). All devices
connected to the bus have individual addresses, and mechanisms for resolving
bus contention are inherent in the TWI protocol.

2.2 Data Acquisition

As described in the text above we used microcontroller for control of inertial
device. It is used also for collecting the data from accelerometer and gyroscope.
The acquired data are organized in frames as shown in the Fig. 2.

Fig. 2. Data frame

Then the data are sent via serial interface (using FT232RL which is serial to
USB converter) to computer where they are further processed. For the better
image how it works the program flowchart is shown on the Fig. 3.

Fig. 3. MCU configuration
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3 Accelerometer and Gyroscope Data Fusion

Positioning using inertial device such as accelerometer is based on the principle
of acceleration integration. When we calculate the first integral of the accelerom-
eter data we get velocity and after the second integration the result is actual
position of an object which location we want to know. This basic principle can
be described by the next equations:

v =
∫
adt (1)

s =
∫
vdt (2)

Measurement errors influence the accuracy of integration results. For that
reason we used high-pass filtering of the measured data for correction of these
errors (see Section 4).

3.1 Earth Gravity Problem

When we want to calculate first and second integral from measured acceleration
we encounter the Earth gravity problem. If the device is held in the standard
position (see Fig. 4) gravity vector is placed antiparallel with z-axis.

Fig. 4. Default position of device

We could simply subtract gravity vector [0 0 g] from the accelerometer data
but we want to move and to rotate the device in any direction. The device ro-
tation causes gravity acceleration decomposition to other axes and the gravity
cannot be simple subtracted. It is necessary to predict how the gravity accelera-
tion is redistributed to other axes. We used the algorithm described in the next
section [2,3,4,5].



142 S. Borik, B. Babusiak, and I. Cap

3.2 Quaternions

For simple gravity subtraction using gravity vector [0 0 g] we have to rotate the
device to the default position (see Fig. 4.) We can do this operation when we
know all rotation angles φ, θ and Ψ (see Fig. 4.) [1,2,3,4,5]. For estimation of
these rotation angles the gyroscope was used. Single angles can be calculated by
integration of gyroscope data (they are measured in [◦/s]). For data acquisition
we used sampling frequency 250 Hz and the gyroscope angular rate was set to 250
◦/s which correspond to the angular sensitivity 8.75 mdps/digit. The rotation
angle can be calculated:

φ =
∫ t2
t1
ωφdt (3)

where sg is angular sensitivity, ωφ is angular speed for rotation angle φ. The
same equation holds generally also for angles θ and ψ.

By using equation (3) we know the actual device rotation angle in all the axes
and we can rotate acceleration vector by using quaternions. The quaternion is
defined as four dimensional vector [1,2,3,4,5]:

q = s+ axi+ ayj + azk (4)

where s, ax, ay, az ∈ R, s denotes a ’degree’ of rotation, ax, ay, az are acceleration
vector components and i, j, k are the unit vectors of single axes of the given
coordinate system. Rotation using quaternion can be expressed by following
equation:

r = hqh̄ (5)

where h is the unit quaternion with vector part characterizes axis around which
we want to rotate vector expressed by quaternion q. The quaternion h and its
conjugate h̄ are described:

h =
[
cos
(
φ
2

)
sin
(
φ
2

)
xn sin

(
φ
2

)
yn sin

(
φ
2

)
zn

]
(6)

h̄ =
[
cos
(
φ
2

)
− sin

(
φ
2

)
xn − sin

(
φ
2

)
yn − sin

(
φ
2

)
zn

]
(7)

where φ is the rotation angle and xn, yn, zn are rotation axis normalized com-
ponents around which we rotate:

xn = x√
x2+y2+z2

, yn = y√
x2+y2+z2

, zn = z√
x2+y2+z2 (8)

Multiplication of two quaternions q1 = s1 + x1i + y1j + z1k and q2 = s2 +
x2i+ y2j + z2k can be calculated by using following matrix:

q1q2 =

⎡

⎢
⎢
⎣

s1s2 − x1x2 − y1y2 − z1z2
s1x2 + x1s2 + y1z2 − z1y2
s1y2 − x1z2 + y1s2 + z1x2
s1z2 + x1y2 − y1x2 + z1s2

⎤

⎥
⎥
⎦ (9)
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For vector rotation we can use also rotation matrix:

R =

⎡

⎣
s2 + x2 − y2 − z2 2xy − 2sz 2xz + 2sy

2xy + 2sz s2 − x2 + y2 − z2 2yz − 2sx
2xz − 2sy 2yz + 2sx s2 − x2 − y2 + z2

⎤

⎦ (10)

The quaternion components s, x, y and z are calculated from angles φ, θ and ψ
measured by gyroscope:
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(11)

The equation (10) serves for gravity removing by rotating actual vector to inertial
(default) position when gravity vector is [0 0 g]:

ai = RaTm + [0 0 g]T (12)

where am is measured acceleration vector [1,2,3,4,5]. Gravity removing algorithm
is described in the next block diagram:

Fig. 5. Flowchart of gravity removing algorithm
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4 Measurement Results

4.1 Gravity Components Removing

For designed algorithm testing we selected following rotation sequence. We ro-
tated realized device (see Fig. 1) around its y-axis from 0 to 360 degrees. This
movement causes gravity vector decomposition to x and z-axes. We can see mea-
sured signal in the Fig. 6(a) and Fig. 6(b).

(a) measured from x-axis (b) measured from z-axis

Fig. 6. Acceleration signal

Red curves characterize acceleration in x-axis (Fig. 6(a)) and z-axis (Fig.
6(b)). Blue curves are acceleration data after application algorithm for remov-
ing Earth gravity. We can see that blue curves contain only dynamic part of
acceleration.

4.2 Position Measurement Testing

To test functionality of used algorithm we have selected circular trajectory with
diameter d = 0.2 m in x-y plane. We tested the double integration of acceleration
data with quaternion correction. The measurements were performed by using
high-pass filter and without it. The cutoff frequency of used high-pass filter was
0.6 Hz. In this way removing of static gravity was achieved The experiment
duration was about 10 s and the magnitude of acceleration was around 1 g. The
next figures show measurement results:

It results from the Figures 7(a) and 7(b) that better measurement accuracy
can be achieved by filtering accelerometer data. Measured diameter of circle was
approximately 0.18 m.

4.3 Device Applications

Realized device can be used in many application areas such as listed in the
LSM330DL data-sheet:

– GPS navigation systems
– Impact recognition and logging
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(a) without application of high-pass filter (b) with application of high-pass filter

Fig. 7. Position measurement

– Gaming and virtual reality input devices
– Motion-activated functions
– Intelligent power saving for handheld devices
– Vibration monitoring and compensation
– Free-fall detection
– 6D-orientation detection

In biomedical engineering area we see appropriate application solution in anal-
ysis of spinal curvature because the spinal curvature is one of the most important
parameters in quantitative anatomical spine evaluation [6]. The device could find
its application also directly in hospitals for example in the intensive care unit
departments where it could serve as the auxiliary device connected with record-
ing system optimized for long term measurement of bed headrest elevation angle
described in [7] - our solution would help to detect changes of headrest position
as well as would be helpful at detection of artifacts.

5 Conclusion and Future Work

Designed device can be used for acceleration and rotation angle measurements.
Used signal processing algorithm can be used for Earth gravity compensation in
accelerometer and gyroscope measurements. This compensation is necessary for
removing static gravity component from measured data because at integrating
of accelerometer signal it will cause calculation errors and the position measure-
ment it will be not possible. Our future work will be focused on data processing
algorithm improvements and on design of algorithm for actual object position
estimating and spinal curvature analysis.
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Abstract. The paper presents a concept of an Ambient Assisted Living
system for daily monitoring of the elderly. Description and testing of
the prototype of a mobile data acquisition device for physical activity
detection using inertial sensors is made. Testing has been performed on
a mechanical test stand and a group of healthy individuals during normal
walking. The purpose has been to assess the repeatability of acquired
data. Obtained results are satisfactory and further development takes
place.
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1 Introduction

The contemporary world is growing mature. As World Health Organization data
shows1, life expectancy for children born in developed countries in 2011 countries
reaches 75-90 years. With birth rate already lower than death rate in some
regions2 it is expected, that a society will soon face increasing number of age-
related problems. One of them is how to effectively care, diagnose and treat elder
people keeping them as active members of society as long as possible.

It is a complex problem and many different issues need to be considered before
effective solutions will wildly be accepted:

– should medical procedures be identical for elder and young people?
– how to prevent age-related diseases?
– how to aid elder people in overcoming life-difficulties related to age?
– etc.

1 Life expectancyatbirth: female (http://gamapserver.who.int/mapLibrary/Files/
Maps/Global_LifeExpectancy_females_2011.png and male http://gamapserver.
who.int/mapLibrary/Files/Maps/Global_LifeExpectancy_males_2011.png,
2011.

2 Crude birth and death rate:
http://apps.who.int/gho/data/node.main.CBDR107?lang=en

E. Pietka, J. Kawa, and W. Wieclawek (eds.), Information Technologies in Biomedicine, 147
Volume 4, Advances in Intelligent Systems and Computing 284,
DOI: 10.1007/978-3-319-06596-0_14, c© Springer International Publishing Switzerland 2014
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Answers may be given by medical, sociological and engineering experts. The
members of the former groups will likely focus more on health-related aspects
and prevention, while latter provide various applications of modern technologies
suited to elderly people’s needs.

Personal monitoring as a tool created to both keep elderly people indepen-
dent and detect medically relevant symptoms of incoming breakdowns fits all
categories. It presents some weaknesses, though.

A shortcoming of personal electronic monitoring, with respect to the presence
of a real person, expresses itself by limited nature of continuous information
flow from the patient. Traditional, multi-sensoric contact with other person in-
cludes, among others, sight, hear, touch and extra-verbal communication. In an
inheritable manner it allows fuzzy reasoning while determining interventions.
System developed by engineers, by using sensors and wearable processing units
is nowadays hardly able to copy this behavior and provide similar level of protec-
tion. Nevertheless some attempts are made and Ambient Assisted Living (AAL)
systems are constructed.

State-of-the-art systems handle some tasks typically performed by a human
assistant. Information about current condition or actions (various kinds of sen-
sors) of the monitored subject is processed to detect known (less or more severe)
threats. The specific objective is the use of diagnostic information to distin-
guish the state of subjectively perceived discomfort from the objective state of
emergency and protect human in the latter case.

To meet growing expectations, Ambient Assisted Living systems are subjects
of ongoing research. Their application in general is to support the elderly and
provide better care by medical units. However many variants have been de-
veloped. Starting from systems designed specifically for hospitals [12] and care
units [11] providing not only activity monitoring but also localization within the
area. Requirements imposed onto such systems assume that the staff is always
nearby and ready to react in an emergency. This is quite different in systems
devoted to home monitoring of solitary people, where not only data is acquired
from the person but also from his environment [13,2]. Incorporating data from
person’s environment may enhance detection of abnormal activities. As an ad-
ditional feature one may consider the functionality of home security from gas or
smoke [10]. Some systems are built with the use of PIR movement detectors [8]
or cameras [14]. However, as providing most useful information and at the same
time not violating subject’s discretion are systems utilizing wearable movement
detectors [5,6]. Various activities can be detected and analyzed, especially fall
detection is considered as the most important. Long term data analysis may
discover trends in changes of the behavior that might indicate that the person
may require continuous support by a human caregiver. The system should also
provide possibility of voice communication [5].

In this paper a concept of an ALL system and initial tests of a monitoring
device are presented. The paper is organized as follows: the next section describes
the system, then Section 3 presents the prototype of the monitoring device,
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followed by testing and data analysis in Section 4. Discussion on obtained results
conclude the paper in the last section.

2 Concept of the System

In this study a new Ambient Assisted Living (AAL) system is introduced. The
general aim of the system is to ensure well-being of the elderly people (patient)
who are living (possibly alone) in their homes. The basic assumption is, that
although patient’s medical condition or age places him/her in higher risk group
for downfalls, fainting etc, the subject can still live normal life as long as possible
threats or dangerous changes in condition will be detected (or even predicted)
in time to provide suitable help.

Five specific goals have been defined:

– detect present incidents and threats and automatically raise an alarm,
– estimate short-term risk of a dangerous situation possible to occur during the

ongoing day to give a caregiver chance to react before the incident happens,
– forecast long-term degradation of patient’s condition that might indispose

independent living due to unacceptable high risk of dangerous situation (fall,
lack of consciousness, hypokinesy, etc.),

– establish continuous possibility of providing help on demand and reacting to
emergency situations (e.g. alarm button, voice communication etc.)

– gathered data with diagnostic significance should be archived to permit geri-
atrics (medical) evaluation.

Some of them can be accomplished only by an on-line data processing (e.g.
detection of present incidents). Other goals put various constraints on the system
(analysis of huge amount of long-term data should be possible, system availability
is crucial for safety etc.) Detailed analysis allowed a hierarchical architecture to
be proposed (Fig. 1).

Fig. 1. System architecture
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In the proposed solution the patient is equipped with a mobile data acqui-
sition device (MDAD) collecting data from various distributed sensors. MDAD
preprocesses acquired data and forwards it to a home endpoint (HE). HE may
perform further data processing but is also a gateway to a central system (CS)
– a heart of the whole AAD system. Part of the CS – the telecare (TC), provide
continuous support for all monitored patients.

In this architecture, real time data processing required to generate urgent
notifications or alarms can be performed both in MDAD (less demanding algo-
rithms) or HE (more advanced computations) even without being connected to
the CS. In such case, HE may also serve as a buffer for data sent from MDAD.

Long-term forecast generation and data gathering is a task of CS. The CS
perform analysis of long-term trends to detect alarming evolution of patient’s
state and provide diagnostic data and other relevant information to geriatric
physician, physiotherapist etc.

In other words, the CS center is equipped with IT system capable of:

– archiving large amounts of data,
– providing long-term data analysis using statistical and datamining methods,
– providing two-way voice (or video) communication with the patient (TC),
– enabling access by qualified experts to perform diagnosis based on gathered

and processed data.

The proposed architecture conforms to systems described in the literature. The
patient monitoring is based on the analysis of physical activities. This includes:
(1) overall activity level, typical (2) daily behavior patterns, and (3) movement
analysis form main data stream. Currently accelerometric data is used as most
discriminative. Other MDAD provided signals3 (blood pressure, pulse, temper-
ature) are still considered as supplementary but not used at present. Dangerous
situations detected by the monitoring system, like increasing number of falls,
slips, loss of balance or, on the contrary, prolonged periods of inactivity give
information about degradation of patient’s condition.

In other words, in the proposed AAL system, the main source of data is the
mobile data acquisition device. Analysis of MDAD-provided parameters per-
mit the current patient state and its changes to be assessed. When an expert
knowledge is provided, based on the same data more advanced reasoning is also
possible and a forecast can be generated. MDAD must therefore be the most
reliable and robust element of the system.

This paper focuses on the MDAD design and testing.

3 Mobile Data Acquisition Device

Mobile Data Acquisition Device is a set of electronic devices worn by a patient.
The MDAD consists of the following parts (Fig. 2):
3 Incorporation of environmental sensors like atmospheric pressure, humidity or am-

bient temperature, intensively perceived by some people and influencing their state
is also under research.
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– inertial sensors equipped with 3-axial accelerometer, 3-axial gyroscope and
a magnetometer,

– integrating device controlling the sensor modules and performing signal pre-
processing,

– additional instruments (i.e. microphone, pulsometer).

Fig. 2. Mobile Data Acquisition Device

Initially, 5 inertial sensors are to be placed in the following manner:

– above ankle of each leg (2),
– on waist laterally (2),
– on person’s back at T6 vertebra (1).

Such sensor placement enables not only measuring activity level or performing
recognition of activity type but also detecting abnormal behavior [1].

The MDAD prototype has been developed that conforms to the above archi-
tecture and is composed of:

– 5 MPU6050 sensor modules,
– Raspberry PI model B as the integrating and controlling device,

and is controlled by custom software developed in C++ language. Acquired data
are available through a wireless link.

4 MDAD Testing

The prototype has been subjected to testing mainly to assess repeatability and
similarity of signals acquired by all 5 sensors. Two variants of testing procedure
have been performed. First, a stable arm has been employed in order to evaluate
the repeatability of measurements and comparability of sensors. Then, the signals
acquired by sensors attached to a person back have been registered in order to
assess the intra- and inter-trial variability.
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4.1 Measurement Procedures

In the first attempt a robotic arm has been employed (ROBOTICS SOLU-
TIONS4 Fig. 3). The MDAD prototype has been attached to the robot arm
then, the robot has performed predefined movements and the signals from five
sensors have been recorded. Only the signals recorded by the sensors during the
execution of movements in three directions: X, Y, Z have been analyzed. The
presence of noise caused by the arm vibrations excluded the signal from a further
analysis.

Fig. 3. Testing with the use of robotic arm

Second MDAD evaluation attempt has been made using mechanical arm
(Fig. 4) with only one degree of freedom (rotation along vertical axis). All sen-
sors have been firmly attached and 10 trials have been performed. Each trial
starts with releasing of the arm, followed by angular acceleration and ending in
an impact. Thus two of three sensing axes (X and Z) could be measured.

Final evaluation procedure have focused on repeatability of signals during
normal walking. Tests have been performed on a randomly selected group of
healthy people aged between 26 and 38 years. During this testing phase sub-
jects have been wearing all 5 sensors attached to their backs (Fig. 5) and have
been walking along a straight path. Other than sensor-dependent errors can be
caused by movements of the patient specific anatomical structures, such as chest
movement during respiration. Analysis of the available literature [7,9] states,
however, that there is no need to eliminate these interferences due to introduced
vanishingly small noise. The aim of those tests has been to assess the similarity

4 www.R-S.com.pl

www.R-S.com.pl
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Fig. 4. Testing using mechanical arm

between signals acquired in conditions similar to the normal use and compare
them to those obtained in controlled conditions (mechanical excitation). In all
testing scenarios the sensors have been working at sampling frequency of 100Hz.

Fig. 5. Testing during walking

4.2 Data Analysis

Before the analysis all acquired waveforms have been subject to low pass median
filtering. Then, two aspects of repeatability have been analyzed:

– inter-sensor cross correlation for each trial (intra-trial),
– inter-sensor cross correlation between trials (inter-trial).
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Fig. 6. Waveforms acquired by all accelerometers during trial 6 of mechanical excitation

The iter- and intra-trial accuracy has been found by correlating the sig-
nals within a predefined time window. A fiducial point that gates the signals
is searched on a root-sum-of-squares (RSS, [3,4]) waveform (Fig. 6)

RSS =

√√√
√

id=5∑

id=1

[x2id + y2id + z2id], (1)

where id indicates the sensor and x, y, z are values registered by them in each
direction. Sample for which RSS increase exceeds value 0.5 is referred to as
a fiducial point. The left edge of the window has been marked by selecting 200
samples registered before the fiducial point. Vertical red lines in Fig. 6 represent
the obtained time window. Waveforms shown in Fig. 7 were subject to windowing
operation. The waveforms within the obtained time window are shown in Fig. 8.

Next, correlation coefficients (CCs) between signals acquired during each trial
have been calculated within the selected window. The analysis has been done
separately for each sensing axis and trial giving in total 20 matrices 5x5. The
p-values have been also calculated. Exemplary results are presented in Table 1.
Minimal, average and maximal values of correlation coefficients between sensors
for a specific trial are shown in Table 2 and in Table 3 – for a given sensor
between trials.
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Fig. 7. Waveforms acquired during all trials by accelerometer ID=2 during mechanical
excitation

(a) (b)

Fig. 8. Waveforms time-windowing: (a) single trial, all sensors, (b) single sensor, all
trials
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Table 1. Exemplary matrix of CCs and p–Values between sensors for a single (6th)
trial

(a) CCs, x axis

Accel1 Accel2 Accel3 Accel4 Accel5
Accel1 1.0000 0.9807 0.9905 0.9831 0.9818
Accel2 0.9807 1.0000 0.9806 0.9953 0.9950
Accel3 0.9905 0.9806 1.0000 0.9835 0.9801
Accel4 0.9831 0.9953 0.9835 1.0000 0.9941
Accel5 0.9818 0.9950 0.9801 0.9941 1.0000

(b) CCs, z axis

Accel1 Accel2 Accel3 Accel4 Accel5
Accel1 1.0000 0.9926 0.9935 0.9909 0.9915
Accel2 0.9926 1.0000 0.9938 0.9985 0.9973
Accel3 0.9935 0.9938 1.0000 0.9930 0.9919
Accel4 0.9909 0.9985 0.9930 1.0000 0.9979
Accel5 0.9915 0.9973 0.9919 0.9979 1.0000

(c) p-values, x axis

Accel1 Accel2 Accel3 Accel4 Accel5
Accel1 1.00e+00 2.96e-142 1.94e-172 5.48e-148 8.07e-145
Accel2 2.96e-142 1.00e+00 5.29e-142 6.53e-203 4.86e-200
Accel3 1.94e-172 5.29e-142 1.00e+00 5.44e-149 5.62e-141
Accel4 5.48e-148 6.53e-203 5.44e-149 1.00e+00 4.71e-193
Accel5 8.07e-145 4.86e-200 5.62e-141 4.71e-193 1.00e+00

(d) p-values, z axis

Accel1 Accel2 Accel3 Accel4 Accel5
Accel1 1.00e+00 2.38e-183 4.37e-189 1.99e-174 2.56e-177
Accel2 2.38e-183 1.00e+00 1.44e-190 1.00e-251 5.06e-227
Accel3 4.37e-189 1.44e-190 1.00e+00 1.49e-185 1.71e-179
Accel4 1.99e-174 1.00e-251 1.49e-185 1.00e+00 6.29e-238
Accel5 2.56e-177 5.06e-227 1.71e-179 6.29e-238 1.00e+00

The inter- and intra-trial waveforms are shown in Fig. 8. The presentation of
all sensor measures superimposed within one trial is followed by a superposition
of results given by one randomly selected sensor during 10 independent trials.

Similar analysis has been performed on data acquired during the walking
test. After median filtering, the waveforms have been time-windowed to 10 gait
periods and analyzed as previously. Fig. 9 presents the waveforms after time
windowing, showing waveforms from all sensors during one trial, and waveforms
from sensor 5 during all trials.

Similarly, the CCs have been computed and summarized in a per-sensor (Ta-
ble 4) and per-trial (Table 5) manner.
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Table 2. Summary of CCs between sensors for a specific trial (in all cases p < 0.05)

Trial x axis z axis
min max avg min max avg

1 0.9791 0.9952 0.9888 0.9924 0.9966 0.9946
2 0.9802 0.9942 0.9882 0.9820 0.9969 0.9904
3 0.9784 0.9930 0.9893 0.9844 0.9960 0.9914
4 0.9789 0.9933 0.9878 0.9911 0.9959 0.9928
5 0.9733 0.9931 0.9853 0.9833 0.9956 0.9891
6 0.9801 0.9953 0.9865 0.9909 0.9985 0.9941
7 0.9889 0.9945 0.9925 0.9904 0.9969 0.9932
8 0.9766 0.9947 0.9860 0.9807 0.9963 0.9900
9 0.9857 0.9955 0.9891 0.9829 0.9976 0.9904
10 0.9800 0.9919 0.9873 0.9772 0.9964 0.9875

Worst case: 0.9733 0.9955 0.9881 0.9772 0.9985 0.9914

Table 3. Summary of CCs between trials for a specific sensor (in all cases p < 0.05)

Sensor x axis z axis
min max avg min max avg

1 0.9625 0.9962 0.9857 0.9792 0.9967 0.9902
2 0.9707 0.9954 0.9876 0.9760 0.9965 0.9894
3 0.9584 0.9943 0.9861 0.9778 0.9975 0.9890
4 0.9694 0.9954 0.9887 0.9793 0.9969 0.9899
5 0.9731 0.9945 0.9886 0.9878 0.9965 0.9926

Worst case: 0.9584 0.9962 0.9873 0.9760 0.9975 0.9902

(a) (b)

Fig. 9. Waveforms after time-windowing: (a) single trial, all sensors, (b) single sensor,
all trials
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Table 4. Summary of CCs between sensors for a specific walking trial (in all cases
p < 0.05)

Trial x axis y axis z axis
min max avg min max avg min max avg

1 -0.6548 0.9402 -0.0311 0.7431 0.9785 0.8847 -0.4834 0.9485 0.3350
2 -0.7030 0.9429 -0.0069 0.5563 0.9574 0.8124 0.6683 0.9431 0.8113
3 -0.6488 0.9183 0.2016 0.7336 0.9845 0.8872 0.6549 0.9549 0.8145
4 0.5948 0.9519 0.7764 0.5734 0.9770 0.8178 -0.4739 0.9436 0.3335
5 0.3915 0.9216 0.6480 0.6331 0.9676 0.8366 -0.3825 0.9396 0.3493
6 0.4431 0.9259 0.6710 0.6618 0.9744 0.8468 0.5590 0.9533 0.7795
7 -0.6985 0.9243 -0.0446 0.8418 0.9903 0.9325 -0.3122 0.9088 0.3267
8 -0.8017 0.8910 -0.1348 0.8235 0.9905 0.9162 -0.2303 0.8877 0.3243

Worst case: -0.8017 0.9519 0.2600 0.5563 0.9905 0.8668 -0.4834 0.9549 0.5093

Table 5. Summary of CCs between trials for a specific sensor (in all cases p < 0.05)

Sensor x axis y axis z axis
min max avg min max avg min max avg

1 -0.6209 0.8337 0.2877 0.5794 0.9182 0.7513 0.2872 0.8991 0.5260
2 -0.5067 0.8445 0.3675 0.5440 0.9785 0.7535 0.2978 0.8867 0.5712
3 0.4165 0.8564 0.6172 0.5636 0.9174 0.7356 -0.7209 0.8557 0.3214
4 0.4316 0.8208 0.6118 0.5849 0.9059 0.7547 -0.5523 0.9057 0.3678
5 -0.5320 0.8408 0.3148 0.5893 0.9284 0.7348 0.3447 0.8784 0.6166

Worst case: -0.6209 0.8564 0.4398 0.5440 0.9785 0.7460 -0.7209 0.9057 0.4806

5 Conclusions

Results obtained form mechanical excitation tests show statistically significant
high correlation between acquired data. However, constant value offsets can be
observed and require correction if velocity or displacement calculation and anal-
ysis is performed.

Data registered during the walking test show that waveforms on x and z
axis are in some trials off-phase. This result could be expected due to sensor
placement and considering individual walking patterns. When walking the trunk
performs rotation along vertical axis, thus sensors placed laterally from spine are
in opposite phase. However, not in all individuals this could be observed, but
has to be taken into consideration in further analysis. Another aspect is sensor
mounting. Currently the sensors are being fixed to the body using velcro strips,
what causes additional variation of acquired signals due to hindered mounting
in exactly the same place on the body.

Despite the noticed problems, it can be concluded that the MDAD is useful
as movement data acquisition device and is being constantly improved. Fur-
ther research focuses on improving reliability and incorporating other sensing
modalities.
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Abstract. The paper presents an advanced method of recognition of
patient’s intention to move of multijoint hand prosthesis during the
grasping and manipulating objects in a dexterous manner. The proposed
method is based on a two-level multiclassifier system (MCS) with hetero-
geneous and homogeneous base classifiers dedicated to EMG and MMG
biosignals and with combining mechanism using a dynamic ensemble se-
lection scheme and probabilistic competence function. The performances
of two MCSs with the proposed competence function and combining
procedure were experimetally compared against three benchmark MCSs
using real data concerning the recognition of six types of grasping move-
ments. The systems developed achieved the highest classification accu-
racies demonstrating the potential of multiple classifier systems with
multimodal biosignals for the control of bioprosthetic hand.

Keywords: Multiclassifier system, Competence measure, Hand grasping
movements.

1 Introduction

Nowadays, many researchers focus on Multiple Classifier Systems (MCS) be-
cause this approach has been shown to outperform single classifiers for a wide
range of classification problems. Two main approaches used for the combination
of classifiers in the ensemble, are classifier fusion and classifier selection [7]. In
the first approach, all classifiers in the ensemble contribute to the decision of
the MCS, e.g. through sum or majority voting. In the second approach, a single
classifier is selected from the ensemble for each test example and its decision is
used as the decision of the MCS. The selection of a classifier can be either static
or dynamic. In static classifier selection, a region of competence in the feature
space is assigned for each classifier during the training phase and classification
is made by the classifier assigned to the competence region that contains the
test example. In dynamic classifier selection, competences of classifiers are cal-
culated during the classification phase, i.e. at the time when the test example
is presented. The classifier with the highest value of competence is used for the
classification of the test example.

E. Pietka, J. Kawa, and W. Wieclawek (eds.), Information Technologies in Biomedicine, 163
Volume 4, Advances in Intelligent Systems and Computing 284,
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Recently, dynamic ensemble selection (DES) methods are intensively devel-
oped as an effective approach to the construction of multiple classifier systems
([12,23,24]). In these methods, first an ensemble of base classifiers is dynamically
selected and then the selected classifiers are combined by majority voting. The
most DES schemes use the concept of classifier competence on a defined neigh-
bourhood or region, such as the local accuracy estimation, Bayes confidence
measure, multiple classifier behaviour or probabilistic model, among others.

In this study the multiclassifier system was applied to the recognition of hand
grasping movements, which is a fundamental problem in the control of the dex-
terous bioprosthetic hand [16]. The proposed method is based on a two-level
multiclassifier system (MCS) with heterogeneous and homogeneous base classi-
fiers dedicated to EMG and MMG biosignals and with combining mechanism
using a dynamic ensemble selection scheme and original probabilistic compe-
tence function. This paper is a sequel to the authors’ earlier publications [8,9,10]
and it provides an extension of the results included therein.

The paper arrangement is as follows. Chapter 2 includes the concept of pros-
thesis control system based on the recognition of patient intent and provides an
insight into steps of the whole recognition procedure. Chapter 3 presents the
key recognition algorithm based on the multiclassifier system with the dynamic
ensemble classifier selection strategy. Chapter 4 presents experimental results
confirming adopted solution and chapter 5 concludes the paper.

2 Recognition of Hand Movements as a Tool for
Bioprosthesis Decison Control

Existing active prostheses of hand are generally controlled on myoelectric way
– they react to electrical signals that accompany the muscle activity (called
electromyography signals – EMG signals). The control is feasible since after the
amputation of the hand, there remain a significant number of the muscles in
the arm stump that normally controlled the finger action. The tensing of these
muscles still depends on the patient will and may express her/his intentions as
to the workings of her/his prosthesis [13,26].

Nevertheless, reliable recognition of intended movement using only the EMG
signals analysis is a hard problem. A recognition error increases along with the
cardinality of movement repertoire (i.e. with prosthesis dexterity). A natural
solution to overcome this error and increasing the efficiency of the recognition
stage may be achieved through the following activities:

1. by introducing the concept of simultaneous analysis of two different types of
biosignals, which are the carrier of information about the performed hand
movement – authors studied the fusion of EMG signals and the mechanomyo-
graphy signals (MMG signals)[9];

2. through improving the recognition method – authors proposed to use the
multiclassifier system with heterogeneous and homogeneous base classifiers
dedicated to particular registered biosignals;



Multiclassifier Systems Applied to the Recognition of Hand Movements 165

3. by the appropriate choice of feature extraction methods (biosignals param-
eterization) justified by the experimental results of comparative analysis.

The above analysis shows, that – according to authors’ proposition – the
bioprosthesis control is performed by recognizing its intended movement on the
base of classification of EMG and MMG signals from the user arm stump. This
requires the development of three stages:

1. acquisition of signals;
2. reduction of dimensionality of their representation;
3. classification of signals.

The acquisition must take into account the nature of the measured signals and
their measurement conditions. A quality of the obtaining information depends
essentially on the ratio of the measured signal power to the interfering signal
power, defined as SNR (Signal to Noise Ratio). For the non-invasive methods of
measurements carried out on the surface of the patient’s body, it is difficult to
obtain a satisfactory SNR [2]. The noise amplitude usually exceeds many times
the amplitude of the measured signal. For the EMG signals the amplitude of
voltages induced on the patient body as a result of the influence of external
electric fields, may exceed more than 1000 times, the value of useful signals.
To overcome this difficulty a differential measurement system was applied. The
system encompasses two signal electrodes placed above the examined muscle and
an reference electrode placed as far as possible above electrically neutral tissue
(above a bone or a joint). Signals obtained from signal electrodes are subtracted
from each other and amplified. The common components, including surrounding
noise, are thus excluded and the useful signal is amplified.

The MMG signals are mechanical vibrations propagating in the limb tissue
as the muscle contracts. They have low frequency (up to 200 Hz) and small
amplitude and can be registered as a "muscle sound" on the surface of the
skin using microphones [14,20]. This sound carries essential information about
individual muscle group excitation. The basic problem when designing the MMG
sensor is to isolate the microphone from the external sound sources along with
the best acquisition of the sound propagating in the patient’s tissue.

After the acquisition stage, the recorded signals have the form of strings of
discrete samples. Their size is the product of measurement time and sampling
frequency. For a typical motion, that gives a record of size between 3 and 5
thousand of samples (time of the order of 3-5 s, and the sampling of the order
of 1 kHz). This “primary” representation of the signals hinders the effective
classification and requires the reduction of dimensionality. This reduction leads
to a representation in the form of a signal feature vector. To determine the
algorithm of features extraction, the database records were analyzed in time
and frequency using Short Time Fourier Transform (STFT). Fig. 1 shows the
exemplary results.

As we can see, the MMG histogram has two amplitude peaks: at the beginning
and at the end of the movement, and relatively low amplitude in the middle
while the EMG histogram shows a peak in the middle of the movement time
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Fig. 1. Exemplary histograms for EMG signal (left) and for MMG signal (right)

span. The analyses of histograms for the tested movements allowed selecting the
localization of the best signal features (the best points in time and frequency)
securing the best differentiation of the movements.

The resulting algorithm has the following form:

Step 1. Extract from the recorded signal, the signal segments representing the
specified movements (using video information). Each extracted segment has new
time span (t ∈ [0, T ]);
Step 2. Apply the STFT to each segment;
Step 3. Choose as signal features the values from the STFT product corre-
sponding to the k (most representative) time slices;
Step 4. Repeat steps 2 and 3 for every channel;
Step 5. Use all the obtained (in steps 2 and 3) values as elements of the feature
vector representing the analyzed signal segment.

This procedure allows creating input vectors with an adjustable size. The
structure of this feature vector used as an input in the classifier is given by:

(ACHi
t1 , ACHi

t2 , . . . , ACHi
tk

)i=1,2,...,n, (1)

where k is the number of time slices and n denotes the number of signal channels.
Although different methodological paradigms can be used as a classifier con-

struction, we suggest using multiclassifier systems (MCS) with base classifier
dedicated to particular registered biosignals and with the dynamic ensemble se-
lection method using original procedure of fusion/selection based on competence
measure.

3 Multiclassifier System

3.1 Preliminaries

In the multiclassifier (MC) system we assume that a set of trained classifiers
Ψ = {ψ1, ψ2, . . . , ψL} called base classifiers is given. A classifier ψl is a function
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ψl : X → M from a feature space to a set of class labels M = {1, 2, . . . ,M}.
Classification is made according to the maximum rule

ψl(x) = i⇔ dli(x) = max
j∈M

dlj(x), (2)

where [dl1(x), dl2(x), . . . , dlM (x)] is a vector of class supports (classifying func-
tion) produced by ψl. Without loss of generality we assume that dlj(x) ≥ 0 and∑

j dlj(x) = 1.
The ensemble Ψ is used for classification through a combination function

which, for example, can select a single classifier or a subset of classifiers from
the ensemble, it can be independent or dependent on the feature vector x (in
the latter case the function is said to be dynamic), and it can be non-trainable
or trainable [7]. The proposed multiclassifier system uses dynamic ensemble se-
lection (DES) strategy with trainable selection/fusion algorithm. The basis for
dynamic selection of classifiers from the pool is a competence measure c(ψl|x) of
each base classifier (l = 1, 2, . . . , L), which evaluates the competence of classifier
ψl, i.e. its capability to correct activity (correct classification) at a point x ∈ X .
For the training of competence it is assumed that a validation set

V = {(x1, j1), (x2, j2), . . . , (xN , jN )}; xk ∈ X , jk ∈ M (3)

containing pairs of feature vectors and their corresponding class labels is available.
The construction of the competence measure consists of the two following

steps. In the first step, a hypothetical classifier called a randomized reference
classifier (RRC) is constructed. The RRC can be considered to be equivalent
to the classifier ψl and its probability of correct classification Pc(RRC)(xk) can
be used as the competence C(ψl|xk) of that classifier. In the second step, the
competences C(ψl|xk), xk ∈ V are used to construct the competence function
c(ψl|x). The construction is based on extending (generalizing) the competences
C(ψl|xk) to the entire feature space X . The next two subsections describe the
steps of the method in detail.

3.2 Randomized Reference Classifier

The RRC is a stochastic classifier and therefore it is defined using a probability
distribution over the set of class labelsM or, assuming the canonical model of clas-
sification, over the product of class supports [0, 1]M . In other words, the RRC uses
the maximum rule and a vector of class supports [δ1(x), δ2(x), . . . , δM (x)] for the
classification of the feature vector x, where the j-th support is a realization of a
random variable (rv)Δj(x). The probability distributions of the rvs are chosen in
such a way that the following conditions are satisfied (throughout this description,
the index l of the classifier ψl and its class supports is dropped for clarity):

(1) Δj(x) ∈ [0, 1];
(2) E[Δj(x)] = dj(x), j = 1, 2, . . . ,M ;
(3)
∑
j=1,2,...,M Δj(x) = 1,
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where E is the expected value operator. The above definition denotes that the
RRC can be considered to be equivalent to the classifier ψ for the feature vector
x since it produces, on average, the same vector of class supports as the modeled
classifier.

Since the RRC performs classification in a stochastic manner, it is possible to
calculate the probability of classification of an object x to the i-th class:

P (RRC)(i|x) = Pr[∀k=1,...,M, k �=i Δi(x) > Δk(x)]. (4)

In particular, if the object x belongs to the i-th class, from (4) we simply get
the conditional probability of correct classification Pc(RRC)(x).

The key element in the modeling presented above is the choice of probability
distributions for the rvs Δj(x), j ∈ M so that the conditions 1-3 are satisfied. In
this paper beta probability distributions are used with the parameters αj(x) and
βj(x) (j ∈ M). The justification of the choice of the beta distribution, resulting
from the theory of order statistics, can be found in [23].

Applying the RRC to a validation point xk and putting in (4) i = jk, we get
the probability of correct classification of RRC at a point xk ∈ V :

Pc(RRC)(x) =

∫ 1

0

b(u, α1(xk), β1(xk))

[
M∏

j=2

B(u, α1(xk), β1(xk))]du, (5)

where B()̇ is a beta cumulative distribution function. The MATLAB code
for calculating probabilities (5) was developed and it is freely available for
download [25].

3.3 Measure of Classifier Competence

Since the RRC can be considered equivalent to the modeled base classifier ψl ∈ Ψ ,
it is justified to use the probability (5) as the competence of the classifier ψl at
the learning point xk ∈ S, i.e.

C(ψl|xk) = Pc(RRC)(xk). (6)

The competence values for the validation objects xk ∈ V can be then extended
to the entire feature space X . To this purpose the following normalized Gaussian
potential function model was used ([22]):

c(ψl|x) =
∑

xk∈V C(ψl|xk)exp(−dist(x, xk)2)
maxx∈X

∑
xk∈V C(ψl|xk)exp(−dist(x, xk)2)

, (7)

where dist(x, y) is the Euclidean distance between two objects x and y.
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3.4 Dynamic Ensemble Selection System

Since recognition of the patient’s intent is made on the basis of analysis of two
different biosignals (EMG and MMG), the multiple classifier system – according
to the proposed concept of the recognition method – consisits of two submulti-
classifiers, each of them dedicated to particular types of data. It leads to the two
level structure of MC system presented in Fig. 2, in which the DES method is
realized at the first level, whereas the combining procedure at the second level
is consistent with the continuous-valued dynamic fusion scheme.

Combiner
(selection & fusion)

Multiclassifier 1

. . . . . .
Features of
EMG signal

Combiner
(selection & fusion)

Multiclassifier 2

. . . . . .
Features of
MMG signal

Fuser Recognized class
of hand action

Fig. 2. Block diagram of the proposed multiclassifier system

DES Systems at the First Level. Let Ψ1 and Ψ2 denote sets (ensembles) of
base classifiers dedicated to the EMG and MMG signals, respectively. The DES
system for the ensemble Ψi (i = 1, 2) is constructed using the developed measure
of competence and classifies the feature vector x(i) (x(1) and x(2) denote the
vector of features obtained from the EMG and MMG signal, respectively) in the
following manner.

First, the competence function c(ψ
(i)
k |x) (k = 1, 2, ..., Li) are constructed for

each classifier in the ensemble. Then, a subset Ψ∗
i (x) of base classifiers with the

competences greater than the probability of random classification is selected.
This step eliminates inaccurate classifiers and keeps the ensemble relatively di-
verse [11]. The selected classifiers are combined on the continuous-valued level
[7], i.e. class suports are calculated as the weighted sum of supports given by
base classifiers from Ψ∗

i (x),viz.

d
(i)
j (x) =

∑

ψ
(i)
k ∈Ψ∗

i (x)

c(ψ
(i)
k |x)d(i)k,j(x). (8)

Fusion Procedure at the Second Level. At the second level of MC, supports
(8) are combined by the weighted sum:

dj(x) =
∑

i=1,2

c(i)(x)d
(i)
j (x), (9)
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where weight coefficients (i = 1, 2)

c(i)(x) =
1

|Ψ∗
i (x)|

∑

ψ
(i)
k ∈Ψ∗

i (x)

c(ψ
(i)
k |x). (10)

denote mean competence of base classifiers from Ψ∗
i (x).

Finally, the MC system classifies x = (x(1), x(2), x(3)) using the maximum
rule:

ψMC(x) = i ⇔ di(x) = max
j∈M

dj(x). (11)

4 Experiments

4.1 Experimental Setup

In order to study the performance of the proposed method of EMG and MMG sig-
nals recognition, some computer experiments were made. The experiments were
conducted in MATLAB using PRTools 4.1 [5] and Signal Processing Toolbox. In
the recognition process of grasping movements, 6 types of objects (a pen, a credit
card (standing in a container), a computer mouse, a cell phone (laying on the ta-
ble), a kettle and a tube (standing on the table)) were considered. Our choice is
deliberate and results from the fact that the control functions of simple biopros-
thesis are hand closing/opening and wrist pronantion/supination, however for the
dexterous hand these functions differ depending on grasped object [16].

MMG microphones 

EMG electrodes 
Reference electrode 

Fig. 3. The layout of the EMG electrodes and the MMG microphones on the forearm

The dataset used to test the proposed classification methods consisted of 400
measurements, i.e. pairs “EMG and MMG signals segment/movement class”.
Each measurement lasted 6 s and was preceded by a 10-second break. The values
from the STFT product (1) corresponding to the k = 3, 4, 5 most representative
time slices were considered as feature vector. Consequently, we got 3 datasets
each containing 400 objects desribed by a different number of features.
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The training and testing sets were extracted from each dataset using two-fold
cross-validation. One half of the objects from the training dataset was used as
a validation dataset and the other half was used for the training of base clas-
sifiers. Three experiments were performed which differed in the biosignals used
for classification (EMG signals, MMG signals, both EMG and MMG signals).

The experiments were conducted using two types of ensembles Ψ1 and Ψ2:
homogeneous and heterogeneous. The homogeneous ensemble consisted of 20
feed-forward backpropagation neural network classifiers with one hidden layer
(containing 10 neurons) and the number of learning epochs set to 100. The het-
erogeneous ensemble consisted of the following 10 classifiers [4]: (1, 2) linear
(quadratic) classifier based on normal distributions with the same (different)
covariance matrix for each class, (3) nearest mean classifier, (4 – 6) k-nearest
neighbours classifiers with k = 1, 5, 15, (7, 8) Parzen density based classifier
with the Gaussian kernel and the optimal smoothing parameter hopt (and the
smoothing parameter hopt/2), (9) pruned decision tree classifier with Gini split-
ting criterion, (10) support vector machine classifier with radial basis kernel
function. For both ensemble types, classifiers were trained using bootstrapping
of the training set.

The performances of the systems constructed (MCHetero and MCHomo (with
hetero-and homogeneous base classifiers,respectively) were compared against the
following three multiple classifier systems: (SB) – The single best classifier in the
ensemble [7]; (MV) – Majority voting (MV) of all classifiers in the ensemble [7];
(LA) – DCS-local accuracy (LA) system: this system classifies x using selected
classifier with the highest local competence (the competence is estimated using
k nearest neighbours of x taken from the validation set [15].

4.2 Results and Discussion

Classification accuracies (i.e. the percentage of correctly classified objects) for
methods tested are listed in Table 1 (k denotes the number of time slices per
signal channel). The accuracies are average values obtained over 10 runs (5
replications of two-fold cross validation). Statistical differences between the per-
formances of the MCHetero and MCHomo systems and the three MCS’s were
evaluated using Dietterich’s 5x2cv test [3]. The level of p < 0.05 was considered
statistically significant. In Table 1, statistically significant differences are given
under the classification accuracies as indices of the method evaluated, e.g. for the
dataset with k = 3 and EMG signals the MCHomo system produced statistically
different classification accuracies from the SB and MV methods.

These results imply the following conclusions:

1. The both MCHetero and MCHomo systems produced statistically significant
higher scores in 37 out of 54 cases (9 datasets × 3 classifiers × 2 systems
developed);

2. There are no statistically significant differences between scores of MCHetero
and MCHomo systems.

3. The multiclassifier systems using both EMG and MMG signals achieved the
highest classification accuracy for all datasets.
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Table 1. Classification accuracies of MSCs compared in the experiment (description
in the text). The best score for each dataset is highlighted

Classifier / Mean (SD) accuracy [%]
k SB MV LA MCHetero MCHomo

(1) (2) (3) (4) (5)
EMG signals

3 77.2/2.3 74.5/1.5 78.3/1.6 78.5/2.3 78.7/1.9
1,2 1,2

4 85.7/1.9 83.2/1.3 85.1/1.8 85.4/2.5 85.1/1.9
2 2

5 90.5/2.2 92.6/1.8 91.8/1.7 93.1/2.3 93.5/1.6
1,3 1,2,3

MMG signals
3 47.8/1.1 43.5/1.5 46.8/1.6 45.9/1.3 44.8/1.1

2 2

4 52.4/1.3 51.2/1.2 50.6/0.8 54.2/0.9 53.8/1.2
1,2,3 1,2,3

5 65.8/1.1 63.9/0.7 65.4/0.9 67.2/1.3 66.8/0.9
1,2,3 2,3

MMG and EMG signals
3 82.5/2.1 81.8/1.5 83.1/1.6 84.3/1.5 83.9/1.8

1,2 1,2

4 92.7/1.7 92.1/1.3 91.9/2.0 93.8/2.1 93.0/1.5
2,3 2,3

5 95.9/1.3 95.1/0.7 94.7/0.9 96.8/1.1 97.0/1.2
2,3 1,2,3

5 Conclusion

Experimental results indicate that the proposed methods of grasping movement
recognition based on the dynamic ensemble selection with probabilistic model
of competence function, produced – regardless of the type of base classifiers –
accurate and reliable decisions, especially in the cases with features coming from
both the EMG and MMG biosignals.

The problem of deliberate human impact on the mechanical device using
natural biological signals generated in the body can be considered generally as
a matter of "human – machine interface". The results presented in this paper
significantly affect the development of this field and the overall discipline of
biosignal recognition, thereby contributing to the comprehensive development
of biocybernetics and bioengineering. But more importantly, these results will
also find practical application in designing a dexterous prosthetic hand – in
the synthesis of control algorithms for these devices, as well as development
of computer systems for learning motor coordination, dedicated to individuals
preparing for a prosthesis or waiting for hand transplantation [21].
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Abstract. Within the project entitled ”The diagnostic system support-
ing the healing process of burn and chronic wounds” funded by The
Polish National Centre of Research and Development the diagnostic sys-
tem and device for recording thermal images/videos was created. The
paper concerns the description of the prototype of the device registering
encircling thermograms and video images.

The novelty consists in using 3D thermal imaging techniques in the
analysis of circumferential burns, for which 2D thermography is insuf-
ficient. Developed instrument records thermograms, both radial and
longitudinal, alongside the scanned object, which allows recording of
temperature field on large body surfaces with improved measuring accu-
racy as compared with classic 2D thermograms.

1 Introduction

Wound healing is a complex, slow and time consuming process, where treatment
consists in coordination of events on cellular, physiological and biochemical level.
It also depends on the type of injury (mechanical, chemical, thermal).

System IRDiagnostics offering comprehensive support of the diagnostics and
treatment of burn wounds and chronic wounds, has been developed collectively
by a team of specialists from Institute of Computational Mechanics and Engi-
neering (IMIO), Biomedical Engineering Centre (CIB) of the Silesian University
of Technology and Institute of Medical Technologies and Instruments (ITAM).
The system employs imaging in visible and infrared spectrum. It also allows
evaluation of parameters related to treatment process as early as in the initial
phase of wound healing and allows implementing targeted therapy.

The impulse for development of the invention came from Burns Treatment
Centre (CLO) in Siemianowice Śląskie, Poland’s best centre for burns ther-
apy. Phases of treatment in which designed system can support other therapeutic
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Volume 4, Advances in Intelligent Systems and Computing 284,
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methods were determined in collaboration with CLO [1,2,3,4]. The system can
assist in:

– classification of wounds,
– monitoring of wound infection progress,
– diagnostics of skin grafts integration,
– determination of healing degree of burns and hard-to-heal wounds,
– determination of healing degree of wounds treated with hyperbaric oxygen.

In all the above-mentioned cases recording flat thermal images (thermograms)
allows only for a qualitative assessment, while measuring the surface area of
wounds (usually extensive ones) is almost impossible. During the research on
the diagnostic system a thermal encircling image recording device was designed
allowing to improve the qualitative and providing accurate quantitative assess-
ment.

In addition to described application in wound therapy, the system can be used
in monitoring the progress of chemotherapy and radiotherapy of skin tumours
and in changes recording in therapy of other dermatological diseases.

2 System Components

Major system components are thermal imaging camera and video camera in-
stalled on the instrument recording three-dimensional thermograms and software

Fig. 1. Structure of the IRDiagnostic system
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comprising database, image archiving module and a module of images processing
for assisting of diagnostics [5] (Fig. 1).

The recorder is controlled locally with a computer system, which during the
examination sends the thermal images/videos to the central database that al-
lows users to access them supporting the diagnostic processes. Considering this,
the system is multi-user and allow users to interactively manage the available
diagnostic applications from the level of work stations and access terminals.

Developed applications (included in the system) allow the determination and
measurement of wound surface area, both on the thermograms and the images in
the visible range. They also allow three-dimensional visualization of the wound
and their comparison in the various stages of the treatment.

3 Device for Recording Encircling Thermal and Video
Images

The device registering encircling images consists of, among others, a moveable
outrigger with the device head (inside the thermal and video cameras, rangefind-
ers) and image recording device (Fig. 2).

It should be emphasised that the device will provide a semi-automatic record-
ing of thermal images both radially and along the examined object, which will
allow us to record temperature distribution on extensive body surface areas pro-
viding a considerably higher measurement accuracy than in the case of "classic"
flat thermal images.

Fig. 2. Encircling thermograms/video recorder
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Fig. 3. Head of the recording device

Rangefinders are coupled with the camera and allow ones to measure the
distance to the patient’s body in order to ensure a good dioptre adjustment for
preservation of the image sharpness (Fig. 3).

The idea of recording the encircling thermograms lies in the fact that the
infrared camera records the temperature of points on the body within the strip
more than ten pixels wide and the preset length L, while the recording will be
conducted continuously at a specified frequency, when the camera moves around
at a constant angular velocity. After recording the strip with a width L in this
way, the camera moves linearly by the same section with a necessary overlap and
the system records another body strip (Fig. 4).

Fig. 4. Visualization of the idea of recording encircling thermograms
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Fig. 5. Motion trajectory of the head: rotational-linear and linear-rotational

The simultaneous band recording of thermal image and video together with
measuring the distance from the area under examination makes it possible to
project the recorded image at a high precision onto a plane and measure the
surface area of the wound.

Both the angle of camera movement and the total length of linear displacement
are adjustable.

During the scanning process operator selects the scan-starting point on the
patient’s skin surface by moving the head using the buttons on the system in-
terface. The control is done in a manual or automatic way. After the start of the
scan, the head moves in a rotational motion until the end point is indicated by
the operator (the scan of one strip) and then the head moves linearly with a fixed
distance to scan another strip at the patient’s body in the opposite direction.
These steps are repeated until the end of the scan is indicated by the operator.
Depending on the scanning mode, the movement of the head device can be done
in reverse order, i.e. the first has linear movement, rotational then. Described
motion trajectory of the head is in a schematic way shown in Fig. 5.

4 Making of the Encircling Thermograms

To obtain the thermograms of the surface temperature of large wounds, an al-
gorithm of image merging is proposed.

During scanning a selected area of the patient’s body surface with burn wound,
infrared and video images in the device are recorded. Images are recorded in
certain discrete positions of the device head whose have been determined by the
scanning algorithm. It is assumed that the step length of position head is fixed
for both axes (Δx [m] for axis X and Δy [◦] for axis Y ) - see Fig. 6.
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Fig. 6. Cropping of the scanned images

Before scanning, the following major data should be set:

– the scan mode: rotational-linear or linear-rotational,
– the position of the head of device at the selected initial scanning point,
– number of scanned steps (Nx andNy) in each direction (in order to determine

the scanned image number).

During the recording of video and thermal images in the device, for each
recorded image (with indexes i and j ), the following information are stored:

– the current head position (three coordinates): xi,j , yi,j, zi,j ,
– the current distance from the rangefinder to the body of the patient: dki,j ,
– scale parameters for image,
– image data in the FPF file format (FLIR System) - in the case of the infrared

camera,
– image data in the standard BMP file format - in the case of the video camera.

One can note that the distance dk of the head to the body of the patient during
scanning is not always constant - because it is associated with a continuous
motion of the head and insufficiently fast correction of the head position in the z-
coordinate. Deviations from the intended distance were low and the images were
recorded at a depth of field resulting from the optical properties of both cameras.
In a similar way, this problem occurs when the images are acquired from both
cameras at the determined position by the algorithm. For this purpose, some
geometric corrections during merging images must be taken into consideration.
Schemas of head positions in rotational and linear motions are presented in
Fig. 7.

After scanning, the obtained data (set of thermal and video images) are
merged in the computer system. In order to merge images, the following al-
gorithm is proposed:
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Fig. 7. Schemas of head positions in rotational and linear motions

1. Determine size of the field of view of both cameras on the base of the distance
from rangefinder:

ΔxIRi,j = 480/ScaleIR (dki,j) [m] , (1)

ΔyIRi,j = 640/ScaleIR (dki,j) [m] , (2)

ΔxVi,j = 480/ScaleV (dki,j) [m] , (3)

ΔyVi,j = 640/ScaleV (dki,j) [m] (4)

where Scale( ) is the function used to determine the number of image pixels
per 1 meter for the rangefinder distance.

2. Determine the average size of the image fragments:

ΔxIRm,pix = Δxm ScaleIR
(
dk
)
+ 0.5 [pix] , (5)

ΔyIRm,pix = Δym ScaleIR
(
dk
)
+ 0.5 [pix] , (6)

ΔxVm,pix = Δxm ScaleV
(
dk
)
+ 0.5 [pix] , (7)

ΔyVm,pix = Δym ScaleV
(
dk
)
+ 0.5 [pix] (8)

where

Δxm = Δx , (9)

Δym = 2 dm tan

(
Δy

2

π

180

)
, (10)

dm =
1

NxNy

Nx∑

i=1

Ny∑

j=1

di,j . (11)
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3. Calculate the crop margins (ml,mr,mt,mb) [pix] (see Figure 6) of each
recorded image on the base of mathematical formulas which take into account
the scale and offset correction for position of the head in the registration
point:

mIR
l =

(
ΔyIRi,j
2

− di,j tan

(
Δy

2

π

180

)
+ yoffset

)

ScaleIR (dki,j) + 0.5 , (12)

mIR
r =

(
ΔyIRi,j
2

− di,j tan

(
Δy

2

π

180

)
− yoffset

)

ScaleIR (dki,j) + 0.5 , (13)

mIR
t =

(
ΔxIRi,j
2

− Δxm
2

− xoffset

)

ScaleIR (dki,j) + 0.5 , (14)

mIR
b =

(
ΔxIRi,j
2

− Δxm
2

+ xoffset

)

ScaleIR (dki,j) + 0.5 . (15)

4. Cut out a necessary part of every image and next merge those pieces together
(using stretching - if needed) into a single thermovision image and a single
video image.

5. Approximate the shape of the scanned area of the patient and visualization
3D of scan images (optionally).

As a result of this algorithm, the temperature distribution over a large area
of the body and the visual image on a two dimensional plane are obtained.

5 Planimetry of the Encircling Thermograms and
Pictures

While measuring the surface of the areas marked in the pictures, commonly known
algorithms are used. The same algorithms are also applied for example in geodesy.

The first stage of wound measurement and calculation process is point digi-
talization which involves marking the given points with a cursor by an operator.
When matched together, the points make a contour, which is the boundary of
the burn area (Fig. 8).

The digitized coordinates of the points identified are recorded and on this
basis the surface area P is calculated using the following formulas:

2P =

n∑

i=1

ξi (ηi+1 − ηi−1) (16)

where n is the number of vertices, ηn+1 = η1, η0 = ηn and

2P =

n∑

i=1

ηi (ξi+1 − ξi−1) (17)

where ξn+1 = ξ1, ξ0 = ξn.
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Fig. 8. Point digitizing

Fig. 9. An example of measurement of the area on the thermogram

Received values of the marked surface area should be calculated basing on an
appropriate scale S which can be determined by setting the frame size based on
the optics geometry of a camera and the distance from the object.

Thermographic pictures on average do not have tight edges allowing for an
identification of borders between the areas with pathological changes and the
undamaged tissue. Using point digitalization in analyzing thermograms is dif-
ficult because, as it has already been mentioned, the transition between the
areas of various temperatures is vague, without clear boundaries. Therefore,
hand-held attempts of indicating the areas are strenuous and prone to serious
mistakes [6]. Having consulted a group of doctors, it was assumed that in case
of thermograms, the parameter contributing to the assessment of wound healing
progress can be the measurement of the surface area of similar temperatures in
the subareas suspected of resulting in pathological changes. A thermogram is a
dispersion of radiation intensity measured by the detector’s particular cells (e.g.
microbolometers) and registered in two dimensional arrays having the measure-
ments consistent with the detector’s resolution (e.g. 640x480). Each pixel (an
element of the array) can be presented either in an arithmetic form, for exam-
ple showing the existing temperatures of an object, or in a binary form. In the
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Fig. 10. Recorded field of the video image (left side) and the temperature distribution
(right side) of the chest on a two dimensional plane

Fig. 11. Recorded field of the video image (left side) and the temperature distribution
(right side) of the knee

latter case, in order to read the registered temperatures it is essential to know
the temperature range set in the camera during the measurement.
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As in the case of the surface area measurement, it is also necessary to know
the actual frame size in order to set an appropriate scale. If we indicate the
actual frame size, we can easily calculate the area of each pixel comprising a
thermogram. Counting the pixels of a given temperature (or from the given
temperature range) we will calculate the surface area of the wound fragment in
question. The areas of skin necrosis have the temperature significantly lower
than the temperature of a healthy tissue (being the point of reference) but
the inflammatory condition developing in the wound increases it. An example
measurement of a wound surface area is shown in the Fig. 9.

6 Examples of Registered Images

To verify the correctness of the proposed algorithm, a torso (chest) and the knee
of a healthy male without burn wounds has been scanned.

During the first scan, 50 (10x5) images have been recorded. Both cameras
acquire single image with resolution 640x480 pixels. As a result of the merging
algorithm, two bitmap images were obtained. The resolution of the IR and video
image is 1460x965 pixels. In Fig. 10 these images are shown.

During the next scan, 176 (11x16) images have been recorded. The resolution
of the IR and video image is 627x1536 pixels. The images and their spatial
visualizations (3D) on the base of the geometrical data are shown in Fig. 11.

7 Conclusion

The diagnostic system developed by authors consisting of a device for record-
ing encircling thermal and video images and a computer system will constitute a
completely new tool intended to assist the diagnostics and the treatment process
of burn and chronic wounds. A significant increase in the accuracy of measure-
ment of the temperature field in comparison to the classic flat thermograms is
observed. Currently, the clinical utility of the system is verifying.
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The article and research were financed within the project N R13 0124 10 spon-
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Abstract. This paper presents a preliminary study of prototype ap-
plication supporting monitoring of healing process of burn and chronic
wounds. Application has been designed in the client-server architecture
that allows you to: adding new patients, looking for patients according
their data, presentation of infrared burn wound map section. Course of
patient’s healing process is represented in the form of history of patient’s
medical visits which consists of: infrared images of burnt places, descirip-
tion of Computed Tomography (CT) screening i ultrasound screening,
and results of microbiological and histopatological test. The presenta-
tion of a burn wound section includes: histogram presentation, selection
of regions of interest by thresholding, imposition of colour masks on a
thresholded section, manually selecting the region of interest by imposing
a polygonal curve, slice and regions of interest descriptions. A prototype
has been tested on a synthetic test images and anonymized pictures of
pilot sample of test patients.

Keywords: burn wounds, chronic wounds, burn wounds thermograms,
healing process of burn wounds.

1 Introduction

Today we are developing methods and technical means by which computer-aided
diagnosis and therapy is entering new areas. One of them is the process of healing
of burn wounds. This process is complex and time-consuming, can be monitored
with a thermal image, which represent wounds’ surface temperature [5]. Wound’s
temperature informs whether it is developed to necrosis or inflammation. Human
tissue temperature is largely related to their blood supply. Level of blood supply
tells us whether injured tissue is being healed. Subcutaneous tissue damage in-
visible to the naked eye are observed using infrared, it allows you to capture heat
emitted by the human body. If body temperature at burns is less than normal
tissue temperature, there is a high probability of necrosis to take place in a given
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place. However, if temperature is higher, it can be concluded that inflammatory
condition come into being in a given place [4]. Undoubtful specification of heal-
ing process progress is not easy, because in this type of wounds their appearance
between individual changes of dressings or therapeutic treatments varies only
slightly or effects are not visible at all. The purpose of the current approach is
objectification of burn wounds healing process which uses spatial thermograms
of burn wounds. The literature summarizing the positions of infrared work on
issues relating to the treatment of burn wounds could be found in [1].

2 Material and Methods

Assessment of burn wounds healing process shall be carried out on the basis
of infrared photos performed in successive stages of healing process. In order to
make an evaluation of the progress of burn wound healing process more objective,
measurement of wound’s surface is applied additionally. Quantitative assessment,
linked to the measurement of surface area, in the case of classic thermograms
is very difficult, and in the case of extensive wounds is impossible [2]. In order
to improve qualitative assessment and for exact quantitative assessment, belt
thermograms are used in the project.

2.1 Equipment Which Registers Belt Thermograms

The main components of registering system are infrared cameras and video cap-
ture device installed on the arm of equipment which allows to register belt ther-
mograms. Equipment registers semi-automatically thermograms both radially
and along the object, which allows you to record temperature field on the large
body areas, with significant increase of accuracy comparing to the "classic" flat
thermograms (Fig. 1). Simultaneous thermogram and videogram belt recording
together with distance measurment from the nearest investigated area allows for
high accuracy in transforming registered image on a plane, and then calculate
wound’s surface (Fig. 2) [3]. Camera captures the temperature of body surface
points in a belt several pixels wide and of given length. Registration is carried out
continuously with the specified frequency, while the camera moves in a circular
path at a constant angular speed. Once belt with previously specified length is
registered linear displacement of camera takes place for the same distance and
registration of next body belt [3].

Putting acquired images together is done by computer application. Three
types of files are generated, which are used in the further stage of data processing.

– photo and infrared photo
– the file that contains surface area
– file containing temperatures of given areas

Designed diagnostic system (Fig. 4) consists of two essential parts: equipment
for acquisition of belt thermograms and videograms (Fig. 3) and computer sys-
tem which archives tests results and supports diagnostics and process of healing
of wounds.
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Data acquisition equipment is controlled locally by means of a computer sys-
tem, which at the time of the study simultaneously transmits recorded data to
the main database shared with users for further diagnosis.

2.2 System Architecture and Data Entry

The application requirements have been gathered for the management and view-
ing of data in the diagnosis and monitoring of burn wound treatment. On the
basis of gathered requirements and experience in designing and deploying com-
puter assisted medical diagnosis systems [6,7] prototype database and prototype
application in a client-server architecture [8] has been implemented. Basic layer
of the created application is the data repository management which involves stor-
ing the data included in the description of a clinical case: wound photographic
images, flat surface maps of wounds, parts of flat surface maps of wounds in
the form of image files. The designed prototype database and related to it data
entering interface allows you to enter new patients, keep medical appointments
chronology, associated with the diagnosis and treatment of burn wounds. In
addition, the system collects information on other results of monitored patient
including: description of CT test, ultrasound examination, microbiological and
histopathological study results. Patient visit view is shown in Fig. 5. Interface
available for patient search is shown in Fig. 6. Navigation through the application
is facilitated by navigation bar, as shown in Fig. 7.

Fig. 1. Recorder of belt thermograms operating diagram [3]
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Fig. 2. Belt thermograms and videograms creation [3]

Security of stored data is assured by system of rights based on application
predefined roles. Following roles were defined: administrator, physician, student.
Administrator has the right to set up user accounts, and to assign rights. Each
procedure with patient is in the system registered as a new visit for the given
patient, owner of which is physician who carry out the visit. Only the physician
who carries out the visit has the right to modify data stored on the visit. Other
physicians may only view visits of which they are not the owners. Student role is
to view data in read-only mode, without editing rights. Data about the patient
and his visits are stored in relational database, the images are stored in a separate
repository. In order to ensure the safety any use of any image in the system
generates a random id for the given image, and random provisional place of
storage, which after user’s session is destroyed. Integration of the equipment for
registering histograms with computer aided assessment of wound healing process
is provided by the layer of services implemented in the system. Its main task is
to track of new examinations for registered and new patients and to provide the
information to the application for monitoring of wound’s healing process. This
kind of solution release personnel operating the system from having to remember
patient ids, history of examinations and updating cases, which have already been
analyzed. The service automatically remembers which tests have been already
analyzed and prevents accidental changes of results’ interpretation.

2.3 Method of Assessment of Wound Healing Process

The presentation of a burn wound section includes: histogram presentation of
thermograpic image of burned area, selection of regions of interest by thresh-
olding of this histogram, imposition of colour masks on a thresholded section,
manually selecting the region of interest by imposing a polygonal curve, slice and
regions of interest descriptions. Designed graphical interface of wound healing
process is shown in Fig. 8.
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Fig. 3. Equipment for acquisition of thermograms and videograms

’Thermo-Vision’ tab allows to add regions of interests. Changing temperature
range on histogram makes region of interest apparent (background is darkened).
Boundary values can be entered manulally or by moving on a histogram, for the
given region surface area and area percentage of the image is calculated. In the
main window thermographic image of burnt place is shown. Presentation can be
switched between photo and infrared image, or impose the two images on each
other semitransparently - there is an option which allows to set up transparency
coefficient. This is a characteristic wanted by physicians, which enables visual
correlation between wound photo and its infrared photo. On the right-hand side
temperature histograms of burn wound are presented: global - upper histogram
and detailed - lower histogram. The interface allows you to add region of interest
to the analyzed image, which is shown in the table of regions of interest in the
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Fig. 4. Diagnostic system structure

Fig. 5. Visits view

upper right-hand corner of the view. Histograms show information for the cur-
rently selected region of interest presenting temperature boundary values, which
fall within its composition. Temperature boundary values can be changed using
the sliders for histograms, where the current threshold value corresponding to
the sliderposition is displayed during its move, or manually by entering arbitrary
temperature values in the regions of interests table header. For the currently se-
lected thresholds area surface of the region and percentage of the total area of
the presented section of the wound in the selected region is calculated. There is
also possibility of presentation of a region mask in the form of any color, as indi-
cated by the user, which is also imposed on presented images. In the window two
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Fig. 6. View Patient search

Fig. 7. Application navigation bar

Fig. 8. Thermo-Vision view

histograms: global and detailed are presented in order to allow more precise se-
lection of boundary temperatures for the regions of interest. Detailed histogram
range are dependent on boundaries set in global histogram. While a subset of
temperatures set on a detailed histogram decides on temperature boundaries for
the current region of interest, in the lower part of the interface description of
the image, description of the selected region, disease entities, list of burnt places
can be added. "Planimetria" tab (Fig. 9) allows area surface calculation for the
selected regions of interest. Selection of region of interest is made by boundary
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Fig. 9. Planimetria view

points which are set of points of polyline of region of interest. For calculation of
surface area rectangle fill algorithm based on parity check has been used. Using
histogram we can mask regions which are out of interest. In the lower part of
description of the image and description of the selected region can be added.

3 Results

The aim of the study was to design and implement computer application aiding
the assesment process of wound’s healing process on the basis of infrared images
of wound surface. Having regard to the collected requirements the application is
designed and implemented in a client-server architecture with ASP .NET MVC
technology [8][9]. A prototype has been implemented and tested on a synthetic
test images and pilot sample of anonymized infrared photos made on patients
in Centre for Burns Treatment in Siemianowice Śląskie. The project focuses on
the use of structural (white-box) and functional (black-box) tests. Structural
tests rely on testing applications by feeding the input data, in such way that the
program has been applied for each path implemented in the code. These rules
are defined by the cover criteria for each loop and all possible conditions [10].
Test uses artificially, especially prepared data in order to test program response
precisely. Functional tests were conducted by persons associated with the project
but who does not know the code they have been testing. Implemented system
was approved by clinical physicians. At a later stage, database of clinical cases
collection and detailed analysis of collected results is planned in order to develop
quantitative criteria for quantitative evaluation of the healing of the burn wound.
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Abstract. The surgery is a branch of medicine, that is integrally con-
nected to wounds. Despite using sterile tools and compliance with aseptic
rolls, some of the surgery wounds become infected. In clinical practice
there is a lack of cheap, objective methods and tools for quantitative
definition and estimation of the surgery wound healing progress. This
paper presents preliminary results of Active Dynamic Thermography
(ADT) parametric imaging of sternum surgery wounds. The study was
performed in the Clinics of Cardio Surgery at the Medical University of
Gdańsk. The results are presented in the form of the simplified exponen-
tial parameters approximation of examined objects’ thermal response:
dTnorm and t90_10 images.

Keywords: Active Dynamic Thermography (ADT), diagnostics, cardio
surgery, wound healing, medical imaging.

1 Introduction

One of the hazards resulting from surgical injury is abnormal wound healing.
Comparing to the extent and difficulty of the procedure, the problem of wound
healing seems to be marginal and the least important element of the treatment.
However, because of the duration of the operation, long-lasting intubation and
respiratorotherapy, breakage of the anatomic barriers the number of complica-
tions related to the surgical wound healing is 1-5% of operated patients. It is
often emphasized that treatment of patient’s with complications is much more
expensive and longer; their comfort of living is lower and death rate is higher.
Authors at the end of 90s of 20th century announced 5% of death rate by seri-
ous surgery wound and mediastinum inflammation. Earlier the death rate was
estimated even up to 46%.

There are two types of thermograpic cameras depending on the measured
band of the thermal radiation: the middle infrared spectral range 3μm − 5μm
(MWIR - Medium Wave InfraRed) and far-infrared band 8μm− 12μm (LWIR
- Long Wave InfraRed). Due to the greater amount of radiation emitted by a
human body at its temperature the LWIR cameras are used [1,2,3,4]. One of
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the most sensitive symptoms of wound inflammation is local growth of tem-
perature value. This observation was noticed in the ancient times and was a
symptom helpful in a wound infection diagnosis. In this situation it is surprising
that thermal diagnostics has not been used in this field. It is well known that
increased metabolism is characteristic for properly proceeded treatment causes
local increase of temperature; high temperature can be also a sign of prolonged
inflammatory processes. Similarly, local decrease of temperature characteristic
for ischemia or process of necrosis can be an important diagnostic sign, too.

These typically functional symptoms can be quite easily visualized by the
infrared cameras using methods of Active Dynamic Thermography (ADT). In
ADT heating or cooling of the object under test is performed. The diagnostic
information is contained in the transitional characteristics of the object’s thermal
response.

Since the ADT is performed on living subjects there is a need to ensure that
the study does not result in its tissue damage and does damage subject’s health.
This problem is reflected in the tissue stimulation methods. In the case of heat
excitation there must be absolute confidence that no painful burns of examined
body area are caused. On the other hand, while using cold excitation there is
a possibility of chilblain changes as well as different infections. This shows that
maintaining proper control of the stimulation source is essential.

To avoid the adverse effects of thermal stimulation we accepted to use the
minimum and maximum surface temperature value of the body to which you
can bring in the initial phase of the exam. That is 42◦C in the case of heating
and 28◦C in the case of cooling. The most suitable means of thermal stimulation
appear to be heating by hot air, radiant heat, and cooling by the stream of cold
air or other working gases [5,6,7,8].

2 Methodology

In Fig. 1 typical idea of the ADT imaging unit is presented. It consists of: ther-
mographic camera responsible for the recording of the temperature transient,
RGB camera for visual image acquiring, excitation source responsible for induc-
ing objects’ local temperature decrease and a PC laptop with software for data

Fig. 1. Scheme of the ADT imaging unit



ADT Imaging of Woung Healing 199

Fig. 2. Typical temperature transient during ADT exam

acquisition and exam control. The typical ADT transient is shown in Fig. 2.
Two phases of the process can be distinguished. The first one is the thermal
excitation phase (cooling phase) and the other is the natural temperature re-
turn phase to its equilibrium. In clinical practice those two phases last: cooling
- 60s and the natural return phase - 180s. Temperature values at 180s are not
equilibrium state temperatures. While performing ADT exam the best quality
of thermographic sequence should be provided. This means that patient and
ROI movements should be minimized, object should be centered in in the image
as well as thermograms should have good focus. To obtain thermal parametric
images further processing of raw thermal data is needed. Image and sequence
preprocessing consists of image matching for ROI translations elimination, de-
tection of the excitation range and time transient segmentation for determining
the exact parameters of the temperature curve. The method of image match-
ing is FFT spectra based Direct Phase Substitution (DPS) algorithm which is
very well suited for thermal images that consist of smooth temperature gradi-
ents rather than distinctive features like edges and corners that feature based
matching algorithms are based on [9].

Sequence processing diagram is presented in Fig. 3.
Such processed sequence of thermograms is passed on to the input of para-

metric image calculation algorithm. The idea of dTnorm, t90_10 (1),(2) images
is explained in Fig. 4.

dTnorm =
dTreturn
dTcooling

(1)

t90_10 = t90 − t10 (2)

In Fig. 4:

T 0 - the initial value of the temperature of the object,
Tstop - the temperature value at the time of the experiment of termination,
Tcooling - temperature value while the thermal excitation is switched off,
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Fig. 3. Thermal sequence processing diagram; at the input there is raw thermal se-
quence and at the output there are parametric images

Fig. 4. The idea of thermal parametric imaging presented in this paper

tcooling - the duration of the thermal excitation,
tstop - time moment of the end of the experiment,
dTcooling - total change of temperature value of the object while cooling,
dTreturn - total rise of temperature value after switching off the excitation,
t90_10 - a difference of time, after which the object temperature reaches
90% of final value dTreturn and time to reach 10% of this value.

The dTnorm is a magnitudal parameter describing relative temperature rise in
the phase of natural temperature return, on the other hand t90_10 is the temporal
parameter that illustrates the speed of regaining the steady state temperature
value by the examined object.

3 Results

Figure 5 present the results of sternum wound imaging of 3 patients. ADT ex-
ams were performed 24 hours prior to the surgery, 72 hours (3 days) after the
surgery and 144 hours (6 days) after the surgery. High values of dTnorm parame-
ter indicate the high rate of temperature return. That means that in the natural
return phase the temperature reached the value from before the cooling phase.
This is usually induced by high thermal activity that can be related with high
metabolism, inflammation as well as blood perfusion within the excited volume.
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(a) first patient (b) second patient

(c) third patient

Fig. 5. The results of thermal parametric imaging of surgical wound of three patients;
the exams were performed 24h prior to the surgery; 72h after the surgery and 144h
after the surgery; on the left dTnorm images are presented and t90_10 on the right;
wound area is encircled in white

On the other hand low values of t90_10 parameter indicate rapid temperature
return of the examined surface. In other words the final temperature at the end
of the exam is regained very fast and the speed of the process is related with the
same functional features as in the case of dTnorm images.

4 Conclusions

Presented in this paper results of thermal parametric wound imaging show that
ADT with its functional imaging capabilities seems to be a good method of sur-
gical wound diagnostics. However to prove its value in this field the results of
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well healing as well as complicated wounds should be compared. Then the char-
acterization of the specific features of dTnorm and t90_10 images aimed at the
assessment of wound recovery will be possible. Even though, with ADT paramet-
ric imaging we are able to observe physiological processes that occur in wound
after the surgery such as: increased blood flow and tissue inflammation. There
are no non invasive, objective and fast methods enabling observation of physi-
ological changes in tissues. This is considered to be the main ADT advantage.
The diagnosis is based on doctors’ experience and clinical guidelines.
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Abstract. The chapter begins with a necessary introduction describing
the fundamental importance of music in human life. Sounds of nature
and typical music created by humans according to accepted rules (that
are also nature philosophy derivatives) are considered here. Nowadays,
music is used to intentional change the psychophysical state of a hu-
man being. It would be relatively easy to indicate that music stimulates
activities, it is much more complicated to select such types of sound stim-
ulation, which would be useful for recreation - music therapy is meant
here. Currently, the choice is rather heuristic than algorithmic.

For a holistic analysis a snapshot of formal methods known in psychol-
ogy is provided, such as Faces Pain Scale, State - Trait Anxiety Inventory
(to assess anxiety), Rating Anxiety in Dementia (effective studying the
influence of quiet music), Relax Rating Scale (a simple instrument to as-
sess the relaxation degree), and techniques commonly known as biomed-
ical measurement such as ECG , HR, BP , EEG, EEG or temperature
measurement.

In the following section a carefully selected case study, performed
to verify the results presented in the literature, was described. In the
summary and conclusions the results of own works and the directions of
further research are presented.

Keywords: biomedical measurements, music therapy, psychophysiolog-
ical condition.

1 Music for Creating of Human Specified Reaction –
Introduction

Music surrounds us every day, in every place and in every situation. It is the
background for our emotional experiences in the cinema or in the theater, it
spurs us to dance at the parties, it accompanies us at work as it is transmitted
by radios.

Music also soothes our senses and fulfils a variety of functions such as serving
as a component of the culture, it takes part in the daily life of man for ages. In
the past, music was served not only to inform about the hazards or call to battle
but also to induce state of relaxation. The first traces of discussions about music
and its educational and social values can be found in the ancient history of Near
and Far East [22].
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Volume 4, Advances in Intelligent Systems and Computing 284,
DOI: 10.1007/978-3-319-06596-0_19, c© Springer International Publishing Switzerland 2014



204 M. Skotnicka and A.W. Mitas

Nowadays music is used to make travelling more enjoyable and it is a form of
entertainment. It is also used to induce specific reactions (for instance making
someone relax, enter into a reverie) increasingly.

The field that deals with the treatment of music is called music therapy. One of
its tasks is to improve the mental health of humans via relaxation. Unfortunately,
music therapy has an incommensurable nature, we do not know how music affects
people. The division of music which is used in music therapy is not standardized,
classical music is often used as well sounds coming from nature (such as the
singing of birds, the noise of a stream or thunderstorms), but there are also new
songs which are being created in order to induce the human relaxation state.
Music therapists usually use their experience and intuition to observe the patient
during treatment, and on that basis decide whether the selected compositions
are appropriate or if it should be changed [12,13].

The fact that music affects our bodies is undeniable. Sounds that we receive by
our hearing system or feel by the whole body are able to induce in us sadness,
gladness or thoughtfulness. There are also more objective evidence of music
impacts in the human body, such as changes in the rhythm of our heart rate, in
the body temperature and in the breathing speed.

Influence of music on humans can be assessed subjectively - by the opinions
of the listener or objectively - by measuring physiological parameters or concen-
trations of chemical substances (e.g. hormones) in the blood.

2 Standardized Psychological Tests – The Secondary
Indication of Human Responses

The impact of music therapy can be evaluated using patients opinion about their
frame of mind. There are being used some standardized psychological tests, to
make the assesment more unambigous.

The Faces Pain Scale (FPS) allows children to evaluate their pain. The FPS
is a self-report measure. It consists of 6 schematic faces which express different
pain intensity (Fig. 1) [7].

Fig. 1. Faces Pain Scale

This test has been used, among others, to assess the effects of interactive
music therapy in 65 hospitalized children with cancer. Within 4 months in every
child it was carried out from 1 to 3 trials of music therapy sessions lasting
from 15 to 45 minutes. The sessions consisted of creating the songs, singing,
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listening to recorded songs or songs intended for younger children. Children and
parents participated in the selection of music and the instruments used during
the session. Before and after each musical session children rate their feelings
using the FACES scale. Analysis of the tests showed an improvement in children
feelings experienced after music therapy [1].

Another test is the State-Trait Anxiety Inventory (STAI) which is used
to assess anxiety. It measures two types of anxiety - the first one applies to state
anxiety (temporary and situationally conditioned state) the second one - to trait
anxiety (relatively stable personality trait). The STAI consists of 40 questions
with 4 answers, it is a self-report test [28]. This survey has been used, among
others, to assess the impact of music therapy on patients undergoing cataract
surgery and it was conducted among 121 elderly people. Before the surgery, all
patients completed a STAI questionnaire. During treatment everyone had to
wear headphones and listened to one of the four recording from cassette tapes
(depending on the affiliation to a particular group). One group auditioned the
recordings of relaxing suggestions repeated at 1-2 minute intervals, the second
group listened to white noise, the third one pre-recorded sounds from the oper-
ating room, and the fourth group was exposed to relaxing music which consisted
of "classical composition accompaniment of soothing sounds of nature." After
the surgery participants filled STAI again. Anxiety decreased after surgery in
groups listening to relaxing music and relaxing sentences. Patients from relaxing
music group "were more satisfied with the experience of operating and attendant
music than those belonging to other groups and, what is more, vast majority of
them (31 to 32 persons) declared that would have gone again to listen to music
during surgery" [8].

In the same study ([8]) there was used the Visual Analog Scale (VAS)
too. It is a measurement instrument for evaluating chronic pain intensity. Most
patients cannot discretize pain intensity (e.g., describe it using integers from 0 to
10) for this reason the VAS is usually a horizontal line, 100 mm in length, with
the extremes labelled ”least possible pain” and ”worst possible pain” (Fig. 2).
The measurement lies in selecting by a patient a point on a line the most corre-
sponding to pain intensity [3].

Fig. 2. Visual Analog Scale

The RAID (Rating Anxiety in Dementia) is an instrument developed
to use with people with dementia. This questionnaire consists of 20 items, each
scored on a 4-point scale. The questions concern e.g. the worry about physical
health or finances, sleep disturbances and somatic symptoms. The clinician com-
pletes a survey based on observations, medical records and conversation with the
patient [24]. This survey was used in the study of anxiety of the elderly (over
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65 years) with dementia in care homes. Groups of 29 people for 6 weeks twice
a week for half an hour were listening to relaxing music (during the continuation
of the standard medical care). In the control group there were 23 individuals
who were only on standard care. The relaxed music was selected on the basis
of Music Preference Survey (this is a survey on the importance of music in hu-
man life, about favorite types of music, artists and songs). The most frequently
chosen type was regional popular music of the teenage years of the patients. To
assess the state of anxiety it was used the RAID before and after the treatment
- survey was completed by doctors or nurses, who described the condition of
patients. After 6 weeks of the music therapy there was a significant reduction
of anxiety in the research group. In the control group reduction of anxiety was
observed too, but it was not significant [25].

The Relaxation Rating Scale (RRS) is a simple self-reported instrument
that is used to assess the degree of relaxation. In using the RRS the patient
needs to select a point in the 10-point scale of the degree of relaxation. The
beginning of the scale (value 1) is described as ”not working” and the end (value
10) - ”completely relaxed”. This questionnaire was used to assess the effects of
music therapy on women who suffer from arachnophobia. Each of the 60 women
who participated in the study, filled RRS and then the subjects were divided into
3 groups. The first one was listening to own relaxing music with headphones for
10 minutes (the music was considered by participants to be the most relaxing),
the second group in the same time was listening to classical music (2 fragments
of Bach concert), while the third group (the control group) stayed at this time in
silence. After listening to the recordings participants filled RRS again and then
each of the ladies looked at the 30 realistic images of spiders. Images were chosen
in such a way that each next picture influenced the examined person increasingly,
this lasted about 5 minutes. In the next stage, the Behavioral Avoidance
Test (BAT) was performed, it is used to measure anxiety in arachnofoby. This
test consists of measuring the distance at which the test person will be closer to
terrarium with tarantulas. At the end each of the ladies fulfilled the Experienced
Anxiety Scale, which assessed the anxiety experienced during the behavioral test.
The highest increase in the perceived level of relaxation (based on RRS) occurred
in the group with their own music, in a group of classical music this increase
was significantly lower. In the control group there was a decrease in the RRS [2]
which means the relaxation decreased.

3 Biomedical Measurements as a Proposal of Objective
Methods of Assessing the Music Impact on Human
Body

For more objective evaluation of the music therapy impact on human body we
should use measurements of parameters which are changing without our aware-
ness. Completing the tests we may choose responses that are expected instead
of those that are true. In this case, the assessment of effectiveness of the therapy
will be incorrect. To avoid this (instead use tests) we can use biomeasurements
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such as electrocardiography (ECG), heart rate (HR), blood pressure (BP), gal-
vanic skin response (GSR), electromyography (EMG), electroencephalography
(EEG) and temperature. All recorded signals are processed and then analyzed
(Fig. 3).

Fig. 3. Registration of biomedical measurements

Electrocardiography is the basic method of the heart activity measure-
ments. Voltages which are derived from stimulated cardiac cells can be measured
at the skin surface. The ECG signal shows the phases of the heart depolariza-
tion and repolarization. On the basis of the ECG amplitudes, time relationships
of each wave and the length of sections lying between waves are determined.
Changes in these values enable the evaluation of the electrical heart activity at
a certain time [27]. ECG was used to evaluate the performance of the music in
[11] wherein the autonomic activity were evaluated. The study was conducted
on a group of 10 people, each of them was listening to New Age music, designer
music and rock for 15 minutes and there was a two-day break between each
session. The survey consisted of 15 minutes of monitoring ECG at rest then for
15 minutes the subjects listened to the particular type of music at constantly
monitored ECG. The control group remained for 15 minutes in silence. During
the designer music session, the total autonomic activity increased (the assess-
ment was made, based on the analysis of ECG signal). For the two other types
of music there were no changes in autonomic activity.
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Heart systole generates pressure that allows the flow of blood through the
bloodstream. Blood is pumped with a pressure of 90-140 mm Hg from left ven-
tricle into the aorta [27]. Blood pressure was applied in [8] together with
evaluating the music performance using questionnaires (described above). Sys-
tolic blood pressure increased during the first period of measurement on groups
that listened to the relaxing suggestions, white noise, and relaxing music. In the
group that auditioned the recording of sounds coming from the operating room
systolic blood pressure decreased in 2 and 3 section of the test. Blood pressure
as an indicator of the music action was also used by Chiu et al [6]. They stud-
ied a group of 68 hospitalized people waiting for surgery. It was based on the
measurement of basic physiological parameters before and during music ther-
apy, which was to lower the anxiety in patients. Each of the patients was lying
in a dark room at operational bed to stabilize vital signs for 5 minutes. Their
blood pressure was measured immediately after the rest. In the next stage of the
study, patients were divided into two equal groups, one group listening to the
sounds of nature for 5 minutes, and the second group remained in silence. After
this stage blood pressure was measured again. The analysis showed that "blood
pressure is a wrong indicator" because its value decreased in both groups.

Heart rate (number of systoles per minute) was another parameter used
in [8] to assess the effectiveness of music therapy on patients during surgery.
There were no differences in heart rate values for the groups stimulated with
different types of sound. Measurement of heart rate was also used in [5] (study
described below). In this case differences in HR values were noticed - in the group
listening to classical music was observed slower rhythm than in the control group
and listening to their own music.

Electroencephalography is a method to study the spontaneous electrical
activity of brain neurons. EEG is recorded on the surface of the skull [27]. In [9]
has been shown the impact of music (assessed on the basis of the EEG signal
and quantity of tasks performed) on the work effectiveness of people of varying
level of perceived anxiety. The study involved 25 people, where 15 people were
classified into groups with normal levels of anxiety, and 10 people to a group
of high anxiety. Musical stimulation were classical music (Tchaikovsky, Grieg
and Mozart) and rock (The Rolling Stones) with variable intensity of impact.
EEG was monitored during the task (recognition of distorted images) both in
silence and while listening to music. Analysis of EEG allowed to conclude: "while
working music causes stimulation of the brain (in a group of people with a normal
degree of anxiety) or reductions in brain activity (in the group with a higher
anxiety)".

Body temperature (in particular the internal temperature) is subject to self-
regulation in warm-blooded organisms. The internal temperature of the body is
the temperature in the central area of the head or torso. Body temperature can
vary, it depends on the time of the day, physical activity, emotional state and
environment temperature [27]. Attempting to use the temperature measurement
to assess the impact of music therapy on the mental and physical condition of
people exposed to stress factor has been described in [5]. The study involved 60
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people, who were divided into four groups, which during the experiment listened
to classical music, hard rock, music indicated as relaxing or remained in silence.
At the beginning of the study all participants were informed about the coming
stressful test (raising the level of arousal). Thermistor was dressed to the left
index finger (for temperature measurement). For 10 minutes the temperature was
monitored in silence, then continue measuring for 10 minutes while listening to
a particular kind of music and for the last 10 minutes measurement in silence was
repeated . There were no significant differences in the temperature measurement.

In [26] it was described the change of skin galvanic response while watch-
ing movies with different audio tracks. A group of 60 people was divided into
3 subgroups, one of which was the control group was watching a movie with-
out music the other was watching the movie with ”documentary soundtrack”
which aimed at reducing the perceived emotions and the third one was watch-
ing a film with "horror soundtrack" (which was aimed to strengthen emotions).
For the first 10 minutes of the test GSR was recorded in silence, for the next
seven minutes the subjects were watching a blank screen, then for 12 minutes it
was displayed a black-and- white film about industrial security depicting three
accidents, finally re- recorded signal at the 7 minute observation blank screen.
GSR signal was measured at all stages of the study. The biggest conductivity
was registered in the group watching a movie with "horror soundtrack", lower
in the control group, and the lowest conductivity of the skin has occurred in the
group of people watching a video of "documentary soundtrack".

EMG (electromyography) was used to assess the effects of music impact
on the human body for example in the study described in [10]. The study has
used two kinds of music: the flute music and hard rock music. The frontal muscle
activity was measured. In the first stage of the experiment there was EMG signal
measurement in silence for 5 minutes , for a further 5 minutes (continuing the
EMG registration) examined listened to the flute music (using headphones), then
repeated 5 minute registration in silence, and at last 5 minutes a man listened
to hard rock music. It was determined power spectral density (PSD) in EMG
signal, which is the Fourier transform of the autocorrelation function of EMG
signal (1).

Sxx(ω) =

∫ ∞

−∞
γ(τ)e−iωτdτ (1)

PSD decreased while listening to the sounds of the flute as compared to the
value recorded in silence. While listening to hard rock music the power spectral
density increased again.

4 Case Study – Rhythmic Stimulation

Most of the studies describe the effect of the whole composition to human. During
such stimulation there are changes in many parameters of music, therefore it is
difficult to clearly assess music impact on human body.
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In the following study it is described the effects of decreasing music rate on
heart rate and blood pressure, these parameters are simple to acquisition and
previous studies have shown their variability.

In the five-minute composition the sound of a gong of release tempo was used.
The gong sound was chosen because it has a distinctive sound that humans know
from the beginning of time. The initial stimulation tempo has a value of 70,
which corresponds to the normal heart rate. For 4 minutes of the composition
the tempo decreases of 3 units per minute, to the value of 58. For last minute
the gong resounds at the same tempo (Fig. 4).

Fig. 4. Graph of tempo changes during the composition

The study was conducted on a group of 30 people aged between 20 and 24
years. The total study time was approximately 15 minutes (Fig. 5).

Fig. 5. Study stages

Patients were sitting on a chair in a comfortable position, they decided
whether they wish to listen to recording with closed or open eyes. Plethysmo-
graph sensor was placed on the index finger on the right hand. Sleeve pressure
gauge was assumed on the left arm. The study begins with two minutes of rest,
then the blood pressure is measured for the first time. For the next two minutes
the patient’s pulse is recorded in silence. The blood pressure is measured again.
Further the patient is sitting in a comfortable position and is listening to the
5-minute composition, pulse is recording during this section, after stimulation
blood pressure is measured. At the end the last two stages of the study are
repeated (Fig. 6).
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Fig. 6. Study design

After rejecting the extreme values of the initial pulse (3 cases) patients were
divided into 2 groups - a group of initial pulse above 70 beats per minute (15
people) and a group of initial pulse below 70 bpm (12 people).

Figure 7(a) shows the changes of the pulse in the subsequent minutes of the
test. Columns that are described as the second minute of the study show the
number of people with increase in heart rate in the second minute of silence com-
pared to the first minute. Third column describe changes in the first minute of
the sound stimulation. Eighth column shows at how many people pulse increase
in first minute of the second sound stimulation (70 bpm) compared to the last
minute of previous stimulation (58 bpm).

(a) Changes in the subsequent minutes
of the test

(b) Changes in the subsequent stages
of the test

Fig. 7. Changes of the pulse

In the group with higher initial pulse the first minute of stimulation (gong
sound with 70 bpm tempo) caused a decrease in heart rate and in the group
with lower initial pulse - it grows. The first minute of the second stimulation
(8th column; 70 bpm sound stimulation after 58 bpm stimulation) resulted in
a decrease of the pulse in both groups, regardless the heart rate in the previous
minute (higher or lower than 70 bpm).

There is no significant changes in pulse between each minute of the same
stimulation. Figure 7(b) shows the amount of people whose heart rate increased
in the first minute of each sound stimulation (first and third column) and during
the whole stimulation (second column it is the number of pulse growth in 5th
minute of the first stimulation compared to the 1st minute of this stimulation,
fourth column is the same about second sound stimulation).
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At the end of the first stimulation (second column) in both groups it was
observed a pulse increase in comparison to the first minute of the stimulation
(21 cases out of 27). In the last minute of the second stimulation (forth column)
it was also observed a pulse increase relative to the first minute of the stimulation
(in 21 cases out of 27 - it was a different group of people than the first one).

There was no significant changes in blood pressure during the entire study.

5 Conclusion and Future Work

The studies, which are briefly characterized in the chapter, were inspired by
the eternal and till now unfulfilled need to know what is exactly the impact of
sound (acoustic waves) on the human being. It is done a review of the basic
techniques used for the evaluation of human responses to music. An important
conclusion from the literature analysis, requiring further experimental research,
is that music can cause the brain activity by people with normal levels of anxiety,
just in opposite to them with greater anxiety, (reducing brain activity). In this
context, also referring to well known references that the music tempo changes
cause changes in heart rate, series of tests were done. They are described in
details in the article.

Our case study was to examine the impact of tempo changes on heart rate
and blood pressure. Gong was selected for this purpose because its sound is
known for a very long time, and often it is used in many types of music therapy.
During the experiments the frequency was reduced from 70 beats per minute
to 58. The test time was limited to 15 minutes. A plethysmograph sensor and
blood pressure were used after a two-minute rest and after the whole stimulation
with music. The patients group were divided into two sections, depending on the
significant reaction trend. The changes in heart rate were correlated with tempo
changes, while the changes in pressure have no special significance. The results
are shown in the corresponding figures.

The data analysis indicates that the sensitivity to tempo changes of sound
stimulation is rather an individual feature. On the basis of the achieved re-
sults some detailed observations were done. They lead to the conclusion that
the response to music stimulation may be classified as an important method of
behavioural biometrics [23,18,17,4].

The topic for next researches could be formulated on the statement (published
in the literature and indirectly confirmed by own experiments) that the greatest
increase (subjectively perceived) level of relaxation occurs in a group of patients
with their own relaxing music. This confirms the desirability of this research
in the field of music therapy, aimed at the more objective selection of music,
depending on the specific psychophysiological features of human being. This
is an important indicator that the universal relaxation music rather does not
exist and its matching should be supported by a detailed analysis of the human
reaction.

A separate field of researches is the optimisation of the conditions for the
driver [19,16,15,14,20,21]. Biocybernetic aspect of transport safety involves the
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evolution of psychophysiological state of the driver also by appropriate stimula-
tion (e.g. sound stimulation) to reach a positive impact on the driver.
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Abstract. This article details our developed algorithm for eye tracking
in low resolution video recordings, especially those with sub-VGA resolu-
tion and using lossy compression. The proposed method for eye tracking
is an important step towards the successful detection of eye blink arti-
facts which result in false delta activity being recorded in EEG records.
Once detected, we can automatically remove the erroneous delta activ-
ity during pre-processing of the EEG records and ultimately improve the
precision of automated EEG analysis.

Keywords: eye tracking, low resolution videos, EEG analysis.

1 Introduction

Electroencephalography is a neurophysiological approach to measuring the elec-
trical activity of brain using electrodes placed on the head surface or, in special
cases, within the brain itself. Results are presented in the form of electroen-
cephalograms (EEG), which are a graphical representation of recorded brain
waves. EEG is used in many areas, especially in brain damage assessment,
epilepsy and various other physiological problems. However, many types of ar-
tifacts are present in EEG recordings, significantly degrading the informational
value thereof. Identification and removal of the said artifacts is crucial for a
successful analysis. In view of the said, this article will deal with a method to
detect eye blink artifacts, based on eye localization with respect to head position.
Eye blinking introduces erroneous delta or theta waves, which are undesirable
during automated EEG processing and require additional attention to pinpoint
their source.

2 Eye Tracking Method

Most neurology departments are equipped with a camera monitoring system
recording the patient session [1]. The aim of the recording is to monitor patient
movement and state during EEG analysis. The recordings are archived for a
certain amount of time and thus, in order to save disk space, the recordings
are made with a lower resolution, frame rate and more aggressive lossy com-
pression. Parameters chosen for the purpose of this article are shown in Fig. 1.
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The recording consists of two camera feeds – a color feed visualizing the whole
patient body and a gray scale feed of the patient face. The compression caused
artifacts in the form of blocks, complicating and in certain cases also making it
impossible to use effective methods to extract characteristic picture properties.
Our eye tracking algorithm requires a 152x126px region of interest from the gray
scale feed.

Fig. 1. Recording sample (left) and parameters thereof (right)

Readily available methods for the detection of eye position, e.g. [2,3], were
not possible due to the low quality of the recording. Thus a new and effec-
tive method was necessary. Our proposed algorithm uses three reference objects
(Fig. 2) placed in the vertices of an equilateral triangle. Using our previously
published method [4,5] we are able to calculate the center of reference objects.
Based on their mutual position we are able to determine the rotation of the
triangle in all three axes. The reference object set is affixed to the head of the
patient and thus the triangle rotation is proportional to the rotation of the head.
Upon determining the rotation of the head we can calculate the eye location.

Fig. 2. Location of circular reference objects in the vertices of an equilateral trian-
gle(left). Triangle position on the patient head (right)
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2.1 Definition of the Three-Dimensional Model

In order to determine head rotation we must first define a three-dimensional
model of the head including the reference triangle. Distances in the model are
relative to the key points and respect the general anatomy of the head. Chosen
key points include: eyes, centers of reference objects and center of axial system.
The center of axial system is located approximately in the location of atlas and
axis vertebrae (C1 and C2), allowing the rotation of the head (Fig. 3). Distances
in the model are approximate and are calibrated based on individual patient
anatomy obtained from reference frame.

Fig. 3. General three-dimensional model showing the location of eyes (square marker),
centers of reference objects (round markers) and center of the axial system (triangular
marker). Distances are in centimeters

Rotation of the reference points and eye points around all three axes results in
revised point locations (coordinates) in three-dimensional space. Point rotation
is accomplished using three basic matrixes, each representing rotation around
a given axis. The resulting point coordinates after rotation [x′, y′, z′] can be
obtained by multiplication:

⎡

⎣
x′

y′

z′

⎤

⎦ = R(ϕ) ·

⎡

⎣
x
y
z

⎤

⎦ (1)

Where R represents one of the rotational matrices based on the chosen rotation
axis, ϕ is the rotation angle and [x, y, z] are starting coordinates.

2.2 Parallel Projection

Points in the three-dimensional model can be transformed into two-dimensional
space by means of parallel projection. Computer graphics usually utilize
rectangular projection and the same applies to our algorithm. Fig. 4a shows the
basic arrangement of parallel rectangular projection (axonometric projection).
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Fig. 4. Axonometric projection (A), projection of point A in parallel rectangular pro-
jection (B)

Fig. 4b shows parallel rectangular projection of point A. Coordinates [x′a, y
′
a] of

projected point A′ can be calculated as follows:

x′a = −xa sin(α) + ya cos(α) (2)
y′a = za cos(ε)− (xa cos(α) + ya sin(α)) sin(ε) (3)

In our case we employed the X-Y projection plane. Thus the azimuth α is
equal to −90o and elevation ε equals 0. The azimuth has a negative value because
positive values on the Y axis are oriented backwards (Fig. 3).

The previous paragraphs described the transformation from a 3-dimensional
space into two-dimensions using parallel projection. However, the situation is
opposite in real-life scenarios. The camera recording is the result of parallel pro-
jection of three dimensional space. We are able to detect the position of reference
point centers using our method of circular object detection. The centers of refer-
ence objects represent the vertices of the triangle under arbitrary rotation. In or-
der to successfully determine the eye location we must first determine the triangle
rotation in three-dimensional space. Reconstruction of three-dimensional space
from known two-dimensional space is no longer possible using inverse equations
(2)(3) because we are missing the third space variable. Thus we must determine
the rotation of the triangle in three-dimensional space based on the position of
its vertices in two-dimensional space.

2.3 Rotation in Three-Dimensional Space

In order to determine the eye position we must first determine the rotation
angle of the head in three-dimensional space using the reference triangle affixed
to the patient head. To determine the angle of rotation we must recalculate all
coordinates in the model. Dimensional coordinates in Fig. 3 are expressed in
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centimeters; however these are converted to pixels for use in subsequent cal-
culations. The calculation will first be limited to the set of reference objects.
Recalculation requires the definition of the conversion ratio which defined by
the screen distance between reference points in horizontal plane (Fig. 5). This
distance must be determined at zero angular rotation around the Z and Y axis,
whereby the distance diminishes during rotation around the Z axis. At zero ro-
tation around the Y axis the two lower reference points represent a horizontal
line. Thus the frame with zero rotation around the Z and Y axis is automatically
determined or we can ask the patient to look directly at the camera prior to the
recording.

Fig. 5. Expression of reference object coordinates in picture points (pixels)

We place the triangle obtained by parallel projection of the rotated 3-D model
into a new axial system with the center located in reference point 2 (Fig. 6). The
coordinates of translated reference points are:

[
x′1 x

′
2 x

′
3

y′1 y
′
2 y

′
3

]
=

[
x1 x2 x3
y1 y2 y3

]
+

[
−x2 −x2 −x2
−y2 −y2 −y2

]
(4)

Fig. 6. Translation of reference points. Translated point 2 is the center of the axial
system
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Translated points 1 and 3 are then expressed using polar coordinates (Fig. 7).
Polar coordinates [r1, ϕ1] of point 1 (similarly for point 2) are calculated from
Cartesian coordinates [x1, y1] using the following equations:

r1 =
√
x21 + y21 (5)

ϕ1 =

⎧
⎨

⎩

0, if x = y = 0
arcsin

(
y
r

)
, if x ≥ 0

− arcsin
(
y
r

)
+ π, if x < 0

(6)

Fig. 7. Point location expressed using polar coordinates

The triangle rotation in space is estimated using a so-called combination table.
The combination table contains rotation in space and the corresponding polar
coordinates of points 1 and 3. It is not necessary to include all theoretically
possible rotational values – only those physically possible when the patient is
lying on a bed are included (Table 1).

Table 1. Combination table parameters

Head movement Rotation range [o] Step
Rotation around X axis Forward and backward 0. . . 30 2o

Rotation around Y axis Side movement -30. . . 30 5o

Rotation around Z axis Rotation around vertical axis -45. . . 45 5o

The final table contains 3952 possible combinations of rotations and the cal-
culation time on a mid-range CPU (Intel Core2Duo T5250, 1.50GHz) took less
than a second. Polar coordinates are determined for each frame of the recorded
video (Fig. 7 left). It is evident that the obtained values will not correspond
directly to the values in the combination table. This is because the centers of
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the reference points are not always precisely detected and also due to the step size
in the combination table. The combination table look-up process determines the
value of rotation so that the calculated values of polar coordinates are matched
with the least possible deviation. Figure 8 shows the graphical representation of
the said table via polar coordinates for points 1 and 3 (Fig. 8). Each point is
associated with specific rotational angle. Red points represent the polar coordi-
nates obtained from the picture. Neighboring points from the combination table
are then looked up and the head rotation is determined. While the determined
rotation angle is not precise, it is sufficient to determine the approximate eye
location and has no negative effect on the success rate of the blink detection
algorithm.

Fig. 8. Location of the searched point (black square) in polar coordinates of the com-
bination table

2.4 Eye Coordinates

The eye distance from the reference triangle varies and must thus be determined
from the reference frame. The reference frame is identical to the frame which was
used to calculate the conversion ratio d. Eye coordinates [x, y, z] are calculated
with respect to reference point denoted as point 2 in previous text. After inter-
actively setting eye position in the reference frame, the coordinates are added to
the three-dimensional model (Fig. 3). The following steps are then performed to
calculate eye position for any arbitrary frame in the recorded video:

1. Head rotation in all axes is determined,
2. The 3D model is rotated based on the detected rotation,
3. Model points are projected onto the defined plane using rectangular projec-

tion,
4. In-plane eye coordinates are determined from reference point 2,
5. Eye position is marked in the image using coordinates determined in previous

point.

Figure 9 shows the eye detection algorithm steps.
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Fig. 9. Eye position determined using rotation of three-dimensional model

Fig. 10. Determined eye position (green points) in still reference frames

3 Results and Conclusion

Figure 10 shows the results of eye detection for various head rotations. The ob-
tained results indicate the detection algorithm is not entirely precise, mainly
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because the centers of the reference points are not always accurately detected
due to local brightness variations. However, this drawback does not negatively
influence the correct function of the subsequent eye blink detection algorithm
and artifact marking in EEG recording. The proposed method for eye tracking
in compressed video feeds is an important step towards the successful detection
of eye artifacts. Detection of the said artifacts will enable the automatic removal
of false delta activity during pre-processing of EEG records for automated anal-
ysis. The proposed algorithm can also be an alternative to other eye movement
ranking algorithms based on EOG evaluation such as [6].
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Abstract. Eye movement data may be used for many various purposes.
In most cases it is utilized to estimate a gaze point - that is a place
where a person is looking at. Most devices registering eye movements,
called eye trackers, return information about relative position of an eye,
without information about a gaze point. To obtain this information, it
is necessary to build a function that maps output from an eye tracker to
horizontal and vertical coordinates of a gaze point. Usually eye movement
is recorded when a user tracks a group of stimuli being a set of points
displayed on a screen. The paper analyzes possible scenarios of such
stimulus presentation and discuses an influence of usage of five different
regression functions and two different head mounted eye trackers on the
results.

Keywords: eye movements, eye tracking, calibration.

1 Introduction

Eye movement data may be used for many various purposes. In most cases it
is used to estimate a gaze point - that is a place where a person is looking at.
Most devices registering eye movements, called eye trackers, return information
about relative position of an eye, without information about the gaze point. To
obtain this information it is necessary to build a function that maps an output
from the eye tracker to horizontal and vertical coordinates of a gaze point. It is
typically done using information about eyes position when an examined person
is looking at a set of points (called Points of Regard or PoRs). There are several
problems that must be addressed when preparing such a function:

– How many points to use
– How to locate the points - i.e. point’s layout
– How long to present the stimulus in each point
– What type of mapping function to use
– Which measurements to use as mapping function input
– How to check the validity of the function

The paper discusses some of issues enlisted above using two different eye
trackers and a considerable amount of data registered during a couple of sessions.

E. Pietka, J. Kawa, and W. Wieclawek (eds.), Information Technologies in Biomedicine, 225
Volume 4, Advances in Intelligent Systems and Computing 284,
DOI: 10.1007/978-3-319-06596-0_21, c© Springer International Publishing Switzerland 2014
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The main contribution of the paper is defining guidelines which may be used
when preparing own calibration procedures.

While it seems obvious that more calibration points and a longer presentation
of points gives more data to build mapping model, it should also be taken into
account that too complicated calibration procedure is inconvenient for partici-
pants. Participants may be tired or annoyed with a long preparation phase and
tend to loss their concentration during the calibration process itself and - what
may be even worse - during the subsequent experiment. Therefore, the main
objective of the calibration step is to gather and analyze sufficient amount of
data during a procedure that is as short and simple as possible.

The pattern which is most widely (eg. [13,18]) used to present stimuli to
participant is the square grid, which typically consist of 9 to 25 points. Ra-
manauskas et al. [13] confirm what was mentioned above, that higher number
of points in this configuration usually results with better performance. Ohno
et al. [19] propose an eye tracking system which uses only 2 calibration points,
however this setup requires to maintain very strict relations between a camera,
an IR illuminator and an eye.

2 Experiment Setup

There were two different eye trackers used during the experiment.
The first one was a head mounted Jazz-Novo eye tracker (product of Ober-

consulting) that records eye positions with 1000Hz. It uses Direct Infra Red
Oculography (IROG) and utilizes pairs of IR emitters and sensors. The op-
toelectronic transducers are located between the eyes, thus hiding the sensor
assembly behind the shadow of the nose.

The second eye tracker was the VOG head-mounted eye tracker developed
with a single CMOS camera with USB 2.0 interface (Logitech QuickCam Ex-
press) possessing 352 x 288 sensor and lens with IR-Pass filter. The camera
was mounted on the arm attached to head and was pointing at the right eye.
The eye was illuminated with single IR LED placed off the axis of the eye that
caused dark pupil effect, which was useful during a pupil detection. The system
generated 20 - 25 measurements of a center of a pupil per second.

Both eye trackers were used in a usual points of regard calibration experiment.
The participants of the experiment were looking at a stimulus presented on a
screen. The stimulus was a circle pulsating on the screen to attract participant’s
attention. There were 29 different stimulus locations (Fig. 1). The stimulus was
displayed for about 3 seconds in each location. The order of stimuli presentation
was the same for each session.

In both cases the experiment was done on a 1280 x 1024 (370mm x 295mm)
flat screen. The eye-screen distance was 500mm, vertical gaze angle was 40 deg
and horizontal gaze angle was 32 deg.

There were overall 88 sessions with 39 sessions for Jazz-Novo eye tracker and
49 sessions for VOG eye tracker.
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Fig. 1. Points used during sessions

3 Calibration Algorithms

The objective of an eye tracker is to determine a gaze point - that is a place
where the user is looking at - with the best possible accuracy. There are three
main factors that influence the accuracy of an VOG eye tracker:

– Quality of the registered image
– Quality of the algorithm used for extracting image features
– Quality of the algorithm that is used to map the extracted features to point

of regard (gaze point)
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It is worth emphasizing that the aim of described study is to analyze how to
improve the third of the aforementioned elements, that is mapping image features
to point of regard (PoR).

The data was divided into training and testing part. The first 13 stimulus
locations (points) were used for training (Fig. 1(a)). All tests and errors of the
estimation were always calculated on the last 16 points (Fig. 1(b)). Various
combinations of 13 points were used to create 61 sets differing in the number of
points used and their locations. The sets can be divided into five groups differing
in the number of points. There were 19 sets of 5 points, 20 sets of 7 points, 9
sets of 9 points and 12 sets of 11 points prepared. Additionally, there was a one
full set of all 13 points used. Due to limited space, the detailed description of
the sets is not presented here.

Each of defined sets was then used to build a model mapping an eye tracker
output to gaze coordinates on the screen. Such a model consists of two functions:

xs = f(xe, ye) (1)

ys = f(xe, ye)

where xe and ye represent data obtained from an eye tracker and xs and ys are
estimated gaze coordinates on a screen.

There are multiple possible regression functions to be used. In this study three
types of such functions were used: the polynomial functions, the artificial neural
network (ANN) and the support vector regression (SVR).

3.1 Polynomial Functions

The most common choice for a calibration function is usage of polynomial func-
tions, which can differ in the degree and number of terms. Two comprehensive
studies analyzed possible solutions [3,1]. There were three classic functions used
in this work: a linear function, a quadratic function and a cubic function with
all possible terms.

Linear equation

xs = Axxe +Bxye + Cx (2)
ys = Ayxe +Byye + Cy

Quadratic equation

xs = Axx
2
e +Bxy

2
e + Cxxe +Dxye + Ex (3)

ys = Ayx
2
e +Byy

2
e + Cyxe +Dyye + Ey

Cubic equation

xs = Axx
3
e +Bxy

3
e + Cxx

2
eye +Dxxey

2
e + Exxeye

+Fxx
2
e +Gxy

2
e +Hxye + Ixye + Jx (4)

ys = Ayx
3
e +Byy

3
e + Cyx

2
eye +Dyxey

2
e + Eyxeye

+Fyx
2
e +Gyy

2
e +Hyye + Iyye + Jy
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For each function the coefficients were calculated based on training points
values using Levenberg-Marquardt algorithm.

3.2 ANN

The second type of function was an artificial neural network (ANN). An acti-
vation network with sigmoid function as an activation function was used. The
network was trained until the total train error was lower than 0.1, using the
Back Propagation algorithm, with normalized samples recorded during a ses-
sion. Configuration of the network consisted of two neurons in the input layer,
10 neurons in one hidden layer and two neurons as the output. ANN has been
already used in several eye tracing applications [6,17].

3.3 SVR

The Support Vector Regression (SVR) [14] was of the last of analyzed types. The
RBF kernel with parameters C = 10 and γ = 8 was used. The similar function
has been utilized for an eye tracker calibration in [12] and [9] but in completely
different setups.

4 Results

Experiments were conducted for all sets of calibration points and for all sessions
what gave 11.925 (39 sessions x 61 sets x 5 functions) models for Jazz-novo and
14.935 (49 sessions x 61 sets x 5 functions) models for VOG eye tracker. Every
model represented combination of a function, a session and a set of training
points. All models were checked using 16 testing points from the same session
(Fig. 1(b)). The error represented in degrees (Edeg) was calculated based on
them. Additionally, it was determinant coefficient (R2) calculated independently
for both axes.

Edeg =
1

n

∑

i

√
(xi − x̂i)2 + (yi − ŷi)2 (5)

R2 = 1−
∑
i (yi − ŷi)

2

∑
i (yi − ȳ)2

(6)

where yi, xi represent an observed value, ŷi, x̂i represent a value calculated by
model and ȳ, x̄ is the mean of observed values.

It must be emphasized, that it takes some time an eye to react to stimulus
position change to fixate on another position. Such occurrence is called saccadic
latency and lasts approximately 100-300 msec. In many cases this first fixation
is not accurate and is corrected. During earlier experiments (not published yet)
it was calculated that the safest range of measurements to include for further
studies is from 700 msec. to 1800 msec. after the stimulus position changed.
Therefore, only these measurements were taken into account in both training and
validation phases. It gave about 20-30 samples per point for VOG eye tracker
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and more than 1000 samples for the Jazz-Novo eye tracker. As so big number
of features was computationally difficult for the ANN and the SVR methods,
Jazz-Novo data was downsampled to 50Hz by calculating a median for every 20
subsequent measurements. Such downsampling process didn’t affect results of
the calibration, which was checked using the polynomial functions.

4.1 Model Validity

While checking the correctness and the accuracy of defined models, it occurred
that some models gave completely incorrect results for testing samples. It re-
sulted in R2 coefficient values to become lower than zero, which means that the
modeled curve had errors higher than the average of testing samples. It was de-
cided to reject such models as completely not feasible. Additionally, the number
of rejections was calculated for each function and group (i.e. sets with the same
number of points). The model was rejected if any of R2

x or R2
y coefficients values

for that model was lower than zero. Such strict condition resulted in rejection of
14.7% models for VOG eye tracker. The rejection percentage for different groups
and functions is presented in Table 1. It can be observed that the rejection per-
centage was lower when more calibration points were taken into account. For 5
points almost 90% of models were not feasible for the cubic (x3) function. It must
be remembered that a cubic function requires calculation of 18 parameters so it
needs more data than e.g. a linear function. The ANN and the SVR functions
were stable for each class and the number of rejections was always lower than
for the polynomial functions. Similar results - but with higher rejection rates -
were achieved for the Jazz-novo eye-tracker. The only important difference was
that the ANN and the SVR functions gave much higher rejection rates for this
device.

Table 1. Rejections percentage for VOG eye tracker

Group x1 x2 x3 ANN SVR
5 16.2% 32.4% 87.2% 10.4% 15.9%
7 5.7% 6.1% 35.1% 2.2% 3.8%
9 3.9% 2.7% 14.5% 1.4% 0.9%
11 2.6% 2.0% 5.1% 0.5% 0.3%
13 2.0% 2.0% 2.0% 0.0% 0.0%

4.2 Multidimensional Analysis of the Recorded Data

Filtered data was analyzed taking few aspects into account. It was interesting to
check how the average error changed when various number of points constituted
training set and what is an influence of a function used to build a regression
model. And finally a question on the impact of a calibration points layout on
defined model accuracy was asked. All issues were considered separately for both
eye trackers used in the experiments.
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Table 2. Errors by function

VOG Jazz
Func Edeg SD Func Edeg SD
x2 2.717 1.846 x2 4.012 1.895

SVR 2.786 1.680 x1 4.070 2.0188
x1 3.135 1.965 x3 4.671 1.762

ANN 3.268 1.650 ANN 5.388 1.672
x3 3.485 1.770 SVR 7.019 1.705

Functions Comparisons. The first step of the analysis mentioned above was
to compare accuracy of different functions using Edeg value - that is average
angular error. As can be seen in Table 2 the best average results for the VOG
system gave the quadratic function x2. However the difference between x2 and
SVR is not significant (p = 0.07). Significant differences can be noticed in relation
to other functions.

For Jazz the best function was x2 although the difference between x1 and x2
was not significant. What was interesting that the SVR and the ANN functions
were significantly worse for the Jazz-novo eye-tracker.

When errors for various number of points were analyzed, it occurred that for
5-points groups and VOG results the linear function (x1) became better than
SVR and the significant difference can only be noticed for the ANN and the
cubic (x3) function being the worst methods (Table 3). For Jazz x1 function is
significantly the best function for 5-points calibration. On the contrary for 13-
points group the SVR method became the best method and the linear function
x1 became significantly the worst one. For the Jazz-novo device all polynomial
functions were the best ones but with no significant differences (Table 5).

Table 3. Errors by function for sets with 5 points

VOG Jazz-novo
Func Edeg SD Func Edeg SD
x1 4.427 1.945 x2 3.415 2.029
x2 4.786 1.783 x1 3.561 2.130

ANN 6.037 1.623 SVR 3.588 1.867
x3 6.082 1.618 ANN 3.986 1.797

SVR 8.100 1.1486 x3 5.421 1.638

Number of Points Comparison. When average errors were calculated for
set with various numbers of points it occurred that, as it could be expected, 13-
points set gave lowest errors (Table 5). However, the differences between 13 and
11 points groups were not significant for both eye trackers. Additionally, when
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Table 4. Errors by function for 13 points set

VOG Jazz-novo
Func Edeg SD Func Edeg SD
SVR 1.995 1.401 x3 3.349 1.585
x3 2.138 1.510 x2 3.629 2.017
x2 2.323 1.572 x1 4.079 2.321

ANN 2.328 1.385 ANN 4.302 1.554
x1 2.930 1.894 SVR 5.301 1.799

similar comparison was done only for models that used x2 function (Table 6), it
turned out that the differences between groups 13,11,9 and 7 were not significant.
It shows that higher number of calibration points not necessarily causes lower
error rates.

Table 5. Errors by number of points in set

VOG Jazz-novo
Points Edeg SD Points Edeg SD

13 2.341 1.594 13 4.455 2.737
11 2.522 1.629 11 4.710 2.679
9 2.806 1.656 9 5.130 2.769
7 3.073 1.704 7 5.546 2.817
5 3.722 1.983 5 6.338 2.697

Table 6. Errors by number of points in set for x2 function

VOG Jazz-novo
Points Edeg SD Points Edeg SD

13 2.323 1.572 13 3.629 2.017
11 2.396 1.628 11 3.662 1.948
9 2.461 1.699 9 3.801 1.933
7 2.580 1.799 7 3.891 1.770
5 3.415 2.029 5 4.786 1.783

Finding the Best Models. Searching for the best models, the comparison of
the Edeg errors was performed. All results were sorted with ascending order and
ten sets with the lowest error values were analyzed. The analysis was done both
for each function independently and for all functions together, however data from
different eye trackers were treated as autonomous sets.

In Table 7 there were presented the best results in form of ten sets with the
lowest Edeg average error values. Once again, due to limitation of the paper
size, only results subset concerning polynomial functions were showed. It can
be observed that for both devices the set 13_1 - that is the reference set using
all training points - together with the most complicated polynomial function x3
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Table 7. Best ten sets with lowest Edeg

Jazz-novo VOG
Function Points No Edeg Function Points No Edeg

x3 13 1 3.349 x3 11 9 2.058
x2 7 16 3.357 x3 13 1 2.138
x1 7 13 3.377 x2 11 9 2.256
x2 11 12 3.450 x2 9 2 2.261
x2 9 7 3.476 x2 7 1 2.265
x2 7 13 3.480 x3 11 1 2.267
x2 9 2 3.518 x2 7 7 2.270
x2 11 1 3.545 x3 11 12 2.287
x2 11 7 3.547 x2 7 10 2.289
x2 11 10 3.573 x2 11 8 2.291

provided one of the best results (the lowest Edeg error). But it turned out that
the differences between this set and other sets with lower number of points are
not significant. Especially for Jazz-novo there are two models (x2_7_16 and
x1_7_13) for which the results are almost the same. It shows that the number
of calibration points not necessarily results in lower error rates.

Interesting situation can be observed when analyzing the SVR and the ANN
functions. It occurs that for the VOG system SVR outperformed all other func-
tions (with 9 of 10 best models) and ANN gave results comparable to the polyno-
mial functions (with the best result 2.166 for ANN_11_8). Quite differently in
case of Jazz-novo eye-tracker the SVR methods provided very bad results (with
5.13 Edeg for set 13_1) and ANN was only a fraction better (with 4.30 for set
13_1). Such bad results require further studies.

In the next step sets differing in number and layouts of points were analyzed
in terms of their usefulness for building a calibration model. This analysis, based
on ten sets for which the lowest Edeg error values were obtained, was done for
each of the functions used. It was expected that groups of the chosen sets would
be dominated by sets with higher number of calibration points. The conducted
studies confirmed this assumptions for cubic, ANN and SVR methods where sets
with 11 points constituted majority of a group. However, in case of linear and
quadratic functions, greater diversity of sets types was observed. There were sets
with 5, 7 and 9 points especially for the first of mentioned methods.

These findings regard both types of eye-trackers although some differences
were noticed. It concerned the quality of results achieved for the particular func-
tions. The average error rates obtained in case of the Jazz-novo eye-tracker with
regard to linear and quadratic functions were lower than for cubic, ANN and
SVR ones, even though they were calculated using lower number of points. The
opposite situation was determined in case of the second eye-tracker. The cu-
bic, ANN and SVR methods provided the lower average error values than other
polynomial functions.
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Point Location Comparison. As it was shown in the previous section, groups
with lower number of points may be as good as groups with higher number of
points when a correct function is used. In this section different sets with the same
number of points were compared to find out if the points location influences
error rates. For this purpose the average error for all analyzed functions and
for each set of points was calculated. The results for the VOG eye tracker are
gathered in Table 8. Analysis of these results showed that in case of the VOG
eye tracker there were significant differences for all five points group (19 sets).
Among them the best set 5_7 (points: 3,6,9,12,13) giving average error 2.8 deg
and the worst set 5_5 (points: 1,7,9,12,13) with an average error equal to 7.74
deg can be mentioned. After deeper layout examination it occurred that the
lowest errors are calculated for sets containing point number 3 and 6 (north and
south positions on the screen) and additionally of some points in the middle
(10,11,12,13). Utilizing points in corners of the screen resulted in significantly
higher errors. Similar situation was observed for the VOG system in case of seven
points group (20 sets) although the differences were not so significant (from 2.78
deg for set 7_2 to 4.06 for set 7_11). There were no significant differences in
points layout for sets with 9 and 11 points noticed.

Studying results for the second eye tracker Jazz-novo it was observed that
there were significant differences in 5-points group as well. However, the results
varied from that obtained in the VOG case. Although the same two sets (5_5
and 5_6) were the worst ones, there were sets for which Jazz-novo worked much

Table 8. Errors for sets ordered by group and error rate (VOG)

Set Edeg Set Edeg Set Edeg

5_7 2.81 7_2 2.79 9_2 2.56
5_2 3.27 7_7 2.83 9_8 2.64
5_8 3.28 7_18 2.89 9_1 2.64
5_15 3.31 7_13 2.90 9_6 2.68
5_1 3.39 7_14 2.92 9_7 2.73
5_19 3.74 7_8 2.93 9_5 2.78
5_17 3.86 7_15 2.93 9_9 2.97
5_3 3.87 7_17 2.93 9_10 3.07
5_18 3.93 7_1 2.94 9_3 3.28
5_12 3.93 7_10 3.04 11_9 2.28
5_4 4.12 7_16 3.05 11_1 2.36
5_11 4.17 7_9 3.07 11_10 2.37
5_13 4.31 7_6 3.11 11_8 2.42
5_16 4.40 7_5 3.22 11_2 2.48
5_14 4.47 7_4 3.32 11_7 2.48
5_10 4.60 7_3 3.62 11_5 2.59
5_9 6.13 7_19 3.71 11_12 2.62
5_6 7.38 7_12 3.72 11_11 2.63
5_5 7.75 7_20 3.76 11_6 2.66

7_11 4.06 11_4 2.69
11_3 2.70
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better than VOG eye tracker. The 5_9 set with points on the left side of the
screen can be taken as an example. In general, points located in the corners of the
screen did not influence significantly Jazz-novo outcome - 5_19 set with points
1,5,7,8,9 was the fourth of best models. As it was stated above, their usage in
case of the VOG system entitled higher error rates.

Differences for all other groups (7,9 and 11) were not significant but similar
trends to the VOG system findings were observed.

5 Conclusions

The main goal of the research was to check repeatability of results for both
various regression functions being used and various numbers and layouts of cal-
ibration points. To achieve this goal two different eye trackers were used. Using
them two environments were developed to test five various functions operating
on 61 sets of calibration points. These sets differed with numbers of points and
their position on the screen. The obtained results were compared in terms of
type of device, type of function and type of calibration points sets. There were
some significant differences found. For instance simpler regression functions like
x1 or x2 operated better than more complicated (like x3 or SVR) on sets with
lower number of points. Some specific sets with 7 points gave results comparable
to 13 points sets. In the same time it was showed that calibration results highly
depend on the type of eye tracker: (1) Points locations in screen corners were
not a good solution for VOG while gave very good results for Jazz-novo. (2)
Regression functions SVR and ANN worked very good for VOG eye tracker and
very bad for Jazz-novo. (3) x2 function outperformed x1 function for VOG but
the results of both were similar for Jazz-novo. Therefore, pointing out the best
calibration set, which worked well for all functions and for both devices, turned
out to be difficult.

Because the presented studies focused on making the comparison described
above, the further research are planned to be aimed at an improvement of the
particular results separately for each eye tracker.
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Abstract. The paper concerns issues related to assistive technologies
for disabled people. An interface which emulates a computer mouse, han-
dled using eye blinks, is presented in the paper. A computer should be
equipped with a low cost webcam to use the interface. Icons related to
different directions of mouse cursor movements and real mouse buttons
are sequentially presented to the user. An action corresponding to cur-
rently shown icon is performed when the user keeps his eyes closed for a
specified period of time.

The interface is now used by a disabled girl with SMA (Spinal Muscu-
lar Atrophy). The part responsible for an analysis of an eyes behaviour
was prepared as a dynamic linked library (DLL), so it can be used for
other purposes.

Keywords: computer vision, assistive technologies.

1 Introduction

Nowadays almost everybody can have a computer equipped accordingly to his
needs without much difficulty. It is particularly important for disabled people
who cannot communicate with others in usual manner. A computer equipped
with a special devices or software interfaces can allow such people to participate
in social life, learn a profession and take up a job. This results in increased
independence and life activity of disabled people. Disabled children can learn
and play using such systems. Their teachers and therapists can use computer
programs designed for educational and therapeutic purposes in their work.

People with serious motor impairments, such as spinal muscular atrophy
(SMA), Amyotrophic Lateral Sclerosis (ALS) or spinal cord damages, are proba-
bly in the most difficult life situation. They often communicate with others using
alternative communication systems, such as picture symbols (black and white
pictures called pictograms or color pictures in the case of Picture Communica-
tion System – PCS). The symbol illustrating what the person wants to say is
usually indicated by specified signal, which can be generated by disabled person.
In the case of the above diseases face expressions or eye blinks are often used as
these signals.

E. Pietka, J. Kawa, and W. Wieclawek (eds.), Information Technologies in Biomedicine, 237
Volume 4, Advances in Intelligent Systems and Computing 284,
DOI: 10.1007/978-3-319-06596-0_22, c© Springer International Publishing Switzerland 2014
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To communicate with the use of pictograms or PCS it is required that a person,
which flips through the pages of the book with symbols with pictures, assists
the disabled person. Computer program can substitute such person. Moreover, a
speech synthesizer can read statements chosen by disabled user. It allows disabled
person to feel more independent of others. Moreover, well tailored user interface
can make communication more convenient.

Children using an alternative way of communication, such as pictograms,
often do not learn reading and writing. It impairs their mental development and
decreases their potential for participation in social life. It can be changed by pro-
viding tools for handling a computer equipped with special programs for commu-
nication and education. A virtual keyboard and a special interface which enables
to emulate a computer mouse can give an access to the whole of a computer
functionality. Virtual keyboard is standard component of Windows operating
systems. There are many similar solutions freely available in the Internet (see
e.g.http://www.techsupportalert.com/best-free-onscreen-keyboard-osk
.htm.) Most of them are inconvenient in the use, but it is possible to freely
download solutions which incorporates innovative technologies, such as word
prediction, which makes it possible to reduce the number of clicks needed to
write a text [1,2]. Thus, providing a disabled user with the interface for mouse
handling, which is tailored to his capabilities, is very important for such person.

We present some solutions of this kind which can be used by people with
considerable motor impairment (Sect. 2). Our aim was to give a 12 years old girl
suffering from SMA the possibility to communicate with the others by means of
a computer equipped with one of such interfaces. At first we experienced with
b-Link system [21]. It allows to handle a computer using eye blinks and it is
freely available from the Internet. Unfortunately, the system proved to be useless.
We found out that it resulted from wrong face position relative to the camera.
Namely, eyes line was not parallel to the bottom line of the face image. Fulfilling
this condition in regard to the girl who lies on the bad, was impossible without an
additional camera set-up equipment. Moreover, the graphical interface seemed
to be too complicated and too little intuitive for the child. Inability to configure
the application with a traditional computer mouse was also very inconvenient
(it was possible to do it only using eye blinks, which was very arduous). The
drawback of b-Link is also that it occupies a lot of screen area and there is no
possibility to change it.

These remarks induced as to develop much simpler interface dedicated to chil-
dren, without loss of functionality of b-Link. We decided to prepare an universal
software interface for eye blinks detection, which could be used for other pur-
poses. We decided to base on a blink detection method proposed in [22], because
its high reliability in varying environment condition and high accuracy was re-
ported by the authors. The interface is described in Sect. 3. Our main goal was
to design an on-screen mouse application, which is intuitive for the children and
will allow the girl mentioned above to handle the computer without help of any
assistant person. We named it BlinkMouse. The solution is presented in Sect. 4.

http://www.techsupportalert.com/best-free-onscreen-keyboard-osk.htm.
http://www.techsupportalert.com/best-free-onscreen-keyboard-osk.htm.
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Experiments we have done with the BlinkMouse and their results are described
in Sect. 5. Conclusions and our plans for future work are included in Sect. 6.

2 Related Work

Several solutions, which enable for handling computer by disabled, are available
on the market, but they are usually very expensive and they do not always meet
user’s expectations. Nowadays motor impaired users without possibility to use
standard input devices, such as mouse and keyboard, can handle a computer by
means of biomedical signals, face gestures or eye gaze tracking. These signals
can be interpreted by special interfaces installed on user’s computer. Interfaces
based on biomedical signals, such as EEG, SSR – Sympathetic Skin Response [3]
or muscular activity (EMG – electromyography) [4,5,6], require special input
devices, which allow to record data related to intentional user’s action.

To use interfaces mentioned above it is necessary to get physical device, which
often is out of reach of disabled person. Moreover, the user may find that such
device falls short of his expectations. That is why software interfaces can be inter-
esting alternative to above solutions. Today, all common computers are equipped
with a camera, so vision interfaces can be easily available for everybody. Software
interfaces, in contrary to these which are based on biomedical signals, are non-
invasive, so they are are comfortable in the use. Vision interfaces designed for
severely motor disabled persons can be divided into head movement based inter-
faces, eye-gaze tracking interfaces, eye-blinks based interfaces and face gestures
based interfaces.

2.1 Head Movement Based Interfaces

The Camera Mouse system tracks the computer user’s movements with a video
camera and translates them into the movements of the mouse pointer on the
screen [7]. A person with severe motion impairments can use the Camera Mouse
with on-screen text-entry software to communicate. The system is available as
a free download at http://www.cameramouse.org.

The Camera Mouse software limits the user to left-click commands which the
user executes by hovering over a certain location for a predetermined amount
of time. For users who can control head movements and can wink with one eye
while keeping their other eye visibly open, the "blink and wink interface" was
designed [9,8]. It allows complete use of a typical mouse, including moving the
pointer, left and right clicking, double clicking, and click-and-dragging.

Similar solution, named HeadMouse [10] is also freely available in the Internet
at http://www.tecnologiasaccesibles.com/en/headmouse.htm.

2.2 Eye-Gaze Tracking Interfaces

Eye-gaze tracking interfaces are suitable for those disabled persons who can not
move their heads and limbs, but retained the possibility to move their eyes. Such
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interfaces are able to detect and follow user’s gaze and are non-invasive, but ad-
ditional light source, typically infrared and a special video camera are usually
necessary. The light source is reflected from the eye and sensed by the cam-
era. The information is then analysed to extract the eye rotation from changes
in reflections [11]. To be useful for disabled person, the eye tracker must be
closely related to the software, which should respond adequately to the user’s
intention [12]. In gaze-based communication systems for disabled freezing gaze
for more than a predefined time interval (named dwelltime) is recognised as
a user’s command. This kind of interfaces are still developed, for example at
the University of Pavia [13]. Similar solutions are developed by Kocejko, Bu-
jnowski and Wtorek in Multimedia Systems Department of Gdańsk University
of Technology [14]. The drawback of infrared camera-based interfaces is necessity
of following complicated calibration procedure which can be difficult for small
children.

2.3 Eye-Blinks Based Interfaces

Another kind of vision-based interfaces for hands-free computer handling can use
an eye blinks. The blinks, when used together with eye-gaze tracking interfaces,
can replace sending commands with the use of dwelltime. Many methods for blink
detection were proposed in literature. One kind of such interfaces track eyelid
movement with the use of optical flow [15] or normal flow [16]. Blink detection
with the use of Gabor filter to extract arcs of the eye is proposed in [17]. The
eye region is detected using template matching method. The method allows to
measure the distance between detected top and bottom arc in eye region. The
authors assert that the method has perfect success rate and it is able to work in
real time.

The Blink Link system, which enables communication using sequences of long
and short blinks, allows for blink detection in real time using correlation with an
open eye template [18,19]. The system automatically detects a user’s eye blinks
and accurately measures their durations. Voluntary long blinks triggers mouse
clicks, while involuntary short blinks are ignored. The location of the eyes is
determined automatically through the motion of the user’s initial blinks. Subse-
quently, the eye is tracked by correlation across time, and appearance changes
are automatically analyzed in order to classify the eye as either open or closed
at each frame. No manual initialization, special lighting, or prior face detec-
tion is required. The system works with inexpensive USB cameras and runs at a
frame rate 30 fps. Experiments on eight test subjects yielded an overall detection
accuracy of 95.3%.

We mentioned in the Sect. 1 about b-Link system [21]. The authors of the
system proposed an algorithm of eye blink detection, estimation of eye blink
duration and interpretation of sequence of blinks in real time. The main idea of
the algorithm is to measure the area of visible part of an eye and to analyse the
eye blink dynamics. The Haar-like face detection is performed first. Obtained
face region is used to determine eyes location. Known geometrical dependencies
between elements of human faces are taken into consideration there. Next step
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is eye tracking. A template matching technique is used for his purpose. Eye
blinks are detected and analysed using an active contour model. The authors
classify detected eye blinks as short (< 200ms) or long (≥ 200ms). Short eye
blinks are assumed to be spontaneous and they are discarded during analyse.
The algorithm was used in two applications: BlinkWriter and BlinkBrowser. The
first application has the form of on-screen keyboard designed to be handled by
eye blinks. The scanning technique similar to that of Microsoft’s build-in OSK
was used there. The letters on the keyboard were arranged so that the most
frequently used ones could be selected by shorter sequences of eye blinks. The
second application allows to surf on the Internet by eye blinks. It involves an on-
line mouse functionality. The average time needed for entering a single character
was 10.7 s. for BlinkWriter and 9.5 s. for BlinkBrowser. Moving the mouse cursor
diagonally of the screen using BlinkBrowser took 9.5 s. on average.

2.4 Face Gestures Based Interfaces

Another interface, named LipMouse, allows a user to use a computer using lip
movements and gestures. It was proposed by Dalka and Czyżewski [23]. They
used a cascade of boosted classifiers working with Haar-like features to detect
face in a video stream from a standard web camera. Next, lip’s region is extracted
on the basis of a lip’s shape approximation and a descriptor is calculated. The
descriptor is constructed of a luminance histogram, statistical moments and co-
occurrence matrices. It constitutes an input to an artificial neural network. The
interface allows to recognize three lip gestures: mouth opening, sticking out the
tongue and forming puckered lips.

The Eyebrow Clicker is a camera-based human computer interface system
which automatically detects when a user raises his or her eyebrows and then
triggers a mouse click [19]. It implements a form of simulated binary switch.
Results demonstrated overall eyebrow raises detection accuracy of 89%. When
the user raises his or her eyebrows, the binary switch is activated and a selection
command is issued.

3 Interface

Our interface has the form of a Dynamic-Link Library (DLL) with CBlink class,
which was designed for detecting eye blinks. The interface was prepared in C++
language, using Microsoft Visual Studio 2010. The open source OpenCV 2.4
library was used for image processing and image analysis tasks. The algorithm
for blink detection is presented in Fig. 1.

It is implemented in the WykrywajMrugn method of CBlink class. The al-
gorithm uses eyes’ templates and two parameters T and min_duration. First
parameter, T, is related to the similarity of eye appearance to their templates.
The similarity is calculated using template matching. The eye template is a gray
scale image of the eye. It is found using Haar-like classifier, which was previously
trained to detect eyes. The template is compared to overlapped image regions of
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Fig. 1. Blink detection algorithm

the same size. To speed up calculations, only eyes’ region is taken into account.
The region is marked out by restricting the face area to its upper part (Fig. 2).
The face area is found using another Haar-like classifier, which was previously
trained to detect faces.

Separate calculations are performed for each eye. The left eye template is
used for left part of the eyes’ region and the right eye template for its right
part. Assuming that R is a subregion of an eye area of image I, which has the
same size as a template templ and is related to the pixel (x, y), the value of the
similarity S(x, y) of R and temp is calculated using following formula:

S(x, y) =

∑
x′,y′ (templ(x

′, y′) ·R(x+ x′, y + y′))
√∑

x′,y′ templ(x
′, y′)2 ·

∑
x′,y′ R(x+ x′, y + y′)2

(1)
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Fig. 2. Regions used during eye blink detection: face region (outermost rectangle), eye
region determined on the basis of the face position (middle rectangle) and both eyes
regions (two internal rectangles)

where (x, y) indicates the location of the pixel in eye image to which calculated
value is assigned, x′ and y′ are coordinates of the template points.

As the result, an array of similarity values for each pixel contained in the
eye region is obtained. Higher values indicate those locations which are more
similar to the template. We assume that the eye is located in the area for
which the highest similarity value (Slmax for the left eye, Srmax for the right
eye) was achieved. Obtained values belong to the range [0, 1]. Total similar-
ity Smax is calculated as an average value of similarities Slmax and Srmax.The
threshold T is used to determine if the eyes changed their state from opened to
closed or vice versa. A default value of T is 0.1. It is compared with the abso-
lute value of difference D(k) between eyes’ similarity obtained for current frame
k and minimal or maximal value of similarities obtained for n = 10 previous
frames. If |D| > T and similarity Smax(k) related to current frame k is less than
max (Smax(k − i)) , i = 1, 2, ..., n − 1), closing eyes action is stated. If Smax is
grater than min (Smax(k − i)), opening eyes action is stated. If both of this events
are detected, then the time that the eyes were closed is stored. It is accessible
for the user of CBlink class through the method CzasZamknieciaOczu.

Second parameter of the algorithm, min_duration, determines a threshold of
the eye blink duration. If the eyes are closed longer than the threshold value, a
signal indicating that the user blinked can be generated. Default value for this
threshold is set to 500 ms. It allows to discard unintentional blinks.

The parameters’ values can be easily changed, because there are proper meth-
ods available for the user of our interface. Moreover, the interface offers addi-
tional functionalities, which can be useful during designing the applications for
disabled users. Namely, it allows to rotate images obtained from the camera so,
that the line connecting corners of user’s eyes is perpendicular to the bottom
edge of the image. The rotation angle is calculated after indicating outer corners
of the users eyes. If can be set by invoking a proper method of the CBlink class
of our interface. If the flag is switched on, images are rotated before eye blinks
detection.

If the face detection process is not necessary, e. g. when the person which
controls computer by eye blinks can not move his head, there is a possibility to
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omit face detection stage. It makes processing time a little shorter. It can be
done by setting proper flags of the interface. Remaining functionalities of the
interface are:

– it provides a separate method for the generation of eye templates,
– it makes possible to get information about cameras available in the system,
– it makes possible to indicate which camera source should be used by the

interface,
– it makes possible to set the resolution of the camera used during detection

of eye blinks,
– it makes possible to incorporate image rotation before eye detection process,

if it is necessary, i.e. when the eyes are not parallel to the bottom border of
the face image,

– it makes possible to screen user’s face images,
– it makes possible to determine which eye was used for blink,
– it makes possible to generate sound prompt indicating when the minimal

blink time interval elapsed.

4 BlinkMouse

We have prepared BlinkMouse – an on-screen mouse destined for the 12 years
old girl, who suffers from SMA. The mouse is handled by eye blinks. It uses
the interface described in Sect. 3. After running the application a main window
appears on the screen (see Fig. 3). Simultaneously, camera preview window is
displayed. At this stage a help of an assistant if the disabled person is necessary
to prepare the application to work by means of eye blinks. The assistant should
set up the camera in proper position and click one of two buttons available at
the main window, namely the "Point out eyes line" button or the "Take eyes
templates" button. First button is intended for pointing out outer corners of eyes.
It is necessary, if the line of eyes is not parallel to the bottom line of the image.
If this way of starting the eye controlled mouse it chosen, the image rotation
is performed as an element of blink detection process. If second button will be
pressed the image rotation will be omitted. Pressing both buttons causes taking
eyes’ templates, which are used during blinks detection (see Sect. 3). Now, the
disabled user can control his computer by eye blinks. He or she can move the
mouse cursor up, down, left and right, perform mouse clicks (also double click)
and drag and drop objects. Currently available action is shown on the screen
by icons, one for each action. The icons appear sequentially near current mouse
cursor position. Their appearance is related to the action, which is invoked by
the icon. Namely, the directions correspond to arrows, the click action to icon
with check symbol, the drag action to hand symbol.The duration time for the
icon visibility can be set by the user. The default value is 2 sec. The action
corresponding to the currently visible icon starts after the intentional eye blink
is detected. The blink is treated as intentional if the eyes stay closed longer then
a specified time duration. The default lower limit value is set to 500 ms, upper
limit value is set to 1 500 ms. These values can be changed by the user.
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Fig. 3. BlinkMouse: main window and preview window

A double-click action can be activated by closing eyes for longer time than
half of the upper time duration limit of the intentional eye blink, while the
mouse button click action is active. Activating the mouse cursor movement at
the direction shown by the proper icon can be performed by the intentional
eye blink while the icon is visible. The cursor stops after closing eyes action is
detected. If the intentional blink will be affirmed next actions according to the
sequence will be shown. If it turns out that it was the spontaneous blink, i.e. the
eyes stayed closed shorter than lower time duration limit for the intentional eye
blink, the cursor movement will be resumed. This allows the user to pinpoint
the position on the screen. Speed of the mouse cursor movement can be set in
Options menu (see Fig. 3).

The experience in the use of BlinkMouse shown that its functionality can be
improved by afford the user an opportunity to enable to go to the next action
in the sequence without necessity to wait until the time the individual icon is
shown will elapse. It is possible in the BlinkMouse by closing eyes for the time
shorter than lower limit of the intentional blink while the sequence of actions is
presented to the user. At first the disabled girl for which the BlinkMouse was
designed had difficulties in determining when she can open her eyes to accept
the action. That is why we added additional functionality to the application
allowing to generate sound prompts after the minimal time for accepting the
action elapses. It can be easily switched off in the Options menu.

Main window of the BlinkMouse contains check box which enables to switch
on and off the camera preview window. By default the preview window is closed
after the eye templates generation. The demonstration of the BlinkMouse can
be seen at our web site http://kia-wizja.prz.edu.pl/main/projects/.

http://kia-wizja.prz.edu.pl/main/projects/
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5 Experiments

The BlinkMouse was tested on the laptop with Microsoft Windows Vista, In-
tel(R) Core(TM) 2 Duo CPU, 2.4 GHz, 4 GB RAM with HP Webcam working
with the resolution 640 × 480. A group of 7 volunteers (4 adults aged 37 to 44
years and 3 children aged 12 to 15 years) were asked to handle the computer
without using the keyboard and the mouse device. Instead they were to use the
BlinkMouse and the virtual keyboard FreeVK. We used a test mode of the Blink-
Mouse, in which a log file is generated for each user. It contains an information
about the detected eye blinks (i.e. blink duration, the time it occurred). An av-
erage processing time of the frame and its standard deviation during the blink
detection process were also calculated. The same parameters were calculated for
the eye matching. The blinks reported in the log file can be confronted with the
real ones, because a video file with the camera view was also recorded.

Before the experiment each participant was informed how to use the Blink-
Mouse. None of them had a problem with understanding it, and everyone started
to use the on-screen mouse without any questions.

The results are presented in Tab. 1. The results showed that the standard
deviation of average processing time is significantly larger for some users. From
the observation of the user’s behaviour recorded in video file we conclude that it
is depended on the user’s mobility. If the user often changes his position in the
relation to the monitor, the average processing time and its standard deviation
increase. Hence average fps decreases. It is worth mentioning that one child
participating in the experiments wore glasses. It did not disturb him to use the
application.

Table 1. Results of the experiments

User Age Frame processing time Eye matching time fpsavg. [ms] std [ms] avg. [ms] std [ms]
Adult 1 44 23 4.9 9 2.2 43
Adult 2 44 17 2.0 9 1.3 59
Adult 3 43 19 2.3 10 1.8 53
Adult 4 37 20 2.2 9 1.9 50
Child 1 15 23 5.1 12 3.3 43
Child 2 14 19 2.0 9 1.4 53
Child 3 12 18 3.9 9 2.3 56

All participants commented that using on-screen keyboard is inconvenient to
write text. Most of their time during experiment they spend on playing computer
games. They also suggested that the mouse cursor can move faster, because they
lost their patience waiting the cursor to reach the destination point.

6 Conclusion

We prepared our own interface of the eye detection method based on the tem-
plate matching technique in the form of DLL library. Such tool can also be used



BlinkMouse-On-Screen Mouse Controlled by Eye Blinks 247

in other applications, eg. to suggest people suffering from Computer Vision Syn-
drome that they should blink regularly [24] or to prevent drivers from falling
asleep.

We used the interface in the on-screen mouse, which we named BlinkMouse.
The mouse was intended for the girl which suffers from SMA. That is why it is
intuitive and has facilities, such as sound prompt indicating that blink duration
is sufficient to be recognised as user command, which allows to quickly start
using it. The BlinkMouse in connection with an on-screen keyboard gives the
girl, the possibility to handle a computer by the eye blinks. She uses it now
during her educational process. She also uses it to play computer games (the
memory game is her favourite one) and to view photos.

The experiments we conducted showed that the blink detection interface al-
lows for a real-time applications. It works well with common laptop with build-in
webcam. However, experiences showed that the algorithm which we implemented
(see Sect. 3) has a little drawback. Namely, if the user looks beyond the screen,
it can be recognised as the eye blink. The solution for this is to modify the algo-
rithm, for example by analysing the visibility of the pupil. Adding the possibility
to change cursor movement speed on-the-fly also may be useful.
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Abstract. This article describes a four-channel amplifier for human
neurophysiologic electrical activity measurement. The advantage of the
device, in combination with the developed software, lies in the real-time
display of various human electrical signals such as ECG, EEG and EOG.
Signal samples are stored in a binary file on the hard drive for further
analysis. Combination of leads is changeable depending on the measure-
ment type and characteristics thereof. Gain of individual leads is ad-
justable by digital potentiometers. The various types of measurement
are presented in the article in order to verify device function.

Keywords: bio-amplifier, programmable gain, changeable leads, ECG,
EEG, EOG.

1 Introduction

In practice it is often necessary to measure different human electrical activ-
ity by a single device. There are many commercial multi-channel bio-amplifiers
with excellent precision. However, commercial devices are very expensive for
general purpose applications. In the next sections we describe the design of four-
channeled bio-amplifier for electrical activity measurements. The resulting device
can be used for measurements of ECG, EOG and EEG with maximum of four
channels. The experimental measurements are shown in further section [1].

2 Bio-amplifier Features

The device is primarily targeted for biological electrical signal measurements in
the frequency range up to 160 Hz. The device is named BioAmp based on its
main function. Because of different amplitude of various bio-signals, e.g. ECG
has amplitude around 1 mV, EEG around 100 μV ; it is appropriate to change
signal gain depending on the type of measured signal. Change of gain helps
to maintain stronger signal in defined output voltage range and weaker signals
such as EEG are stretched to whole voltage range. Normally the device oper-
ating voltage is supplied from USB. Output analog signal is in the 0 - 3.3V
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range. Alternatively, the device may be supplied from external DC power source
connected via 2.1 mm power jack connector. When external power source is
connected, supply from USB is automatically switched off and output analog
signal is in range from 0 V to 5 V. Wider voltage range allows measurement of
signals with higher gain without amplitude cut-off. It is possible to connect a
maximum of five electrodes to the device. One of electrodes has function of noise
suppression - DRL electrode. The electrodes are connected to device via a pair of
DB9 connectors which are commonly used for serial ports. Pinout of connectors
is compatible with connectors of commercial Biopac electrode set. The Biopac
systems are used across multiple disciplines including human physiology, phar-
macology, exercise physiology and many other biological applications. All four
channels are bipolar which means they measure the difference between electrode
pairs. The said pairs are interchangeable by switching position of jumper on the
board. Each channel is sampled at a rate of 320 times per second. The resolution
of AD converter is 12-bits. Communication with PC is provided by USB virtual
serial port.

3 Hardware Design

3.1 Analog Part

The analog part of device is schematically displayed in the Fig. 1. The input
electrode signals first pass through voltage followers. This isolates the output
circuit so that the input is not affected in any way by the output. There are
four input electrodes and one Driven Right Leg (DRL) electrode. DRL circuit is
providing a high common mode rejection at power line frequency (50 Hz) [1][2].

Fig. 1. Block diagram of the analog part

Each channel measures the difference between electrode pair. One electrode
is permanently connected to inverting input of instrumentation amplifier. One
of other electrodes is not connected to inverting input but arbitrary connected to
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non-inverting input of amplifier (Fig. 2). This is realized by switching position
of jumper on the board.

The difference between the chosen pair of electrodes is amplified by instrumen-
tation amplifier INA333. The INA333 provides very low offset voltage (25μV,
G > 100) and high common-mode rejection (100 dB at G > 10). The gain of
INA333 is given by resistor RG connected between inputs:

G = 1 +
100kΩ

RG
(1)

Programmable gain is achieved by replacing resistor RG with digital poten-
tiometer DS1804-100 (Fig. 2). The DS1804-100 allows change of resistance in
range from 0 to 100 kΩ, by step of 1 kΩ. The gain is adjustable via software
running on the PC. The gain G1 of amplifier can be set within the range from
2 to 101.

Fig. 2. Programmable gain of INA333 provided by digital potentiometer DS1804. The
selection of second electrode is performed by changing jumper position in on-board
socket

The last segment of analog part provides analog filtration of signal (Fig. 3).
The passband filter consists of pair of operational amplifiers. First of them (IC7A
in Fig. 3) acts as highpass filter with cut-off frequency at 0.5 Hz. The cut-off
frequency in Hz, according to Fig. 3, is computed as

f =
1

2πR12C3
(2)

In ECG measurements, the highpass filter with cut-off frequency 0.5 Hz is
used to remove fluctuation of ECG isoline due to breathing. Second ampli-
fier (IC7B in Fig. 3) acts as a lowpass filter with cut-off frequency at about
160 Hz. The cut-off frequency of lowpass filter is computed in the same way as in
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the previous case. This filter is also known as anti-aliasing filter. The minimal
sampling frequency according to sampling theorem is then

FS = 2.FMAX = 2.160 = 320Hz (3)

Half of supply voltage is connected to the non-inverting pin of amplifiers in
order to shift the zero line of the output signal.

Fig. 3. Analog filtration of the signal

The gain of output amplifiers is set to fixed value G2 = 200. The total gain
G of each channel is given by

G = G1.G2 (4)

The total gain G in (3) can vary within the range from 400 to 20 200. The output
stage of analog part provides analog filtration in frequency range from 0.5 to 160
Hz.

3.2 Digital Part

The outputs of analog part are connected to AD converter inputs. Low-power
converter ADS7844 by Texas Instruments is used in this process. The ADS7844
is an 8-channel, 12-bit sampling AD converter with synchronous serial interface.
Only four single ended channels are used. The AD converter is controlled by
8-bit microcontroller ATmega88A by Atmel. ATmega88A is the "heart" of the
bio-amplifier device. It is operating at 18 MHz (external crystal oscillator). It
sets resistance of digital potentiometers, thus setting the gain of each channel
and communicates with PC by using UART interface. Current PCs lack a stan-
dard serial port (RS232); therefore UART interface is converted to USB interface
by using FT232RL integrated circuit. A shift register is necessary because many
microcontroller pins are needed to control the AD converter, set the resistance
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of digital potentiometers and communicate with PC. In our case we used the
74HC595 shift register. The 74HC595 is 8-bit serial-in and parallel-out shift
register. The shift register is used for controlling four digital potentiometers.

3.3 Power Supply

The device is supplied directly from USB bus or externally from DC voltage
adaptor. In case of supply from external power source, the supply from USB is
automatically switched off. This is realized by utilizing a relay circuit in Fig. 4.
The advantage of external supply consists in wider voltage range in which a
signal can be spread out. If device is supplied from USB, the reference of AD
converter is connected to +3.3 V and all amplifiers are supplied by this voltage.
The reference input of 12-bit ADC determines the analog input voltage range
and the LSB size as

LSB =
VREF
4096

(5)

If VREF = 3.3 V then LSB size is approximately 806 μV . In case of exter-
nal power supply, the reference of AD converter is connected to +5 V and all
amplifiers are supplied by this voltage. The LSB size is then approximately 1.22
mV.

Fig. 4. Types of possible power supply. Automatic supply switching is provided by
relay

3.4 Construction of BioAmp Device

The BioAmp device consists of two separate single-layered PCBs connected
together through connector (Fig. 5). The bottom PCB includes the analog part
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Fig. 5. Construction of BioAmp device

with digital potentiometers. The digital part and power supply circuits are placed
on the top PCB.

The electronics are encapsulated in the shielded box made of aluminum (Fig. 6).
The shielded box effectively reduces noise from surroundings.

Fig. 6. BioAmp device with ECG clamp electrodes

4 Data Transfer and Software

The device communicates with PC via virtual serial port. Baud rate is set to 38
400 with one stop bit and no parity bit. Each sample consists of two bytes (type
uint16). Bytes are transmitted according to following timing diagram (Fig. 7).
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Data is transferred when RTS pin is set high. When RTS pin is set low, the
data is transmitted until the last byte of the fourth channel is transmitted. The
DSR pin indicates the busy state of the microcontroller. When DSR is high, the
microcontroller is idle. When AD conversion or data transfer are in progress, the
DSR pin is set to low.

Fig. 7. Serial timing diagram of data transfer

The software in C# programming language was developed for the purpose of
displaying the measured signals. The software was named BioAmpMonitor in
accordance with its principal function. The BioAmpMonitor displays measured
signals in real time (Fig. 8). Moreover, the BioAmpMonitor application allows
setting the resistance of digital potentiometers on-line. By changing the resis-
tance, as was mentioned previously, the gain of each channel is also modified.
Increasing or decreasing the gain is visible on the signal progress immediately.
Gain of each channel is set individually by trackbars (Fig. 9).

Besides online gain setting it is possible to invert particular channel when
necessary. The BioAmpMonitor allow saving of multiple channels to binary file
for further analysis in another software such as MATLAB.

Fig. 8. The BioAmpMonitor application. Measurement of standard limb leads ECG
(first three channels)
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Fig. 9. Channel by channel gain settings

5 Measurements

5.1 Measurement of ECG

The BioAmp device can be used for measurement of ECG. The measurement of
standard limb leads and placement thereof is shown in Fig. 10. The human ECG
was replaced by calibrated patient simulator MPS450 from Fluke Biomedical.
The last electrode was connected to arbitrary place on chest (not depicted in
Fig. 10). The first three channels in Fig. 6 refer to standard limb leads; the
fourth channel refers to the voltage between chest electrode (one of V1 - V6)
and the left arm. The gain for all channels was set to G1 = 11. The signal in
second channel is inverted according to standard procedure by software function.
Because of low power dissipation the smaller version of BioAmp can be battery
powered and used for long term ECG analysis of Holter’s type examination as
was described in [3].

Fig. 10. The electrode placement for ECG measurement (limb leads). The patient is
replaced by patient simulator
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5.2 Measurement of EEG

In this subsection we demonstrate the measurement of alpha activity in the EEG.
The measurement of EEG was performed according to electrode placement in
Fig. 11. Particular channels are numbered by roman letters. It is appropriate to
use this placement to measure alpha activity (8 - 12 Hz) because alpha activity is
produced primarily in posterior parts of the brain. The alpha activity rises with
closed eyes and attenuates with eyes opened. Cup electrodes with conductive
electrode paste were used for the measurement. The examined subject has closed
eyes for first 40 seconds; then the eyes were opened for next 40 seconds.

The EEG was saved as binary file by the BioAmpMonitor software and then
analyzed in MATLAB. Fig. 12 shows the EEG signal from channel I (P3 - P4)
in time of transition between eyes closed/opened. Fig. 12a depicts raw signal

Fig. 11. Electrode placement and channel configuration for EEG measurement

Fig. 12. The EEG signal from channel I (10 seconds). Raw noised EEG (a) and filtered
EEG - low-pass filter 20 Hz (b)
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Fig. 13. Spectrogram (STFT) of entire EEG signal (channel I). Presence of alpha
activity (8 - 12 Hz) in first 40 seconds (closed eyes)

from BioAmp. The measured EEG contains large amount of noise from electrical
wiring. Fig. 12b shows the filtered signal. A low-pass filter with cut-off frequency
of 20 Hz was used. The function of BioAmp in EEG measurement is verified
by Short-Time Fourier Transform visualization (STFT) in Fig. 13. The higher
magnitude of alpha activity is visible in the first forty seconds. In the second
part of signal (after opening the eyes) there is low magnitude of alpha activity.
Similar results were visible in all measured channels. Up to now, the BioAmp
device has been successfully used for EEG measurement in application of EEG
biofeedback and the brain-computer interface based on SSVEP.

5.3 Measurement of EOG

Electrode placement for measurement of EOG is shown in Fig. 14. Cup electrodes
in combination with conductive electrode paste were used. The fifth electrode
(DRL) is connected to the left ear (not visible in Fig. 14).

Fig. 14. Electrode placement for EOG measurement; electrode configuration is shown
on the right
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Channel I and III refer to horizontal and vertical eye pupil movement, respec-
tively. These two channels are displayed in Fig. 15. The aim of the measurement
was preliminary detection of pupil movement in four different directions - up,
down, left and right. The observed movement in particular direction is denoted
in Fig. 15.

Fig. 15. Measured EOG signals in horizontal and vertical direction; signals were pre-
processed by moving average window

The analysis and processing of EOG can be used for human-computer inter-
face, e.g. controlling mouse cursor by eye movements or for automatic ranking
of eye movement during sleep [4]. The BioAmp device is appropriate for all
mentioned applications. For the future it will be great to develop embedded
bio-amplification device for monitoring human electrical activity with basic fre-
quency analysis as is described in [5].

6 Conclusion

This article describes the design of a 4-channel bio-amplifier with programmable
gain and switchable electrode pairs per channel. The strength of the device, in
combination with the developed software, lies in the real-time display of vari-
ous human electrical signals such as ECG, EEG and EOG. Signal samples are
stored in a binary file on the hard drive for further analysis. Various types of
measurements were presented in the article in order to verify device function.
The device can be used for general diagnostic purposes because of its relatively
small frequency range (up to 160 Hz).
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Abstract. The paper presents the preliminary results of the research
aiming at the development of the Diagnostic Stroke Ontology. The de-
scribed machine processable knowledge representation was designed for
the applications supporting stroke diagnosis and management of stroke
patients. Applied methodology of ontology development was methontol-
ogy with subsequent activities: specifications of requirements, domain
knowledge acquisition, conceptualization and formalization of concep-
tual model followed by evaluation. Presented in the article structure and
content of Stroke Diagnostic Ontology (DStrokeOnto ontology) include
salient ontology modules, classes in modules, relations between modules,
main classes definition and details of ontology metrics and expressivity.
The DStrokeOnto ontology is syntactically correct, model completeness
and logical consistency was verified by two experts in neurology and
brain anatomy (excluding sub-module of Imaging Procedure For Stroke
- in progress) as good quality interface to CT-based system of computer-
aided stroke diagnosis.

Keywords: stroke, ontology, diagnosis.

1 Introduction

According to Gruber [1] ontology is a formal, explicit specification of a shared
conceptualization. Formal means that ontology is machine readable and process-
able, explicit specification stipulates the necessity of explicit and unambiguous
definitions of the concepts described by ontology, shared refers to the fact that
ontological model is meant to contain consensual knowledge, and finally concep-
tualization denotes an abstract model of a phenomenon existing in the world cre-
ated by identification of the relevant concepts and the relations existing between
them. Representing domain knowledge in machine processable format ontologies
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can be incorporated into computer-based applications thus, they can be applied
in the development of clinical decision support systems [2].

The paper is organized as follows: second section provides the review of rele-
vant ontologies in biomedicine, neurology and brain related research; third sec-
tion gives basic notions of applied ontology development methodology; fourth
section presents the resulting DStrokeOnto ontology describing: purpose, range
and potential uses, ontology structure and content, salient ontology modules
and classes, relations between modules, main classes definition and details of
ontology metrics and expressivity. Section five concludes the paper.

2 Related Research – Review of Relevant Ontologies in
Biomedicine, Neurology and Brain Related Research

Ontologies are now pervasive in biomedicine, where they serve as a primary
means to standardize terminology, that’s why at the beginning of the work on
DStrokeOnto ontology we searched the web hoping to find ontologies at least
partially related to our topic. The results of the search are forming part of the
knowledge acquisition process for the DStrokeOnto ontology.

To find ontological knowledge resources related to stroke we performed web
search using special purpose semantic search engine “Watson” and searching
through bio ontologies gathered in BioPortal1 The search revealed no ontology
strictly dedicated to stroke diagnosis, although classical key word search using
Google indicated three stroke related, potentially useful ontologies, developed in
projects shortly presented below.

2.1 NeuroWeb Reference Ontology

NeuroWeb Reference Ontology has been developed in the cadre of NEUROWEB
project [3], supporting research concerning cerebrovascular association studies,
intended as the search for statistical correlations between a patient genotype
and a phenotype. In this project the phenotype refers to the description of pa-
tients’ pathological state, thus it is formulated on the basis of clinical data col-
lected during the diagnostic process. According to the [3] authors, the knowledge
about cerebrovascular fenotypes and genotypes is formulated in the form of the
NeuroWeb Reference Ontology. Unfortunately, large containing 16 pages paper
describing NeuroWeb Ontology does not provide detailed description of ontol-
ogy structure and content, and the authors have not granted the possibility of
browsing or downloading the ontology file. In that situation it is impossible to
evaluate the usefulness, or the possibility of even partial ontology reuse2.
1 BioPortal - a web portal that provides access to a library of biomedical ontologies

and terminologies (http://bioportal.bioontology.org) via the National Center
for Biomedical Ontology (NCBO) Web.

2 It should be noted that the prerequisite for even partial ontological model reuse
is the availability of ontology file. Unavailability of positively evaluated owl files of
ontological models is a major obstacle in realizing the idea of knowledge reuse.

http://bioportal.bioontology.org


Development of Diagnostic Stroke Ontology – Preliminary Results 263

2.2 OntoNeuroBase Ontology

OntoNeuroBase Ontology has been developed as part of NeuroBase [4] project,
aiming to facilitate collaborative research in neuroimaging through a federated
database system based on semantic web technologies. The cornerstone and focus
of the project is the design of a common semantic model providing a metadata
for data and software tools to be shared, a multi-components, formal OntoNeu-
roBase ontology. This ontology is meant to conceptualize a specific domain of
neuroimaging applications in order to facilitate sharing of neuroimaging data.
Currently targeted particular applications concern neuroimaging techniques used
in epilepsy, Alzheimer’s disease and the task of visual cortex exploration. This
ontology is partially related to our topic, because we plan to include the descrip-
tion of neuroimaging stroke data content and meta-data as one of the modules
of DStrokeOnto ontology, but this task is already in progress. Also in this case,
ontology file is not provided.

2.3 NeuMORE (NeuroMOtor REcovery) Ontology

The basic aim of the NeuMORE Ontology [5] is to present in the formal way
the knowledge related to the therapy and rehabilitation of patients after brain
stroke. The final objective of NeuMORE Ontology, yet not obtained, is support-
ing the identification of factors determining the optimal, individual treatment
and rehabilitation strategies for patients after brain stroke. Those factor should
help researchers in better predicting stroke survivors’ neural motor functional
recovery level, and help physical therapists customize most effective, individual
intervention therapy plans for stroke survivors.

The other purpose of NeuMORE Ontology is enrichment of existing data
mining techniques using the mechanisms of reasoning in ontologies. Combination
of these two techniques, called by authors the semantics-enhanced data mining
is supposed to allow for more effective discovering of the knowledge in data.

NeuMORE Ontology file is provided for browsing in BioPortal3. At the mo-
ment the ontology contains 33 named classes4. Ontology classes represents gen-
eral notions, like for example Common Bio Concepts (with three subclasses
Material Entity, Processual Entity and Clinical Characteristics). In this case,
browsing of the ontology file allowed to state that the model does not provide
content of interest to us, it can be concluded that the NeuMORE Ontology, after
completion of the work, will be complementary to DStrokeOnto ontology.

2.4 Foundational Model of Anatomy (FMA) Ontology and Other
Top-Level Ontologies

In the diagnostic process, information about patient comordibities, the results
of the laboratory tests and neurological findings play an important role. Be-
cause those notions represent general medical concepts, it was decided to define
3 http://bioportal.bioontology.org/ontologies/NEUMORE
4 Defined only by name, without detailed definitions.

http://bioportal.bioontology.org/ontologies/NEUMORE
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them in DStrokeOnto using top-level reference ontologies related to those fields,
namely The Foundational Model of Anatomy Ontology5 [6] (FMA Ontology),
clinical healthcare terminology ontology [7], (SNOMED CT ontology), Chemi-
cal Entities of Biological Interest Ontology [8] (ChEBI ontology), and Human
Disease Ontology (HDO) [9].

All four, above mentioned top-level ontologies although not directly involved
to either stroke diagnosis or with brain diseases, can serve as reference for general
medical concepts defined in DstrokeOnto.

3 Stroke Diagnostic Ontology Development Methodology

In the field of ontology engineering, many ontology methodologies have been
proposed to date. To develop our Stroke Ontology we have chosen METHON-
TOLOGY [10] methodology because of its grounding in software engineering
methodologies, allowing for creation of ontologies at knowledge level, following
a life cycle based on evolving prototypes. METHONTOLOGY divides ontology
development activities in two general groups, development oriented and support-
ing. The first group includes such activities as specification, conceptualization,
formalization, the second is composed of knowledge acquisition, evaluation and
documentation.

METHONTOLOGY is suitable for building domain ontologies from scratch,
although it underlines and support the importance of knowledge reuse. The
Stroke Ontology has been constructed following main developmental and sup-
porting activities proposed by METHONTOLOGY:

1. Specification of requirements — stating what the motivation for ontology
building is, specifying the model purpose, restricting its domain and range
and declaring its intended users;

2. Knowledge acquisition — the goal of this activity is to acquire knowledge in
a given domain, from experts using some kind of manual or semi-automatic
process or by using ontology learning i.e. automatic process;

3. Conceptualization of domain knowledge — identification of concepts in the
domain of interest, their attributes and values;

4. Formalization — transformation of the conceptual model from previous stage
into formal, computable model using formal ontology languages and ontology
editing tool;

5 The Foundational Model of Anatomy Ontology [6] is a reference ontology represent-
ing spatial and structural description of concepts and their relationships enabling
symbolic modeling of the whole of human anatomy in a computable form, including
anatomy of the brain, at high level of granularity (FMA ontology currently includes
more than 75,000 distinct anatomical classes and more than 200 types of relation-
ships). The FMA ontology, created by Structural Informatics Group at the Univer-
sity of Washington (http://fma.biostr.washington.edu), explicitly represents a
coherent body of declarative knowledge about human anatomy. It was used as a ref-
erence biomedical domain ontology for anatomical concepts defined in DStrokeOnto
ontology.

http://fma.biostr.washington.edu
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5. Evaluation — a syntactic (technical) and logical assessment of the ontology
quality and specification fulfillment.

4 DStrokeOnto Ontology Presentation – Aim and Range,
Main Modules Content, Salient Classes

The main goal of the ontology is to provide formalized medical knowledge neces-
sary for reliable and sound stroke diagnosis. The intended end-users of the Stroke
Ontology knowledge base are developers of the applications supporting stroke
diagnosis and management of stroke patients, final users of those medical ap-
plications are neurologists clinicians with various levels of expertise, radiologists
and paramedics.

Different techniques that can be applied for collecting information about the
range of the ontology are: brainstorming sessions, scenarios and use cases, in-
terviews with users and domain experts, finally competency questions6 (CQs).
The assessment of the Stroke Ontology range was guided by semi-structured
interviews with two experts neurologists, collection of use cases and clinical al-
gorithms, finally construction of ontology CQ.

Our medical experts are two professors from Medical University of Warsaw,
active experts in clinical neurology, brain anatomy, specializing in the diagnosis
and treatment of stroke and other brain related diseases, authors and co-authors
of scientific publications in neuroscience, teaching medical students and resi-
dents.

Interviews with medical experts allowed to establish at first attempt broad cat-
egories of information necessary to obtain sound stroke diagnosis such as: clinical
characteristics of stroke patient, stroke related neurological findings, laboratory
tests, comorbidities and clinical conditions constituting stroke risk or mimick-
ing stroke, stroke type assessment and imaging procedures for stroke diagnosis
confirmation and treatment assessment.

4.1 Knowledge Acquisition

This stage of ontology development has a purpose to gather knowledge resources
necessary to reliably and completely describe domain of the ontology. The knowl-
edge can be generally divided into ontological (biomedical domain ontologies,
top-level ontologies) and non-ontological (state-of-the-art medical hand books
6 CQs method has been proposed for the first time by Gruninger [11], it consists in

constructing a set of questions that ontology knowledge base should be able to an-
swer. CQs and their responses also play the role of requirement specification against
which the ontology can be evaluated. CQs should be defined in a stratified manner,
with higher-level questions requiring the response given by questions from lower lev-
els. CQs can be written in natural language, or they can be formalized and answered
in ontology query languages. As a definition of the range of the Diagnostic Stroke
Ontology, as much as serving as an evaluation aid we have formulated around 150
competency questions1 grouped in 12 broad categories.
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on neurology and anatomy, relevant scientific papers on stroke diagnostic pro-
cess).

The results of ontological knowledge resources search was presented in Sec-
tion 2. To sum up, NeuroWeb Reference Ontology seems the most suited for
reuse in our project, unfortunately the ontology file is inaccessible. OntoNeu-
roBase Ontology aim is only relatively related to our, the purposes of NeuMORE
Ontology and DStrokeOnto ontology are complementary.

In the absence of reusable ontological knowledge resources we decided to build
ontology from scratch using non-ontological knowledge and classical knowledge
acquisition techniques7 such as structured and non-structured interviews with
our medical experts, informal and semi-formal analysis of medical texts, to name
only a few [12,13,14,15] and top level bio-medical ontologies for concepts refer-
ences. Four top-level ontologies, FMA, SNOMED-CT, ChEBI and HDO has
been used to reference concepts in DStrokeOnto ontology.

4.2 Conceptualization of Domain Knowledge – General
Presentation of DStrokeOnto Ontology Content, Main Modules,
Salient Classes and Relations

The goal of this stage is to detect, define and organize ontology concepts into
hierarchies, metadata and attributes are used to refine concepts definition. Dur-
ing conceptualization acquired knowledge is structured and organized to obtain
independent domain knowledge representation.

Normalized ontology is organized as orthogonal modules formed by sets ho-
mogenous hierarchies of classes joined with class definition used for restrictions
and complex descriptions. This technique of constructing general ontology struc-
ture has been proposed in [16] and has subsequently been used in constructing
ontologies in biomedicine. Modular, normalized ontology enables to achieve ex-
plicit ontology structure transparent for human authors’ and for machine infer-
ence, support model reuse and maintainability.

To achieve these goals, DStrokeOnto ontology has been structured at first
level into three orthogonal modules: Patient Description Module, Characteris-
tic Module and External Reference Module (all modules are described in more
details below and graphically presented in Figure 1).

The module inter-relations are straightforward, Characteristic Module pro-
vides concepts for Stroke Patient Description class Module, External Reference
Module is used to provide references for concepts in Characteristic Module. Pa-
tient DescriptionModule contain at present one 8 class Stroke Patient Descrip-
tion which serve as information frame defining body of information necessary to
reliably assess stroke diagnosis.
7 In general knowledge acquisition consists of following three phases: (1) informal to

identify potential concepts in the domain of interest, (2) grouping to structure terms
into provisional categories, (3) refining and identification of semantic cross-references
between topics/areas.

8 We plan to complement in the future the module with classes representing different
stroke diagnostic patterns.
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Characteristics Module is divided into ten sub-modules. In general, they are
coherent orthogonal modules, mostly used to define classes used as range fillers
in properties of class Stroke Patient Description. Exception to this rule are four
classes, Abbreviated Human Anatomy, Stimuli Type and Modifier For Stroke
and Stroke Classification. First three classes are used as fillers in class properties
ranges but in sub-modules of Characteristics Module, namely in Stroke Related
Neurological Findings , Laboratory Test for Stroke, Clinimetric Scale for Stroke
and Imaging Procedures for Stroke. The subclasses of fourth exception class,
Stroke Classification, are used to assess patient stroke type using subsumtion
reasoning in ontology, more details in section DStrokeOnto application- use case.

General structure of DStrokeOnto ontology,its main modules and their salient
mutual relations are schematically presented in Figure 1, definition of the class
Stroke Patient Description is presented in Figure 2 and described in more details
in Patient Description Module.

Fig. 1. Schematic representation of Stroke related Diagnostic Knowledge; the whole
body of knowledge in divided into three modules, their relation are marked with arrows;
characteristic Module provides concepts for Stroke Patient Description class Module,
External Reference Module is used to provide references for concepts in Characteristic
Module; marked in grey module Imaging Procedure for Stroke needs further elaboration

Patient Description Module. Medical data needed for reliable stroke diag-
nosis contain results from different medical knowledge areas such as: patient
demographic and life style, neurological and clinical findings, laboratory tests,
imaging data, stroke related diseases and clinical conditions, stroke type clas-
sifications and clinimetric scales proving means for quantitative assessment of
patient state. Those information are represented as different sub-modules of
Characteristic Module. The relations between Stroke Patient Description class
and corresponding Sub-modules of Characteristic Module are presented in de-
tails in Fig. 2.

In DStrokeOnto Stroke Patient Description class definition is expressed us-
ing 13 object properties, their ranges are filled with classes from Characteristic
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Module forming information frame needed for the reliable assessment of stroke
diagnosis (see Figure 2). Exemplary detailed specification of filler classes for
three selected properties of class Stroke Patient Description is provided below.

Fig. 2. Information frame defining Stroke Patient Description is constructed using 13
object properties linking stroke patient description with classes modeling adequate
medical knowledge defined in Characteristics Module of the DStrokeOnto

Selected three important properties of the class Stroke Patient Description,
along with their range filler classes are as follows:

1. hasBarthelIndex object property, has filler class BarthelIndex (containing
10 subclasses) from the sub-module Clinimetric Scale for Stroke (no. 2.8 in
Fig. 1) of Characteristic Module;

2. hasBasicClinicalFinding object property, has filler class BasicClinicalFind-
ing (containing 4 subclasses) from the sub-module Stroke Patient Clinical
Finding (no. 2.1 in Fig. 1) of Characteristic Module;

3. hasComordibities object property, has as filler one of the subclasses of the
class ClinicalCondition (containing 12 subclasses) from the sub-module Stro-
keRelatedDisease (no. 2.6 in Fig. 1) of Characteristic Module;

4. hasNeurologicalFinding object property, has as filler one of the subclasses of
the class Stroke Related Neurological Finding (containing at the moment 45
subclasses) from the sub-module Stroke Related Neurological Finding (no.
2.2 in Fig. 1) of Characteristic Module.

External Reference Module. External reference Module contain instances
of top-level reference medical ontologes, FMA, SNOMED CT CheBI and HDO.
Classes representing general medical concepts in Characteristics Module have
been annotated with the notions from top-level reference ontologies such as:

1. SNOMED CT — comprehensive, clinical healthcare terminology available in
the form of the ontology [7]; concepts from SNOMED CT ontology are used
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as references for concepts in Stroke Related Diseases and Stroke Related
Neurological Finding Modules;

2. FMA — Foundational model of Anatomy Ontology, a reference ontology for
the domain of human anatomy [6]; concepts from FMA Ontology are used
as references for concepts in Abbreviated Human Anatomy Module;

3. ChEBI — Chemical Entities of Biological Interest Ontology [8]; concepts
from ChEBI Ontology are used as references for concepts in Laboratory
Test for Stroke Module;

4. Human Disease Ontology — provides biomedical community with consistent,
reusable and sustainable descriptions of human disease terms [9]; concepts
from SNOMED CT ontology are used as references for concepts in Stroke
Related Diseases module.

DStrokeOnto Ontoloogy Metrics and Expressivity. The Stroke Diagnos-
tic Ontology contains at the moment 456 classes (12 defined), 233 properties
(103 objects, 130 datatype) and 77 restrictions. Ontology DL expressivity is AL-
CHOF(D). It means that OWL-DL constructors used to specify DStrokeOnto
ontology allow for concept intersection, full universal quantification, atomic nega-
tion and limited existential quantification (AL) , complex concept negation (C),
property hierarchy (H), use of singleton sets (O), functional properties (F) and
datatypes (D).

4.3 DStrokeOnto Ontology Formalization

Formalization goal is to build formal i.e. computer processable representation
of domain knowledge acquired in former ontology development stages. Stroke
Ontology formalization has been performed using Protégé-2000 [17] ver. 3.5 on-
tology editor. Protégé-2000 is an open-source tool developed at Stanford Medical
Informatics as a platform for ontology building, it enables users to build ontolo-
gies Web Ontology Language (OWL) [18]. To implement the Stroke Diagnostic
Ontology the OWL-DL ontology language has been used, in order to take ad-
vantage of its expressivity and inference capabilities9.

4.4 DStrokeOnto Ontology Evaluation

Full evaluation of the DStrokeOnto should confirm its formal, syntactic consis-
tency and completeness of domain knowledge representation. The design and
formalization of ontologies are complex tasks, during which ontology engineers
need to be supported by methodologies and tools enabling detection and repair-
ing of errors, i.e. ensuring correctness of the resulting ontology. Tools allowing
for checking, among other, ontology syntactic correctness are reasoners, i.e. pro-
grams that infer logical consequences from a set of explicitly asserted facts or
9 OWL DL — includes all OWL language constructs with restrictions such as type

separation, supports maximum expressiveness without losing computational com-
pleteness and decidability of reasoning systems.
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axioms. Typically reasoners are embedded in ontology editors providing standard
reasoning services such as: concepts satisfiability and redundancy, subsumption
reasoning, instance checking and retrieval and assessment of the knowledge base.
Use of the reasoner throughout10 ontology formalization is a good practice al-
lowing to avoid modeling errors, concept and ontology inconsistency11, class
redundancy, thus ensuring syntactic correctness of the ontology.

DStrokeOnto ontology is consistent and does not include redundant classes,
its syntactic correctness was confirmed by Pellet reasoner (ver. 1.5.2) embedded
in Protégé-2000 ontology editor, used during model development.

One of the standard methods of assessing completeness of the domain knowl-
edge representation is the comparison of declared ontology domain and range
expressed using CQ in natural language with the results of queries representing
CQ expressed in SPARQL [19]. To that end it is necessary to translate CQ from
natural language to SPARQL, and to execute them against ontology knowledge
base, finally to assess query results. This comparison will be performed after
population of the DStrokeOnto with patient data.

4.5 DStrokeOnto Use Case

Stroke subtype can be assessed using one of the four systems: OCSP clinical clas-
sification [20], and CCS [21], TOAST [22], ASCO [23]. The OCSP defines four
stroke subtypes assessing anatomical localization of the disease using only pa-
tient neurological finding. OCSP stroke subtypes are: Total Anterior Circulation
Stroke, Partial Anterior Circulation Syndrome, Posterior Circulation Syndrome
and Lacunar Syndrome. A fundamental goal of any disease classification is to
generate reliable patients subgroups with discrete phenotypic, therapeutic, and
prognostic features. The OCSP classification although relatively simple, achieved
only moderate inter-rater reliability [24]. Factors leading to disagreement among
raters in stroke type classification occur from two main sources: the ambiguities
in patient data and the differences in knowledge and experience of raters [24].
The second source of inter-rater opinion variability can be addressed using on-
tology inference mechanism, our first application of the DStrokeOnto ontology
concerns automatic assessment of stroke subtype using the OCSP classification.
To that end we introduced in the DStrokeOnto ontology defined classes mod-
eling OCSP subtypes. The definition of those classes contains restrictions on
patient neurological finding fulfilling OCSP criteria. In assumed, manually con-
structed ontology hierarchy the descriptions of real patients data are represented
as instances of the Patient Description ontology class, classes representing OCSP
subcategories have no instances. In automatically computed ontology hierarchy
instances of classes Patient Description are inferred, based on their definitions,
10 Reasoners can also be used at ontology publish time providing already made infer-

ence for ontology users, or in ontology-based applications as a querying mechanism
(especially for small ontologies).

11 Unsatisfiable (inconsistent) concepts are fundamental modeling errors, because they
are unable to have instance, i.e. they are unable to represent any individual. They are
equivalent to the empty set, ontology containing inconsistent classes is inconsistent.
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also as instances of classes which model OSCP types. This application has the
potential to improve patients categorization in stroke related research. The defi-
nition of classes modeling OCSP subcategory Total Anterior Circulation Stroke
is presented in Fig. 3.

Fig. 3. Definition of the class modeling OCSP subcategory Total Anterior Circulation
Stroke

5 Conclusions and Future Work

The article presents DStrokeOnto ontology, one of the first attempts to for-
malize the whole body of medical knowledge necessary for stroke diagnosis.
DStrokeOnto has been developed using Protégé-2000 (ver. 3.5) ontology editor,
it contains at the moment 456 classes (12 defined), 233 properties (103 objects,
130 datatype) and 77 restrictions. The model is consistent and does not include
redundant classes, its syntactic correctness was confirmed by Pellet reasoner (ver.
1.5.2). Ontology logical evaluation has been performed by two neurologists, do-
main experts, to completely finish ontology development we need to elaborate
in more details the sub-module Imaging Procedure For Stroke, perform once
more full logical model evaluation and populate ontology knowledge base with
instance i.e. representative, real stroke cases data.

Full development of ontology as central repository of knowledge will enable
future works i.e. the design of a number new functionalities facilitating stroke
emergency. Possible solutions include: (i) stroke case database oriented to clinical
facts, integrated with ontology to extend its usefulness (case-oriented retrieval,
diagnosis support); (ii) numerical complement (i.e. numerical descriptors) of con-
ceptually and object-oriented knowledge structure for semantic data processing,
computer aided diagnosis etc.; (iii) knowledge-oriented teleinformatic platform
bringing the formalized models to clinical and pre-clinical paths and decision-
making procedures resulting in computerized support of improved stroke emer-
gency, tele-consultation activity and data mining.
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Abstract. Headache, medically known as cephalalgia, may have a wide
range of symptoms and its types may be related and mixed. Its proper
diagnosis is difficult and automatic diagnosis is usually rather imprecise,
therefore, the problem is still the focus of intensive research. In the paper
we propose headache diagnosis method which makes the decision on the
basis of questionnaire only. It distinguished among 11 headache classes,
which taxonomy is provided. The paper presents results of experiments
which aim at selecting the best classification algorithm including several
classical machine learning methods as well as ensemble approach. Results
of experiments carried on dataset collected in University of Novi Sad
confirm that the automatic classification system can gain high accuracy
of classification for the problem under consideration.

Keywords: headache diagnosis, ensemble classifier systems.

1 Introduction

One of the most popular application area of computer decision support systems
is medicine. According to [1] about 11% of such systems are devoted to medical
domain and about 21% of research articles on applications of computer software
which assist in decision making, are illustrated by medical cases. There are many
works which describe computer-aided decision support systems: some present
reviews of working medical decision support software [2], whereas others are
related to the problems involved in choosing the best classification method for
the particular medical task. In this work we will focus on the second area.

The aim of the classification task is to assign a given object to one of the
predefined category. This decision is made on the basis of the selected object’s
characteristics. Nowadays developing more efficient and accurate recognition al-
gorithms still remains an important topics for the machine learning community.

E. Pietka, J. Kawa, and W. Wieclawek (eds.), Information Technologies in Biomedicine, 273
Volume 4, Advances in Intelligent Systems and Computing 284,
DOI: 10.1007/978-3-319-06596-0_25, c© Springer International Publishing Switzerland 2014
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In the article we will present the preliminary results of our work on com-
puter aided decision support system dedicated to headache diagnosis. Nowadays
headache is one of the common disease which has high negative impact on pro-
ductivity and the life quality of the affected persons. Unfortunately, the precise
diagnosis of the headache type is very complex and usually imprecise, thus a
high quality classifier dedicated to this task is desirable diagnostic tool.

The main contribution of this paper is the extensive comparative analysis of
classification methods trained on the basis of dataset, which includes medical
cases of patients suffered from migraine. The dataset was gathered by the team
from the University of Novi Sad [3]. Now, the work on rule acquisition is in
progress.

The content of the work is as follows. Section 2 introduces the medical prob-
lem. In the next section, we describe a mathematical model of the headache
diagnosis. Then we present the experimental evaluation of the selected classi-
fiers for the problem under consideration. The last section concludes the paper.

2 Headache Diagnosis

Headache, medically known as cephalalgia, is a continuous pain in the head
or neck region. As the brain has no pain receptors, headaches are not felt in
the brain. The pain is caused by disturbances of the pain-sensitive structures
surrounding the brain. Headache may have many possible causes, which means
that it is a non-specific symptom.

Our knowledge and understanding of headache have changed significantly
in the twenty-first century. Headache pathophysiology and genetics are still in
progress and new diagnosis systems and treatments are available for headache
disorders.

In 2004, World Health Organization (who) accepted International Classifica-
tion of Headache Disorders (ichd-2) published by the International Headache
Society (ihs), which the first version of ichd was proposed in 1988 [5]. Those
classification system become a standard for headache diagnosis and clinical re-
search. The ihs provides operational definitions for all headache types.

The ichd-2 divides headaches into two broad categories: the primary headache
disorders (without organic cause) and the secondary headache disorder (where
etiological cause can be determined).

The most frequent epidemiologic studies reported that over 90% of world’s
population suffer from headache. Tension-type headache and migraine are the
most common among the general population (20.8% and 15% respectively) [8].
Secondary headaches occurs in a very small percent of the population. While
secondary headache diagnosis can be easily established, tension-type headache
(tth) and migraine recognition can be a problematic even for an experience
physician.

tth is the most common form of headache, which can affects both woman
and man. Pain radiates bilaterally (rarely unilaterally) from forehead to the
occiput. It may present as a band-like nonpulsatile ache or tightness in frontal,
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temporal and occipital regions. tth changes during time and then tends to
remain constant without progressive symptomatology. Usually associated with
this type of headache are sleep problems such as: difficulty in falling asleep,
awaking at night or early awaking. The trigger for acute episodic tension-type
headache often is stress, sleep deprivation, hunger, uncomfortable position, bad
posture or eyestrain. Regrettably, there are no specific tests for tth.

Migraine is a genetic neurological disease. Typically the pain is pulsating and
placed on one side of the head. Potential symptoms are: nausea and vomit-
ing, increased sensitivity to sound/light/odors and pain, which is worsened by
any physical activity. There are several types of migraine, however we may dis-
tinguish two major categories: migraine without aura and migraine with aura.
Typical aura is accompanied by visual and/or sensory and/or speech symptoms,
gradual development, duration no longer than one hour. Migraine without aura
involves headaches not accompanied by an aura. It is clinically clear that certain
headache types, especially migraines, in women have their own specifics. Rele-
vant to clinical characteristics and based on research conducted by MacGregor
and al. [9] migraine concerns women may be divided to: menstrual and non-
menstrual. Further on, menstrual migraine could be divided on: pure menstrual
migraine and menstrually-related migraine.

3 Materials and Methods

Primary headaches may have a wide range of symptoms: pain of different inten-
sity and occurring, irritability, feeling hyper, sensitivity to light/sounds/motion,
blind spots, weakness, pain, pressing etc. Also triggers that bring on headaches
can interact. Some researches suggest that migraine and tension headaches may
be related. Therefore diagnosing the cause could be difficult. Patients with dis-
abling headache may be misdiagnosed as tension-type headaches instead of mi-
graines. Physicians should be sensitive to the needs of headache sufferers and be
aware of the latest advances in treatment.

However, it is possible to automatize diagnosis when patients with primary
headaches considering that diagnosis here is made on the basis of questionnaire.
Automation of the process would help reduce situations in which doctors, due to
everyday busy schedule and concentration on far more rare secondary headaches
forget to ask questions crucial for primary headache diagnosis.

Having in mind questions that physician asks in everyday clinical practice,
and in accordance with ichd, we have put together questionnaire about headache
characteristics based on which we have made the diagnosis of a headache type
(Table 1). The questionnaire is so conceived that it can help diagnose migraine,
tension-type headache, and other headache types. It should be stressed that
phrase "other headache types" does not mean other primary headaches but all
the other headaches. Furthermore, it is possible, when it comes to migraine,
based on the questionnaire, to determine whether it is a migraine with an aura
or a migraine without aura. According to frequency of attacks, tension-type
headaches could be divided in: rare episodic tension-type headache, frequent
episodic tension-type headache, chronic tension-type headache.
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There are other questions beside those based on criteria from ICHD-2 and they
are related to: age when the first headache occurred, the frequency of headache
attacks, headache triggers, localization, intensity and quality of the pain, related
symptoms etc. The last two questions are only for female respondents, and they
are important in classification menstrual migraine as sub-type of migraine.

Answers to these questions provide wider picture of a certain headache type,
considering that every headache type and sub-type has its specifics and also
delivers useful information for the building the predictive model.

In total, the questionnaire contains 30 questions. Provided answers can be one
of three types: true/false, select one of the answers or typing the appropriate
value. All the answers were converted into numerical values for classification.
The full version of the questionnaire is available on-line1.

3.1 Experimental Data

Our research were conducted on 579 patients (in an age between 20 to 67) on
the area of Novi Sad (Republic of Serbia).

Table 1 presents a distribution of the diagnosis in 11 previously described
migraine classes. The training set is used to train the models, while the test one
enables to assess the models.

Table 1. Data distribution

Sets
Class Diagnostic group Training Test Total

1 Migraine without aura in men 8 8 16
2 Migraine without aura and pure menstrual migraine 4 3 7
3 Migraine without aura and menstrual related migraine 25 24 49
4 Migraine without aura and non-menstrual migraine 16 15 31
5 Migraine with aura in men 3 2 5
6 Migraine with aura and menstrual related migraine 18 17 35
7 Migraine with aura and non-menstrual migraine 13 13 26
8 Rare episodic tension type headache 58 58 116
9 Frequent episodic tension type headache 50 49 99
10 Chronic tension type headache 5 4 9
11 Other headache type 93 93 186

Total 290 289 579

4 Problem Statement and Classification Algorithms

One essential issue while designing decision support system is selecting the best
classification algorithm, i.e. algorithm which is able to effectively create proper

1 http://www.kssk.pwr.wroc.pl/wp-content/uploads/downloads/
2014/02/QUESTIONARE_headache.pdf

http://www.kssk.pwr.wroc.pl/wp-content/uploads/downloads/2014/02/QUESTIONARE_headache.pdf
http://www.kssk.pwr.wroc.pl/wp-content/uploads/downloads/2014/02/QUESTIONARE_headache.pdf
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model of the problem in hand. In the range of inductive learning algorithms the
information are usually stored in a form of learning set.

LS = {(x1, j1) , (x2, j2) , · · · , (xN , jN )} (1)

where xn denotes the attribute set of n-th sample in the set, where

xn =
{
x(1)n , · · · , x(d)n

}
∈ Rd (2)

and jN is its corresponding class label. It belongs to predefine and finite set of
possible classes jn ∈ M = {1, · · · ,M}.

In the case of medical problems a record in database can consist of number
of features, which represents results of medical examinations, and the diagnosis
given by a physician. Usually a relation between the features and diagnosis is
hard to define explicitly in form of the rules, therefore, the model has to be built
automatically by classification algorithm Ψ .

Ψ : X → M (3)

The task is not trivial. Firstly, as it was mentioned, the model of the relation
is not known, therefore, it is hard to recommend the most suitable classification
algorithm. Secondly, the classifier has to be able to generalize knowledge, i.e. be
able to build the model which will be correct not only for available learning set
but also for further records which will become the subject of the decision. There-
fore, it is recommended to test number of classification algorithms in attempt
to find the best one. Naturally such an approach makes sense if a set of tested
classifiers varies in term of classification function, on training algorithm.

For the medical task in hand, the authors decided to test the following set
of elementary classifiers: Naïve Bayes, Multilayer Perceptron, Support vector
machine, Decision Tree, K-nearest neighbours. Elementary description of each
algorithm is given below.

4.1 Elementary Classification Algorithms

Naïve Bayesian Classifier (nb) [10] assumes that attributes are independent
when the class label is known. For parameter estimation Naïve Bayes uses the
method of maximum likelihood. New objects receive class labels which have the
highest posterior probability. Despite their naive design and oversimplified as-
sumptions, the Naïve Bayes classifier happens to outperform more sophisticated
methods.

Multilayer Perceptron (nn) is a neural network which consists of a set of source
nodes forming the input layer, one or more hidden layers of computation nodes,
and an output layer of nodes. Each node is a neuron or processing element. The
input signal layer-by-layer is propagated through the network. In the training
process (technique called backpropagation) the network must learn the depen-
dencies between input and output nodesset of input (which means adapting the
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weights in all neurons) [11]. The power of an Multilayer Perceptron network with
even only one hidden layer is surprisingly large.

Support Vector Machine (SVM) is non-probabilistic binary linear classifier.
Training algorithm builds a model (set of hyperplanes) to separate data with
as wide as possible clear gap. Good separation is achieved when distance to the
nearest training data point of any class (functional margin) is the largest. When
data are not linearly separable in original space, the problem may be mapped
into a much higher-dimensional space (so-called kernel trick) [12].

Decision tree ( j48) is the weka implementation of the C4.5 classifier [13].
Induction of decision tree has two phases: (i) growth or build, (ii) prune. In
the first one, the decision tree selects the best test attribute for a root test
node and then recursively whole process is repeated. The pruning phase cuts off
insignificant nodes or even subtrees. Algorithms usually constructs decision tree
in top-down manner, by choosing the best test attribute that split the learning set
most homogeneous [14]. The most popular homogeneity measures are: entropy,
information gain (e.g. ID3, C4.5) and Gini index (e.g. cart).

K- Nearest Neighbours (k-nn) is a method that predicts a value of class label
based on the k closest training samples in the feature space (where k is a pos-
itive integer, typically small one, defined by user). A commonly used distance
metric for continuous variables is Euclidean distance but another metric can be
used (e.g., for text classification). This method is preferred because it is easy to
implement computationally and has high classification accuracy.

4.2 Ensemble Classifier System

Having got diverse set of classifiers has two major advantages. Firstly, it allows
to find the most appropriate one among the others. The quality of the pretenders
can be measured simply by misclassification rate, i.e. factor of samples drawn
from available database which has been misclassified by given algorithm Pe(Ψ).

Nonetheless, in practice it might happened that the performance of the best
classifier still does not meet our expectation. One can point out many reasons:

(a) insufficient, not representative learning set, which does not consists enough
information for building proper model of the decision problem;

(b) presence of noise of different kinds which spoils the data (e.g., noise injected
by medical equipment, presence of irrelevant attributes, wrong description
given by physician, etc.);

(c) too high complexity of the model, which cannot be approximated by simple
classifiers (e.g., large set of predefined classes, complicated density distribu-
tions of attributes in feature space, etc.);
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(d) not efficient learning algorithm which cannot fully extract the information
from learning set. Here, one can point out the second advantage of diverse
classifier set, i.e. possibility of creating ensemble classifier system which
makes a decision in collective manner. Usually the system consists of com-
mittee of elementary classifiers which classify given sample independently.

ΠΨ = {Ψ1, Ψ2, · · · , ΨK} (4)

Next, the system fuses classifiers responses in order to make final decision.

Ψ̄ (x) = F (Ψ1 (x) , Ψ2 (x) , · · · , ΨK (x)) (5)

where Ψ̄ is ensemble classifier system, and F stands for combination rule. Select-
ing the best combination model is hard to do, because usually it is not possible
to check all the combination due to high computational effort required. On the
other hand, there are some heuristic algorithm available, but they do not guar-
antee obtaining the best results.

Authors decided to test two popular ensemble algorithms: Majority Voting,
and Weighted Combination of Discriminating Functions.

Majority Voting (mv) . In this model the sample is labeled with the class which
is most frequently represented in the set of responses.

Ψ̄ (x) = i⇔
K∑

k=1

δ (Ψk (x) , i) = max
i∈M

K∑

k=1

δ (Ψk (x) , i) (6)

where δ stands for Kronecker delta.
There are two main advantages of majority voting model. Firstly it is intuitive,

and secondly, it is relatively easy for implementation and does not require any
additional training procedure as it does not have any additional parameters
which have to be adjusted.

Weighted Voting (wmv) can be given as an example of more sophisticated ap-
proach in which a contribution of each classifiers in the ensemble into final deci-
sion depends on the quality of the classifiers and should be counter proportional
to misclassification rate of the classifier.

Ψ̄ (x) = i⇔
K∑

k=1

wkδ (Ψk (x) , i) = max
i∈M

K∑

k=1

wkδ (Ψk (x) , i) (7)

In the tested model the following normalized weight was used.

wk =
1− Pe (Ψk)

K∑

t=1
(1− Pe (Ψt))

(8)
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4.3 Feature Selection

As it was stated in the previous section, the accuracy of the classification sys-
tems can be negatively affected by presence of irrelevant attributes. Therefore,
while designing classification algorithm, one can apply feature selection proce-
dure which aims at choosing the subset of most useful attributes.

Keeping in mind, that classification algorithms use different models and learn-
ing algorithms, it seems to be clear, that feature selection procedure shall be done
for each algorithm separately as the importance and usefulness of the attributes
can differ from one classification algorithm to other. Attributes subset which
would be the most appropriate for one algorithm might diminish the quality of
the other [15,16,17]. There are many potential benefits of variable and feature
selection: simplifying data visualization and data understanding, reducing the
measurement and storage requirements, shortening training and utilization time,
enhanced generalisation. The last one is the most important from our point of
view. Therefore, we decided to apply Backward Feature Elimination [18]. In the
backward elimination procedure one starts with all the features. In subsequent
iterations the less useful feature is left out. The model is retrain and the number
of variables can be further reduced by backward elimination algorithm. The total
number of iterations is n ∗ (n+ 1)/2− 1, where n is number of input variables.
It is often argued, that forward selection is computationally more efficient, but
in backward elimination process the importance of variables is assessed in the
context of other included variables.

5 Evaluation of Classification Algorithms

As it was stated in Section 2, headache diagnosis problem in hand is compound
decision problem due to its complexity, large number of classes, and limited size
of empirical data collected. Therefore designing decision support system requires
some experimental investigations while selecting the best solution architecture.

5.1 Objectives

The following objectives were set while preparing the plan of experiments.

1. Comparative analysis of several classification algorithms for evaluation of
their usefulness for headache diagnosis.

2. Assessing the possibility of elevating the accuracy of classification by incor-
porating feature selection.

3. Evaluation of advantage taken from application of ensemble classification
algorithms.

5.2 Experimental Environment

All experiments were carried on in knime framework using weka implementa-
tion of elementary classifiers (i.e., nb, nn, svm, j48, k-nn). Ensemble classifi-
cation algorithms (i.e., mv, and wmv) were implemented by authors. In both
tested ensemble systems the committee consisted of all elementary classifiers.



Ensemble Classifier Systems for Headache Diagnosis 281

Table 2. Summary of feature selection process

Classifier
Feature subset

length Selected features

nb 15 Q4, Q5, Q5, Q6, Q11, Q14, Q15, Q16, Q18, Q20, Q22,
Q25, Q26, Q27, Q30

nn 9 Q4, Q5, Q6, Q7, Q8, Q27, Q28, Q29, Q30
svm 20 Q4, Q5, Q6, Q7, Q8, Q10, Q12, Q13, Q15, Q16, Q17,

Q19, Q21, Q22, Q24, Q25, Q26, Q27, Q28, Q30
j48 20 Q3, Q4, Q5, Q7, Q8, Q9, Q13, Q14, Q15, Q16, Q19,

Q20, Q21, Q22, Q24, Q25, Q26, Q27, Q28, Q30
k-nn 20 Q1, Q2, Q3, Q4, Q5, Q6, Q8, Q9, Q10, Q11, Q13, Q14,

Q16, Q18, Q20, Q22, Q25, Q26, Q28, Q30

In case of wmv, values of the weights have been calculated according to for-
mula (8).

The Backward Feature Selection algorithm implemented in knime was used
for feature selection. The subsets of features selected for different classifiers differ.
Summary of feature selection process are presented in Table 2.

In order to ensure the reliability of the tests all the experiments was carried
on using 5x2 cross validation methods. Additionally, comparative analysis re-
sults obtained by ensemble systems vs elementary classifiers was confirmed by
application of statistical 5x2 cross validation F test with 0.05 confidence level.
The null hypothesis stated that have the same accuracy. Therefore, rejection the
null hypothesis means that the difference in accuracy between two compared
classifiers is statistically significantly.

Results of experiments are presented in Table 3. It presents misclassification
rate of tested algorithms (mean value and respective variance of all repetition of
5x2 cross validation procedure.

5.3 Observations and Conclusions

1. The quality of elementary classifiers differ significantly and varied in range
between 61% of misclassification for k-NN with full attribute set and 33% for
J48 decision tree. That fact shows how difficult is prior selecting appropri-
ate classification algorithm as one cannot know if what would be resulting
quality. Therefore, procedure of experimental evaluation of large range of
available classification algorithms seems to be good solution while designing
decision support system.

2. Application of feature selection methods allowed for elevation accuracy of
the classification. In all cases, the classifiers which made classification based
on properly selected subset of features obtained the better results that re-
spective algorithms working on the basis of full feature set. Almost in all
cases the difference were statistically proven (bolded results). In the case of
k-NN the difference is close to 20%. Even in case of decision tree (J48), which
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Table 3. Evaluation of classification algorithms with full and selected set of features
for headache diagnosis problem; bolded results indicate statistically better feature clas-
sification method (in row); underlined score indicate the best classification algorithm
for given feature selection method (in column); below the best score, list of all out-
performed classifiers are given, for which the superior position was confirmed with
statistical test

Full attribute set Selected attribute set
Classifier Error mean Error variance Error mean Error variance
nb 0.4014 0.0019 0.3416 0.0010
nn 0.4045 0.0008 0.3489 0.0006
svm 0.5544 0.0005 0.3579 0.0004
j48 0.3634 0.0012 0.3392 0.0004
k-nn 0.6097 0.0004 0.4135 0.0005
mv 0.3365 0.0005 0.2743 0.0003

statistically bet-
ter then svm, k-
nn

wmv 0.3230 0.0004 0.2763 0.0003
statistically bet-
ter then mv, nn,
svm, j48, k-nn

inherently has strong ability for feature selection, application of backward
feature selection allowed to improve the accuracy by 3%.

3. For both feature selection methods, the best results were obtained by en-
semble systems (underline scores). Taking advantage from diverse knowledge
collected in elementary classifiers improved the accuracy by several percent
points.

4. Nonetheless, the statistical tests do not always confirm statistical difference
between the best ensemble system and elementary classifiers. Looking for
a reason, one has to notice relatively high variance of performance of some
classifiers (ex. nb). It indicate that the algorithm showed poor stability of
learning process which could be negatively affected by variation of learning
set. Therefore, one of arising challenge is elevating ensemble stability.

5. The problems with stability of learning procedure could be caused by rela-
tively small size of available learning set and rather poor representation of
some classes, as it was discussed in Section 2.

6 Conclusions

Cephalalgia widely known as the headache is common disease which affects so-
ciety and diminish our life quality. After a years of intensive researches precise
taxonomy of headache have been developed, nonetheless, diagnosis is very hard
as the disease have a wide range of symptoms and the borders between the types
is very hard to establish. The paper presented preliminary comparative study of
classification systems which can distinguished among 11 types of headaches on
the basis of patient responses for questions from questionnaire. The presented
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approach is the continuation of the previous work on the headache classification,
but former work consider simplified headache taxonomy. Looking for the most
suitable machine learning algorithm several classical classification algorithms
were tested including classifier ensemble approaches. The last one proved their
high performance showing the highest accuracy. That fact ensures the authors
that ensemble approaches shall become basis for further works. It is planned to
enrich the system with module aiming at classification made with means of rule
based algorithm.
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Rate Adaptive Atrioventricular Delay
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Abstract. Physiological shortening of atrioventricular (AV) delay with
increasing of heart rate is well documented in healthy human beings. The
specialized algorithms were developed that control the AV delay. The
goal of our study is the assessment of the impact of varying heart rate
on the optimal AV delay in paced patients. The SV values were assessed
by the Impedance Cardiography (IC) and Penaz Plethyzmography (PP)
at the same time for each patient. The statistical analysis has showed
no statistically significant differences between results obtained simulta-
neously by both evaluation methods. Three types of AV optimal changes
following pacing rate increase were found: 1. physiological (shorter), 2.
neutral (no change), 3. atypical (longer).

Keywords: atrioventricular delay adaptation, cardiac pacing, cardiac
output optimization.

1 Introduction

The hemodynamics of the pacemaker patients depends not only on the general de-
terminants of cardiac functions, such as contractility of the myocardium, preload
and afterload, but also on the factors resulting from the patient conduction defect
and the applied pacing mode. The physiological pacing is characterized by the
physiological sequences between atrial and ventricular contractions that are in-
fluenced by the exercise adequate sinus rate control, and the orthograde stimulus
conduction and propagation.

The DDDR (dual channel prohibited and synchronized pacing according
to pacemaker code) mode of pacing is usually applied for the patients with
chronotropic incompetence. The hemodynamics of atrioventricular (AV) syn-
chronous paced heart is related to the rate adaptation, AV synchrony, retrograde
AV conduction and AV interval. The cardiac output during exercise depends most
strongly on the variation of the heart rate . The stroke volume can be increased
during exercise by about 50% versus the heart rate increase by approximately
250%. So, in chronotropic incompetence patients the adaptive control based on the
heart rate seems to be the best and the most effective solution. Since their intro-
duction, the automatic adaptation of the pacing rate to the momentary metabolic
needs of the patients improved significantly their exercise tolerance.

E. Pietka, J. Kawa, and W. Wieclawek (eds.), Information Technologies in Biomedicine, 287
Volume 4, Advances in Intelligent Systems and Computing 284,
DOI: 10.1007/978-3-319-06596-0_26, c© Springer International Publishing Switzerland 2014
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The crucial part of all rate adaptive pacemakers is the algorithm which con-
verts changes of the heart rate signal to changes of the pacing rates. The heart
rate sensor signal indicates whether the pacing rate should be increased or de-
creased. The ratio of heart rate variation to the pacemaker rate change depends
on patients general condition, age, disease etc. The wide range of the heart rate
sensors have been tested. Presently the activity and respiration (minute ven-
tilation) sensors are most widely applied. The activity sensors are based on a
piezocrystal or an accelerometer sensors. The ventilation sensors are based on
the impedance measurements. The impedance methods are applied also in other
sensors such as stroke volume or preejection time interval sensors.

Fig. 1. An open loop algorithm

Fig. 2. A closed loop algorithm

Generally two concepts of rate adaptation are applied - open and closed
loop [1]. The one way open loop algorithm is presented in Figure 1. The sen-
sor delivers the electric signal to the algorithm and the algorithm converts the
changes of the signal to the changes of pacing rate. The most important factor
in this process is the step response of pacemaker rate change to the change of
unit sensor signal. In an open loop algorithms such factor is known as a rate re-
sponse curve or slope. The closed loop system sensor (Figure 2) has more direct
relationship with the pacing rate. The sensor signal is influenced by metabolic
demands and by the momentary pace rate in opposite way. The metabolic de-
mands increase causes increase of sensor signal and heart rate increase causes
decrease of sensor signal. The pacing rate is increased or decreased until the sen-
sor signal has reached its reference value within the predetermined error value.
The pacing rate is stable when the sensor signal is equal to the reference value.

The conduction of electrical impulses by the heart is influenced by the auto-
nomic nerve activity. This autonomic control is most apparent at the AV node.
The sympathetic activation increases conduction velocity in the AV node by in-
creasing the rate of depolarization. This leads to more rapid depolarization of
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adjacent cells, which leads to a more rapid conduction of action potentials. The
sympathetic activation of the AV node reduces the normal delay of conduction
through the AV node, thereby reducing the time interval between atrial and ven-
tricular contractions. The parasympathetic activation increases conduction delay
at the AV node and increases the time interval. The sympathetic activation in-
creases and parasympathetic activation decreases the heart rate. Therefore the
heart rate increase is followed by the AV delay decrease and the heart rate de-
crease is followed by the AV delay increase. Physiological shortening of AV with
increasing heart rate is well documented in healthy human beings. The special
algorithms were developed that control the AV delay. The principle of AV control
algorithm are presented in Figure 3.

Fig. 3. The AV delay control algorithm

The AV delay is adapted to heart rate in range from 60 to 120 beats per
minute (bps) with step 10 ms/10 bps for paced cycles (PAV) and 5 ms/10 bps
for sensed cycles (SAV). The range and step values are adjustable. The Rate
Response Cardiac Pacing with adaptive AV delay function is applied in dual
channel pacing (DDDR), Cardiac Resynchronization Therapy (CRT) and DDDR
Implanted Cardioverter Device (ICD) treatment. Above listed methods are ded-
icated to critical heart failure patients when the optimization of heart rate (HR)
and the AV delay gaining of cardiac output is crucial.
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2 Aim of the Study

The goal of our study is the assessment of the impact of varying HR on the
optimal AV delay in paced patients.

3 Methodology

Group of 20 patients (mean age 77.4 years +/- 4,6 years) consists of 8 females
(mean age 77.6+/- 5.5) and 12 males (mean age 77.3+/-4.1) treated by DDD
were enrolled in comparative study.

The criteria of enrolment were as follow:

1. More than 80% of paced heart beats in holter recording of pacemaker system
(stored in internal memory of pacemaker circuit),

2. 100% of paced heart beats during examination.

The criterion of maximal stroke volume (SV) were applied for two utilized meth-
ods of AV delay optimization. The SV values were assessed by the Impedance
Cardiography (IC) and Penaz Plethyzmography (PP) at the same time for each
patient. The following settings of pacing were applied: AV coupling from 100 to
200 msec. with step of 20 msec. for pacing rates of 70 and 90 beats per minute.

4 Results

The statistical analysis, done with the Wilcoxon test (p<0.05), has showed no
statistically significant differences between the AV optimal values obtained si-
multaneously by both evaluation methods for the two applied pacing rates.

Table 1. Distribution of types of reaction

Type of reaction
Measurement method Typical Neutral Atypical

IC 7 6 7
PP 6 8 6

The same for both methods 6 6 6

Three types of AV optimal changes following pacing rate increase were found:

– physiological (shorter),
– neutral (no change),
– atypical (longer).

The numbers of patients presenting particular reaction for each applied method
are presented in Table 1.
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5 Discussion

Use of rate adaptive AV delay in patients treated by cardiac pacing is contro-
versial [2,3]. The common used optimization algorithm is based on changing of
AV delay until best E and A wave separation is seen on mitral inflow of pulsed
wave Doppler of echocardiography [4]. In some patients the shortening of AV
delay, with increasing of heart rate, improves hemodynamic parameters of the
heart activity (such as SV or Cardiac Output). Currently, optimization of AV
delay is mainly performed during resting conditions however some centers report
optimization during exercise [5]. We postulate to introduce Impedance Cardio-
graphy (one of commercially produced systems was recently certified by FDA)
or Penaz Plethysmography as a standard methods for optimization of AV de-
lay in cardiac pacing. Recommended methods compared to ultrasound methods
(echocardiography) are simpler, can be performed by less trained operators and
the measure procedure takes less time. The cases of increase of optimal AV delay
with heart rate increase should be confirmed on wider group of patients. The
new algorithm consist of typical and atypical response of AV delay value to heart
rate variations should be taken under consideration.

6 Conclusions

1. The Impedance Cardiography or Penaz Plethyzmography can be applied for
estimation of maximal value of cardiac output and optimal atrioventricular
delay,

2. The AV adaptation algorithms should be applied after determination of pa-
tient reaction to the rate increase.

3. Individualized pacemaker programming should be performed for each patient
treated by cardiac pacing.
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Abstract. This paper presents decision support system for estimation
of patient’s general state with particular stress laid on cardiovascular
and pulmonary diseases. It works in conjunction with a standard medical
monitor, which provides input signals such as temperature, blood pres-
sure, pulseoxymetry, ECG, ICG, etc. The signals are preprocessed and
analysed by a set of algorithms, the core of which is based on Bayesian
networks. As an output the system should give information about de-
tected problems, possible future threats, possible causes and suggestions
for further treatment. From the hardware point of view the system is
implemented in DaVinci DM3730 embedded microprocessor. Use of the
presented system might be especially important in places such as Acci-
dent Emergency Departments and Admission Rooms, where small medi-
cal team has to take care of many patients in various general conditions.

Keywords: decision support, sudden cardiac arrest, Bayesian networks.

1 Introduction

Cardiovascular diseases are one of the most common causes of death in the
world [8]. They are also characterised by often sudden onsets of the severe stage
of illness, leading to a rapid deterioration of patient’s state. These include Sudden
Cardiac Arrest (SCA), the most common cause of hospital mortality. If such
deterioration takes place, immediate preventive steps have to be taken in order
to sustain patient’s life. It would be even better to predict the onset of the severe
stage in order to take preventive steps before actual deterioration takes place.

The experiences with Modified Early Warning Score (see Section 2) show that
even such a simple approach allowed to reduce the risk of SCA and hospital mor-
tality [2]. It is therefore tempting to expand this approach to make it automatic,
based on more data pertaining to the condition of the patient and utilising ad-
vanced reasoning algorithms in order to predict problems with patient’s health.
This paper presents research aimed at developing such a system.
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The usefulness of the proposed concept is particularly evident in situations
when the doctors may have difficulties with devoting enough attention to the
particular patients. These includes admission rooms and Accident and Emer-
gency departments, where limited staff may have to deal with a suddenly in-
creased number of cases. Moreover, in some circumstances the doctor may not
be present at all: ambulances are a typical example of such situation.

The remainder of this paper is organised as follows: Section 2 introduces Mod-
ified Early Warning Score, a commonly used indicator of patient’s condition and
its change. Section 3 discusses recent developments in the field of decision sup-
port systems for cardiovascular diseases. Section 4 outlines the proposed concept,
including the hardware issues and the role of a typical medical monitor. Section 5
presents the issues relating to the Bayesian network – the central reasoning ele-
ment of the system, including an example of the network structure and problems
related to the Bayesian network simulation software. Section 6 concerns the pro-
posed user interface, while Section 7 offers closing remarks and plan of future
work.

2 Modified Early Warning Score

Modified Early Warning Score (MEWS) is a simple scale used in hospitals and
by paramedic services to quickly determine the patient’s condition and changes
of this conditions. Although there are various MEWS scales, the most common
inputs required to compute the score are systolic blood pressure, heart beat rate,
respiratory rate, body temperature and level of consciousness (using the Alert,
Voice, Pain, Unresponsive scale). The simplicity of the scale allows the score to
be computed without the need of any computing device, simply by referring to a
compact chart summarising the possible reading values, as presented in Table 1.
The rise of the score by a value of 2 is treated as an indication for consultation
with a doctor, while the rise by a value of 4 as an indication for immediate
transfer to the Intensive Care Unit.

Even though MEWS has proven effectiveness, it is a very simple scale. It does
not make use of data currently often available even in the simplest paramedic sce-
narios, such as for example the Electrocardiography (ECG) signal, which carries
enormous amount of data important for assessing the cardiovascular problems.
Moreover, the concept of combining the input data using a table is possible only
in very simple cases of few inputs.

It should be noted that there are in use much more elaborate scales, such as
e.g. the Acute Physiology, Age, and Chronic Health Evaluation (APACHE III)
scale. They allow to include much more input data, but this makes the use of
such scale difficult in the paramedic or Emergency Department environment: all
parameters have to be entered into a computer program manually. As APACHE
III uses 20 input parameters, and determining some of them requires laboratory
tests, it cannot be used in the same way as MEWS.
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Table 1. A sample MEWS chart

Readings,
observations

Score
3 2 1 0 1 2 3

Systolic blood
pressure

<45% 30% 15%
down

Normal
for

patient

15% up 30% >45%

Heart rate
[beats/min]

- <40 41-50 51-100 101-110 111-129 >130

Respiratory rate
[breaths/min]

- <9 - 9-14 15-20 21-29 >30

Temperature [◦C] - <35 - 35.0-
38.4

- >38.5 -

AVPU - - - A V P U

3 Cardiovascular Computerized Decision Support
Systems

In recent years, a number of computerised decision support systems for use in
diagnosis of cardiovascular diseases have been designed. Some of them are based
on advanced concepts of soft computing. For example, in [6] the authors propose
a system for diagnosis of chest pain utilising rule-based inference. The system
is based on the knowledge learned from real patient data. In [4], the authors
describe another system for chest pain diagnosis, this time built on the ontology
approach and Bayesian Networks. Yet another method is outlined in [13], where
data mining algorithms and fuzzy models are used as a basis for the decision
support system.

Although such computerised systems turn out to improve quality of care [5],
[1], [11], none of them automatically acquires the data about the patient in real-
time. Instead, they are based on patient records or additional questionnaires,
which, similarly to APACHE III discussed in the previous section, make them
difficult or impossible to use in cases when the patient record is not available
or there is no time to enter all the required data. They also cannot respond to
the quickly changing patient’s state. The system proposed in this paper aims to
overcome these difficulties.

4 Proposed System Overview

4.1 Role of a Medical Monitor

In today hospital and paramedic practice medical monitors are commonly used.
These are devices that acquire constantly a number of signals that are indications
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of a patients health. The signals typically include ECG, body temperature, respi-
ration rate, blood oxygen saturation and blood pressure. More advanced models
also have possibilities of performing some analyses on the received signals and
virtually all support some means of exporting the acquired data: either by saving
them on removable flash memory, or by continuous transmission using popular
network standards (typically IEEE 802.3/Ethernet).

The proposed solution relies on the medical monitor as a source of data about
patient’s condition. Such approach has a number of advantages:

– reduced cost, as it utilises the infrastructure already present in the hospi-
tals/ambulances,

– simpler operation, as there is no need to attach additional wires to the pa-
tient,

– simpler development, as there is no need to develop the part responsible for
acquiring signals.

On the other hand, this approach requires a medical monitor that exports
the acquired data in a continuous manner, it is also necessary to understand the
format of data employed by the monitor. For development purposes an Emtel
FX2000-MD (Figure 1) has been selected: it exports data over Ethernet connec-
tion and the manufacturer made available – for the purpose of research – the
data format.

Fig. 1. Emtel FX2000-MD medical monitor

4.2 Hardware Considerations

Because the proposed solution does not have to acquire signals, its role will be
to process data and interact with the medical personnel. Consequently, from the
hardware point of view, the proposed solution is nothing else than a computer
attached to the medical monitor: it must have significant computing power and
keyboard and screen for interaction with the medical personnel.
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However, employing of-the-shelf PC computer, notebook or tablet is not ad-
visable. Such devices are not designed to operate in difficult conditions that can
be encountered in ambulances or Accident and Emergency departments. Besides,
they are equipped with a number of components that are unnecessary in the de-
veloped solution and only result in increased battery consumption, increased size
or reduced reliability (additional communication interfaces or CD-ROM drives
are examples of such components).

For this reason it has been decided to build the system around an embed-
ded processor. Due to the previous experience of the team, Texas Instruments
DaVinci DM3730 Digital Media Processor [12] has been chosen, which integrates
in one integrated circuit an ARM Cortex-A8 processor, a TMS320C64x+ DSP
and a POWERVR SGX graphics accelerator. The presence of an DSP may be
advantageous for implementation of the processing algorithms. As a prototyp-
ing platform Embest DevKit8500 (Figure 2) utilising this processor has been
selected. In order to provide interaction with medical personnel, an LCD touch-
screen has been attached to the board.

Fig. 2. Embest DevKit8500 prototyping board

4.3 Structure of Software

The key to obtaining the desired functionality is the software running on the em-
bedded processor. The software consists of a number of interconnected blocks.
These can roughly be divided into input/preprocessing blocks, AI blocks and
output/presentation blocks. The task of the first is to gather data from the
medical monitor and perform preliminary analyses on these data. The analyses
can vary from very simple ones (averages, differences over time) to advanced
(detecting predefined anomalies in the ECG data). The task of the AI blocks
is to combine all input data in order to reach conclusion about patient’s state
and detect indications of state deterioration; an example of such block will be
discussed in Section 5. The output/presentation blocks are responsible for pre-
senting the results of analyses to the medical staff and also storing these for
further reference.
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5 Bayesian Network AI Module

Bayesian network has been chosen as the main AI approach in the proposed
solution. It is planned that AI modules based on other approaches will also
be constructed in order to allow comparison of performance; however, for the
time being efforts are focused on the Bayesian network. Consequently, only this
approach will be described in the paper.

5.1 Bayesian Networks

Bayesian networks employ directed acyclic graphs to encode qualitative relation-
ships between variables. The nodes of the graph correspond to the variables, and
the edges correspond to the dependences between them. In this way it is possi-
ble to express the independence between variables (by not connecting some of
the nodes) and to encode the joint probability distribution of the variables in a
very compact way. To encode the joint probability it is also necessary to specify
the quantitative relationships between variables. These take form of conditional
probabilities for the variables that depend on other variables and unconditional
probabilities for the rest of them. For the most common case of discrete variables
these are expressed using probability tables.

Inference with Bayesian networks involves setting the state of the observed
variables (entering evidence) and applying one of numerous algorithms that allow
to compute probabilities of the other variables. It is possible to freely choose the
nodes for which the evidence is entered, so the Bayesian network is an ideal tool
for reasoning in cases when some of the input data might be missing.

Another important feature of Bayesian networks is their ability to learn. It is
possible to learn both the structure (graph) and the probabilistic tables. Again,
a number of algorithms to perform these procedures are available.

For in-depth discussion of Bayesian networks refer to [10], [9], [3].

5.2 Proposed Bayesian Network Structure

As already mentioned, the task of the Bayesian network in the system is to fuse
various pieces of data coming from the medical monitor, after the preprocessing
procedures have been performed. The Bayesian network should be in this way
capable of detecting a number of conditions that pose immediate danger to the
patient.

A preliminary structure of such network is presented in Figure 3. The network
is organized in such a way that the nodes (ovals) in the upper part represent the
diseases that the network is designed to detect, while the other nodes represent
the possible observations and symptoms. Among the latter, the nodes with no
outgoing edges are strictly associated with specific observations, while those with
outgoing edges may be observations (e.g., Raised ST segments in two leads),
or are only supporting elements, grouping observations from other nodes (e.g.,
ECG abnormalities). In general, the direction of the arrow is from the diseases
to symptoms.
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It should be noted that the connection (edge) between a disease and a symp-
tom does not necessarily implies that the symptom is present for the particular
disease. In fact it indicates that the presence or absence of a symptom is typical
for the disease. Consequently, in some cases the edge indicates that the symptom
is not present in the disease. This is the case for example with the Amplitude of
ST vs. T in V6> 0.25 symptom and the Early repolarization disease.

The structure of the network will be further expanded to include more dis-
eases or conditions requiring prompt actions of the medical staff. Moreover, to
make the network operable, the numerical specification will have to be provided.
Currently, such specification is being constructed based on a questionnaire util-
ising Likert scale [7]. Further work includes possibility of automatic adjusting of
the numerical specification using patient database and doctor’s diagnoses and
decisions.

5.3 Bayesian Network Simulation Software

As the designed system runs on non-PC hardware, an important issue that had
to be solved was to provide software implementing algorithms for Bayesian net-
work computation. In general, a number of software packages exists, but they are
targeted at the Intel x86/x64 architecture and cannot be used in the designed
system, which is based on the ARM architecture. In order to solve this problem
the team was working with the Decision Systems Laboratory at the University
of Pittsburgh in order to produce a version of the SMILE library, developed De-
cision Systems Laboratory, compiled for the ARM Cortex-A8 processor. Because
this work initially proved abortive, an alternative path has been pursued, aim-
ing at providing an implementation of the computing algorithms written from
scratch.

As a result of these parallel efforts, the team now is able to use two implemen-
tations of the algorithm: the SMILE library, which is a comprehensive approach
containing a number of different algorithms and support for learning of the
probability tables, and the team’s own implementation, which is lightweight and
currently lacks support for learning. Which of these will be finally used is up to
the results of tests that are currently being conducted.

6 User Interface

In order to communicate with the medical personnel, the system is equipped
with an LCD touch-screen. The designed software should therefore provide an
appropriate Graphical User Interface (GUI). The obvious aim of the GUI is to
provide the results of the analyses, the warnings concerning patient’s condition
and the indications suggesting possible treatment procedures. However, the GUI
should also be able of collecting some data from the medical personnel, such data
as are not available from the medical monitor, but are helpful in the operation
of the algorithm.

The whole GUI is organised as a number of tabs that can be selected one at
a time. Figure 4 presents two of such tabs (the names of some of the others can



300 W. Tylman et al.

Fig. 3. Preliminary structure of the Bayesian network for detection of cardiovascular
problems
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be seen near the top of the screen). The former presents the data that can be
entered based on the patient’s medical history and contain mainly information
about the most serious diseases that may immediately affect patient’s condition
and consequently should be taken into account by the decision algorithm. These
data should be entered upon connecting the patient to the medical monitor.
The latter is the screen that can be used by nurses in order to supply additional
information not available through the medical monitor. Some of these (e.g., level
of consciousness) are never measured by the medical monitor, while others (e.g.,
systolic blood pressure, temperature) may be available through the monitor, but
this is not always the case.

(a) Medical history tab (b) Nurse’s tab

Fig. 4. User interface

7 Conclusions

This paper presented work concerning development of a real-time monitoring
system for patients, with emphasis on detecting situations related to cardiovas-
cular diseases that may pose immediate risk to the patients’ health or life. The
aim of the system is to provide support for (para)medical staff, especially in sit-
uations where the doctors may not be immediately available or have to attend
a large number of patients. The system utilises a standard medical monitor as
the source of data.

The system in the current stage of development allows to gather data from
the medical monitor in real time, perform preprocessing of such data and use
them to compute the value of MEWS. Intuitive GUI is provided for interaction
with medical staff. Two computation libraries for Bayesian networks are set-up
for use on the embedded processor.

At this moment work focuses on the development of the Bayesian network,
the central reasoning element of the system. The initial structure of the network
is designed and the numerical specification is being constructed. Once this step
is completed, the system will be subjected to clinical tests.
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Abstract. Electrohysterography measures a bioelectrical activity of a
uterus. The methods which were published up to date still give inac-
curate labour prediction/prediction of labour. This paper presents an
application of multivariate sample entropy to differentiated 4-channels
electrohysterographical signals. This nonlinear measure uses joint infor-
mation from a multivariated signals. The obtained results confirm that a
differentiation may improve sensitivity of a multivariate sample entropy
on a uterine bioelectrical activity. It enables to recognize uterine contrac-
tions in labor with the sensitivity equaled too 87% and the specificity
about 85%. These results should be verified in a prospective study.

Keywords: electrohysterography, multivariate sample entropy, nonlin-
ear signal analysis.

1 Introduction

Monitoring of uterine contractions and a fetal heart rate during a 3rd trimmest of
a pregnancy is a crucial obstetrical procedure beside an interview, a clinical and
ultrasonographical examination. From a clinical point of view, an identification
of uterine contractions as well as changes in the cervix is very important. It al-
lows to recognize an approaching labor. Electrohysterography may be useful for
detecting a preterm labor risk. Preterm labors are still the main obstetrical prob-
lems which imply many neonatal complications. Some of them cause physical and
mental disabilities e.g. infantile cerebral palsy [1]. Therefore, preterm labors gen-
erate many costs associated with neonatal intensive care and further medical and
social rehabilitation. However, uterine contractions monitoring may be clinically
useful to select the best way of delivery in post-term pregnancies and labors as
an additional information. Post-term birth also produces a fetal ischemia causing
newborns’ complications [2]. Localization of a uterus in pelvis and an abdominal
cave strongly limits measuring methods of uterine contractions. Routinely, these
contractions are monitored by tocography, i.e. a dynamometer measures mechan-
ical pressure of a contracted wall of a pregnant uterus. Despite visualizing a local
uterine contractions, this method has some disadvantages Firstly, tocography is
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local, i.e. it disables to visualize propagation of a myometrium contraction. Sec-
ondly, a correlation between measured mechanical pressure and an intrauterine
pressure moving a fetus into a cerivix and a vagina is low. Thirdly, tocography is
ineffective for obese women because a fatty tissue forcibly damps a mechanical
pressure decreasing a sensitivity of this method [3]. Therefore, an alternative
method called electrohysterography (EHG) is developing It measures bioelectri-
cal activity of myometrium which proceeds its mechanical contractions. However,
bioelectrical activity of a myometrium is not characterized by any constant pat-
tern so EHG signals are rather similar to EMG or EEG signals than to ECG
signals. Thus, it is very difficult to find such parameterization of EHG signals
which highly correlate with a physiological state of an uterus. There are many
methods published beginning with linear methods basing on a spectral analysis
and ending with nonlinear methods [4,5]. The results obtained by Hassan et al.
as well as our yet unpublished data strongly support hypothesis that a dynamic
of EHG signals is nonlinear [6]. It is also conformable with the multiscale model
of a uterine electrical activity developed by Marque et al.. This model contains
nonlinear differential equations which describe changes of biopotentials measured
by electrodes in EHG devices [7]. Among different methods of nonlinear signal
analysis the approximate entropy (AppEn) as well as its unbiased version called
sample entropy (SamEn) is most frequently used for biological signals. They are
particularly useful when a regularity of the analyzed signal is associated with the
interesting clinical state of a patient. Many results confirmed that values of Ap-
pEn and SamEn computed for EHG signals can predict contractile activities of
an uterus. But this prediction was done on the basis of the values calculated for
the singular a prori selected EHG signal [8]. There have been numerous results
published which suggest that multichannel measuring of a bioelectrical uterine
activity may be more useful. For example, this manner enables to reconstruct
a spatial distribution of uterine biopotentials or to visualize how bioelectrical
waves propagate during uterine contraction [9]. However, there are a few results
presenting application of nonlinear analysis to multivariate EHG signals which
use joint information contained in the EHG vector. The example of this method
is a nonlinear correlation coefficient proposed by Hassan et al. [6]. Therefore,
the goal of the presented work is to investigate a prediction accuracy of labor
uterine activities based on values of multivariate sample entropy computed for a
four elements vector of EHG signals. Moreover, a proposition to use a multivari-
ate sample entropy for the differentiated EHG signal was also studied This idea
stems from theoretical models and consideration noting that a mechanical con-
traction of a myometrium fiber is stimulated by ions flow but not by a constant
ions concentration [10].

2 Measuring of a Uterine Electrical Activity

In contrast to other electrophysiological measurements neither standard measur-
ing technique nor study design have been elaborated for EHG signals. It makes
results comparing difficult.
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2.1 Multichannel Measuring System for EHG Signals

The applied EHG measuring techniques produce a large variety of electrodes
number and their localization on an abdominal skin starting from 2 channels
and ending in 16 channels arranged as a 4× 4matrix [11].

In the presented study 4 channels measuring system, specially designed for
EHG signals, was used [12]. Each channel consisted of a bipolar electrode. Local-
ization of electrodes on an abdominal skin was in accordance with methodology
presented by Euliano et al. in [13], i.e. the up channel was placed over an uterine
fundus, the right and the left channels were localized over adequate sides of a
uterus and the down channel was put over the cervix. The reference electrode
was laid on a right hip of a woman.

The pass band of the measuring system was 0.01 Hz- 3Hz. The sample fre-
quency was equaled to 20 Hz. This system has also individually self tuning
amplifiers which gains allowing for optimal using of A/D measuring range [12].

2.2 The Study Groups of Patients

Almost all performed studies evaluating labor prediction based on EHG signal
had the case – control design. However, definitions of cases and controls varied
across studies.

Usually, a case group contains patients being during the 2nd period of a labor
when a contractile activity of a uterus is maximal. The same criteria was assumed
in the reported study. The case group contains 15 primigravidas being in 2nd
period of a unifetal labor.

Control groups of EHG signals generally contained signals registered with
pregnant women who were not conscious of uterine contractions. This inclusive
criteria may produce underestimation of a sensitivity of the studied EHG param-
eters. From biological considerations published by Garfield and Maner stemmed
that already few months before labor increasing number of gap junctions and
myometrial ion channel changes were observed [14]. Thus, they may produce
bioelectrical activity of myometrial fibers seen in EHG signal despite long time
to a labor.

Therefore, in contrast to other studies, in the presented study the control
group consisted of 14 unpregnant women being in a folicular phase of a menstrual
cycle ensuring possible low contractile activity of their uteruses. Localization of
electrodes reflected proper parts of a uterus according to the individual size of
this organ previously measured by USG. No woman belonging to the control
group had pathology in her uterine cavity.

3 Multivariate Sample Entropy of Differentiated EHG
Signals

A multivariate sample entropy is a generalization of a sample entropy for multi-
variate time series introduced by Ahmed and Mandic [15]. The main advantage
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of this generalization is utilization of join information contained in a multivariate
vector of an analyzed signal.

According to my best knowledge hitherto published manners of EHG nonlin-
ear parameterization used raw samples of the signals. To ensure better prediction
of uterine labor activities a multivariate sample entropy was calculated for differ-
entiated four-variate EHG signals. Then, a multivariate sample entropy becomes
sensitive to the dynamic of registered biopotentials instead of their instantaneous
values.

Let us introduce a four elements vector of the differentiated signals X(t) =[
x1(t) x2(t) x3(t) x4(t)

]
, where x1 = ˙ehgup, x2 = ˙ehgleft, x3 = ˙ehgright, x4 =

˙ehgdown denote respective components of a differentiated EHG signal after a
standarization. The multivariate time series X(t) has a length equaled to T.

According to classical nonlinear methods the composite delay vector must be
created in the following form::

Xm(t) =

⎡

⎢⎢
⎣

x1(t) x1(t+ τ1) · · · x1(t+ (m1 − 1)τ1) · · ·
· · · x2(t+ τ2) · · · x2 (t+ (m2 − 1) τ2) · · ·
· · · x3(t+ τ3) · · · x3(t+ (m3 − 1)τ3) · · ·
· · · x4(t+ τ4) · · · x4(t+ (m4 − 1)τ4)

⎤

⎥⎥
⎦ (1)

M =
[
m1 m2 m3 m4

]
is the respective embedding vector and τ =

[
τ1 τ2 τ3 τ4

]

is the time delay vector. The lower index of Xm is m =
∑4

i=1mi.
Analogously to the sample entropy the multivariate sample entropy was esti-

mated in the following procedure:

1. Create T − ncomposite delay vectors Xm(i) ∈ Rm , where i = 1, 2, . . . T − n
and n = max{M}max{τ}

2. Compute the distance between any two composite delay vectors as the max-
imum of the following norm:

d [Xm(i),Xm(j)] = max
l=1,...m

{|x(i + l − 1)− x(j + l− 1)|} (2)

3. For a given composite delay vector and an assumed similarity threshold r
count the number of cases fulfilled the following condition:

d [Xm(i),Xm(j)] ≤ r, i = j (3)

denoted by Smi and calculate a probability of similarity occurrence according
to the formula:

Bm(r) =
1

T − n

∑T−n

i=1
Bmi (r) (4)

where Bmi (r) = 1
T−n−1S

m
i

4. Extend the dimensionality of the multivariate delay composite vector from
m to m+ 1 and form the Xm+1(t) according to the structure of (1).

5. For a given Xm+1(i) vector calculate the probabilities of similar elements
analogously to the 4th step, i.e. Bm+1

i (r) = 1
4(T−n)−1S

m+1
i , where Sm+1

i
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is the number of cases fulfilled the (3) inequality for the extended composite
delay vector. Then, calculate the following quantity:

Bm+1(r) =
1

4(T − n)

∑4(T−n)

i=1
Bm+1
i (r) (5)

6. The multivariate sample entropy is calculated as:

MSamEn(M, , τ, r) = − ln

[
Bm+1(r)

Bm(r)

]
(6)

4 Results

The multivariate sample entropy was applied to the differentiated 4-channels
EHG signals measured in the control and case group. Fig. 1 presents an example
of a raw signal registered during the 2nd period of a labor.

Fig. 1. The 4 channels, raw EHG signal registered during the 2nd period of the labor
for a randomly chosen patient

Fig. 2 shows the same but numerical differentiated EHG signal. We can note
that a differentiation enhances bioelectrical bursts. It is particularly important
when join multichannel information is used for parameterization of EHG signals.
The multivariate sample entropy was calculated for the differentiated as well as
raw EHG signals registered in the control and the case group to investigate an
influence of a differentiation on a contraction prediction. The accuracy of this
prediction was estimated as the area under ROC.
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Fig. 2. The 4 channels, differentiated EHG signal registered during the 2nd period of
the labor for the same patient as in Fig. 1

Calculation of the multivariate sample entropy was conducted assuming that
the embedding vector is M =

[
1 1 1 1

]
, the delay vector is τ =

[
1 1 1 1

]

and the r = 0.17TV , where TV denotes the total variance of 4 elements vector
computed as the trace of the covariance matrix. Increasing of the M and τ values
did not significantly change the MSamEn values.

The Table 1 presents the mean and standard errors of the multivariate sample
entropy obtained for the both groups of EHG signals

Table 1. The mean and standard errors of MSamEn for raw and differentiated EHG
signals in the non-labor and labor group. * - the statistically significant results con-
firmed by Mann-Whitney test (p <0.0008)

Parameter Non-labor 4 chan.
EHG signal

Labor 4 chan. EHG
signal

Mean Std. Err. Mean Std. Err.
MSamEn 0.389 0.142 0.418 0.217for raw signals

MSamEn * 1.126 0.346 0.450 0.467for differentiated signals

The applied Mann-Whitney test shows that significant differences between
the groups were observed only for the differentiated signals (p<0.0008).

Fig. 3 features the ROC obtained for the differentiated signals. The AUC =
0.873±0.074 and the cut-off point is equaled to 0.571. The sensitivity was equaled
to 0.87 and the specificity was 0.86. These values seem to be promising.



MSE for EHG Signals 309

Moreover, the mean value of MSamEn computed for differentiated signals was
higher than the respective value obtained for raw EHG signals. These differences
were statistical significant only in the non-labor group based on the sign test
(p <0.001). This observation suggests that a signal differentiation enhances a
nonlinear or chaotic character of the parameterized signal. A synchronization of
a uterine bioelectrical activity associated with labor may cause more regular, i.e.
more “linear” character of an EHG signal. This hypothesis seems to be confirmed
by lack of a differentiation influence on the multivariate sample entropies in the
labor group.

Fig. 3. The ROC obtained for MSamEn computed for differentiated EHG signals

5 Conclusion

Physiological mechanisms which control labor are still unknown. Thus, it is dif-
ficult to find an optimal parameterization method of electrohysterographical sig-
nals which corresponds to labor uterine activity. An application of multivariate
sample entropy for this purpose was proposed. The original idea was a calculation
of the multivariate sample entropy for differentiated EHG signals which signifi-
cantly increased a relationship between estimated values and uterine activities.
The obtained value of the area under ROC may be overestimated comparing
to other methods because of using unpregnant women as the control group.
Nevertheless, the presented results indicate that a multivariate sample entropy
may clinically efficient parameterizes a multi - channel EHG signal when it is
applied to a differentiated signal. Probably, a differentiation might increase a
nonlinearity in EHG signals.

Acknowledgement. I thank to engineers Wojciech Zabolotny, Wojciech Za-
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Abstract. The aim of this paper is to present the selected examples of
possible applications of image of correlation coefficients matrix of EEG
map series in the analysis of variation of the topography of the isopo-
tential areas in EEG maps, and thus in the assessment of stationarity,
spatio-temporal variability and trends of changes of bioelectric activity
of the brain. The image of correlation coefficients matrix shows similiar-
ity of all pairs of maps in a series. The choice of segmentation threshold
of characteristic areas in images of the correlation coefficients matrix of
EEG map series corresponding to the sequence similarity relationships
in a series of maps was based on the results of research conducted on
test series. Determining of the segmentation threshold value allowed for
the presentation of research results of similar sequences in the exam-
plary series of real EEG recordings. The obtained results consistent with
the visual assessment of the similarity of the topographic distributions
of isopotential areas in EEG maps form the basis for further research
of usefulness of the analysis of the correlation coefficients matrix in the
assessment of the dynamics of EEG mapping topography.

Keywords: EEG mapping, similarity measurements, correlation
matrices.

1 Introduction

Analysis of EEG maps in relation to EEG signal analysis has two fundamental
advantages: isopotential areas configuration analysis and topographical differ-
ences allow for the detection of changes in the bioelectric activity of the brain in
pathologies or during the experiments and the analysis of EEG mapping topog-
raphy benefits from the independence of isopotential areas contours distribution
from the reference electrode. The change of the reference electrode moves only
the level of the base-line of level of potentials [1].

Procedures of the mapping are available widely in commercial apparatuses for
EEG routine examinations and are being used in the clinical practice. Maps auto-
matically are being compared with referential maps for control groups. Available
methods in electroencephalographic systems concern single maps and are not
sufficient for some special applications. The available analysis methods of EEG
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mapping both at commercial apparatuses for EEG routine examinations, as well
as in packages for the EEG signal analysis developed in many academic centers
[2] do not provide methods for similar sequences searching in long map series.

One of the most popular methods for assessing temporal dynamics of the
distribution of scalp potentials developed by Lehmann and co-workers, and ex-
tended by statistical analysis compared distributions enables to separate time
segments of the EEG signal characterized by a certain distribution of poten-
tials – functional microstates [3,4,5]. Analysis of functional microstates is used,
among others, in studies of spontaneous brain activity in psychology and psy-
chiatry [6], as well as in the evaluation of the relationship between bioelectric
and hemodynamic activity of the brain [7]. These methods concerned estima-
tion of similarity of EEG maps sequences with some defined patterns of maps.
Despite application of various techniques either using method described above
or content-based and text-based image retrieval approach there are no relatively
simple method for similar sequences detection which could be helpful in clinical
practice for estimation of the dynamic of changes visible in EEG maps series.

The present work was performed under the research and development of
method for the analysis of the EEG maps sequence similarity in long series which
would allow separation repteded EEG time segments characterized not only by
constant but also variable (eg, with a specific trend) isopotential areas distri-
bution. The method involves calculating the matrix of correlation coefficients
(MCC) for each pair of maps in the series and the generation of corresponding
to this matrix grayscale image [8,9]. Below following [8] main assumptions of the
method were quoted.

Fig. 1. A series of 150 maps from the period of seisure episode and the MCC image of
the series; modified from [8] with permission
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Figure 1 shows a series of 150 EEG maps generated every 10 ms, and MCC
image for each pair of maps in this series. Image MCC shows all combinations
of the level of similarity (in terms of correlation coefficients value) of individual
sequences in a series of maps. The next step of analysis is location of specific areas
in MCC image corresponding to a certain similarity relationship of EEG maps
sequence. Examples of such areas are marked on the MCC image in Figure 1.

Six types of relationships of map sequence similarity in the series were defined:
three relationships of type positive – positive and three relationship of type
positive – negative (Table 1):

1. one map is similar to all maps in a given sequence (Pos1-N),
2. one sequence is similar to another one, all maps in sequences are similar

(PosN-N),
3. respective consecutive maps in both sequences are similar, maps in a given

sequence are not similar (Pos1-1),
4. one map is a negative of all maps in a given sequence (Neg1-N),
5. one sequence is a negative of another one, all maps in a given sequence are

similar (NegN-N),
6. respective consecutive maps in both sequences are negative, the maps in a

given sequence are not similar (Neg1-N).

Table 1. Areas of the MCC image indicated in Figure 1b (column II), patterns (column
III) and sample test sequences satisfying the given relationships (column IV); modified
from [8] with permission
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For each area pattern corresponding to the relationship was suggested (Table 1,
col III).

For two maps similar one to each other determines the maps that the correla-
tion coefficient meets the criterion, for example, is greater than the thresholds.
Positive and negative of EEG maps are defined the maps in which the pixels
with the same coordinates take the same values (according to a scale units), but
with opposite signs. In interpretation of MCC image two maps are described as
positive and negative when their correlation coefficient meets certain criteria,
for example, is less than the assumed threshold. Proposed to use three meth-
ods specific areas location in the MCC image areas and thereby determining
the sequence indexes meeting the above-mentioned similarity relations: visual
(manual), segmentation method and matching the reference mask [8].

The proposed methods for locating specific areas rely mainly on choosing
the appropriate threshold, in this case the value of the correlation coefficient,
which allows for the segmentation of the respective areas and the indexation
of sequences that meet the criteria of similarity. The aim of this study was to
perform tests in order to select the segmentation thresholds for the relation-
ship type positive - positive. Correlation coefficient sensitivity to changes in the
topography of objects in a series of test images was investigated, taking into
account the characteristic color scale used in the visualization of EEG potential
maps and for the two definitions of correlation coefficient. The paper presents
the results of tests and examples of search similar sequences in a sample series
of EEG maps. The obtained results consistent with the visual assessment of the
similarity of distributions of topographic EEG maps form the basis for further
research of suitability of MCC images in the analysis of dynamics of changes in
the EEG mapping topography.

2 Materials and Method

2.1 Test Maps

In order to choose the initial value of the segmentation threshold of MCC im-
ages of EEG map series MCC images of the test series containing the elementary
objects imitating isopotential areas with a specific parameters changes were an-
alyzed (Fig. 2):

– Linear change in dimension of the area – test1,
– Linear change in surface of the area – test3,
– Linear change of location of the area with constant size – test2,
– Linear change of the surface of the area in the vicinity of the area of constant

size and value of the potential of opposite sign – test4.

Assumed initially segmentation threshold corresponds to 30% change in di-
mension of the area in the sequence test1 (sample maps marked with an ellipse
in Figure 2).
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Fig. 2. Test sequences of maps: test1 – the radius of the object linearly decreases by
25 pixels (in the range of 250-0), test2 – center of the object moves linearly every 25
pixels, test3 – the surface of the object decreases linearly (in the range 250-0), test4
– surface of the object decreases linearly (in the range of 250-0) and an object of the
constant surface in the negative color

2.2 Real Maps

Analysis of MCC image of selected EEG maps series included a series of 50 EEG
maps (Fig. 3) from before seizure episode periods with different characteristics
for two subjects [10]. Selection of map series (subject A from patient group and
subject B from control group) was made based on visual analysis of the dia-
grams of sequence of two-dimensional histogram EEG map images [11]. A series
of maps, for which histograms sequences show certain periodicity were chosen.
Figure 4 depicts the histograms for the two series of EEG map from Figure 3. In
histograms in planar form the values of normalized area are presented in color
scale according to legend in right side of diagram. Maps with similar isopoten-
tial areas distributions have similar histograms, and the similarity of histograms
does not mean topographical similarity.
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Fig. 3. Series of EEG maps generated every 10 ms in 17th ranges color scale presenting
range potentials including ±20 mV from the period before seizure episode periods for
two subjects

Fig. 4. Sequences of histograms for two series of EEG maps from Figure 3; normalized
area are presented in color scale according to legend in right side of diagram

2.3 Similarity Measures

Analyzed matrices of correlation coefficients based on Euclidean distance mea-
sure without (Equation 1) and with normalization by the mean value (Equa-
tion 2) [8].

C1(k, l) =

m−1∑

i=0

n−1∑

j=0

Ik(i, j) ∗ Il(i.j)
√
m−1∑

i=0

n−1∑

j=0

Ik2(i, j) ∗
m−1∑

i=0

n−1∑

j=0

Il2 (i, j)

(1)

C2(k, l) =

m−1∑

i=0

n−1∑

j=0

(
Ik(i, j)− Īk

)
∗
(
Il(i, j)− Īl

)

√
m−1∑

i=0

n−1∑

j=0

(
Ik(i, j)− Īk

)2 ∗
m−1∑

i=0

n−1∑

j=0

(
Il(i, j)− Īl

)
2

(2)

where C1(k, l) and C2(k, l) are the correlation coefficients of the map Ik with
the map Il; k, l are the coordinates of the element of correlation matrix; m, n
are the sizes of examined maps, i, j are the coordinates of compared maps and
Īk and Īl are the mean values of gray levels of Ik and Il maps, respectively.
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Correlation analysis was carried out for a series of maps after converting maps
images to grayscale images using two look up table (LUT) prefer the positive or
negative values of potential (Fig. 5).

Fig. 5. Conversion of a color map image (a) on the grayscale image by two conversion
tables LUT: prefers positive values LUT_pos (b) and negative values LUT_neg (c)

3 Results

3.1 Test Maps

Assumed segmentation threshold corresponding to 30% of change of object di-
mension (Fig. 2, the maps contained in the black ellipse) has been tested for
other changes of parameters of the test objects. This threshold is respectively
0.96 (in the range 0, 1) and 0.87 (in the range -1 to 1) for MCC image calcu-
lated according to Equations 1 and 2. Figure 6 shows MCC images calculated
according with Equations 1 and 2 and table LUT_pos after segmentation using
specified above thresholds. MCC images for maps 12-21 of test sequences are
equivalent to CMM images calculated according to table LUT_neg for maps
1-11.

3.2 Real Maps

For EEG map series segmentation thresholds equal to 0.95 and 0.9 for the MCC
images calculated according to Equations 1 and 2 were assumed. The values
of the thresholds were chosen experimentally taking into account the results of
segmentation of MCC images for test4 sequence, as the most similar to the real
EEG maps. Figure 7 shows MCC images after segmentation calculated according
to Equations 1 and 2 and table LUT_neg and LUT_pos and set of correlation
coefficients (>0.95) calculated according to Equation 1 and table LUT_pos for
maps 19-25 and 30-36 (pat. A) and for maps 5-11 and 17-23 (pat. B). In Figure
6 and 7 in red color values above the thresholds of segmentation were denoted.
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Fig. 6. MCC images after segmentation calculated according to Equation 1 (upper
row) and the Equation 2 (bottom row) for four test sequences

4 Discussion and Conclusion

The results of tests confirmed that the threshold corresponding to 30% of
the change in dimension of the area in the test sequence test1 allows detection
of the changes in other tested parameters of objects in the range corresponding
to the visual similarity estimation, however, there is a strong dependence on
the size of the investigated objects (Fig. 6). The exception is the result for the
sequence test4 using Equation 2, where assumed threshold equal to 0.87 is defi-
nitely too low, while the threshold equal to 0.96 (for Equation 1) is a bit too high
for objects with smaller area. Thus, for the analysis of real EEG maps thresholds
equal to 0.95 (for Equation 1), and 0.9 (for Equation 2) were proposed. The dif-
ferences seen in MCC images after segmentation using two tables LUT indicate
that both images must be analyzed in order to identify similar sequences with
mainly positive (red areas in EEG maps) or a negative potentials (blue areas in
EEG maps).

Assumed thresholds allow for the preliminary automatic indexation of similar
EEG maps sequences (Fig. 7, set of correlation coefficients for selected areas of
MCC images). Segmentation of MCC images for two maps series generated for
EEG recordings with different characteristics show difference in trends of changes
of isopotential areas topography. In series for sub. A dominant cyclic relationship
is the relationship type Pos1-1 (Fig. 7, yellow segments), while in series for sub. B
dominant type of relationship is the relationship PosN-N (Fig. 7, yellow squares)
with also occurring relationships type Pos1-1. The obtained preliminary results
for MCC images segmentation of sample EEG map series suggest the usefulness
of the method for the quantitative description of trends of in topography in EEG
mapping.

Quantitative analysis of MCC image for EEG maps series may allow estima-
tion of the dynamics of isopotential areas changes by indicating the sequences
(EEG record segments) similar to given sequence (indicated two types of se-
quence similarity) and the ability to assess the relationship of time parameters
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Fig. 7. MCC images after segmentation calculated according to Equation 1 (upper
row) and Equation 2 (bottom row) and for two tables LUT; in yellow color selected
areas corresponding relations Pos1-1 (sub. A) and PosN-N (sub. B) and shows the
values of correlation coefficients for specific areas marked with black circles in MCC
images

of repeated sequences, such as duration, frequency of appearance and the total
duration of the sequence. This analysis can be a tool to support such topographic
measures proposed by Lehmann and co-authors as Global Field Power, Global
Map Dissimilarity and segmentation of functional microstates [3,4,5].

Thanks to using the correlation matrix an aggregation of extensive one-di-
mensional data (EEG signal) or two-dimensional (EEG maps) to one picture
containing information about the dynamic of the entire registered signal during
the examination is possible. It seems to be even better approach than clustering
of microstates. Certainly comparing two correlation matrices for two records of
EEG signal is simpler than sets of microstates for these records.

The presented results depend to a large extent on the choice of the threshold
value of the correlation coefficient and size of compared isopotential areas. In
further work on the method of MCC image segmentation there will be analyzed
the suitability of the use of adaptive threshold taking into account the size of
compared objects – isopotential areas. Simple test image sequences with only
a few values of the potential will be enriched through the introduction of areas
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of potential values continuously changing from the maximum to the minimum
value for a better representation of real EEG map. In order to select the optimal
similarity measure there will be carried out detailed analysis of sets of correlation
coefficients for MCC (Fig. 7) calculated according to Equations 1 and 2, or other
measures of similarity. Also semantic interpretation of the maps similarity and
analysis and processing of image descriptors [12] would enrich information that
can be obtained from MCC image analysis.
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Abstract. The paper describes the robust weighted averaging method
applied to averaging of auditory brainstem responses. This type of signals
is characterized with extremely low signal-to-noise ratio. Suppression of
noise that contaminates this type of signals can be achieved with the
use of the averaging technique. The auditory evoked potentials are time-
aligned and then the average template is determined. The weighted aver-
aging operation can be regarded as special case of clustering. In this work
the averaging process is formulated as the problem of certain criterion
function minimization. The maximum likelihood estimator of location
based on the generalized Cauchy distribution is used as the measure of
dissimilarity function. The proposed methods performance is experimen-
tally evaluated and compared to the reference methods in the presence
of the artificial noise and in the case of real signals. The experiments
show usefulness of the proposed method for robust weighted averaging
of periodic signals, for instance the evoked potentials.

Keywords: auditory brainstem response, robust weighted averaging,
General Cauchy distribution.

1 Introduction

Sensory evoked potentials (EPs) are time-aligned changes of the electrical ac-
tivity of the brain recorded from the human scalp. These potentials represent
aggregated electrical activity from a large number of temporally and spatially
aligned neurons of the brain and arise as the response to a variety of controlled
external stimuli [3,9]. The clinical utility of EPs is based on their ability to show
abnormal sensory system conduction, to discover asymptomatic engagement of
a sensory system, to help define the anatomic distribution of a disease process
and monitor changes in a patient’s neurological status [19]. In clinical practice
the auditory (AEPs), visual (VEPs) and somatosensory (SEPs) are tested most
frequently and they can be recorded in patients who are anaesthetised or co-
matose [3,19]. In general, the electroencephalogram (EEG) is extensively used
within neurophysiology, cognitive neuroscience, cognitive psychology, and brain-
computer interfacing [9].

The peak amplitudes and the latencies are commonly used for quantitative
evaluation of EPs which last for a few hundreds of milliseconds, with it various
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features categorized into early, middle and late components [3,19]. Early com-
ponents of AEPs are auditory brainstem responses (ABRs) and auditory steady
state response arising within 0-10 ms [3]. AEPs are much smaller than the EEG
and early and middle components typically have a signal-to-noise ratio (SNR) in
the range from -30 to -20 dB [3]. The most common method to isolate the AEP
from background EEG is averaging the EEG responses to multiple identical au-
ditory stimulations. The ABR can be regarded as the deterministic component
for all stimuli (because it is time-locked) while the background noise (including
spontaneous EEG) will vary and thus be reduced by averaging [17]. The assump-
tions for realize the averaging are the following: (i) the signal remains constant
from trial to trial, (ii) the noise on any trial is uncorrelated with the noise on
other trials, and (iii) the noise statistics remain stationary from trial to trial [5,7].
But if the noise varies from one trial to the next, averaging is less effective. The
random phenomena, sudden transients as well as non-stationarities in the signals
(caused both by a physiological adaptation process to the series of stimuli or by
possible pathological evidences), do cause that the obtained average, in most
of the cases, is only a very general information about a mean behaviour of the
system under study.

From another point of view, the averaging methods are similar to the fuzzy
robust clustering methods [2,6]. The averaging process can be regarded as a spe-
cial case of clustering with only one prototype. The clustering method should
be robust for data corrupted by outliers or heavy-tailed distributed noise. The
influence of outliers on the averaged signal can be reduced by choosing a me-
dian as the aggregation operation. However the median averaging does not only
remove the outliers but also the rest of data [11,13]. The alternative approach
is based on the trimmed mean method [13]. The possibility of using the myriad
cost function to develop a procedure for robust weighted averaging is presented
in [15]. The approach based on Lp-norm is presented in [16]. An application of
Vapnik ε-insensitive function allows to increase the robustness of the weighted
averaging is presented in [11].

The goal of this paper is to show the novel approach to robust weighted aver-
aging applied to processing of ABRs. This paper presents a robust cost function
based on Generalized Cauchy probability distribution which plays role of the
dissimilarity function in the weighted averaging method based on the minimiz-
ing of certain criterion function. The paper is divided into four sections. Section
2 presents the idea of the weighted averaging method based on the minimization
of the scalar criterion function and introduces the proposed method. Section 3
describes the proposed experiments. Section 4 presents the obtained results and
discussion. Finally, the conclusions are given in Section 5.

2 Methods

2.1 Weighted Averaging

Let us considerN sweeps of ABR potentials where xi = [xi1, xi2, . . . , xiM ]
T is the

ith sweep which consists of M samples and 1 ≤ i ≤ N . Let y = [y1, y2, . . . , yM ]
T
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is the averaged signal and w = [w1, w2, . . . , wN ]T is the weight vector that
satisfies the following conditions:

∀
1≤i≤N

wi ∈ [0, 1],

N∑

i=1

wi = 1. (1)

Each of the xi sweep is the sum of a deterministic component and the noise
xi = s + νi. The noise νi is a random component with zero mean and variance
σ2
i . The weighted average of N sweep waveforms is given by:

y =
N∑

i=1

wixi. (2)

The general idea of weighted averaging rests on the assumption that each signal
xi affects the resulting averaged signal y in the manner specified by the value of
weight wi. The simplest case of weighted averaging is the arithmetic averaging,
where all weights are the same, equal to N−1. Estimation of the weights values
is a crucial for the process of averaging. The easy mathematical consideration
shows that, given the variance σ2

i of each individual sweep, the weights are the
following [10]:

wi = σ−2
i

⎛

⎝
N∑

j=1

σ−2
j

⎞

⎠

−1

. (3)

This method is one of the reference methods and is denoted as the WA (the
weighted averaging) method. There are different methods to estimate the noise
variances or to estimate the optimal weights without direct knowledge of the
noise variance. One of such approach is presented below.

2.2 Criterion Function Minimization

The WACFM (weighted averaging method based on criterion function minimiza-
tion) is based on minimization the following scalar function [2,11]:

Im(w,y) =
N∑

i=1

M∑

j=1

(wi)
mρ(zij), (4)

where zij = xij − yj , m ∈ (1,∞) is the assumed weighting exponent and ρ(·) is
a measure of dissimilarity for the vector argument. The eq. (4) can be rewritten
as:

Im(w,y) =
N∑

i=1

(wi)
m

⎛

⎝
M∑

j=1

ρ(zij)

⎞

⎠ , (5)

where
∑M

i=1 ρ(zij) = ρ(zi) and then zi = xi − y. The ρ(·) function is a measure
of dissimilarity for a vector argument [11]. It plays a similar role to the cost
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function in the robust M-estimator [2]. The task of searching for an optimal an
optimal weight vector w∗ and optimal averaged signal y∗, can be formulated as
follows:

Im(w∗,y∗) = min
w,y

Im(w,y). (6)

The problem of Im minimization is considered as the constrained optimiza-
tion problem and the method of Lagrange multipliers is applied [11] to find the
optimal weights vector w which are given in the following way:

∀
1≤i≤N

wi =
ρ (zi)

1/(1−m)

∑N
j=1 [ρ(zj)]

1/(1−m)
. (7)

The robustness of the weighted averaging depends strictly on the function ρ(z)
which should be symmetric positive-definite function [2,11]. The weights wi cor-
responds to membership (belonging) of xi to the prototype (the averaged sig-
nal) [2].

If we assume that y is fixed, the next step of the algorithm consists in estima-
tion of the y averaged signal. From the theory of M-estimators, the derivative of
ρ(z) is called the influence function ψ(z) = dρ(z)

dz , while the weighted function is

defined as �(z) = ψ(z)
z [12]. Then, for given data set x = [x1, x2, ..., xN ], using

the weighted function of the dissimilarity function, the averaged signal y can be
found by applying the fixed-point search algorithm which can be written as [16]:

y(k+1) =

∑N
i=1(wi)

m ·�(xi − y(k)) · xi
∑N

i=1(wi)
m ·�(xi − y(k))

, (8)

where the superscript (k) denotes the iteration number. The algorithm is re-
garded as convergent when ||w(k+1) −w(k)|| < ε, ε is a small positive value (e.g.
ε = 10−6).

2.3 Generalized Cauchy Distribution-Based Cost Function

The family of Generalized Cauchy Distribution (GCD) has the feature that its
pdf has the closed form for the whole family and also has algebraic tails which
makes it suitable to model many impulsive process in real world of signals (the
Cauchy distribution is the special case of the α-stable distribution for α = 1 [8]).
The pdf of the GCD has the following form [1]:

f(z) = aσ(σp + |z|p)(−2/p) (9)

with a = pΓ (2/p)/2(Γ (1/p))2; σ is the scale parameter and p is the tail constant.
The family of GCD contains the Meridian [1] (p = 1) and Cauchy (p = 2) dis-
tributions as special cases. The adjustable and closed-form feature of the GCD
makes it useful for robust estimation and filtering techniques [1]. Equation (9)
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is the basis for determination of the maximum likelihood estimators of location;
the cost function has the following form:

ρ(z) = log (σp + |z|p) , (10)

where σ > 0 and 0 < p ≤ 2. Using (5) and (10), the scalar criterion function can
be rewritten as:

Im(w,y) =
N∑

i=1

(wi)
m

M∑

l=1

log

(
1 +

(
|xil − yl|

σ

)p)
. (11)

According to (7) the weights wi are given by:

∀
1≤i≤N

wi =

[∑M
l=1 log

(
1 +
(

|xil−yl|
σ

)p)]1/(1−m)

∑N
j=1

[∑M
l=1 log

(
1 +
(

|xjl−yl|
σ

)p)]1/(1−m)
. (12)

The influence function of (10) has the form ψ(z) =
p|z|p−1sgn(z)

σp+|z|p and the corre-
sponding weighted function is given by:

�(z) =

(
1

p
|z|2−p (σp + |z|p)

)−1

. (13)

The averaged signal y is obtained with using formulas (8) and (13) in the fol-
lowing form:

y(k+1) =

∑N
i=1(wi)

mxi
[
∑M

l=1
|xil−y(k)

l |2−p

p

(
σp + |xil − y

(k)
l |p
)]−1

∑N
i=1(wi)

m

[
∑M

l=1
|xil−y(k)

l |2−p

p

(
σp + |xil − y

(k)
l |p
)]−1 . (14)

Finally, using (12) and (14) the algorithm of the weighted averaging with crite-
rion function minimization with the GCD cost function (WACFMGC) can be
described as follows, where ε is a preset parameter:

1o fix m = 2, σ and p, initialize y(0) = 0, set the iteration index k = 1,
2o calculate w(k)

i for the kth iteration using the formula (12),
3o update the averaged signal for the kth iteration y(k) using the formula (14),

and w(k)

4o if ||w(k+1) − w(k)|| > ε then k ← k + 1 and go to 2o.

3 Experiments

The real ABR data was recorded with the participation of a young healthy
man (24 years old) with a properly functioning sense of hearing. He sat in a
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chair in a acoustically shielded room. Recordings were obtained using standard
acquisition and stimulus parameters setup. The auditory stimulus was delivered
as a rarefaction ’click stimulus’ with a 0.1 ms pulsewidth from the standard
TDH-49p supra-aural Telephonics headphones. The evoked ABRs were recorded
with a bioamplifier at sampling frequency 48 kHz and bandpass filtered within
100-3000 Hz. Amplifier gain was 1000, A/D converter had 12 bits (providing the
resolution of 0.084 μV/bit), amplitude range 5.5 mV. The example of the noisy
ABR sweep and the averaged ABR are presented in Figure 1.
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Fig. 1. (a) Examples of four raw ABRs waves, (b) the ABR wave after arithmetic
averaging of 1800 sweeps at 40 dB normal hearing level. Stimulus is presented at zero
time point

The simulated reference signal used in this study is based on ABR and consists
of typical waves. The three sinc functions represent prominent ABR waves I, III
and V [3]:

s(t) = 0.4sinc [0.13π(4t− 6 + l)] + 0.4sinc [0.13π(4t− 14 + l)] (15)
−sinc [0.13π(4t− 24 + l)] ,

where l determines the latency variation and in this work l = 0. The artificial
reference signal is shown in Figure 2.

In order to simulate the real conditions of data recordings the symmetric
α-stable (SαS) distribution [8] is applied to model the noise. The level of impul-
siveness is controlled with the characteristic exponent α. The case of α = 2.0
corresponds to the Gaussian probability distribution and α = 1.0 corresponds
to the Cauchy distribution. Figure 3 presents histogram of the characteristic
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Fig. 2. Ideal artificial reference ABR wave

exponent α over 1000 sweeps of ABR. In this study α is calculated applying
method presented in [14]. As can be seen, a certain part of sweeps are disturbed
noise that has an impulsive nature. For that reason in this work α varies from
1.8 to 2.0 with the step 0.05.
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Fig. 3. Histogram of the characteristic exponent α calculated for 1000 ABRs sweeps

The class of the symmetric α-stable distributions does not have finite moments
of the second or higher order. It means that the use of variance in the standard
definition of the signal-to-noise ratio is meaningless [18]. For that reason the
Geometric-SNR (GSNR) is applied [4]:

GSNR =
1

2Cg

(
A

S0

)2

, (16)

where Cg = eCe ≈ 1.78 is the exponential of the Euler constant, A is the am-
plitude of a modulated signal in an additive-noise channel with noise geometric
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power S0. The normalization constant 2Cg is used to ensure that the definition of
the GSNR corresponds to that of the standard SNR if the channel noise is Gaus-
sian. The geometric power definition is the following S0 = exp

(
1
N

∑N
i=1 |xi|

)
[4].

A series of 1000 ABRs sweeps are generated with the same deterministic com-
ponent (given with eq. (15)) disturbed by the artificial noise, according to the
two predefined simulation patterns — for the 1st, the 2nd, the 3rd, the 4th and
the 5th part of ABR sweeps (each part containing 200 cycles), the GSNR values
are equal to:

P1: -30, -20, -10, -15, -25 dB, respectively.
P2: -30, -30, -15, -30, -30 dB, respectively.

These two simulation patterns allow to test the efficiency and quality of the
proposed methods of weighted averaging in the presence of artificial impulsive
noise as well as real noise. The P1 and P2 patterns represent the case of lower
and greater power noise variations.

4 Results and Discussion

The averaging process should not deform the signal. For that reason, the pre-
sented methods are evaluated using the root mean-square error (RMSE) between
the deterministic component and the averaged signal. Subtraction of the deter-
ministic component from the averaged signal gives the residual noise. The second
index used to evaluate the quality of the tested methods, is the maximal absolute
difference between the deterministic component and the averaged signal (MAX).
The methods based on minimization of scalar criterion function are initialized
with zero vector y and m = 2. The proposed methods performance is compared
to that of the arithmetic mean (AM), the trimmed mean (TM) and the classi-
cal weighted averaging (WA) method. All experiments were done in MATLAB
environment.

4.1 Selection of p

Selection of the optimal values for the p and σ parameters of the WACFMGC
method is important but there is a concern that it will be attuned to the anal-
ysed signal only. In [1] the multiparameter estimation algorithm is presented
that tries to solve this problem. This solution is suitable in the case of robust
filtering [1], but in the case of cycles averaging it would require additional op-
timization of p and σ, leading to an increase of the computational complexity
without the warranty to achieve the parameters optimal values. The influence of
p on RMSE value obtained with the WACFMGC method is presented in Figure
4. The smallest values of RMSE are obtained for small p for both experiments
and for further research will be used p = 0.01 as well as σ = 1.0.
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Fig. 4. Comparison of RMSE of the averaged 1000 ABRs using different p value

4.2 Efficacy of Averaging

The results of averaging are presented in Tables 1 and 2. The purpose of these
experiments are to investigate the proposed method in the presence of the Gaus-
sian noise (α = 2) and nearly-Gaussian noise (1.8 ≤ α < 2). The smallest value
of RMSE allows to achieve the highest signal-to-noise improvement.

Table 1. RMSE for averaged signals with artificial noise (P1 experiment)

α AM TM WA WACFMGC
25% σ = 1, p = 0.01

RMSE [nV]

1.80 47.87 20.57 14.60 13.92
1.85 56.95 22.54 13.57 12.64
1.90 37.38 21.79 13.08 12.57
1.95 51.44 21.33 12.42 11.68
2.00 31.53 21.20 11.69 10.96

MAX [nV]

1.80 241.54 74.27 41.72 41.81
1.85 462.99 75.30 40.34 34.22
1.90 139.02 63.53 35.81 36.38
1.95 1034.48 70.96 46.48 40.13
2.00 92.53 78.26 33.03 30.14

In the case of the P1 experiment, the RMSE value of the residual noise for the
investigated methods are presented in first part of Table 1. The worst results (the
highest value of RMSE) are achieved by a method of arithmetic averaging. The
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performance of AM improves a little for higher value of the characteristic expo-
nent α. To the slightly better results leads the trimmed mean method; RMSE
values for all α remain more or less stable. The WA method allows to achieve
significantly better performance then the methods of equal weights (AM and
TM methods). But the best results are obtained with the proposed WACFMGC
method. Both methods WACFMGC and WA reach lower values of MAX in
comparison to reference methods. However, the WACFMGC method achieves
the smallest value of MAX for α ≥ 1.9.

The P2 experiment is more difficult to the weighted averaging methods for
two reasons. The first is the extremely low GSNR level and the second reason
is the nearly the same level of GSNR. In this case, the weighted averaging may
have a problem estimating the proper weight values. However, the results are
similar to those of the P1 experiment to the benefit of the WACFMGC method.
Only for α = 1.8 the WA and WACFMGC methods have the same RMSE but
the WACFMGC has the smallest MAX error. If α ≥ 1.85 the performance of
WACFMGC is better than the WA method. The advantage from the use of this
method is the ability to work with other types of noise than the Gaussian but it
requires extra computational burden (at given ε, 3-4 iterations are performed).

Table 2. RMSE for averaged signals with artificial noise (P2 experiment)

α AM TM WA WACFMGC
25% σ = 1, p = 0.01

RMSE [nV]

1.80 160.03 48.75 28.50 28.50
1.85 77.11 48.92 26.24 26.16
1.90 63.82 51.01 25.08 24.70
1.95 59.71 49.49 23.44 23.15
2.00 49.64 48.26 21.12 21.00

MAX [nV]

1.80 3501.36 171.18 115.52 111.38
1.85 466.88 139.75 85.37 82.76
1.90 217.85 151.73 91.22 91.75
1.95 463.62 130.81 83.11 76.75
2.00 149.89 132.65 76.94 74.17

The results of ABR averaging of real signals are shown in Figure 5. Sig-
nal (a) was obtained using the arithmetic mean (equally weights), (b) using the
weighted averaging method, (c) using the weighted averaging with criterion func-
tion minimization with the dissimilarity function based on the General Cauchy
distribution with p = 0.01 and σ = 1, and (d) using the trimmed mean method.
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Fig. 5. Results of ABRs averaging for 1800 real sweeps: (a) AM method, (b) WA
method, (c) WACFMGC method, (d) TM method. For better presentation signals (b),
(c) and (d) are shifted by -0.2, -0.4 and -0.6 μV respectively

5 Conclusion

A new method of robust weighted averaging of periodic signals is presented in
this work. It is applied to auditory brainstem responses averaging. The proposed
method operation is based on minimization of scalar criterion function. The
robust dissimilarity functions derived from the generalized Cauchy are applied.
The special cases of the proposed method are obtained with use of the myriad
and the meridian cost functions, respectively. The robustness of the proposed
methods can be controlled either with the two parameters. Two patterns of
simulation experiments were proposed to evaluate the respective methods. The
methods were tested with the artificial signals and the real ABRs. The best
capability of the noise suppression (the smallest value of RMSE which means
the highest signal-to-noise improvement) in majority of cases had the method
based on the generalized Cauchy distribution cost function. The obtained results
show the usefulness of the presented WACFMGC weighted averaging method
for ABRs processing. The presented methods can help to improve averaging of
evoked potentials like ABRs or other biomedical signal cycles when the data are
highly non-stationary and the signals are disturbed by the impulsive noise.
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Abstract. In this paper we propose a reproduction method of missing
parts of an analysed signal. The analysed signal must meet one essential
requirement: the signal should contain repetitive parts. The reproduc-
tion process is carried out in a phase–space. The phase space is created
by applying the Taken’s theory to the analysed signal. In the proposed
approach parts of the signal are reconstructed from a projective sub–
space. The dimension of the projection sub–space is much lower than
the phase–space dimension. An artificial generated signal is used in our
numerical experiments. The median of a vicinity method is used as the
reference method. The obtained results show advantages of the proposed
approach.

Keywords: phase–space, projection sub–space, reproduction, Taken’s
theory.

1 Introduction

Most of a bio–electric signals manifest small (single mV ) or very small (tens of
μV ) amplitudes. During such a signal recording an additional noise component
is also recorded. The noise amplitude can exceed the amplitude of a usable sig-
nal [1]. A filtering process is applied for the noise suppression. Linear filters are
successfully applied when a noise frequency band does not overlap a frequency
band of the processed signal. Significant progress in biomedical signal process-
ing was achieved by applications of digital filters [2]. Unfortunately, the wide
frequency band of the noise that overlaps the frequency band of the processed
signal makes the filters practically useless. The synchronized averaging technique
was introduced to cope with overlapping frequency bands [3]. Due to increasing
computational power of computers, methods from the field of nonlinear dynam-
ics are taken into account. One of these methods is the nonlinear state-space
projection method (NSSP). The nonlinear state-space projection filtering was
successfully applied in the ECG noise reduction [4,5], the fetal ECG extrac-
tion [6] or the noise reduction in hydrologic time series [7]. For the projection
subspace estimation, the NSSP methods involve principal component analysis
(PCA) [15].

Another group of biomedical signals are indirectly recorded signals. An exam-
ple of such signals is a fetal hear rate (FHR) signal. The most popular method
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for the FHR monitoring is based on monitoring of a mechanical activity of a
fetal heart using the Doppler ultrasound technique. It is particularly susceptible
to motion artifacts coming from fetal movements or uterine contractions. These
disturbances together with a transducer displacement are common causes of sig-
nal loss episodes. In such a case, the values of the fetal heart rate are unknown.
The episodes are most often being replaced with the mean value of the fetal
heart rate which is estimated from the neighbouring samples, or using a linear
interpolation of the samples [8,9].

Paper [10] presents a recovery methods for FHR signals. The missing parts
are computed as a median or a weighted mean of a vicinity. The weights are
estimated based on a distance distribution of the vicinity elements.

This paper is organized as follows: the second section contains a signal rep-
resentation in a phase–space as well as the description of reference method and
the proposed approach. Results from the conducted numerical experiments are
presented in Section 3. Conclusions complete this paper.

2 Methods

In this section we present a phase–space reconstruction method. Afterwards,
a vicinity problem estimation is presented as well as the reproduction method
of missing parts of the signal. The presented median method is taken as the
reference reproduction method. Next, we present a conception of an estimation
of the projective sub–space and a description of the proposed method as well.
Finally, reconstruction in the phase–space of a projected point is shown.

2.1 Phase-Space Reconstruction Method

The applied technique is an outcome of the theory of nonlinear dynamical sys-
tems. In the proposed method it is assumed that variables describing a system
depend on each other in an undetermined way. Observing one variable for a
long time makes it possible to reproduce values of the other descripting vari-
ables of the system. At the t moment, the value of only one variable is known,
but other variables affect the observed variable value at the t + τ moment. In
deterministic dynamical systems, the post–transient trajectory of the system is
frequently confined to a set of points in the phase–space, called an attractor [11].
The phase–space (or state–space, the both names are used interchangeable in
this paper) can be reconstructed by the Takens embedding operation [12]. For a
given signal xN , the point in the reconstructed state-space is given by

xn = [x(n), x(n+ τ), . . . , x(n+ (m− 1)τ)] , (1)

where x(n) is the processed signal, N is the length of the signal, τ is the time
lag and m is the embedding dimension. The product (m− 1)τ is the embedding
window. In many applications, the time lag τ = 1 is advantageous [4,13]. So,
henceforth this time lag value will be used in this study. The whole processed
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signal xN which is represented by a vector in the time domain, in the phase-space
is represented by the matrix X given by

X =

⎡

⎢
⎢⎢
⎢
⎢
⎢
⎢⎢
⎢
⎣

...
...

xn−m+1 xn−m+2 . . . xn−1 xn
...

...
xn−1 xn . . . xn+m−3 xn+m−2

xn xn+1 . . . xn+m−2 xn+m−1

...
...

⎤

⎥
⎥⎥
⎥
⎥
⎥
⎥⎥
⎥
⎦

(2)

where: xn denotes the amplitude of a processed signal at the time stamp n. It
is essential for the time- domain reconstruction, that the element xn occurs m
times in the phase-space representation.

2.2 Vicinity Determination

Let x
(l)
n0 be a point of the embedded space that represents a missing value at

the l position (feature number). Let X denotes a set of points that lie in the
hypersphere of a given radius ε and the origin at x

(l)
n0 , i.e

X =

{
xn| ∀

n, n�=n0

‖wl ⊗ xn − x(l)
n0
‖ ≤ ε

}
, (3)

where wl is a weight vector which is defined as follows

wl(k) =

{
1 k = l,

0 k = l
. (4)

The ⊗ operation denotes multiplication of corresponding components of two
vectors, i.e.

a⊗ b =

⎡

⎢
⎢⎢
⎣

a1 b1
a2 b2

...
am bm

⎤

⎥
⎥⎥
⎦

Hence, the missing sample (feature) can be computed as

x(l)
n0

= median (X )⊗ w̃l, (5)

where w̃l is the complement to the wl and is defined as follows

w̃l(k) =

{
0 k = l

1 k = l
. (6)

In many cases it is hard to choose the correct value of the vicinity radius ε. For
small values of ε, the set X might be an empty set. In such a case, the recovery
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of the missing sample is not possible. Thus, a value of ε should be increased
according to an assumed method (e.g. ε ← ε · β, where β > 1) and the vicinity
has to be estimated again. This strategy increases the computation time. For
large values of ε, the X might include distant points that can deteriorate the
estimation result. Therefore the k–nearest neighbours (kNN) method is proposed
as the way for the vicinity determination.

The k–nearest neighbors method is a method for classifying objects based
on the closest training examples [14]. Unlike the previous method, it does not
require a radius specification. Instead, the number of vicinity members has to be
specified. So, the cardinal number of X is known and it is equal to the number
of specified neighbours.

2.3 PCA and Projective Reproduction

Principal component analysis (PCA) is a technique for extracting a structure
from high-dimensional data sets [15]. PCA is an orthogonal transformation of
the coordinate systems in which the data are described. The new coordinate
system (known as the principal coordinates) is obtained by the projection onto
the so-called principal axes of the data. Let X (n) =

{
x
(n)
1 ,x

(n)
2 , . . . ,x

(n)
N ,
}

be a

vicinity of x(n), where x
(n)
i ∈ R

m. Each element from the dataset is described by
m features associated with the time stamp (i). Determination of the principal
axes begins with centering the data samples and then computing the sample
covariance matrix, i.e.

CX =
1

N

N∑

i=1

(
x
(n)
i − x̄(n)

)(
x
(n)
i − x̄(n)

)T
, (7)

where x̄(n) is the sample mean,

x̄(n) =
1

N

N∑

i=1

x
(n)
i ,

and N = |X (n)| is the cardinal number of the dataset. The time stamp indica-
tor is marked as the superscript and the subscript represents the vicinity item
number for avoiding double subscripts.

The principal axes wi (1 ≤ i ≤ d) are equal to the eigenvectors that corre-
spond to the largest eigenvalues of the covariance matrix CX . The projection
onto d-dimensional principal space is a linear transformation of x(n) which is
performed according to the following equation

y(n) = WT
(
x(n) − x̄(n)

)
, (8)

where y(n) ∈ R
d is the d-dimensional representation of the x(n) and W =

[w1, . . . ,wd] is the projection matrix.
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A reconstruction of the projected point y(n) in the m-dimensional space is
given by

x̂(n) = Wy(n) + x̄(n) = WWT
(
x(n) − x̄(n)

)
+ x̄(n). (9)

Let x̃n0 be the nearest point to x
(l)
n0 taken from the vicinity X , i.e.

x̃n0 = min
1≤i≤K

‖ wl ⊗ x(i) − x(l)
n0

‖,

and the weights are defined by (4).
Thus, the missing sample (feature) can be calculated in the following way:

x
(l)
(n0)

= w̃l ⊗
[
WW� (x̃(n0) − x̄(n)

)
+ x̄(n)

]
, (10)

where the weights w̃l are defined by (6).

3 Numerical Experiment

The aim of the numerical experiment is to investigate the influence of the method
parameters on the quality of the reproduced signal. For our experiments, a re-
production error is introduced. The reproduction error is defined as:

ξ1 =
1

T

T∑

t=1

|Xi(t)−Xo(t)|,

where Xi(t) is the original (uncorrupted) signal, Xo(t) is the reproduced signal
and T is the gap duration.
During the reproduction process, the following parameters are fixed: the embed-
ded dimension:

m = {21, 31, 41, 51, 61, 71},

and the number of neighbours:

k = {21, 31, 41, 51}.

In the first experiment a fully deterministic signal — Gaussian-modulated
sinusoidal pulse – is used. The frequency of the modulated sinusoidal pulse is
fp = 20Hz, repetition frequency is fr = 2Hz and the signal is sampled with
the frequency fs = 100Hz. This signal is subjected to a corruption process. The
corruption lasts for T = {5, 10, 15, 20, 50, 75, 100} samples. For this time an am-
plitude of the signal is undefined and unknown. The purpose of this experiment
is to find out the method that yields exact results for exact data (i.e. analyt-
ical). The signal is corrupted in the following way: a corruption (signal gap)
begins in a flat (or nearly flat) part of the signal. Such location of the gap allows
to investigate the reproduction process of a constant or a slow variable signal
parts. Afterwards, the gap duration is increased until the gap encompass the fast
changing parts of the signal.



338 T. Przybyła, T. Pander, and R. Czabański

Figure 1 depicts a part of the original signal (uncorrupted) as well as the
corrupted signal and the reproduced signal. For the both reproduction method
(i.e. the projective method and the reference method), the embedding dimension
is m = 51 and the vicinity size is K = 31. For the projection method, the
dimension of the projective sub–space is d = 2. On the top of the Figure 1 a
part of the signal is presented. In the middle of the figure the corrupted signal is
depicted, and at the bottom the reproduced signal obtained from the projective
method is presented. For the reference method the obtained signal is exactly the
same as signal from the projective method. The reproduction error computed
for the both methods is proportional to ξ1 ∝ 10−13 and it is caused by round–off
computation errors. Hence, for the exact data (i.e. the noise–free signal), the
proposed method results in exact results.

The purpose of the second experiment is to investigate the influence of a noise
included in the reproduced signal on the reproduction error. The signal to noise
ratio is defined as

SNR = 10 log
σ2
s

a2σ2
v

,

where σ2
s is the signal variance, σ2

v is the noise variance and a is an amplitude
of the added noise. In our experiments, an additive noise model is used, i.e.

x(n) = s(n) + av(n)

where x(n) is a contaminated signal, a is an amplitude of the noise component
and v(n) is the noise. The Gaussian distributed noise with variance σ2

v = 4 is
used as the noise component.
The corruption length (the gap size) changes in the same way as in the pre-
vious experiment. The SNR factor is set either 10 or 5 dB. An example of a
reproduction of the noisy signal is presented in Figure 2. Figure 2(a) depicts
the contaminated signal. The gap length is T = 100 samples and the signal to
noise ratio is SNR = 5dB. In Figure 2(b) the signal reproduced by the refer-
ence method is presented and Figure 2(c) depicts the reproduced signal by the
projective method. The dimension of a projection sub–space is d = 2. The re-
production error for the projective method is ξ1 = 13.23 and for the reference
method is ξ1 = 8.17.

The reproduced signal obtained by the reference method is not in line with
expectation despite the lower reproduction error value. Therefore, a new repro-
duction quality index is introduced:

ξ2 = |var(xi)− var(xo)|,

where var(xi) is the variance of the uncorrupted signal and var(xo) is the vari-
ance of the reproduced signal.

Table 1 and Table 2 contain the reproduction error values for SNR=5dB and
different dimensions of a projection sub–space for the dimension of projective
sub–space d = 2 and d = 5, respectively. Values of the embedding dimension m
are in the leftmost column.
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(a) original signal

(b) corrupted signal

(c) reproduced signal

Fig. 1. Example of the reproduction of a deterministic signal. The signal corruption
lasts for T = 100 samples. The embedding dimension is m = 51, the vicinity size is
K = 31 and the dimension of projection sub–space is d = 2.
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(a) original signal

(b) reproduced signal by the reference method

(c) reproduced signal by the projective method

Fig. 2. Example of the reproduction of a contaminated signal; the signal gap is T = 100
samples; the embedding dimension is m = 51, the vicinity size is K = 31 and the
dimension of projection sub–space is d = 2.
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Table 1. The reproduction error computed for the projection method. The signal to
noise ratio is SNR=5dB. The leftmost column indicates the embedding dimension.
The vicinity size is presented in the selected rows. The dimension of the projective
sub–space is d = 2.

Projection method, d=2

m T = 10 T = 20
21 31 41 51 21 31 41 51

21 0.0183 0.0163 0.0236 0.0202 0.0211 0.0217 0.0218 0.0357
31 0.0166 0.0080 0.0001 0.0000 0.1942 0.1949 0.1951 0.1940
41 0.0154 0.0146 0.0301 0.0269 0.0240 0.0406 0.0460 0.0445
51 0.0382 0.0301 0.0314 0.0265 0.0446 0.0499 0.0517 0.0424
61 0.0365 0.0167 0.0218 0.0179 0.0392 0.0308 0.0371 0.0449
71 0.0199 0.0089 0.0138 0.0246 0.0472 0.0539 0.0465 0.0468

m T = 50 T = 100
21 31 41 51 21 31 41 51

21 0.0249 0.0264 0.0313 0.0281 0.0168 0.0139 0.0001 0.0170
31 0.0232 0.0284 0.0297 0.0324 0.0123 0.0151 0.0158 0.0556
41 0.0204 0.0940 0.0915 0.0341 0.0200 0.0228 0.0190 0.0227
51 0.0296 0.0207 0.0187 0.0195 0.0204 0.0194 0.0199 0.0191
61 0.0341 0.0260 0.0234 0.0219 0.0137 0.0176 0.0211 0.0204
71 0.0259 0.0290 0.0303 0.0223 0.0186 0.0223 0.0191 0.0186

Table 2. The reproduction error computed for the projection method. The signal to
noise ratio is SNR=5dB. The leftmost column indicates the embedding dimension.
The vicinity size is presented in the selected rows. The dimension of the projective
sub–space is d = 5.

Projection method, d=5

m T = 10 T = 20
21 31 41 51 21 31 41 51

21 0.0209 0.0171 0.0244 0.0217 0.0120 0.0177 0.0070 0.0312
31 0.0289 0.0187 0.0185 0.0179 0.1905 0.1915 0.1922 0.1920
41 0.0195 0.0061 0.0098 0.0242 0.0228 0.0177 0.0437 0.0427
51 0.0174 0.0275 0.0319 0.0185 0.0276 0.0258 0.0399 0.0428
61 0.0244 0.0372 0.0267 0.0168 0.0394 0.0497 0.0441 0.0520
71 0.0137 0.0123 0.0022 0.0023 0.0355 0.0483 0.0532 0.0525

m T = 50 T = 100
21 31 41 51 21 31 41 51

21 0.0224 0.0214 0.0229 0.0258 0.0117 0.0073 0.0120 0.0099
31 0.0231 0.0245 0.0255 0.0258 0.0050 0.0117 0.0120 0.0099
41 0.0319 0.0287 0.0315 0.0293 0.0130 0.0161 0.0113 0.0204
51 0.0318 0.0270 0.0220 0.0205 0.0143 0.0096 0.0140 0.0141
61 0.0308 0.0258 0.0138 0.0205 0.0110 0.0092 0.0142 0.0138
71 0.0327 0.0328 0.0312 0.0282 0.0133 0.0113 0.0140 0.0147
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Table 3. The reproduction error computed for the reference method. The signal to
noise ratio is SNR=5dB. The leftmost column indicates the embedding dimension. The
vicinity size is presented in the selected rows.

Reference method

m T = 10 T = 20
21 31 41 51 21 31 41 51

21 0.0287 0.0377 0.0363 0.0307 0.2132 0.2135 0.2138 0.2141
31 0.0424 0.0369 0.0330 0.0319 0.2123 0.2119 0.2122 0.2123
41 0.0285 0.0318 0.0328 0.0336 0.0373 0.0449 0.0431 0.0471
51 0.0266 0.0294 0.0297 0.0305 0.0283 0.0350 0.0397 0.0391
61 0.0277 0.0377 0.0330 0.0322 0.0483 0.0368 0.0366 0.0401
71 0.0324 0.0374 0.0307 0.0309 0.0399 0.0398 0.0380 0.0380

m T = 50 T = 100
21 31 41 51 21 31 41 51

21 0.0962 0.0970 0.0971 0.0971 0.0879 0.0884 0.0885 0.0886
31 0.0963 0.0964 0.0967 0.0970 0.0881 0.0882 0.0883 0.0884
41 0.0330 0.0326 0.0332 0.0316 0.0228 0.0234 0.0246 0.0243
51 0.0269 0.0258 0.0279 0.0280 0.0208 0.0208 0.0212 0.0216
61 0.0304 0.0306 0.0301 0.0292 0.0188 0.0208 0.0206 0.0201
71 0.0289 0.0292 0.0290 0.0267 0.0197 0.0193 0.0209 0.0210

The Table 3 shows the results obtained from the reference method. The signal
to noise ratio is SNR = 5dB. The table is organized analogously to Table 1.

For the most cases, the projection method results in comparable or lower
values of the reproduction error ξ2 to the reference method. The cases, when
the projection method yields bigger (c.a. 1%) values of the reproduction error
ξ2 take place for a high (m > 51) embedding dimension and a low (K = 21)
vicinity size. For these cases, the covariance matrix, during the PCA process, is
rough estimated. This results in an improper projective sub–space estimation.
When the vicinity size is equal or greater than the embedding dimension, the
projective method yields lower values of the reproduction error.

4 Conclusions

In this paper we presented a reproduction method of missing parts of a signal.
The reproduced signal should meet one requirement: it has to consists of simi-
lar or repetitive parts. The reproduction process is conducted in a phase–space
reconstructed for the signal. The phase–space reconstruction is done by apply-
ing the Taken’s theory. A missing sample in the time domain corresponds to a
missing feature (coordinate) in the phase–space. The following steps are carried
out to perform reproduction of a missing sample. In the first step, a vicinity in
the feature space is estimated for each point with a missing feature. Afterwards,
a projective sub–space is computed for the estimated vicinity. The dimension of
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the projective sub–space is much lower than the dimension of the reconstructed
phase–space. Next, for the point with a missing coordinate we seek for the near-
est point and then the point is projected into sub–space. Finally, the missing
feature is computed based on the reconstructed point in the phase–space taken
from projective sub–space. In the conducted numerical experiments, two cases
were taken into consideration. In the first experiment, a noise–free signal was
corrupted and then the missing samples were reproduced. In the second case,
the reproduced signal was contaminated with a Gaussian distributed noise. The
signal to noise ratio was fixed. In the both cases, the results obtained for the
proposed method proof the correctness of the presented approach.
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Abstract. In the paper a pronunciation error detection method has
been presented, wchich is based on word structural features. A low-
complexity classifier has been proposed, that is not concentrated on
a limited base of error patterns, but is flexible enough to find unspeci-
fied mispronunciations. Two classification variants using Dynamic Time
Warping (DTW) algorithm has been tested on speech corpus containing
recordings of 30 people.

Keywords: pronunciation error detection, structural features, Dynamic
Time Warping (DTW), Polish language.

1 Introduction

Automatic speech recognition and automatic speaker recognition have been the
objects of researchers’ interest for the last few decades. Detection of pronunci-
ation errors is a derivative of these problems, as it provides new applications
to well-known solutions. The detection of incorrectly pronounced phonemes or
their joints is studied mostly in the context of its usage in computer assisted
language learning systems (CALL systems) [1].

The vast majority of systems which are currently being developed focus on
pronunciation errors in Asian tonal languages. The studies concern mostly Man-
darin Chinese [1], but also Taiwanese [2] and other ones. There are few studies
that focus on the European languages (e.g. [3]). Based on authors’ knowledge,
the only work concerning Polish language (and Czech, Slovak, Russian and Ger-
man) is the EURONOUNCE project [4,5,6,7]. The software designed within this
project is meant to detect the pronunciation and prosody errors of the non-native
speakers.

Several basic concepts of digital analysis of the pronunciation correctness can
be distinguished. Approaches can be divided based on the choice of structural
units that can be classified as incorrect or correct. Basic units of speech analysis
are predominantly diphones (adjacent pairs of phones) [8] or triphones [9,10,11].
In [12] the detection of errors is based on individual phonemes, while in [13] the
use of syllables as the basic units of analysis is suggested.

Pronunciation error detection methods can be also divided due to the de-
tection of only specific errors or mispronunciation in general. The approaches
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suggested to detect the latter are mostly based on Hidden Markov Models
(HMM) [4,14,2]. Goodness of Pronunciation (GOP) [15,1,16,17] or Log-Posterior
Probability (LPP) [12] are the examples of measures which determine the cor-
rectness of the phone by thresholding the values calculated upon the probabilities
provided by HMM. This does not require specifying the troublesome phonemes
in advance.

Most of the studies concentrate only on a small number of selected phones
in order to simplify the task. Tests results for the 8 most common mistakes
that the Japanese do in pronunciation of the Chinese language, were described
in [1]. Similarly, the method presented in [12] is based on several error patterns.
The models were built with the use of linguistic knowledge of frequently made
mispronunciations. Combining the speech corpus with appropriate language rules
increased the efficiency of detection of systematic errors. However, any other
distortions could not be detected.

Many CALL systems use LPP as a measure of speech quality because of its
robustness. Predefined errors detection requires different classifiers and measures
of pronunciation quality. The Revised Log-Posterior Probability (RLPP) [12] is
a modification of this methods. The LPP calculates the probability of correct-
ness with regard to all phonemes in the network, while the RLPP considers only
certain phonemes which were annotated as the most problematic. The afore-
mentioned process narrows down the search field and increases the probability
of correct classification at the same time.

Different methods of systematic errors detection are Likelihood Ratio, which
explicitly specifies whether a phoneme is more similar to the correct or incorrect
pattern included in the speech base [1], or Weigelt’s algorithm which is based on
the signal time parameters [15].

The method described in [1] suggests a different approach to the detection of
errors. The idea is not based on the analysis of the absolute features of a signal
segment (like in GOP or LR), but on the use of structural features which depend
on other segments of a word. The distances between distributions of specific seg-
ments are calculated and placed in distance matrices of correctly and incorrectly
pronounced word parts. Subsequently, the structural deviations between the dis-
tance matrices are calculated. On that basis, hypotheses about incorrectness of
outliers may be posed.

The purpose of the use of structural features is to determine which phoneme
has been pronounced incorrectly, in accordance to the comparison with other
phonemes in the same word. As noted in [1], this approach shall not work when
more than one phoneme in the word is incorrect, because the distances between
mispronounced segments cannot be regarded as valid references. This problem
may be solved by the use of the additional SVM classifier for each phoneme
in the distance matrix. Each of the phonemes is pre-classified as incorrect or
correct, which gives it the appropriate weight (0 or 1) for calculating the actual
structural deviations.

The detection of pronunciation errors with SVM classifier has been also pro-
posed in [12].
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2 Dynamic Time Warping Method for Pronunciation
Error Detection

The aim of this paper is to propose a pronunciation error detection method,
which will not require an extensive speech corpus, will have relatively low com-
putational complexity and will still maintain its effectiveness while working on
the limited dictionary. It has been decided not to concentrate on systematic
errors, but conduct a study that will test the algorithm robustness to finding
diversified mispronunciations. Another objective of this work is to propose a sys-
tem dedicated to Polish language and optimized for its pronunciation.

Phones have been used instead of syllables or diphones. The use of smaller
structural units makes it possible to detect mistakes more precisely. According
to [13], phonetic errors do not occur at the transitions between syllables, but
rather around their center. This could help to optimize the operation of the
system as searching could be conducted by taking only cores of syllables instead
of all the phonemes. Unfortunately, the specifics of Polish pronunciation do not
support this thesis, since phonemes at the end or beginning of a syllable may
also be distorted (especially in case of such troublesome sounds as /r/). Because
of this, the syllables were decided not to be used as units of analysis.

Similarly as in [1], the proposed method is based on the structural character-
istics of the words pronounced correctly and incorrectly. Dynamic Time Warping
(DTW) algorithm has been used as a source of metrics. The algorithm result
is a matrix which contains the distances between various elements of compared
vectors (Fig. 1). Subsequently, the algorithm calculates the optimal path of align-
ment in the matrix. The cost of this path is treated as a measure of similarity
of patterns.

Fig. 1. The DTW matrix for the word "balon" recorded by two speakers. Dij contains
a distance between the i-th segment of speaker 1 recording and the j-th segment of
speaker 2 recording
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The great advantage of the DTW algorithm is the simplicity of its implemen-
tation. The possibility of using it in a pronunciation error detector will be shown
in the subsequent parts of the paper.

3 Experiments

The study has been conducted on a set of over 400 recordings of words spoken
correctly and incorrectly. The words came from a fixed vocabulary of 24 words
of phonetically diversified structure (Table 1).

Table 1. Analyzed words with transcription according to International Phonetic Al-
phabet (IPA)

Word Pronunciation Word Pronunciation

aparat [a"parat] kubek ["kubEk]
balon ["balÕn] lekarz ["lEkaS]
cebula [“ţE"bula] łazienka [wa"ýẼnka]

ćwiczenie [“tCfji"“ÙẼñE] następny [na"stẼmpn1]
dalej ["dalEj] okno ["OknO]
ekran ["Ekrãn] pokaż [’pOkaS]
firanka [fji"rãnka] poprzedni [pO"pSEdjñi]
gałąź ["gawÕw̃C] rower ["rOvEr]

haczyk ["xa“Ù1k] wstecz [fstE“Ù]
jajko ["jäjkO] zamknij ["zãmjcñij]
koniec ["kÕñE“ţ] zupa ["zupa]
książka ["cCõw̃Ska] żona ["ZÕna]

Speech database for error detection testing should include recordings of peo-
ple actually committing errors, such as foreign language learners. However, the
databases for new methods testing are often constructed from recordings pre-
pared by native-speakers, but containing artificial errors (e.g. swapped vow-
els) [1,18]. For this study, 30 people with correct pronunciation have been asked
to deliberately introduce errors in part of the words they were supposed to say
during recordings.

In order to simplify the research task, there was only one error in every
recorded word - only one phoneme was substituted, inserted or deleted. The
solution of the problem of greater number of errors in methods based on struc-
tural features of the signal is, as mentioned beforehand, described in [1]. This
factor has been considered possible to solve by implementing additional classi-
fiers in the future and therefore eliminated from the tests.

The recordings have been manually divided into phonemes. Mispronounced
segments have been annotated in order to verify the detection results. An exam-
ple of segmentation is shown in Fig. 2.
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Fig. 2. Time plot and spectrogram of the isolated word. Vertical lines separate indi-
vidual segments

Mel-frequency cepstral coefficient matrix was calculated for each separated
segment. Subsequently, the length of the DTW optimal alignment path to each
segment of a reference recording was determined, as shown in Fig. 3.

Fig. 3. Application of DTW in calculating inter-segment distances

The obtained values have been afterwards used to perform classification based
on the location of the most similar segments of analyzed and reference words.
Two different versions of algorithm have been applied.

The first method (DTW error detection) was based on finding the parts of
the reference recording which were the most similar to the analyzed segment. If
the minimum distance part position didn’t correspond to the analyzed segment
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location, this fragment was designated as incorrect. This method is schematically
shown in Fig. 4. The decision process is performed for each segment separately.

Fig. 4. DTW error detection method

The second method (Thresholding DTW error detection) is based on the first
one and develops the same idea. The algorithm finds the minimum distance
for each segment and normalizes them. Subsequently, it uses thresholding to
determine whether the value is small enough to classify the phoneme as correct.
If not, it is annotated as an error. The idea is presented in Fig. 5.

Fig. 5. Thresholding DTW error detection method
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4 Results

Pronunciation error detection, as a classification problem, can return four types
of outcomes [1,18] for each analyzed phoneme:

1. Correctly Accepted (CA), correct pronunciation classified as correct,
2. Correctly Rejected (CR), mispronunciation classified as incorrect,
3. Falsely Accepted (FA), mispronunciation classified as correct,
4. Falsely Rejected (FR), correct pronunciation classified as incorrect.

The optimal performance of the algorithm should demonstrate as large CA
and CR counts as possible, as they sum all phone occurences that have been
properly classified. The basic parameters that can be calculated given the fore-
going outcome types are False Acceptance Rate (FAR), False Rejection Rate
(FRR) and Average Error Rate (AER) [1]:

FAR =
FA

CR+ FA
(1)

FRR =
FR

CA+ FR
(2)

AER =
FAR+ FRR

2
(3)

AER, as the mean of the other two, gives the clearest view of the algorithm
overall performance. Theoretically, the optimization of the system should consist
of minimazing both of AER components (FAR and FRR) and keep balance
between them. However, in CALL systems it is more important to keep FRR
low. That is due to the fact that rejecting correct pronunciation could be more
harmful to learners than accepting their pronunciation errors [18].

The Table 2 summarizes the values of all three parametres for the presented
classification variants. The threshold method shows slightly better results, as
AER is more satisfying and FRR is significantly lower than FAR. In this experi-
ment, the threshold was set to keep FRR low. Nevertheless, choosing a different
threshold will change the FRR to FAR ratio, so it is possible to rerun the test to
minimize AER or balance its components. Future tests are supposed to include
this option as well.

Table 2. The results of basic and thresholding classifier

Method FAR FRR AER

DTW error detection 0.3824 0.4433 0.4128
Thresholding DTW error detection 0.5588 0.2062 0.3825

The Table 3 shows the comparison of our outcomes and the results of error
detection methods described in other papers.
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Table 3. Comparison of DTW error detection and other methods

Method Source FAR FRR AER

DTW error detection - 0.38 0.44 0.41
Thresholding DTW error detection - 0.56 0.21 0.38
Structural features + SVM [1] 0.21 0.04 0.13
GOP [18] 0.17 0.33 0.25
Error Patterns [19] 0.47 0.13 0.30

It is worth noting that this comparison cannot be considered truly meaning-
ful due to different experimental conditions in the analyzed studies. All of these
methods (including ours) are based on the detection of mispronounced phonemes,
not diphones or syllables. Unfortunately, this is probably the only factor that is
common for them. The tests were conducted using speech databases in various
languages ( [1,19] - Chinese, [18] - Dutch, here - Polish) and the impact of lan-
guage selection for the algorithm’s performance has not been investigated yet.
What is more, all methods, besides ours, concentrate on detection of predefined
mispronunciations. Such approach improves the effectiveness of detection, yet
introduces the risk of omission of some cases. The study described in [1] demon-
strated poorer results for tests on actual recordings of non-natives than for data
with pronunciation errors introduced artificially. As the authors reported, one
of the reasons was that the range of non- natives errors appeared wider than
expected. That means that the presumed pronunciation models cover most of
the problems, but not all of them.

In order to show the problem of comparing the results of various studies,
the Table 4, which contains scores of testing the same method (Goodness of
Pronunciation) under different experimental conditions, is placed hereunder.

Table 4. GOP-based error detection results

Source FAR FRR AER

[1] 0.75 0.12 0.43
[18] 0.17 0.33 0.25
[19] 0.42 0.24 0.33

The specifics of the study and the qualitative and quantitative diversity of
speech databases have a very large impact on results. The main differences be-
tween the listed studies were language of interest (Chinese or Dutch) and the
method of determining the threshold, which is necessary in GOP method. These
variations proved to be enough to cause significant (from 10 to 18 percentage
points) differences in the effectiveness of detection

Similarly, comparing the DTW thresholding method with other error detec-
tion systems connot be considered as truly fair. This is mostly because conducted
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tests involved relatively small speech database. It is planned to collect larger
number of recordings and carry out tests on a larger scale in the near future.
However, the results obtained for the first implementation of the proposed clas-
sifier are promising and will probably increase through the next steps of system
development.

5 Conclusion

In this paper, the use of DTW in structural feature-based pronunciation error de-
tection method has been presented. Two classification variants have been tested
on a Polish speech corpus and false rejection rates of 0.44 and 0.21 have been
achieved.

This study has been designed to, inter alia, check the possibilities of finding
errors which have not been specified in advance. The outcomes suggest that this
approach can be effective, although, for now, the performance of the method is
from 8 to 25 percentage points weaker than the other systems. Considering that
this is only a prototype system, it can be assumed that it is possible to make the
mispronunciation detection independent from the linguistic base and extrapolate
it onto wider range of errors, and still maintain simple implementation status.

In the future, the speech corpus will be extended in order to conduct more
complex experiments. Further steps of system improvement would contain auto-
matic recording segmentation. It is also planned to run tests on diphones instead
of phonemes, which could increase algorithm sensitivity to incorrect phone junc-
tions.

References

1. Zhao, T., Hoshino, A., Suzuki, M., Minematsu, N., Hirose, K.: Automatic chinese
pronunciation error detection using svm trained with structural features. In: SLT.
IEEE (2012)

2. Liang, M.S., Hung, J.Y., Lyu, R.Y., Chin Chiang, Y.: Pronunciation error detection
for computer assisted pronunciation teaching in mandarin. In: 6th International
Symposium on Chinese Spoken Language Processing, ISCSLP 2008, pp. 1–4 (2008)

3. Russell, M., Series, R.W., Wallace, J.L., Brown, C., Skilling, A.: The star system:
an interactive pronunciation tutor for young children, pp. 161–175 (2000)

4. Demenko, G., Wagner, A., Cylwik, N.: The use of speech technology in foreign
language pronunciation training. Archives of Acoustics 35(5), 309–330 (2010)

5. Demenko, G., Cylwik, N., Agnieszka, W.: Applying speech and language technology
to foreign language education (2009)

6. Demenko, G., Wagner, A., Cylwik, N., Jokisch, O.: An audiovisual feedback system
for acquiring l2 pronunciation and l2 prosody. In: SLaTE 2009 (2009)

7. Cylwik, N., Wagner, A., Demenko, G.: The EURONOUNCE corpus of non-native
polish for ASR-based pronunciation tutoring system. In: SLaTE 2009 (2009)

8. Rosenberg, A., Colla, A.: A connected speech recognition system based on spotting
diphone-like segments–preliminary results. In: IEEE International Conference on
Acoustics, Speech, and Signal Processing, ICASSP 1987, vol. 12, pp. 85–88 (1987)



354 M. Bugdol, Z. Segiet, and M. Kręcichwost

9. Saraclar, M., Nock, H.J., Khudanpur, S.: Pronunciation modeling by sharing gaus-
sian densities across phonetic models, pp. 137–160 (2000)

10. Saraclar, M., Khudanpur, S.: Pronunciation change in conversational speech and
its implications for automatic speech recognition, pp. 375–395 (2004)

11. Jokisch, O., Wagner, A., Sabo, R., Jaeckel, R., Cylwik, N., Rusko, M., Ronzhin,
A., Hoffman, R.: Multilingual speech data collection for the assessment of pronun-
ciation and prosody training in a language learning system. In: Proc. of Speech
and Computer (SPECOM) (2009)

12. Xu, S., Jiang, J., Chen, Z., Xu, B.: Automatic pronunciation error detection based
on linguistic knowledge and pronunciation space. In: ICASSP, pp. 4841–4844. IEEE
(2009)

13. Ng, R.W.M., Hirose, K.: Syllable: A self-contained unit to model pronunciation
variation. In: ICASSP, pp. 4457–4460. IEEE (2012)

14. Liang, M.S., Hong, Z.Y., Lyu, R.Y., Chiang, Y.C.: Data-driven approach to pro-
nunciation error detection for computer assisted language teaching. In: Spector,
J.M., Sampson, D.G., Okamoto, T., Kinshuk, C.S.A., Ueno, M., Kashihara, A.
(eds.) ICALT, pp. 359–361. IEEE Computer Society (2007)

15. Strik, H., Truong, K.P., de Wet, F., Cucchiarini, C.: Comparing classifiers for
pronunciation error detection. In: INTERSPEECH, pp. 1837–1840. ISCA (2007)

16. Witt, S.M.: Use of speech recognition in computer-assisted language learning (1999)
17. Witt, S.M., Young, S.J.: Phone-level pronunciation scoring and assessment for

interactive language learning. Speech Communication 30(2-3), 95–108 (2000)
18. Kanters, S., Cucchiarini, C., Strik, H.: The goodness of pronunciation algorithm:

a detailed performance study. In: SLaTE 2009 (2009)
19. Wang, Y.B., Shan Lee, L.: Improved approaches of modeling and detecting error

patterns with empirical analysis for computer-aided pronunciation training. In:
2012 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), pp. 5049–5052 (2012)



Quantification of Linear and Non-linear Acoustic
Analysis Applied to Voice Pathology Detection

Daria Panek, Andrzej Skalski, and Janusz Gajda

AGH University of Science and Technology,
Department of Measurement and Electronics,

Al. Mickiewicza 30, 30-059 Krakow
{dpanek,skalski,jgajda}@agh.edu.pl

Abstract. Present development of digital registration and methods of
recorded voice processing are useful in detection of most pathologies and
diseases of a human vocal tract. The recognition of the voice condition
requires the creation of a model which is comprised of different acoustic
parameters of speech signal. In this study a vector consisting of 31 param-
eters for analysing the speech signal was created. The speech parameters
were extracted from time, frequency and cepstral domains. Using Prin-
cipal Components Analysis the number of the parameters was reduced
to 17. In order to validate the detection of the pathological voice signal,
a tenfold cross-validation and confusion matrix were used. The goal and
novelty of this work was the analysis of applicability of the parameters
selectively used to assess the pathology.

Keywords: acoustics analysis, cepstral analysis, pathology detection,
dysphonia, principal component analysis, cross validation.

1 Introduction

Currently, European standards emphasize the need for a comprehensive assess-
ment of voice disorders with regard to objective methods. The value of acoustic
analysis is increasingly appreciated as a diagnostic test for non-invasive and ob-
jective examination. In the broad sense of laryngeal and phoniatric diagnosis of
voice and speech disorders acoustic analysis provides supporting and comple-
mentary studies. The value of these studies increased significantly throughout
the last years with the introduction of high-speed digital voice analyzers. The
detection accuracy of voice and speech disorders located in the larynx and in
voice channel increases.

Acoustical analysis allows us to make physical description of the waveforms
generated and emitted by the organ of the human voice and correlates well
with the phoniatric state of proper and pathological voice. There are two meth-
ods to conduct voice analysis: classic, based on subjective assessment of voice
examination and modern, based on objective acoustic analysis, spectrographic
images, sonographic or time recording speech signal. The physical characteristics
of the voice are determined to use the latest digital technology in the acoustic
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analysis and a detailed statistical analysis of the results. Fidelity recording and
processing the digital audio signal, which is a stochastic process, promotes the
development of a growing number of measurable characteristics (characteristic
for the different subjective characteristics) of human voices and allows good ac-
curacy, objective assessment of discrete, unobtrusive overflow method, voice and
speech disorders [1].

Currently, the best measurement methodology models, algorithms and dif-
ferent approaches for classification that could discriminate between normal and
pathological voices are still being sought [2]. The performance of these systems is
not perfect, but they are useful as an additional source of information for other
laryngoscopial examinations [3,5].

In this work, the articulation in speech and its pathological deformation was
examined. This includes tools and techniques used to detect deformations in the
voice signal vocalised by an ill person and a healthy one. The aim was to select
and describe those signal parameters that contain the most valuable information
and show the highest sensitivity to speech deformations.

2 Material

The Saarbruecken Voice Database has been published online by Institute of Pho-
netics of the University of the Saarland [4]. It is a collection of voice recordings
collected from more than 2000 people. Each of the recording sessions contains
recordings of the vowels /a/, /i/, /u/ produced at normal, high, low, low-high-
low pitch.

The length of the recordings with sustained vowels amounts to 1 – 4 seconds.
All the recordings are sampled at 50 000 Hz with a resolution of 16-bit. The
database contains 71 different well defined pathologies. In our work we used the
recordings of the vowel /a/ of 850 women, of which 425 were healthy and 425
suffered from different voice disorders (167 suffered from hyperfunctional dyspho-
nia,139 had vocal cord paresis, 119 suffered from other pathologies listed in the
database) and 510 men, of which 255 were healthy and 255 were diagnosed with
different pathologies, of which 46 men suffered from hyperfunctional dysphonia,
74 suffered from vocal cord paresis, 83 experienced laryngitis of which some also
had leukoplakia. The rest of the men who underwent this examination suffered
from other pathologies listed in the database. Recordings that were missing or
damaged were excluded from the dataset. Only for women the analysis of the
vowel /a/ was extended to include all intonations – low and high pitch. Because
of the intrinsic differences in voice behaviour between men and women (and
because the number of male and female speakers was not equal in all groups),
parameters were statistically analysed for males and females separately.

3 Method

This study was carried out to assess the suitability of several methods for map-
ping speech signals in diagnostics of pathological speech. Each method was used
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with reference to both correct and pathological speech samples. Firstly, the fo-
cus of examination was put on preliminary transformation of speech waveforms
into a set of parameters whose values represented a basis for a diagnosis of the
patient’s disease.

The attention was drawn to the fact that the acoustic signal processing for a
set of features whose values are so called parameters, is the basis for a description
of the object’s state in terms of diagnosis. Registration itself and its preliminary
signal processing does not make it fully useful to the process of identifying and
assessing changes in deformation and pathology. Therefore, it becomes necessary
to develop and describe recorded phonetic tests using a set of parameters, which
then, sorted out in the corresponding structure - a feature vector will be used to
develop models of speech deformation. Such models can be the foundation of the
recognition process, assessment of pathological changes or rehabilitation process.
Analysis of the speech signals (Fig. 1) was performed with 31 parameters: root

Fig. 1. Block diagram of conducted acoustic analysis

mean square value (RMS), fundamental frequency, jitter (J) and shimmer (S)
coefficients, mean value of the signal, energy, average power, zero-order, first-
order, second-order and third order moments, kurtosis, power factor, 1st, 2nd,
3rd formant’s amplitude, 1st, 2nd, 3rd formant’s frequency, maximum and min-
imum value of the signal and 10 mel-frequency cepstrum coefficients (MFCC).
MFCC coefficients are widely used in speech recognition because they reflect
well the auditory sensations by enhancing the audible frequency and are less
sensitive to noise [6,7,8,9]. MFCC are designed to reflect the natural response of
the auditory system to stimulation of the auditory speech sound.

A root-mean-square (RMS) value of the signal is used to estimate its loudness.
In the first step of the analysis we proceeded with the normalisation where the
aim was to bring the average amplitude to a target level. The normalisation was
done for all signals so that their RMS value of each signal was the same.

Cepstral analysis was performed using the Fourier transformation of the sound
to calculate the fundamental frequency. In order to facilitate the extraction of
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spectral components before converting from time domain to the frequency do-
main, the signal was subjected to a windowing operation using a Hamming
window. In order to improve the performance of this calculation and further pu-
rification of the spectrum the non-maximum elements were removed. The loca-
tion of the maximum of the spectrum corresponds to the fundamental frequency
[10]. Therefore, knowing the position of the maximum, we could determine the
fundamental frequency of the analysed sample using the formula:

f0 =
lsz

wm
(1)

where ls – is the number of elements of the spectrum, z – is the audio sample
rate,w – is the width of analysed window (number of samples),m – is the position
of maximum cepstrum. The jitter coefficients (J) was calculated as an average
deviation of the fundamental frequency from frequency f0 in consecutive cycles.
The jitter coefficient is presented in equation 2:

J =

√
1

2N−1

∑2N−1
i=1 (fi − fi−1)2

1
2N

∑2N−1
i=1 fi

100% (2)

where fi - the frequency in the i-th cycle. The shimmer coefficient (S) defines
the variations of the fundamental tone amplitude from the average amplitude
Ai in consecutive cycles, and is described by:

S =

√
1

2N−1

∑2N−1
i=1 (Ai −Ai−1)2

1
2N

∑2N−1
i=1 Ai

100% (3)

where the average amplitude is defined as:

A0 =
1

N

N∑

i=1

Ai (4)

By integrating the square of the signal the variable Ex is formed, which is a
measure of the energy carried by the signal x:

Ex =

∫ t2

t1

x2(t)dt (5)

where t1 and t2 are the beginning and the end of the sustained signal. The average
power of the signal is defined as the average time derivative of the energy.

Px =

∫ t2
t1
(x2(t))2dt

t2 − t1
(6)

A large number of details, which are carried by a spectral analysis make it
difficult to interpret and recognise the relevant information contained in the
signal. Therefore, we determined from the frequency spectrum those features
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that are useful in the analysis. Having defined signal time-frequency domain
G(t, f) parameters describing its shape can be determined. The first parameter
describing the shape of the spectrum is the zero-order spectral moment which
takes the form of:

M0(t) =

∞∑

i=0

G(t, fi) (7)

The zero-order moment is used to normalise the higher-order moments. The
first-order moment can be interpreted as the centre of gravity of the spectrum
(frequency-weighted average). This moment is used in the formulas for the cal-
culation of higher-order central moments.

M1(t) =

∑∞
i=0G(t, fi)fi
M0(t)

(8)

Second-order moment is interpreted as the square of the spectrum width.

M2(t) =

∑∞
i=0G(t, fi)[fi −M1(t)]

2

M0(t)
(9)

The third-order moment can be interpreted as the asymmetry of the spectrum –
skewness. Standardised higher-order spectral moments are less suitable because
they are correlated with each other.

M3(t) =

∑∞
i=0G(t, fi)[fi −M1(t)]

3

M0(t)
(10)

Another parameter in the analysis was kurtosis, defined as flattening the spec-
trum measurement:

kurtosis =
M4(t)

M2(t)2
. (11)

Further calculation was done to get power factor characterised as the ratio of
the relative power of the signal in the desired frequency f0 wide-band <fd, fg>
to signal power across the bandwidth <f0, f∞>, and is shown in eq. 12.

Wm(t) =

∑tg
t=tb

∑fg2
f=fd2

G(t, fi)
∑tg
t=tb

∑fg1
f=fd1

G(t, fi)
(12)

where fg1, fd1- are the lower and upper frequency of the power wide-band, fg2,
fd2 – are the upper and lower frequency range of the selected frequency wide-
band, tb, tg – are the beginning and the end of the recorded voice sample. The
band selection followed the formants structure of the vowels calculated using
the set of vowels recorded from the patients involved in this examination. The
power coefficient was calculated only for the 1st power signal. The next com-
puted parameters were the formants. Formant level can be defined from the
envelope which can be drawn to enclose smoothly the harmonics within the
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spectral maximum, i.e. the sound pressure level in dB of the envelope peak [5,9].
The frequency of the formant is measured as the frequency position of the en-
velope maximum (sequentially designated as F1, F2, F3... etc). Currently, a
classical spectral analysis of voice signals methods is often supplemented with
methods such as linear predictive analysis, wavelet analysis or homomorphic in
the field of so-called cepstrum [6,9,11,12]. Cepstrum is determined as the in-
verse Fourier Transform of the logarithm of the signal spectrum giving a better
picture of the structure of harmonic signal and allowing for the separation of
existing noise in the transformed signal of the harmonic components in the same
signal [7,13]. Many authors emphasize the importance of the cepstral factors in
the diagnostic evaluation of pathological changes in the glottis [14,15]. In the
present work the process of determination of the cepstral coefficients was ex-
tended to a so-called Melow filtration, which consists of an additional non-linear
frequency scale signal spectrum transformation, yielding MFCC coefficients (Mel
Frequency Cepstral Coefficients). Obtaining the MFCC coefficients required tak-
ing a few steps. Firstly the signal was divided into frames, the amplitude was
obtained from each frame and the log was taken of these spectrums. Afterwards
the results were converted into the Mel scale and the Discrete Cosine Transform
(DCT) was applied. Mel filtering was applied using triangular band pass filters
corresponding to the Mel scale. The number of filters was set to 10.

4 Feature Selection

All the parameters discussed above had different results. Statistically, much of
this data is redundant and it is therefore useful to identify the method that
can extract most significant information from the collected data. While sorting
features according to their discriminant capacity it is necessary to get a stable
and consistent result, which is reflected in the overall performance of the system
[18]. For feature selection we used a method called Principal Component Analysis
(PCA). Essentially, PCA transforms data orthonormally so that the variance of
the data remains constant, but is concentrated in the lower dimensions [8]. The
matrix of data being transformed consisted of all calculated parameters for every
voice sample in this examination. Thus, there was a single matrix of data with
all parameters. The covariance matrix of the data was created. PCA for the data
set was calculated to determine the eigenvectors, which are necessary for PCA
[16]. As a result, a set of principal components was obtained, with the variance
order from the highest to the lowest, which means that the most important data
was extracted with minimum disruption to the original data collection. Once
the data had been reduced and the principal components values extracted, we
took 17 out of 31 parameters that covered up to 90% variance of the initial
parameters.

5 Validation

The next step in the implementation of this study was the evaluation of
the operator classification quality using cross-validation [19,20]. The operator
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classification represents the result of the analysis of individual principal compo-
nents taken into further analysis. For validation, we used a tenfold cross valida-
tion in which we randomly selected roughly 90% of the data, which represented
the set of learners and then we used the remaining 10% of cases to test for
classification. We iterated this procedure 10 times. To classify the data a K-
means function was used. Cross validation was done separately using recordings
of vowel /a/ at normal pitch for female and male recordings with healthy and
pathology state and for female /a/ vowel at high and low pitch. As a result of
the cross-validation a confusion matrix was constructed. A confusion matrix is
a tool used to analyse the operation of the classifier, here parameters (Table 1).

Table 1. An example of confusion matrix used in the analysis

Results from classification
healthy pathology

D
ia

gn
os

ed

h
ea

lt
hy

True Positive
(TP)

False Positive
(FP)

Precision
Positive

predictive value

= TP/(TP+FP)

p
at

h
ol

og
y

False Negative
(FN)

True Negative
(TN)

Precision
Negative

predictive value

= TN/(FN+TN)

Sensitivity Specificity
=TP/(TP+FN) =TN/(TN+FP)

In order to make a qualitative assessment, the accuracy, precision, sensitivity
and specificity were calculated (Table 2). The accuracy of the classifier deter-
mines what percentage of parameters from the test set were correctly assigned to
their respective classes and obtained at the stage of testing. The precision meant
the ratio of the number of cases actually correct, which have been classified by
the system as correct to all classified by the system as correct. The sensitivity
relates to the test’s ability to indentify positive results, whereas the specificity
relates to identifying negative results.

Due to unsatisfactory results for female data set, the test was repeated for
the vowel /a/ at a high and low pitch. The results are shown in Table 3.

Comparing the calculated characteristics in the confusion matrix for the vowel
/a/ using PCA with different intonations, we came to the conclusion that the
analysis of the vowel /a/ at a high pitch gave the most accurate indications of
the patient’s healthy condition and the pathological one – the accuracy of 77.5%,
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Table 2. Results obtained from the confusion matrix using 31 primary parameters and
PCA for healthy(H) and pathological(P) voice samples

vowel /a/
normal pitch

31 param PCA 31 param PCA

female male
H P H P H P H P

accuracy [%] 81.4 74.8 100.0 100.0

precision [%] 74.6 88.0 80.4 69.1 100.0 100.0 100.0 100.0

sensitivity [%] 86.0 – 72.2 – 100.0 – 100.0 –

specificity [%] – 78.0 – 78.0 – 100.0 – 100.0

Table 3. Results obtained from the confusion matrix for healthy and pathological
female voices with different intonations

female
vowel /a/

high pitch low pitch

healthy pathology healthy pathology

accuracy [%] 77.5 73.3

precision [%] 83.7 71.3 79.0 67.5

sensitivity [%] 73.4 – 72.1 –

specificity [%] – 79.9 – 78.6

precision of almost 84% for the healthy females and 71 pointing the pathology
ones. The same dependence showed the sensitivity and specificity that were
around 1% higher for a high pitch than normal one. Results from the vowel /a/
with a low pitch showed slightly lower results than a normal pitch, expect for
the specificity that was slightly higher, but at the same time it was still lower
than the one associated with a high pitch. There was no need to repeat the
test for male recordings due to 100% correct classification Results based on 31
original parameters for female recordings show higher accuracy and sensitivity
than PCA. While analysing PCA the precision for healthy women was higher
than the one for all original parameters, pathology precision at the same time
was still lower. The specificity for both methods for normal pitch was the same.

6 Conclusion

The open and free database available online has been used in the context of
pathology detection. The substantial amount and various types of recordings
included in this database made it possible to conduct different and interesting
tests. Based on the conducted studies it was shown that the use of the calculated
parameters and their subsequent reduction significantly differentiated between
acoustic characteristics of the pathological speech and those of the healthy one.
An integrated acoustical analysis of deformed pathological speech was discussed
in this paper. The analysis employed among groups of patients showed that



Quantification of Linear and Non-linear Acoustic Analysis. . . 363

speech pathology caused by various laryngeal diseases can be computed using
acoustical methods. In order to expedite and simplify the calculations the Prin-
cipal Components Analysis was conducted and led to obtaining 17 out of 31
parameters. The final analysis included just these factors. Analysis of the 17
parameters analysed for women showed lower accuracy and sensitivity than 31
original parameters at normal pitch when determining whether the patient was
healthy or ill. The precision of pathology detection was higher when PCA was
used. The specificity did not change.

According to the statistical accuracy of the pathological voice diagnosis ob-
tained satisfactory results showing 100% compatibility classification obtained for
the male voices analysing original vector of parameters and PCA, whereas for
the female ones it proved more complicated.

The best results were achieved with high intonation for the female recordings
giving an approximately 3% higher result of accuracy than normal intonation
and almost 4% higher than low intonation. Other calculations like precision,
specificity and sensitivity showed an upward trend. The reason might be that
for the same vowel spoken at different pitches the relationship between the sec-
ond harmonic and the first formant can change, causing the amplitude of this
harmonic to be artificially amplified or attenuated [21]. The results show that
the techniques discussed here could be used for detecting pathological voices.

Acknowledgement. This work was funded by the Ministry of Science and
Higher Education in Poland under the Diamond Grant program, decision number
0136/DIA/2013/42 (AGH 68.68.120.364).
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Abstract. The paper presents BPD (Bronchopulmonary Dysplasia)
prediction for extremely premature infants after their first week of life.
SVM (Support Vector Machine) and LR (Logit Regression) are used
as classifiers. Data was collected thanks to the Neonatal Intensive Care
Unit of The Department of Pediatrics at Jagiellonian University Medical
College and includes 109 patients with birth weight less than or equal
to 1500g. Fourteen different risk factor parameters were considered and
all 214 combinations were analyzed. Classifier based on six feature LR
model provides accuracy up to 82%, while SVM one turns out to be
generally much worse, providing in best case scenario 80% of accuracy.
In addition, the article discusses the influence of the model parameters
selection on prediction quality.

Keywords: bronchopulmonary dysplasia, support vector machine, logit
regression, prediction, prematurity, low-birth-weight infant.

1 Introduction

Bronchopulmonary dysplasia (BPD) is a chronic pulmonary mordibity affecting
premature infants [1,2]. It is most common among children with low birth weights
and the ones who received prolonged mechanical ventilation to treat respiratory
distress syndrome [3,4]. It affects nearly a third of infants with birth weight
lower than 1000g [5]. Due to the fact that the disease is poorly understood,
many projects are focused on identifying its factors of risk. Since it is diagnosed
in a 28th day of life [6], it would be highly preferred to predict such a result after
the end of the first week, which would make an early prevention of the disease
possible [7]. Therefore an intensive work has been done to define a classifier,
which based on static parameters gathered after birth and dynamic ones collected
during the first week of life would be able to predict the diagnosis. Although
several prediction models of BPD [8,9,10,11,12,13,14,15,16,17] used in research
have been reported, none of them could be used in common clinical practice due
to the variety of reasons.

E. Pietka, J. Kawa, and W. Wieclawek (eds.), Information Technologies in Biomedicine, 365
Volume 4, Advances in Intelligent Systems and Computing 284,
DOI: 10.1007/978-3-319-06596-0_34, c© Springer International Publishing Switzerland 2014
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2 Related Works

As mentioned before there are numerous works related to BPD, its risk fac-
tors and prediction [18,19,20,21]. The most popular one is the analysis of static
data whose main features are gestational age and birth weight. The other fac-
tors considered are admission of surfactant, presence of patent ductus arteriosis
(PDA) or respiratory support. Apart from that dynamical data (which is much
harder to obtain) is analyzed in more sophisticated models. Most of such param-
eters are: arterial blood gas variables like fraction of inspired oxygen (FiO2) or
alveolar-arterial ratio (AA) [22] (which is respiratory distress degree measure);
blood gas levels like oxygen saturation of arterial hemoglobin (SpO2) and its
deviation, mean value etc. [23] or even time series analysis [24]; heart beat and
its derivatives.

AA =
pO2

pATM · FiO2 − pCO2
, (1)

where pO2 – oxygen partial pressure, pATM – atmospheric pressure, pCO2 –
carbon dioxide partial pressure, FiO2 – fraction of inspired oxygen.

Some of the papers introduced race and ethnicity or sex as factors which seem
to be promising but require a very big set of data. It should be indicated that
the vast majority of studies uses logit regression (LR) for prediction. Best LR
models gain about 73% to 82% of accuracy. Many of authors mention use of
support vector machine(SVM) [25] in future works however it is difficult to find
them. For this reason it is very interesting to compare LR BPD prediction with
SVM one.

3 General Ideas of Used Methods

3.1 Logistic Regression

Probability of the dependent variable equalling a BPD positive diagnosis (Y =
1), on condition that explanatory variables (features of specific case) equals
X = (x1, x2, .., xn) we define as:

P (Y = 1|x1, x2, .., xn) =
e
a0+

n∑

i=1

aixi

1
+ e

a0+
n∑

i=1

aixi

, (2)

where xi – explanatory variables (feature values), ai – regression coefficients,
n – number of features.

Unlike linear regression when we assume normal distribution of the indepen-
dent variables and because explanatory variables variance are not equal we can
not use the method of least squares to obtain regression coefficients. Thus they
are usually calculated using maximum likelihood estimation, maximizing likeli-
hood function (L) or minimizing its negative logarithm using learning data:

L =
∏

Yk=1

pk
∏

Yk=0

(1− pk), (3)
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ln(L) =

m∑

k=1

[Yk · ln(pk) + (1− Yk) · ln(1− pk)], (4)

where k – observation number (learning case), Yk – diagnosis for case k, pk –
expected probability of observation k, m – number of observations.

Having ai regression coefficients, we can easily predict BPD positive diagnosis
probability of case X using Eq. 2.

3.2 Support Vector Machine

We define the learning data D divided in two classes c as:

D = {(Xk, ck)|Xk ∈ Rn, ck ∈ {1,−1}}mk=1 (5)

We are looking for hyperplane

W •X + b = 0 (6)

which separates classes and provides maximum margin as on Fig. 1, which is the
same as the problem of minimizing L:

L(W ) =
||W ||2

2
+ c ·

m∑

k=1

εk, (7)

with conditions:

f(Xk) =

{
1, if W •Xk + b ≥ 1− ε,

−1, if W •Xk + b ≤ −1 + ε,
(8)

where ε – slack variable, c – penalty parameter for each point wrongly classified.
Thanks to the kernel functions for non linear separable problems, we can

transform original data from n dimensional space to p dimensional (p > n, as on
Fig. 2) in which there is much higher likelihood that they will be linear separable.

Fig. 1. Maximizing margin in SVM method
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(a) data in R2 space (b) data transformed to R3 space

Fig. 2. Making data linear separable with dimensional transformation

4 Data and Methods

Data was collected thanks to the Neonatal Intensive Care Unit of The Depart-
ment of Pediatrics at Jagiellonian University Medical College using our own
software. It includes 109 patients born prematurely with birth weight less than
or equal to 1500g admitted no later than on the second day of life. For 46 of
them BPD have been diagnosed after fourth week of life. To build a suitable
model 14 different features mentioned in literature were considered:

– Binary such as: presence of patent ductus arteriosus (PDA) [26] , use of
a respirator (RESPIMV ) during the first week of life, administration of
surfactant (SURFACT ) [27] in the same period.

– Real–Valued such as: birth weight (BWEIGHT ) (550–1500g), gestational
age (GAGE) (22–34 weeks), alveolar-arterial ratio (AA) (0.05–1) measured
during patient admission, a percentage of the time during first week for
which the oxygen saturation of hemoglobin was less than 85% (LOW85)
(0.03%–12.45%) or higher than 94% (HIGH94) (14.56%–99.02%), average
number of heartbeats per minute (BPMMEAN) [3](124.69–161.42), mean
and standard deviation of oxygen saturation (SPO2MEAN , SPO2DEV )
(accordingly 89.89%–98.99% and 1.19–7.98) and their trends (first day to
first week ratio:BPMMEAN_TR, SPO2MEAN_TR, SPO2DEV_TR)
(accordingly 0.8–1.18, 0.96–1.07 and 0.51–2.36).

We performed calculations using LR and SVM algorithm in Matlab environ-
ment. It should be mentioned that all of the below results were exactly the same
with or without parameter values normalization — we assume Matlab libraries
do it automatically. Based on a few arbitrary chosen and tested models it has
been found that quite good results for SVM prediction are obtained using Radial
Basis Function (RBF) as a kernel function with σ = 20, and quadratic program-
ming library from Optimization Toolbox as method of finding the separating
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hyperplane (use of sequential minimal optimization and least-squares method
gives less accurate results). We have done an initial search for models with these
parameters. It is noteworthy that results obtained with simple polynomial func-
tions are, unexpectedly, almost equally satisfactory; however, no more research
has been done on that matter. To compare results the cross-validation method
was used (each patient was treated as a test sample while all other data was
learning set). Accuracy (ACC) defined as below was considered as preliminary
result measure. In the last experiment stage for a number of the best models
their sensitivity(TPR) and specificity(SPC) was also obtained:

ACC =
TP + TN

TP + TN + FP + FN
, (9)

TPR =
TP

TP + FN
, (10)

SPC =
TN

TN + FP
, (11)

where TP – True Positives, FP – False Positives, FN – False Negatives, TN –
True Negatives.

5 Prediction

We reviewed all of the 214 possible combinations of models containing 2 to 14
parameters. For the SVM, calculations were performed with mentioned σ = 20.
The accuracy of that results stays within the range 40.37% to 78.90% for SVM
and 57.63%–82.79% for LR . For further research we have chosen about 120 best
SVM models whose accuracy was accordingly 77.06%–78.90% (for the LR case
there was only a selection of the best results required since there was no algorithm
parameters to optimize). We preformed an optimization of σ parameter based
on review values 10,15,20,25,30. To gain a better comparison between models for
each of the best 120 SVM ones and σ values a method similar to Jacknife [28]
was used. Calculations were repeated 30 times, each time randomly excluding 30
samples of data. This way deviation and mean value of accuracy, sensitivity and
specificity were obtained, which gives an estimate on the models ’sensitivity’ to
data structure (it might be important when calculating on such a little data set
as 109 patients). The test was repeated once again excluding the data of only
10 random patients. For LR algorithm Jackknife was also used same way. As a
sample two parameters model result was presented on Fig. 3.

6 Results

The most essential results are presented in Table 1 . To compare, in each pre-
sented model ACC, TPR, SPC were obtained using both methods: LR and
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Table 1. Models and methods comparison
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Model

comment
mean value

6 • • • • • •

10
30
10
30

82.79%
80.85%
70.01%
69,00%

84.20%
82.72%
64.56%
61.91%

81.73%
79.36%
74.01%
74.00%
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SVM σ=30
SVM σ=30
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A
C

C

6 • • • • • •

10
30
10
30

82.74%
82.52%
67.11%
66.71%

85.55%
84.87%
62.06%
58.43%

80.82%
80.81%
70.73%
72.41%

LR
LR

SVM σ=30
SVM σ=30

6 • • • • • •

10
30
10
30

82.67%
81.12%
70.48%
69.90%

87.50%
85.78%
65.77%
64.58%

79.09%
77.62%
73.83%
73.69%

LR
LR

SVM σ=30
SVM σ=30

5 • • • • •

10
30
10
30

82.59%
81.46%
72.10%
71.40%

84.65%
81.53%
64.12%
63.94%

81.07%
81.30%
77,88%
76.69%
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SVM σ=20
SVM σ=30

4 • • • •

10
30
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30

82.01%
80.64%
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84.38%
80.08%
71.32%
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78.16%
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LR
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SVM σ=25

best LR ACC
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3 • • •
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30
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80.15%
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88.70%
88.52%
78.73%
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75.34%
81.17%
78.71%

LR
LR

SVM σ=30
SVM σ=15

best LR&SVM
ACC 3 params,
best SVM ACC

2 • •

30
10
30
10

81.06%
80.30%
71.38%
71.02%

84.39%
83.48%
52.67%
51.68%

78.62%
78.01%
84.98%
84.90%

LR
LR

SVM σ=20
SVM σ=30

best LR ACC
2 features

4 • • • •

30
10
10
30

79.69%
79.63%
79.39%
77.50%

78.67%
78.11%
76.24%
72.36%

80.47%
80.76%
81.67%
81.15%

LR
LR

SVM σ=25
SVM σ=30

best SVM ACC
4 features
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(b) Support Vector Machine

Fig. 3. Prediction result sample for two parameters (GAGE, HIGH94)

SVM, with different Jacknife parameters. First three 6-parameter models and
one 5-feature have the best accuracy which is more than 82% - the highest was
82.79% with 84.20% sensitivity and 81.73% specificity. Next we present models
with the highest ACC for each method which have 4 , 3 and 2 parameters. It
might be surprising that 4-parameter LR model gained as much as 82.01%. Most
TPR and SPC results compared to ACC fall within the five percent deviation,
which is quite satisfactory. In general we observed that the SVM models are
less accurate than the LR ones. Moreover the higher number of parameters were
considered the worse results we received. The best SVM model gained 80.15%
accuracy with TPR = 78.73% and SPC = 81.17% for only three-parameter,
79.39% for four-feature and only 77.43% for five ones. What might also be in-
teresting is that even two-parameter LR model gained 81.06% of accuracy with
TPR = 84.39% and SPC = 78.62%. We also observed that the more data we
exclude from the test results the worse accuracy we achieve (generally results
with Jacknife equal 10 are better) which is promising - it shows that overfit-
ting does not occur and classifier is well generalizing to cases not known during
learning.

7 Discussion

Both SVM and LR prediction models results can provide more than 80% of
accuracy, but SVM is significantly worse especially since it gets confused in case
of more than four features. Taking into account lower accuracy, much bigger
complexity and time needed for calculations SVM seems to be an inadequate
method for the considered problem. On the other hand it might be a good idea
to recalculate results with LibSVM library instead of the Matlab’s which has
fewer algorithm tuning options.

We confirmed that one of the most important risk factors mentioned in
literature [3,4,6,7,26,27,29] is the GAGE and exists in almost all of the
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models with acceptable accuracy. Most classifiers presented in the literature con-
sist BWEIGHT and RESPIMV parameters. Unexpectedly the highest ACC
RESPIMV -containing model has six features and gained 81.69% which is just
on the 50th place in our ranking. However BWEIGHT -containing one was in-
deed on the third place with 82.67% ACC, but it was the only one in the first
twenty, which is a group with ACC higher than 82%. Among the most frequently
mentioned parameters there is FiO2 which depends on the AA (Eq. 1) feature
used in our work that is indeed present in the best model, but also only in three
others of the best twenty. On the other hand PDA feature appeared in 15 out
of the best 20 models which is consistent with published results [6,7,23,26]. The
same situation occurs with BPMMEAN parameter, which is the second most
important factor after GAGE in our results - it is in all of the first 20 models. The
only one parameter related to SpO2 which is in more than half best 20 classifiers
is LOW85.The average importance features are SPO2DEV , SPO2DEV_TR
and SURFACT , while SPO2MEAN_TR, HIGH94 parameters seem to have
even less effect on the occurrence of diseases.

As a final conclusion we confirmed [30] that prediction of BPD after 7th day
of life is possible with the accuracy higher than 82%, and not only using one
particular prediction model but we found more than twenty different of such
(unfortunately none of them using SVM).
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Abstract. Two commercially used noncontact tonometers: the Ocular
Response Analyzer (ORA) and the Corvis ST (CST) are presented. The
devices measures biomechanical properties of the cornea that are essen-
tial for better understanding of the optical and the geometrical properties
of the cornea. Characteristic parameters for both ORA and Corvis ST
are described. One of the main ORA parameter is corneal hysteresis (CH)
which is supposed to represent the viscoelastic properties of the cornea.
The main advantage of Corvis ST is a high-speed Scheimpflug camera
capable of taking two-dimensional images of a cross-section of the cornea
during its deformation, which can possibly give additional information
about the biomechanical status of the cornea.

Keywords: biomechanical properties, tonometry, intraocular pressure,
cornea.

1 Introduction

The biomechanical properties of the cornea are essential for better understand-
ing of the optical and the geometrical properties of the cornea [1]. Moreover,
the prospective uses of such measurements may improve the knowledge of the
behavior of the cornea in certain diseases [2] and in the result of surgeries [3,4,5].
Recently investigators have focused on the impact of corneal biomechanics on
intraocular pressure (IOP) measurements [6,7]. The influence of central corneal
thickness (CCT), corneal curvature (K) and age on IOP measurements seems to
be already well known. The "true" IOP is considered to be overestimated in eyes
with thick corneas and underestimated in those with thin cornea [8]. According
to Kotecha et al. [9] IOP is also overestimated with increasing age. However,
many authors pointed out that besides the CCT, K and age, IOP is strongly
affected by the biomechanical properties which may induces measurement error
[3,6,7,9,10,11,12].

Currently the Goldmann applanation tonometer (GTA) is still the "gold stan-
dard" of tonometres. Nevertheless it is commonly known that the IOP measure-
ments are affected by cornea properties. To date only two commercially used
noncontact tonometers can measure the IOP as well as biomechanical properties.

E. Pietka, J. Kawa, and W. Wieclawek (eds.), Information Technologies in Biomedicine, 377
Volume 4, Advances in Intelligent Systems and Computing 284,
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In 2005 The Ocular Response Analyzer (ORA; Reichert Ophthalmic Instruments,
Depew, NY) was introduced as the first device claiming to provide the biome-
chanical properties of the cornea and their correlation with intraocular pressure
(IOP) [11]. Lately in 2010Oculus launched a new noncontact tonometer Corvis ST
(Corneal Visualization Scheimpflug Technology, Corvis ST; Oculus Optikgerate,
Inc., Wetzlar, Germany) integrated with an ultra-high speed Scheimpflung cam-
era capable of imagining dynamic corneal deformation upon applanation with an
air-puff.

The purpose of this article is to revive the current literature regarding the
biomechanical parameters measured by the two commercially used noncontact
tonometers: the Ocular Response Analyzer (ORA) and the Corvis ST (CST).

2 Corneal Structure and Material Properties

The main structural component of the cornea is collagen. It has a high tensile
strength and provides a resilient, protective coat to the globe [10]. The whole
structure of the human cornea is highly organized. In [10] authors pointed out
that the result of this organization is a variable thickness of the cornea. The
cornea is the thinnest in the center and on it’s periphery it is thicker. What is
more it is anisotropic, that is, it displays different physical properties when stress
is applied in different directions. It needs to be mentioned that these properties
are not constant, they vary with age, eye pathologies and changes in cornea
structure, which results in modified corneal biomechanics [10].

One of the biomechanical properties is the elasticity, which refers to how a
material deforms in response to applied stress. Graphically elasticity is a slope
of the linear region of stress-strain relationship. The elastic constant is called
Young’s Modulus (E). High elastic modulus means the specimen stretches less
(indicates a stiffer material). In [13] in exvivo studies Hjortdal showed that the
cornea performes a non-linear stress-strain relationship. What is more the region
and direction also significantly influenced the regional strains in the cornea. The
Young’s Modulus is the highest at the center and para-center in the meridional
direction and at the limbus in the circumferential directions.

It is also essential that, like the most biological tissues, cornea is viscoelastic
and therefore the loading and unloading process is different. That means that
cornea exhibits hysteresis.

3 Overview of the Ocular Response Analyzer

3.1 Principle of ORA Operation

The Reichert ORA is a noncontact tonometer, which uses a precisely metered
collimated air pulse to move cornea inward, past a first applanation (flattening),
and into a slight contractility. When the pressure applied to the eye decreases
cornea passes through a second applanation and returns to its normal curvature.
The whole process of cornea deformation is recorded by an electo-optical infrared
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Fig. 1. A typical applanation - pressure plot determined by the ORA (Ocular Response
Analyzer)

(IR) detection system (Fig. 1). On one hand the air-pulse pressure is a symmet-
rical signal with Gaussian distribution. On the other hand the IR intensity signal
is asymmetric and defines two precise applanation times, which correspond with
two peaks produced by inward and outward applanation events. These two peaks
correspond to two pressures of both applanations (P1 and P2). As it was men-
tioned previously cornea is viscoelastic and primarily because of this the values
of pressure at points P1 and P2 (applanation pressure) are different (Fig. 1).
Another factors is the energy adsorption during rapid viscous damping which
causes the delays in the inward and outward applanation signal peaks. The sec-
ond applanation pressure is always lower than the first applanation pressure
[11,14].

Based on the ORA processed signals a series of unique features can be de-
scribed.

3.2 Cornea Hysteresis, Corneal Resistance Factor and Further
Parameters

One of the main ORA parameter is corneal hysteresis (CH), which is the
difference between the two pressures at the inward and outward applanation
(CH = P1 − P2). CH is a numerical value and is supposed to represent the
viscoelastic properties of the cornea. The ORA displays two different values of
preassure: IOPg and IOPcc. IOPg - the Goldman-correlated IOP is calculated
as an average of the two applanation pressures P1 and P2. IOPcc - corneal com-
pensated IOP is the compensate value of pressure calculated from the equation:
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Table 1. Parameters derived from Ocular Response Analyzer (ORA)

Parameter Description
IOPg (mmHg) Goldman correlated intraocular pressure
IOPcc (mmHg) Corneal compensated intraocular pressure
CH (mmHg) Corneal hysteresis
CRF (mmHg) Corneal resistance factor
TimeIn (ms) Time from starting until the first applanation
TimeOut (ms) Time from starting until the second applanation

P2 − 0.43 × P1 [15]. In addition ORA provides the parameter called: corneal
resistance factor (CRF). It is derived from the formula: P1−k×P2, where k is a
constant value that was empirically determined in the order to associated CRF
with CCT more [10]. Some authors indicate also TimeIn and TimeOut (time
at points P1 and P2) as significant parameters measured by the ORA (Table 1)
[12].

Most researchers in their studies presented that the estimation of cornea
biomechanical parameters was useful to evaluate the influence of corneal proper-
ties on IOP measurements. Felipe et al. [16] demonstrated that the IOPcc values
were less influenced by cornel properties than IOP measures by the Goldman ap-
planation tonometer. In his study GAT measurements were highly influenced by
CCT, whereas the IOPcc were not significantly correlated with CCT, indicating
that the IOPcc is a value which is independent of corneal thickness. The same
independency was presented in [12] where authors showed that all parameters
measured by ORA had a positive correlation with CCT, besides the IOPcc.

Moreover Franco and Lira [12] pointed out the relationship between the
cornea hysteresis (CH) and corneal resistance factor (CRF) and corneal thick-
ness (CCT). In eyes with thinner cornea both the CH and CRF were lower,
though the cornea resistance factor had stronger correlation. The same findings
were showed in [17,18]. Authors suggested that CRF had a better correlation
because it is a measure of the cornea’s material properties and may reflect the
cornea’s elastic properties better. CRF is originally calculated from a function
of pressures P1 and P2 in order to maximize the correlation with central corneal
thickness and obtained independency of IOP [18]. Corneal hysteresis has been
also found to be negatively correlated with IOP [17].

Shah et al. [2] in his studies demonstrated that the hysteresis (CH) in normal
eyes were higher than in keratoconic eyes. The mean value of hysteresis in normal
eyes was 10.7 mmHg and in keraoconic eyes 9.6 mmHg. These values were in
accordance with another studies [4,14], however Luce [11] observed lower values:
the mean hysteresis in the normal population was 9.6 mmHg and 8.1 mmHg in
keratoconic eyes. It needs to be mentioned that it is also a significant weakness in
CH parameter concerned with keratoconic patients. The hysteresis alone cannot
differentiate normal corneas from the mild keratoconus [2].

ORA applications in eyes after refractive surgeries are well known. In [11]
author finds that in patients after LASIK (laser assisted in-situ keratomileusis)
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cornea hysteresis was lower than in normal eyes. All corneas after LASIK had
a radically reduced applanation, which means that the optical reflectance was
lower, as well as the signal width and amplitude. Luce [11] indicated that such
results presented CH as a parameter that characterizes the cornea resistance
during tests, which he claims to represent the combined effects of corneal thick-
ness, rigidity, hydration and other factors. The subsequent work [12] confirmed
the lower hysteresis for the post-LASIK eyes.

Another surgical procedure where the biomechanical properties are expected
to be modified is corneal cross-linking (CXL) - treatment for keratoconus. Recent
studies [19] reported that the CH and CRF remained unchanged 1 year after
CXL. The absence of relevant changes confirmed previous ORA results [20]. So
far no studies using ORA managed to show the changes in CH and CRF that
would correlate with the increased stiffness after CXL procedure.

Recently a few groups have been working on developing a new, more com-
plicated features of ORA, based on the waveform signal, with the objective of
improving sensitivity and specificity in ocular diseases diagnosis [21].

4 Overview of the CORVIS ST

4.1 Principle of CORVIS ST Operation

The Corvis ST instrument is a noncontact tonometer that is equipped with a
pachymetry function. CST measured IOP by the analysis of cornea displace-
ment after air impulse. The ultrahigh-speed Scheimpflug camera takes 4330
frames/sec covering up to 8.5 mm horizontally to monitor cornea response
to a metered collimated air pulse with symmetrical configuration and fixed max-
imal pump pressure of 25 kPa. The light source is an ultraviolet free blue LED
light with a wavelength of 455 nm. The measurement process takes 30 ms and is
recorded on a video. Images are of excellent resolution (640×480 pixels) and 576
measuring points [22,23]. Firstly UHS Scheimpflug camera recorded the image
of cornea before the air puff in the natural convex shape. Then the air jet moves
cornea inwards, trough the first applanation, the phase of the highest contrac-
tility (HC), and next the cornea moves outwards though the second applanation
achives its natural shape. Complex algorithms for edge detection of the corneal
contours are applied for every image. The IOP is determined based on the first
applanation time [23]. According to Imbert-Fick’s law the IOP is calculated by
deviding the air pressure by the applanation area.

4.2 Specific Biomechanical Parameters Measured by Corvis ST

During the cornea’s displacement several parameters are measured (Table 2).
The deformation amplitude (DA) is the maximum amplitude at the moment of
the highest concavity. When the cornea reaches the HC moment also a radius
of curvature of a circle that fits to corneal concavity is measured. Length of the
flattened cornea at the first (A1 length) and second (A2 length) applanation and
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corneal velocities - speed of the corneal apex at the first (A1 velocity) and second
(A2 velocity) applanation is measured as well. Another parameter measured is
the distance (peak distance) between the two apexes of the cornea at the time
of the highest concavity. The timing of characteristic moments is also detected:
time from starting until the firs applanation (A1 time), time from starting until
the second applanation (A2 time) and time from starting until the HC of the
cornea is reached (HC time). The pachymetric values (Pachy) and the cornea
curvature are detected in the natural shape of cornea, when there is no air pulse
[23,24,25].

Table 2. Parameters derived from Corvis ST

Parameter Description
DA (mm) Deformation amplitude
Radius (mm) Radius of curvature at the time of highest concavity
A1 length (mm) Length of flattened cornea at the first applanation
A2 length (mm) Length of flattened cornea at the second applanation
A1 velocity (m/s) Speed of the corneal apex at the first applanation
A2 velocity (m/s) Speed of the corneal apex at the second applanation
Peak distance (mm) Distance between the two apex of the cornea at the time

of highest concavity
A1 time (ms) Time from starting until the first applanation
A2 time (ms) Time from starting until the second applanation
HC time (ms) Time from starting until the highest concavity of cornea

is reached
Pachy (μm) Central corneal thickness

What is more, Corvis ST displays the real-time information for a patient just
after an air impulse. Another features of Corvis ST: Scheimpflug images of the
1st and 2nd applanation moments and of the highest concavity of the cornea
and a slow-motion video of the corneal deformation after air pulse.

Due to the UHS Scheimpflug camera Corvis ST displays three graphs: the
displacement of the cornea apex (deformation amplitude) during the corneal
flatting/ relaxation process, the change in applanation length during the acqui-
sition and the corneal velocity. The deformation of cornea (Fig. 2) is expected to
depend on IOP as well as on structural stiffness of the cornea and other nonlinear
parameters.

In [26] a high-speed swept source optical coherence tomography was used
for acquisition of anterior segment displacement during the cornea deformation.
In this work authors indicate that in all examined cases, lower IOP produced
higher displacement of the cornea, though, the variation of cornea displacement
is linked to the IOP value. What is more they emphasize the fact that corneal
biomechanics is also one of the major factors that influenced the dynamics of
cornea apex. Another studies have shown that electrical activity of the heart
could also influenced the corneal apex displacement [27].
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Fig. 2. Deformation amplitude plot determined by Corvis ST

In [28] authors showed a relationship between applied force (air) and dynamic
response of the cornea. Like in [26] the deformation was higher with the rise of
the applied air pressure. By building a simple model of material properties of
the cornea Kempf et al. [28] suggested that the steep rise in displacement of the
cornea can be only explained by non-linear material properties of the cornea. The
observed time shift between the applied pressure and the deformation couldn’t
be explained by the proposed model.

The outward phase of cornea movement is also interesting, when the cornea
returns to its normal position. Like it’s seen in Fig. 2 after second applanation
we can observe a slower decline in the deformation amplitude. Authors suppose
it’s caused by the dynamic response of the internal structure of human eye (not
the cornea only).

Nemeth et al. [24] conducted a series of measurements in order to analyse the
repeatability of parameters measured by Corvis ST and verify their correlation in
healthy eyes. Scientist reported that data recorded by Corvis ST showed excellent
repeatability for IOP and pachymetric values. Highest concavity as well as first
applanation time showed only good repeatability, however other parameters had
a weak repeatability. On the other hand a significant correlation of Corvis ST
parameters was obtained for keratometric values what suggested that corneal
curvature influenced the measured data.

Comparing the mean IOP values in healthy eyes in [24] was 15.02 mmHg
(range: 10.83 to 26.17) in [22] IOP was quite similar: 14.6 mmHg (range: 11.0
to 17.8) and in [25] the IOP value was the highest and amounted 17.73 mmHg
(range: 7.00 to 32.20). However, in [25] statistical group of healthy patients was
the biggest.
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In [22] authors compared measurements obtained using Goldman applanation
tonometer (GAT), Topocon noncontact tonometer (NCT) and Corvis ST (CST)
in normal and glaucoma eyes. The results presented showed no statistically sig-
nificant difference in IOP measurements between all three devices. IOP values
measured with CST showed correlation with both: GAT and NCT IOP values,
however CST correlated better with NCT. Based on statistical parameters in
this study authors registered better intraobserver variability for CST than that
for GAT and NCT. Authors speculated that this might be explained by the fact
that CTS IOP measurements technique is more objective, and external factors
like biomechanical properties affected CST IOP values less. However, the scien-
tist concluded that IOPs measurements are not interchangeable between devices
and pointed out that CST may give lower IOP than the other instruments.

Valbon et al. [25] examined the age relation with parameters measured with
Corvis ST. Only the HC time was significantly associated with age. Other pa-
rameters, like DA and the curvature radius at the time of highest concavity,
showed positive linear correlation only with young patients.

5 Summary

A review of current literature suggested that the cornea’s biomechanical prop-
erties have an essential influence on the IOP measurements, affect surgical out-
comes and the development and progression of corneal diseases. In this study
we presented two noncontact tonometers capable of measuring such parameters:
the Ocular Response Analyzer (ORA) and the Oculus Corvis ST. Currently the
clinical application as well as limitation of ORA is widely known, therefore there
is a need for finding more selective ORA parameters. The newest device, Corvis
ST equipped with UHS Scheimpflug camera, has an enormous potential as a
tool to assess invivo the biomechanical properties of the cornea. However, fur-
ther studies are needed to expand the application and knowledge of the corneal
biomechanical properties.
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Abstract. The main aim of this work was evaluate the displacements
and strains and stresses in components of bone-fixator system using Fi-
nite Element Method. The Taylor-type fixator was chosen for the analysis
as a one of the most technically advanced and the biggest therapy oppor-
tunities giving external fixator. Through the possibility of full and free
manipulation of bone fractures (possible displacements and rotations in
three independent planes) it is used in complex fractures therapy, com-
plicated bones deformation therapy, distraction osteogenesis and much
more. The first step was preparation of Taylor-type fixator geometrical
model which was developed on a basis of a real model. To carry out an
analysis it was necessary to develop a tibia bone model in which the frac-
ture crack of 1mm breadth was simulated. Next a grid for finite-element
method calculations was generated for the geometrical models. Subse-
quently it was necessary to specify and set the edge conditions to reflect
appropriately the phenomena taking place in the real system. The sys-
tem was loaded with axial force in range 100-1500N. Calculations were
realized for fixator made of 316L steel. On a basis of obtained result, the
highest values of reduced stress were observed in the fixator frame, in el-
ements connecting telescopic strut with holder constrained in fixator full
ring. For load F > 1400N the yield stress of frame material was exceed-
ing, what could cause its damage. In turn, stress in bone didn’t exceed
its compression strength. The biomechanical analysis may form the basis
for improving the geometry of analyzed fixator and optimising a selection
of the mechanical properties of the material used to manufacture them.

Keywords: external fixation, Taylor-type fixator, numerical analysis,
FEM.

1 Introduction

Human body is complicated mechanism exposed to various type of injuries as
well as congenital or acquired defects in construction. The injuries can include,
among others fractures and construction defects are most often associated with
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bone deformities. In the case of the most complex defects and injuries of long
bones is currently the most effective treatment is the use of an external fixator.
The most important tasks for that type of devices are:

– Carrying load from one bone part to the other by means of fixator frame.
– Stabilizing and securing the bone fragments from moving relative to each

other.
– Enabling stimulating bone micromovement incidence.

Currently, one of the most technologically advanced and offering the great-
est potential for therapy is the Taylor-type external fixator. Six independent
telescopic struts applied in it provide full freedom of bone parts manipulation
- displacements and rotations in three independent planes are possible. Above
attributes qualify Taylor-type apparatus to use it in complex fracture therapy,
healing complicated bone deformities, distraction osteogenesis and many oth-
ers [1].

During the continuous growth of injuries and defects of the bone system as a
result of such traffic accidents and loss of physical activity increases the need for
effective methods of treatment of the above mentioned diseases. The literature
on biomechanical aspects of these implants, however, scant and mainly concerns
analyses of dislocations, strains and stresses and their functional purposes [2,3,4].
Such an analysis forms the basis for the optimisation of the geometric features of
implants and the selection of mechanical properties of the material used to make
it. This work concentrates on the strength analysis of selected external fixator
by means of a finite-element method.

2 Materials and Methods

In this thesis the subject of analysis was Taylor-type external fixator attached
to the fractured tibia. On the basis of the real model - Fig.1a. - realistic form
of fixator was developed using Autodesk Inventor Professional 2013 software -
Fig.1b. Next, model was simplified to execute FEM analysis by means of Ansys
Mechanical APDL 14.0 software - Fig.1c. For executing numerical analysis it was
necessary to develop geometrical model of tibia bone, in which the 1mm wide
fracture was simulated.

Analyzed stabilizer system consists of two complete rings connected together
by means of six telescopic double-swivel struts - geometry was developed on a
basis of available documentation [5]. Connection of bone and fixator was realized
by four 2 mm diameter Kirschner wires and four 6mm diameter half pins. A mesh
for finite-element method calculations was generated for the geometrical models -
Fig. 2. For discretization of analyzed object Solid187-type elements was selected.
The element is defined by 10 nodes having three degrees of freedom at each node:
translations in the nodal x, y, and z directions. In order to make the calculations,
it was necessary to specify and set the initial and boundary conditions to reflect
appropriately the phenomena taking place in the real system. The following
conditions were assumed [6,7,8,9,10,11,12,13]:
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Fig. 1. Constructional form of Taylor-type external fixator: a) real model, b) geomet-
rical model, c) simplified model

Fig. 2. Discretized models: a) fixator frame, b) Kirschner wire, c) half pin, d) tibia bone

– System clamped on the distal joint surface of tibia bone, what constrained
bone displacements along X, Y, Z axes.

– System loaded with an axial force in range 100-1500N on the proximal joint
surface of the tibia.

The analysis included designation of displacements, deformations and stresses
at the individual elements of bone-fixator system according to set load. The
following material properties were assumed [6,7,8,9,10,11,12,13]:

– Kirschner wires, half pins, fixator frame - stainless steel 316L E = 200 000
MPa, υ = 0.3,

– Tibia - E = 18 600 MPa, υ = 0.3.
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3 Results and Discussions

Results of strength analysis of bone-fixator system for the different variants of
the load F are presented in Table 1. The analysis of these results shows that the
distribution of deformations, strains and stresses reduced both the individual
elements of the stabilizer, as well as bone fragments. Based on the obtained

Table 1. Results of numerical analysis of bone-fixator system

Bone displacement Stress, MPa Strain, %in fracture, mm
Load, N x y z Wire Half pin Bone Frame Wire Half pin Bone Frame

100 0.27 0.87 0.55 177 70 31 198 0.10 0.04 0.19 0.11
200 0.27 0.93 0.57 185 78 33 246 0.10 0.04 0.20 0.14
300 0.28 0.96 0.54 193 82 35 271 0.11 0.05 0.21 0.15
400 0.29 0.96 0.53 207 88 39 309 0.12 0.05 0.24 0.17
750 0.29 0.97 0.59 249 128 50 420 0.14 0.06 0.30 0.24
1000 0.29 0.97 0.76 274 145 57 493 0.15 0.07 0.35 0.28
1500 0.29 0.99 0.93 416 200 91 838 0.21 0.10 0.49 0.42

Fig. 3. Example distribution of displacement in bone-fixator system: a) Taylor-type
fixator, b) tibia bone

results it was found that the biggest displacement values were observed in the
bone fracture along Y axis and averaged 0.99 mm - Fig.3. These values didn‘t
exceed the permissible value of the fracture gap about 1 mm, which determines
the correct bone union.
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Fig. 4. Example distribution of strain in bone-fixator system: a) Taylor-type fixator,
b) tibia bone

Fig. 5. Example distribution of stress in bone-fixator system: a) Taylor-type fixator,
b) tibia bone
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Fig. 6. Relation of reduced stresses as a function of the applied loading

It was found additionally that maximum strain and stress for the maxi-
mum force F=1500N were observed for connecting elements telescopic strut with
holder constrained in fixator full ring (frame) and equals εmax = 0.42%, σmax =
838MPa respectively - Table 1, Fig.4, 5. The values of stress and strain in other
parts were much smaller and equals εmax = 0.21%, σmax = 416MPa for wire,
εmax = 0.10%, σmax = 200MPa for half pin and εmax = 0.49%, σmax = 91MPa
for bone respectively - Table 1. Obtained in the analysis of stresses don‘t ex-
ceed the yield strength of the metal biomaterial (Rp0,2 = 690MPa) for loads of
the range F = 100-1400 N - Fig.6. It assures fixator elements strain in elastic
range. However, the load force F > 1400N following border crossing point of
Rp0,2 frame material which in turn can cause damage. Additionally, it was also
found that obtained stress values in bone didn’t exceed its compression strength
(Rc = 160MPa).

4 Conclusions

This paper is a preliminary attempt to analyze a complex system, which is the
Taylor stabilizer. The main aim of this work was evaluate the displacements,
strains and stresses in components of bone-fixator system using Finite Element
Method. The analysis was selected type stabilizer Taylor, who is one of the
most technically advanced and the biggest therapy opportunities giving external
fixator. The results of the presented analysis allows a better understanding of
the mechanism of action of the analyzed system. The analysis is the first of its
kind realized numerical analysis using the finite element method. Research in-
clude only experimental work of external fixators such as: Iliazarov [14,15,16,17].
The results of numerical analysis by means of finite element method provides a
valuable methodology for the proper design of the form of geometric features,
the selection of the mechanical properties of the stabilizer and the degree of
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strengthening metallic biomaterial. On the basis of the conducted study it was
concluded that the most dangerous place to be exposed to damage is connecting
elements telescopic strut with holder constrained in fixator full ring. Affirmed,
that the values of stresses don‘t exceed the yield strength of the metal biomate-
rial (Rp0,2 = 690MPa) for loads of the range F = 100-1400 N. It assures fixator
elements strain in elastic range. However, the load force F > 1400N following
border crossing point of Rp0,2 frame material which in turn can cause damage.
Additionally, it was also found that obtained stress values in bone didn’t exceed
its compression strength (Rc = 160MPa).

The next stage of the study will include consideration of a stabilizer for use in
the treatment of bone deformity, and also in the treatment of bone lengthening
by distraction osteogenesis and experimental tests in order to compare them
with the results obtained using the finite element method (correctness of the
numerical model). Such a comprehensive study should be an important source
of information for orthopaedic surgeons.
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Abstract. Ultra high molecular weight polyethylene (UHMWPE) is
used in medicine, mainly in the acetabulum and the sliding elements
of endoprosthesis. Benefits, which have determined its use is primarily
a very good tribological properties, toughness, durability, resistance to bi-
ological fluids and good mechanical properties. Unfortunately UHMWPE
is not free from drawbacks, which mainly include the low resistance
to frictional wear a low yield strength, the tendency to creep and ag-
ing. An important issue exposed in the literature, is the change of the
polyethylene physical properties by ionizing radiation, which influences
the degree of crystallinity, and consequently, a decrease in mechanical
properties. Therefore, the aim of the study was to determine the influ-
ence of X-rays on mechanical properties of polyethylene used for acetab-
ula of hip endoprosthesis. The originality of the paper consists in the fact
that the tested material was irradiated with the true value of radiation
doses to which the patients are exposed during clinical treatment after
hip replacement, in order to check their safety. Test specimens were ir-
radiated with different X-ray doses. In the course of the study the visual
inspection of the polyethylene surface, density measurement (immersion
test), static tensile and bending tests as well as hardness test were car-
ried out. As the result of this study, no influence of ionizing radiation on
the mechanical properties (hardness, Young’s modulus, tensile strength)
of the tested material was observed.

Keywords: UHMWPE, ultra high molecular weight polyethylene, ion-
izing radiation, mechanical properties, acetabulum, joint endoprosthesis.

1 Introduction

About two million implantations of an artificial joint, or spine implant is per-
formed every year in the world [1]. Some components of implants are made of
a polymeric material, mainly from UHMWPE. The ultra-high molecular weight
of polyethylene is its unique property, which resulted in a polymer with good
physical and useable features. Suitable structure, mechanical properties and wear
resistance determined the use of UHMWPE in orthopedics, mainly for sliding
elements (bearings and acetabulum) of joint endoprosthesis [2,3,4].
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UHMWPE is a linear, semi-crystalline polymer which contains lamellar crys-
tals and amorphous zone between [5,6]. Polyethylene is a two-phase material,
so the ratio of crystalline phase to amorphous phase should be constant. The
mechanical properties of the UHMWPE depend on the phase composition, de-
gree of crystallinity and density [5,7]. Despite many advantages, the UHMWPE
also has drawbacks, which include: aging, low yield strength, tendency to creep
and low friction wear resistance [3,5,7]. Polyethylene acetabular prosthesis after
implantation with the time lose their usable properties due to the increase of
the crystallinity degree. The increase in the crystallinity degree of the ultra-
high molecular weight polyethylene is influenced by factors such as the method
of sterilization, as well as the effect of X-rays [6,8]. Too high dose of radiation
can cause destruction of the polymer. This may have an impact on the struc-
ture, mechanical properties and physico-chemical properties. In a study of Sudol
and Czaja on the effects of electron beam irradiation and plastic deformation
of UHMWPE, it was found that sterilization has devastating effects, because
macromolecules oxidation of the polymer occurs and its degree is dependent
on the dose of the radiation. Cross-linking of macromolecules and reduction of
molecular weight was also observed [9,10,11,12].

2 Methodology

The key objective of the study was to investigate the influence of ionizing ra-
diation on the stability of the mechanical properties of ultra-high molecular
weight polyethylene, used in production of hip endoprostheses. The change of
mechanical properties of polyethylene could increase the risk of damage to the
endoprostheses.

UHMWPE 1000 (ultra-high molecular weight polyethylene) was material used
for testing. On the selected material series of X-ray radiation were conducted.
Part of the samples before and during the x-ray was in the Ringer’s solution. An
additional set of samples was issued to permanent ionizing radiation from CT
over a period of four weeks.

Samples needed for the study were in the shape of flats and were prepared in
accordance with current standards PN-EN ISO 527-1,2:2012E and PN-EN ISO
178:2011E.

Tests were performed on the following series of samples:

1. after 3 weeks of immersion in Ringer’s solution, irradiated 3 times (a) and
10 times (b) by electron beam by varying the value of the dose,

2. without immersion in Ringer solution, irradiated 3 times (a) and 10 times
(b) by electron beam with different dose values,

3. placed under the permanent influence of CT over a period of four weeks,
a known dose values,

4. reference samples: free from ionizing radiation.

The value of the radiation dose is not constant, as it was selected automatically
by X-ray device, adequate for the weight of the patient. The values of the doses
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Table 1. Value doses [μGy/m2], which material have been irradiated

serial number series Ia series Ib series IIa series IIb series III
(3R) (10R) (3) (10) (CT)

dose value [μGy/m2] 674.7 4471.5 1626.9 3796.2 466435.5

received by the sample distinguishing between the series and the number of
X-rays are shown in Tab. 1.

Visual Assessment of Surface. Visual assessment of samples surface was to
identify potential changes on the surface of samples that may have occurred after
exposure to X-rays. Macroscopic observation of the surface was performed using
a stereoscopic microscope Zeiss Discovery V8, 25x magnification The samples
were observed for a color change, discoloration, and surface defects, such as
deformation, cracks, pits or chipping.

Density Measurement - Immersion Method. For the determination of the
density the five samples from each batch were selected. Density measurement
was performed in accordance with the PN-EN ISO 183-1:2006, by A - immer-
sion method. The analytical weight Mettler Toledo XS105 DualRange with an
accuracy of ± 0.01 mg was used for the test.

The Hardness Measurement - Shore Method. The selected samples were
subjected to hardness measurements by elastic rebound (Shore method). For
the measurements the Shore hardness tester (type D) was used. Designation
of hardness by pressing was made on the basis on the PN-EN ISO 868:2005P
standard. Three samples of each series were tested.

Mechanical Properties. Determination of mechanical properties has been
carried out using a static tensile test, and the static bending test. MTS Crite-
rion Model 45 testing machine was used for the study. Static tensile test has
been carried out based on recommendations of the PN-EN ISO 527-1,2:2012E
standard. Static bending test was performed under the specified conditions of
the PN-EN ISO 178:20011E standard.

3 Results

Visual Assessment of Surface. The UHMWPE samples tested were free from
changes in the quality of the surface, color change or mechanical damage, such
as cracks, dents, chipping have not been observed. The surface condition of the
test material is shown in Fig. 1.
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Fig. 1. Macroscopic evaluation of the surface UHMPWE at a magnification of 25x: the
reference sample (a), the material was subjected to the action of X-rays (series III -
TK) (b)

Table 2. The results obtained for density test of UHMWPE [g/cm3] - mean

serial number series Ia series Ib series IIa series IIb series III series IV
(3R) (10R) (3) (10) (CT) (ref)

density [g/cm3] 0.957 0.951 0.954 0.953 0.951 0.954

Table 3. Results of hardness measurement, Shore method - mean

serial number series Ia series Ib series IIa series IIb series III series IV
(3R) (10R) (3) (10) (CT) (ref)

Shore hardness 60.9 60.5 60.6 60.2 60.7 60.7
[D/15:result]

Density Measurement. The results obtained during the determination of the
polyethylene density by immersion method of the X-rays treated samples, as well
as a comparison with the reference samples are shown in Tab. 2.

Hardness. Results of hardness testing are shown in Tab. 3.

Mechanical Properties. The studies performed for the UHMWPE samples
have a comparative nature. Individual series of samples which have been desig-
nated for the test did not received the same, constant X-rays dose, thus in order
allow them to compare and examine the influence of ionizing radiation on ultra-
high molecular weight polyethylene, results were sorted by the dose of radiation
and are presented in Tab. 4.

Examples of bending and tensile curves are shown in Fig. 2 and Fig. 3. Ana-
lyzing the tensile strength (σM) minimal decrease in samples exposed to X-rays
was noted. There is a slight difference with respect to the Young’s modulus of
samples exposed to ionizing radiation, and the reference samples. Elongation
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Table 4. The results obtained during the all tests - average value

series / property
tensile Young’s

elongation, A [%]
flexural

strength, modulus, modulus,
σM [MPa] Et [MPa] Ef [MPa]

CT 26.5 1389 129.5 1400
10R 26.2 1373 - 1492
10 26.5 1387 132.0 1362
3 26.5 1302 196.0 1464

3R 26.3 1311 - 1439
ref 26.7 1404 169.5 1350
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Fig. 2. Example static tensile curves of the samples exposed to CT radiation

is a parameter that cannot be compared, because not all of the samples have
been broken. Analysis of the recorded values of flexural modulus Ef showed no
influence of the dose of ionizing radiation on the value of the module.

4 Discussion of the Results

The study of the material (UHMWPE) were comparative in character. The dif-
ferent series of samples that were designated for the research did not absorb
the same, constant dose of X-rays. The most exposure to ionizing radiation was
the series III (CT), which adopted a dose of 466 435.5 μGy/m2, while the se-
ries Ia (3R) took the lowest dose of radiation, namely 674.7 μGy/m2, irradiated
3 times of immersion in Ringer’s solution. Reference material was not subjected
to X-ray, a series of IV (ref) was used for comparative purposes. According to
the standards for ultra-high molecular weight polyethylene, its density should
be within the range of 0.93÷0.97 g/cm3. The density of the tested polyethylene
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Fig. 3. Example static bending curves for the samples of the series III (CT)

was 0.95 g/cm3. Change in density is so small that it can be concluded that
the quantity of ionizing radiation does not affect the density of the UHMWPE.
According to the results obtained during the measurement of a Shore hardness
(type D) arranged in 3 it can be seen that the hardness of the test material
is in the range D 60÷D 61. It can be concluded that the hardness of all sam-
ples of UHMWPE, regardless of whether they have been subjected to ionizing
radiation, or does not, have similar values. Analyzing the tensile strength was
noted that σM the reference material is 26.7 MPa, while the samples treated
with X-rays, regardless of the series and the dose falls slightly, reaching a max-
imum of 26.5 MPa. The Young’s modulus of the reference samples also varies
slightly with respect to the elastic modulus of the samples exposed to ionizing
radiation. Young’s modulus for the reference material is greatest, namely 1404.3
MPa, while for the other series is set in a border of 1302.3÷1389.8 MPa. The
lowest Young’s modulus reached samples of 3R series, 3 times irradiation. The
highest value of the flexural modulus of the UHMWPE was determined for the
series of 10R, and the lowest modulus value obtained the reference samples.

5 Summary

All values obtained during a studies are in accordance with the standards and
did not change significantly. On the basis of density measurements of the ultra-
high molecular weight polyethylene, it was found that ionizing radiation has no
effect on the density of the tested material. No influence of ionizing radiation on
the mechanical properties (Young’s modulus, tensile strength, flexural strength,
hardness) was observed either. No significant changes in the mechanical prop-
erties of the UHMWPE under the influence of ionizing radiation suggest that
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patients with endoprostheses whose components are made of the tested mate-
rial can be subjected to diagnostic radiation without fear of loss of functional
properties of these implants.
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Abstract. The correct relationship between implant and tissue envi-
ronment provides a properly prepared surface of a medical device. The
combination of advantages of metal implants with the required biocom-
patibility is achieved through various methods of surface treatment such
as: electrochemical polishing, chemical passivation, preparation of oxide
coatings obtained with the sol-gel method. The relatively short history
of use of silica layers in biomedical applications transfers into a small
amount of literature relating to the electrochemical properties of these
layers. Therefore, the authors proposed in the work forming a silica layer
of the established technological parameters on surface of the 316L stain-
less steel. In order to determine the usefulness of this technology electro-
chemical impedance spectroscopy studies were performed. Furthermore,
corrosion resistance tests by means of the potentiodynamic method were
also carried out. The obtained results were the basis for optimization of
technological conditions for deposition of silica layers on the 316L steel
surface.

Keywords: EIS, corrosion resistance, stainless steel, cardiac implants.

1 Introduction

In the past several years there has been a significant reduction in mortality
caused by circulatory system diseases. One important factor influencing favor-
ably this process is the progress both in the diagnostic and treatment meth-
ods. Particularly important was the introduction and clinical dissemination of
vascular stents. However, despite the undisputed advantages resulting from ap-
plication of these implants, some disadvantage processes which limit the long
term efficacy of vascular intervention are observed. It is mainly the process of
blood clotting and musculo-fibrous proliferation of vessel’s intima (restenosis).
As a basic way to reduce these negative processes, development of physical and
chemical properties of implants’ surface layers is indicated. These properties fun-
damentally determine the reactivity of the implant surface with the environment
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of the circulatory system. The limited effectiveness of currently proposed tech-
nology surface treatment results, among others, from the lack of comprehensive
knowledge about mechanisms of initiation and development of blood clotting
process and restenosis, and in consequence, vagueness of the already adopted
criteria for assessing the final quality of implants. When considering the suit-
ability assessment of the manufactured layers, one must take into account not
only the chemical reactivity of the circulatory system, but also electromagnetic
compatibility and the used implantation technique. One of the applicable surface
treatment method is to use the sol-gel method to form thin oxide coatings based
on elements such as: Ti, Si. The relatively short history of the use of silica layers
in biomedical applications transfers into a small amount of literature relating
to the electrochemical properties of these layers [1,2,3,4,5,6,7,8,9,10]. Therefore,
the authors proposed in the work forming a silica layer of the established tech-
nological parameters on surface of the 316L stainless steel. In order to determine
the usefulness of this technology electrochemical impedance spectroscopy studies
were performed. Furthermore, corrosion resistance tests by means of the poten-
tiodynamic method were also carried out.

2 Materials and Methods

Austenitic stainless steel (316 LVM) was used in the study. The steel of the
chemical composition shown in Table 1, was in the form of discs with a diameter
d = 14 mm and thickness h = 2 mm.

Table 1. Chemical composition of the analyzed steel

Element, % mass AISI 316L Stainless steel
ISO 5832-1:2007 Analyzed steel

C ≤ 0.030 0.022
Si ≤ 1.0 0.59
Mn ≤ 2.0 1.67
P ≤ 0.025 0.015
S ≤ 0.01 0.001
Cr 17.0 ÷ 19.0 17.5
Mo 2.25 ÷ 3.0 2.75
Ni 13.0 ÷ 15.0 14.25

The analyzed samples were subjected to the surface treatment consisting of
the following processes: grinding, electropolishing, chemical passivation and de-
position of SiO2 layer using the sol - gel method. Mechanical grinding process
was carried out using sand papers with carborundum (SiC) abrasive of 500
grit (Ra = 0.25μm). The samples were then subjected to the electropolish-
ing (Ra = 0.14μm), which was carried out in a chromic acid based bath (E-395
POLIGRAT Gmbh), and current density was in the range i = 10÷30 A/cm2.
Subsequently, the samples were subjected to chemical passivation in 45% HNO3
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acid at the temperature of T = 60◦C in time of t = 1 h. The final surface treat-
ment step was deposition of the SiO2 layer by the sol-gel method at various
deposition parameters (chemical composition of sols and the temperature of an-
nealing were variables) (1 - v = 2.5 cm/min, T = 400◦C, t = 60 min; 2 - v =
2.5 cm/min, T = 430◦C, t = 60 min; 3 - v = 2.5 cm/min , T = 460◦C, t = 60
min; 4 - v = 2.5 cm/min , T = 490◦C , t = 60 min). The silica precursor used
in the study was tetraethoxysilane Si(OC2H5)4 so called TEOS, and tetram-
ethoxysilane Si(OCH3)4 so called TMOS. Other starting components include
ethyl alcohol (EtOH) and water.

To assess the suitability of the proposed surface modification the authors
proposed electrochemical studies in which both potentiodynamic and impedance
tests were performed.

Study of corrosion resistance was performed with the use of potentiodynamic
method by recording anodic polarization curves [11,12,13,14,15]. The test set
consisted of a VoltaLab PGP201 potentiostat, a reference electrode (the NEK
KP-113 saturated calomel electrode), an auxiliary electrode (the PtP-201 plat-
inum electrode), an anode (the test sample) and a PC with the VoltaMaster 4
software. Before the study all the samples were cleaned in 96% ethanol using
an ultrasonic cleaner (SONICA 1200M for approximately t = 6 min). Corrosion
tests initiated at determining the open circuit potential EOCP in currentless
conditions. Anodic polarization curves were recorded from the starting poten-
tial Einit = EOCP - 100 mV. The potential rate was equal to 3 mV/s. After
the anodic current density reached 1 mA/cm2 the direction of polarization was
changed.

In order to obtain additional information about the physicochemical prop-
erties of the analyzed samples’ surfaces, the electrochemical impedance spec-
troscopy test were also performed [12,13]. The measurements were carried out
using the Auto Lab measurement system equipped with 302N PGSTAT FRA2
(Frequency Response Analyser) module. The used measuring system has en-
abled research in the frequency range 104 ÷ 10-3Hz. In the study the impedance
spectra were determined and the obtained measurement data were fitted to the
equivalent circuit. On this basis the numerical values of resistance R and ca-
pacitance C of the analyzed system were determined. Impedance spectra of the
analyzed systems were presented in the form of Nyquist diagrams for different
values of frequency and in the form of Bode diagrams. The obtained EIS spectra
were interpreted after adjusting the least squares method to the equivalent elec-
trical system. All electrochemical studies were carried out in an artificial plasma
at the temperature of T = 37±1◦C and pH = 7.0±0.2 - Table 2.

3 Results

First, the studies using electrochemical impedance spectroscopy were performed.
Impedance spectra recorded for the stainless steel samples of modified surface
were shown in Fig. 1 and Table 3.
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Table 2. The chemical composition of the artificial plasma

Compound Concentration, g/dm3

NaCl 6.800
CaCl2 0.200
KCl 0.400

MgSO4 0.100
NaHCO3 2.200
Na2HPO4 0.126
NaH2PO4 0.026

To analyze the experimentally determined impedance spectra of corrosive sys-
tems for the analyzed stainless steel, an electric equivalent circuit, shown in
Fig. 2, was applied.

Impedance spectra obtained for the samples were interpreted by comparison
to an equivalent electrical circuit, which indicates the presence of a double layer
(two time constants shown on the plot), where Rs is the electrolyte resistance,
Rp - the resistance of the electrolyte in the pores, and CPEP - capacitance of
double layer (porous surface), while Rct and CPEdl - resistance and capacitance
of the oxide layer. The use of two Constant Phase Elements in the equivalent
electrical circuit positively influenced the fit quality of the curves determined
experimentally.
Mathematical impedance model of the above mentioned system presents the
equation (1):

Z = Rs +
1

1
Rp

+ Y01(jω)n1
+

1
1
Rct

+ Y02(jω)n2
(1)

Table 3. The results of electrochemical impedance spectroscopy

CPEp Rct, CPEdl

Surface EOCP , Rs, Rp, Y01, n1 kΩcm2 Y02, n3

treatment mV Ωcm2 kΩcm2 Ω−1cm−2s−n Ω−1cm−2s−n

(1) -102 17 93 0.1882E-4 0.89 1480 0.2438E-4 0.89
(2) -95 15 85 0.1853E-4 0.90 1274 0.2219E-4 0.90
(3) -91 16 193 0.1013E-4 0.91 1677 0.1931E-4 0.90
(4) -111 15 308 0.2141E-4 0.97 1623 0.9943E-5 0.86

Supplementary potentiodynamic tests was also carried out by recording an-
odic polarization curves. On the basis of the test it was found that the corrosion
potential for the samples subjected to the process of electropolishing and chem-
ical passivation (initial state) reached Ecor = -108 mV (mean). Polarization of
the samples caused an increase in the anodic current for the potentials in the
range Eb = +1354 mV. When the anodic current density reached 1 mA/cm2 the
direction of polarization was changed, which allowed to register the return curve.
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(a) Sample (1): Nyquist plot (left), Bode diagram (right)

(b) Sample (2): Nyquist plot (left), Bode diagram (right)

(c) Sample (3): Nyquist plot (left), Bode diagram (right)

(d) Sample (4): Nyquist plot (left), Bode diagram (right)

Fig. 1. Impedance spectra

Thus obtained anodic polarization curves were characterized by the presence of
hysteresis loops, indicating the course of pitting corrosion. In addition, based
on the Stern method a polarization resistance was determined, which was equal
to Rp = 550 kΩcm2. A corrosion current density for all the samples was also
determined and was equal to icor = 0,012 μA/cm2 - Table 4.
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Fig. 2. Electrical equivalent circuit model for the stainless steel - oxide layer - artificial
plasma system

Table 4. The results of potentiodynamic test for the analyzed samples

Surface treatment Ecor, Eb Rp, icor
mV mV kΩcm2 μA/cm2

Initial state -108 +1354 550 0,012
1 -146 +1603 285 0.091
2 -137 +923 479 0.054
3 -131 +816 310 0.083
4 -121 +1610 385 0.067

Next, the samples with the SiO2 layer deposited by the sol-gel method at
different annealing temperatures were analyzed. Based on the study insignificant
differences in the values of corrosion potential Ecor compared to the samples in
the initial state were found - Table 4. Anodic polarization curves indicate a wide
range of a passive region. The rapid increase of the anodic current was observed
for the potentials in the range Eb= +816 ÷ +1610 mV. These values for the
samples (1) and (4) were greater than the values obtained for samples after
the process of electropolishing and chemical passivation. On the other hand, for
the samples (2) and (3) a negative decrease of the breakdown potential, with
reference to the initial state, was observed - Table 4. Furthermore, for these
samples slight differences in the values of the polarization resistance were also
found, and the corrosion current density icor, compared to the samples without
the layer, were also found - Table 4.

4 Conclusions

As a basic way to reduce blood clotting and restenosis the appropriate physic-
ochemical properties of implants’ surface layers are indicated. One of the most
progressive methods to improve the properties of the surface layers of metal bio-
materials is the sol-gel method. The relatively short history of use of silica layers
in biomedical applications transfers into a small amount of literature relating to
the physical and chemical properties of these layers. Therefore, the authors of the
work proposed a surface treatment of the stainless steel with a SiO2 layer using
the sol-gel method with the assumed process parameters in order to improve its
hemocompatibility.

One of the methods to verify the usefulness of the surface modification are
electrochemical studies. For this purpose, the authors proposed the impedance
test and additionally potentiodynamic tests. The analyzed material was sub-
jected to the following surface treatments: grinding, electropolishing, chemical
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passivation and deposition of SiO2 layers under controlled conditions by varying
the chemical composition of the sols and the value of the annealing temperature
in the range of 400◦C to 500◦C. The work is a continuation of research conducted
by the authors regarding the applicability of the sol-gel method for surface modi-
fication of metal biomaterials with SiO2/TiO2 oxide used for implants in contact
with blood [16,17,18].

The results of impedance measurements confirm the significant effect of sur-
face treatment on the corrosion resistance of stainless steel. It was found that in
all cases the impedance of the analyzed corrosive systems decreases with increas-
ing frequency. In addition, it was also found that the phase angle also changes
with frequency. The recorded impedance spectra for the analyzed samples indi-
cate the electrochemical stability of the anodic layer formed on the stainless steel
surface (electropolishing, chemical passivation and sol-gel method). Resistance
of the oxide layer Rct reaches large values indicating the appropriate proper-
ties of the layer forming material, its relatively high thickness, and a suitable
phase composition which provides correct chemical structure. The presence of
the surface layer with a high surface development on the surface of the oxide
layer causes the additional barrier protecting the steel from the corrosive effects
of the environment. In turn, the appearance of the surface layer is the result of
the reaction with the oxide layer depleted corrosive environment , in this case an
artificial plasma. This phenomenon may be the beginning of the initiation of the
conduction of ion channels. This can cause a lack of layer tightness and further
uncontrolled digestion, and consequently a breakdown during the polarization
potential, for example, generated in the cells. Therefore, the potentiodynamic
studies aimed at determining the values of the breakdown potential for the mod-
ified surface of the stainless steel. The results clearly show that the values of the
potentials causing breakdown of the surface layer, occurring for each surface
treatment variant, are much higher than those generated in tissues (max. up to
+90 mV). This phenomenon should be considered very beneficial. In summary,
the use of the sol-gel technology for coating the stainless steel used for blood con-
tacting implants with SiO2 is fully justified and useful for improving the safety
of use.
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Abstract. One of the ways to increase the hemocompatibility of sur-
face of titanium and its alloys is to apply sol-gel method to form oxide
films based on such elements as Ti or Si. However, the literature sug-
gests existence of group of undefined phenomena associated with oxide
layer formation on surfaces of metallic biomaterals in the presence of sili-
con. Therefore, the study involves development of conditions suitable for
production of surface layers that have phisycal and chemical properties
adequate for application in cardiovascular system. To assess the useful-
ness of proposed modifications, the Authors carried out electrochemical
tests involving potentiodynamic and impedance measurements. The tests
were performed in artificial serum in temperature T = 37±1◦C in order
to simulate real-life conditions. The obtained results show diverse prop-
erties of SiO2 layer that depend on process parameters of its formation.

Keywords: EIS, corrosion resistance, cpTi, Ti-6Al-7Nb.

1 Introduction

The human body is an extremely complex combination of many organ systems.
One of the most important systems, which ensures proper function of others, is
the cardiovascular system. If any of its functions are disturbed, this fact affects
also other systems and as a result operation of whole body is disregulated. Due
to this, nowadays, when there is significant awareness of meaning of blood cir-
culation for maintaining proper health, there is an increasing effort to discover
new and develop existing methods of preventive healthcare, as well as new meth-
ods for cardiology treatments. Long-term observations of cardiovascular system
functioning mechanisms, as well as numerous studies carried out by physicians
in close cooperation with engineers allowed to model structures and biological
processes related to blood circulation. This in turn allowed to achieve broad
possibilities of performing new tests of whole system functioning and simulation
of pathological situations, based on which it was possible to develop series of
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implants and surgical methods restoring normal health conditions or as near
to them as possible. The proper adhesion between implant and tissue environ-
ment is ensured by properly treated surface of medical product. Combination
of advantages of metal implant structures with biocompatibility, essential in
medical application, can be achieved by applying different methods of surface
treatments. One of the surface treatments used for titanium and its alloys is the
application of sol-gel method to form oxide films based on such elements as: Ti,
Si. However, the literature suggests existence of series of undefined phenomena
associated with oxide layer formation on surfaces of metallic biomaterals in the
presence of silicon. These phenomena are confirmed by numerous publications
in international journals (mainly in medical journals) [1,2,3,4,5,6,7,8]. However,
they usually present only partial results of the studies, results that does not al-
low fully to assess usefulness of produced surfaces. Just as often, the publication
Authors tend to omit issues concerning influence of processing parameteters of
sol-gel method on electrochemical properties of silica coatings [7,8]. Therefore,
this study aims to analyse elektrochemical properties of SiO2 layers deposited on
surfaces of titanium Grade 4 and Ti-6Al-7Nb alloy under various technological
conditions. In order to evaluate electrochemical properties of deposited films,
potentiodynamic and impedance measurements were performed.

2 Materials and Methods

In the study, the tests were performed on test pieces of Ti-6Al-7Nb alloy and
titanium (Grade4) extracted from rod of diameter d = 14 mm [9,10]. The sur-
faces of test pieces were then modified in different ways, namely: grinding, elec-
trolytic polishing and subsequent deposition of SiO2 film by means of sol-gel
method. The mechanical grinding was performed using waterpapers with car-
borundum abrasive of grain size 500 (Ra = 0.25μm). The test pieces were sub-
sequently electrolytically polished (Ra = 0.15μm) in a bath based on chromic
acid (POLIGRAT Gmbh E-395) with current density i = 10÷30 A/cm2. In the
final step SiO2 layer was deposited by sol-gel method for various heating tem-
peratures (1 - v =2.5 cm/min, T = 400◦C, t = 60 min, 2 - v =2.5 cm/min,
T = 430◦C, t = 60 min, 3 - v =2.5 cm/min, T = 460◦C, t = 60 min, 4 - v =2.5
cm/min, T = 490◦C, t = 60 min). In the studies, tetraethoxysilane Si(OC2H5)4,
TEOS and tetramethoxysilane Si(OCH3)4, TMOS were used as silica precursors.
The other initial compounds were ethyl alcohol (EtOH) and water.

For assessment of usefulness of proposed surface modification, the Authors
have proposed electrochemical tests involving potentiodynamic and impedance
measurements [11,12,13,14,15,16,17].

Corrosion resistance was tested using potentiodynamic method by recording
anodic polarization curves. The measurement system consisted of potentiostat
VoltaLab PGP201, reference electrode (saturated calomel electrode NEK KP-
113), auxiliary electrode (platinum electrode PtP-201), anode (tested test piece)
and PC with software VoltaMaster 4. Prior to the tests, the surfaces of all test
pieces have been cleaned in ultrasonic washer in 96% ethyl alcohol for approx.
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t = 6 min. The corrosion tests have been started from determination of open
circuit potential EOCP under no current conditions. The anodic polarization
curves were recorded starting from initial potential Einit = EOCP - 100 mV.
The potential was changed in anodic direction with rate 3 mV/s. After obtaining
anodic current density equal to 1 mA/cm2, the direction of polarization was
reversed.

In order to obtain additional information on physical and chemical properties
of examined test piece surfaces, the tests involving electrochemical impedance
spectroscopy (EIS) were also performed. The measurements were carried out us-
ing measurement system Auto Lab PGSTAT 302N equipped with module FRA2
(Frequency Response Analyser). The measurement system allowed to perform
tests in frequency range 104 ÷ 10−3Hz. The voltage amplitude of sinusoidal sig-
nal was 10 mV. The tests allowed to determine system impedance spectra and
to fit obtained measurement data to auxiliary system. Based on that the val-
ues of resistance R and capacitance C of examined systems were determined.
The impedance spectra for examined system have been presented in form of
Nyquist diagrams for different frequencies and as Bode diagrams. The obtained
EIS spectra have been analysed after fitting using least squares method to auxil-
iary electric system. All electrochemical tests were carried out in synthetic serum
of temperature T = 37±1◦C and pH = 7.0±0.2 - Table 1.

Table 1. Chemical composition of synthetic serum

Chemical compound Concentration, g/dm3

NaCl 6.800
CaCl2 0.200
KCl 0.400

MgSO4 0.100
NaHCO3 2.200
Na2HPO4 0.126
NaH2PO4 0.026

3 Results

The test results of pitting corrosion resistance of cpTi titanium test pieces and
Ti-6Al-7Nb test pieces with differently treated surfaces are presented in Table 2
and on Figures 1 and 2. The performed tests allowed to determine influence of
test piece surface treatment on its corrosion resistance.

Based on the obtained results, it was concluded that the corrosive potential
for test pieces in initial state (after electrolytic polishing) has mean value of Ecor
= -168 mV (cpTi Grade 4) and Ecor = -269 mV (Ti-6Al-7Nb alloy). The curves of
anodic polarization determined this way have suggested the existence of passive
range up to value of potential E = +4000 mV. In this case the rapid increase of
anodic current has not been observed, which otherwise would suggest initiation



414 M. Basiaga et al.

of pitting corrosion. Additionally, using Stern method the value of polarization
resistance was determined as Rp = 159 kΩcm2 (cpTi Grade 4) and Rp = 369
kΩcm2 (Ti-6Al-7Nb alloy). Moreover, the value of corrosive current density was
determined as equal to icor = 0.163 μA/cm2 (cpTi Grade 4) and icor = 0.070
μA/cm2 (Ti-6Al-7Nb alloy).

Subsequently, the test pieces with SiO2 film deposited by sol-gel method for
different heating temperatures were examined. Based on the performed tests it
was found that regardless of used version of deposition (various heating temper-
atures) and type of base this process caused advantageous increase of polariza-
tion resistance Rp in comparison with initial test pieces. This is proven by values
of parameters characterizing their corrosive resistance – Table 2, Figures 1, 2.
Moreover, the advantageous decrease of corrosive current density and the minor
decrease of corrosive potential Ecor were observed.
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Fig. 1. Anodic polarization curves for Ti-6Al-7Nb titanium alloy test pieces
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Fig. 2. Anodic polarization curves for cpTi (Grade 4) test pieces
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Table 2. Results of potentiodynamic tests of analysed test pieces

Method of test piece surface Ecor, icor, Rp,
treatment mV μA/cm2 kΩcm2

cpTi Grade 4

Initial state -168 0.163 159
1 -133 0.083 312
2 -178 0.055 468
3 -194 0.076 342
4 -172 0.042 606

Ti-6Al-7Nb Alloy

Initial state -269 0.070 369
1 -33 0.040 586
2 +17 0.017 1460
3 -82 0.036 709
4 +26 0.003 8280

In order to identify the nature of generated oxide film on surface of selected
biomaterials, measurements using electrochemical impedance spectroscopy were
performed in the subsequent stage of studies.Typical impedance spectra recorded
for test pieces of titanium Grade 4 and Ti-6Al-7Nb alloy with electrolytically
polished surface and for surface with deposited SiO2 film are presented on Fig. 3,
4. While obtained electric properties determined on the basis of recorded spectra
are summarized in Table 3.

For analysis of experimentally determined impedance spectra of corrosive sys-
tems: cpTi and Ti-6Al-7Nb alloy, the auxiliary electric system was used presented
on Figure 5.

Impedance spectra for test pieces cpTi and Ti-6Al-7Nb have been analysed by
comparison with auxiliary electric system that suggests presence of double layer,
where Rs corresponds to electrolyte resistance, Rp - resistance of electrolyte in
pores and CPEp - capacitance of double layer (porous, interfacial), while Rct
and CPEdl - resistance and capacitance of oxide layer. The use of two constant
phase elements in electric auxiliary circuit have favourable affected fit of curves
determined experimentally [18,19]. The mathematical model of impedance of
above system can be described by equation (1):

Z = Rs +
1

1
Rp

+ Y01(jω)n1
+

1
1
Rct

+ Y02(jω)n2
(1)

Only for Ti-6Al-7Nb alloy test piece (4) the fitting was done by approximation
of experimental data using different model of electric auxiliary circuit - Fig. 6.

In electric auxiliary system the resistor Rct and Constant Phase Element
CPE represents ion transition resistance and capacitance of passive oxide layer
deposited on alloy surface, respectively. While resistor Rs reflects resistance of
synthetic serum, in which the tests were performed. The mathematical model of
system impedance is described by equation (2):

Z = Rs +
1

1
Rct

+ Y0(jω)n
(2)
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Fig. 3. Impedance spectra for Ti-6Al-7Nb titanium alloy test piece (4): a) Nyquist
diagram, b) Bode diagram

Table 3. EIS results for analyzed test pieces

Type of surface EOCP , Rs, Rp, CPEp Rct, CPEdl

modification mV Ωcm2 kΩcm2 Y01 n1 kΩcm2 Y02 n3

cpTi
1 -144 17 162 0.6326E-5 0.92 2103 0.1200E-4 0.91
2 -119 16 188 0.6605E-5 0.93 1590 0.2065E-4 0.88
3 -84 17 162 0.5103E-5 0.92 1506 0.1684E-4 0.88
4 -151 189 189 0.5499E-5 0.92 1118 0.1957E-4 0.89

Ti-6Al-7Nb
1 -127 16 115 0.6225E-5 0.97 9580 0.7959E-5 0.91
2 -191 16 53 0.9823E-5 0.98 9440 0.5294E-5 0.93
3 -56 17 170 0.9231E-5 0.95 27170 0.5032E-5 0.94
4 -70 15 - - - 14580 0.3255E-5 0.94
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Fig. 4. Impedance spectra for cpTi test piece (4): a) Nyquist diagram, b) Bode diagram

Fig. 5. Model of electric auxiliary circuit for system: cpTi/Ti-6Al-7Nb - oxide layer -
synthetic serum

Fig. 6. Model of electric auxiliary circuit for system: Ti-6Al-7Nb - oxide layer - syn-
thetic serum

4 Conclusions

The techniques of surface modification play very important role in tailor-
ing physical and chemical properties of titanium and its alloys, as well as
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improving their hemocompatibility. One of the ways to increase the hemocom-
patibility of titanium-based biomaterials is application of sol-gel method for for-
mation of oxide films based on such elements as Ti and Si. Therefore, the study
proposes modification of surfaces of pure titanium Grade4 and Ti-6Al-7Nb al-
loy with SiO2 using sol-gel method. In order to assess usefulness of proposed
modification the Authors suggested electrochemical tests, involving potentiody-
namic an impedance measurements. The formation of SiO2 was obtained under
controlled conditions, for different chemical compositions of sols and various
parameters of deposition process. This study is a continuation of research per-
formed by Authors concerning usefulness of application of sol-gel method for
modification of surfaces of Ti-6Al-7Nb alloy and titanium cpTi (Grade 4) with
SiO2 used as material for implants for contact with blood [20,21].

The performed electrochemical tests of oxide films deposited using sol-gel
method under technological conditions proposed by the Authors have shown
differences in corrosive resistance of studied biomaterials in contact with blood.
In the case of titanium cpTi, the porous oxide layer of large surface area was
found deposited on the biomaterial surface. This layer have formed as a result of
partial degradation of oxide film during its contact with synthetic serum. This
porous layer is additional barrier protecting material from corrosive environment.
The determined values of ion transition resistance for specific variants prove
that oxide layers formed in lower temperatures are more stable. In turn, for
Ti-6Al-7Nb alloy, the identical nature of surface layer was observed for heating
temperatures lower than T = 460◦C. In this case the inverse relation was found -
the higher the heating temperature, the higher value of ion transition resistance
suggesting good properties ensuring protection against synthetic serum. Different
nature of surface layer was found for heating temperature T = 490◦C. The
tests have shown presence of single oxide layer with relatively good electrical
parameters that allow to protect alloy from synthetic serum. The high value of
ion transition resistance obtained in this case, results in high stability of layer
and no reaction with synthetic serum when in contact, which is advantageous.

While potentiodynamic measurements for all cases studied here (regardless
the used base), have shown no hysteresis in range up to +4V, which would be a
sign of pitting corrosion. It has been confirmed by EIS measurement, where no
Warburg elements has been found which presence would mean possible initiation
of corrosive phenomena.

In conclusion, the conditions proposed here for SiO2 layer deposition have
advantageous effects on improvement of corrosive resistance. These layers have
high tightness, thus preventing direct contact of synthetic serum with surface
of titanium or its alloy. Moreover, it was found that the heating temperature
of oxide layer affects its nature and electrochemical properties that directly af-
fect corrosive resistance. For cpTi, the temperature increase had no advanta-
geous effect on oxide layer electrochemical properties, while for Ti-6Al-7Nb the
higher the heating temperature, the better properties protecting from corrosive
environment.
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