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Fundamentals on Adsorption, Membrane

Filtration, and Advanced Oxidation

Processes for Water Treatment

Robert Liang, Anming Hu, Mélisa Hatat-Fraile, and Norman Zhou

Abstract Water treatment is the processing of water to meet or achieve specified

goals or standards set by regulatory agencies and end users. New water treatment

technologies are being developed that need to be evaluated on a fundamental

scientific and practical basis compared to traditional remediation processes. Recent

advances in nanomaterial development for water treatment in the areas of filtration

membranes, high surface area adsorbents, and efficient photocatalysts require

approval for their effectiveness and safeness. Fundamental theories and concepts

discussed in this chapter pertain to the areas of (i) adsorption and equilibrium

isotherms (ii) pressure-driven membrane filtration and its rejection mechanisms

for filtration and reverse osmosis processes; and (iii) advanced oxidation processes

with a focus on semiconductor photocatalytic concepts.

1.1 Introduction

In the beginning of the twentieth century, many of the water treatment methods

currently used today were already established [1]; these methods include mechanical

separation, coagulation, chemical purification, disinfection, biological treatment,
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aeration, and boiling. The conventional drinking water treatment process, consisting

of coagulation, flocculation, sedimentation, filtration, and chlorine disinfection, was

developed and optimized throughout the twentieth century as a robust system to

remove contamination [2]. Additionally, several technologies were developed over

this time to meet complex end user goals which include aeration to control taste and

odor, ion exchange and reverse osmosis for inorganic species removal, and adsorp-

tion of organic species using activated carbon. Towards the end of the twentieth

century, the most significant additions to water treatment were the development of

membrane technologies and advanced oxidation processes (AOPs). Membrane

technologies allow for the potential to completely remove particulates and patho-

gens via size exclusion on a scale as required by the end user. AOPs are capable of

the oxidation of many pollutants into intermediate species and, eventually, their

mineralization into inorganic compounds.

With the growing demand for clean water sources, there is rising concern

regarding the availability and strategies necessary for the deliverance of potable

water [3–6]. To exacerbate the situation, there are also emerging pollutants in

wastewater effluents that have potential adverse health effects; these include, but

are not limited to, textile dyes, pharmaceuticals and personal care products

(PPCPs), endocrine disrupting compounds (EDCs), and plasticizers [3, 7–10]. The

increasing network between receiving waters for treated wastewater and source

water withdrawal has created the possibility of exposure to these trace contaminants

through the water supply. Recent research has found evidence of low concentrations

of PPCPs and EDCs in source waters in many developed communities, which have

no regulations in place to control these contaminants [11]. PPCPs, including

medical products, cosmetics, and pesticides, enter the wastewater system via

human excreta or urine, washing, improper disposal, lawn care, etc. They have

unknown side effects and consequences for human life and water ecosystems.

Endocrine disrupting chemicals may disrupt the human endocrine system, which

controls metabolic processes. Wastewater effluents are also high in nutrients and

may cause algal blooms that release toxins into source water. Addressing current

and future problems requires new robust methods and technologies of purifying

water at lower cost, energy, and environmental impact than current methods.

Nanomaterials are materials that are modified or synthesized in the nanoscale

(1–100 nm) using a bottom-up approach and can exhibit properties that are not

observed in the macro or micro scale. They are promising solutions for water

supplies contaminated by organic and inorganic compounds, heavy metal ions,

and microorganisms [12]. Specifically, nanomaterials can improve on some

existing treatment technologies including adsorption of contaminants, membrane

filtration, and AOPs.

The focus of this chapter is to introduce the reader to the fundamental theories

and concepts behind pollutant removal processes that use nanomaterials for water

treatment, which are required to understand and evaluate nanomaterials against

current benchmarks. The topics included in this chapter are the fundamentals of

adsorption and the related adsorption equilibrium and isotherms; membrane filtra-

tion and reverse osmosis processes; and an overview of AOPs with a focus on

photocatalytic degradation processes.

2 R. Liang et al.



1.2 Adsorption

1.2.1 Introduction to Adsorption

Adsorption is the accumulation of substances at a surface interface through a mass

transfer process. Lowitz, in 1785, first observed the phenomenon in solution and it

was subsequently used in sugar refining processes for color removal [13]. The term

itself was coined by Kayser (1881), but has been reported as early as 4000 BC in

Sanskrit texts as a method to enhance the taste and odor of drinking water [14]. The

mass transfer operation occurs when a substance, the adsorbate, present in the liquid

phase diffuses and is accumulated and transferred onto a solid phase, the adsorbent.

The reader is referred to several texts on adsorption, particularly on activated

carbon, that underlie the concepts in this section [15–17].

1.2.2 Types of Adsorption

1.2.2.1 Chemical Adsorption

Chemical adsorption, also known as chemisorption, is a process that transpires

when the adsorbate reacts with the adsorbent interface to form chemical or ionic

bonds. The attractive forces of the adsorbent and adsorbate at the interface are akin

to covalent bonds formed between atoms and obey Coulomb’s law.

1.2.2.2 Physical Adsorption

Adsorbates undergo physical adsorption if the attractive forces are through physical

forces that exclude covalent bonding with the interface and coulombic attraction.

Physical adsorption and chemisorption are sometimes difficult to differentiate.

Physical adsorption is reversible due to weaker forces and energies of bonding

compared to chemisorption. Physical forces operate over longer distances than

chemisorption and have no preferential surface adsorption sites.

In water treatment, the adsorption of organic molecules from water, a polar

solvent, to a nonpolar adsorbent, such as activated carbon, is dictated by van der

Waals forces that occur between organic substances and graphitic carbon planes in

activated carbon. In general, increasingly larger and nonpolar compounds adsorb

more intensely to nonpolar adsorbents due to hydrophobic bonding [18]. The

attraction, due to van der Waals forces, at an adsorbate-activated carbon interface

increases with increasing polarizability and size.
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1.2.3 Adsorption Materials

The most common commercial adsorbent used in water remediation is activated

carbon, but there are others worth mentioning, such as zeolites and synthetic

polymers. In order to classify the pore sizes of these adsorbents, the IUPAC defines

pore classifications into three classes: macropores (>25 nm), mesopores (1–25 nm),

and micropores (<1 nm). Zeolites (aluminosilicates) have very small pore sizes,

which are capable of excluding some organic compounds. Synthetic polymer

adsorbents usually have micropore distributions, which prevent them from

adsorbing natural organic matter (NOM). Activated carbon has a range of pore

sizes, depending on the manufacturing process, and can adsorb large organic

molecules such as NOM and synthetic organic compounds (solvents, fuels, pesti-

cides, and others). In addition to the commercial adsorbents, research has also been

conducted on nanomaterials such as carbon nanotubes [19] and graphene [20] due

to their high sorption capacity. Non-conventional low-cost adsorbents are contin-

uously being sought after in order to improve performance to cost ratios [21].

1.2.3.1 Activated Carbon

Activated carbon is typically made from organic materials (coconut husks, wood,

peat, coal, and synthetic sources) that are heated to high temperatures (>700 �C)
and pyrolized in an oxygen-deprived environment. In water treatment, it is used in

either of two forms: granular-activated carbon (GAC) and powder-activated carbon

(PAC). PAC (mean particle size: 20–50 μm) is usually added directly to water

sources at various stages of the water treatment process and is removed through

sedimentation or filtration. GAC (mean particle size: 0.5–3 mm) is typically

employed as a fixed bed after filtration and before disinfection. GAC can also be

impregnated with iron to remove arsenic, ammonia to increase adsorption capacity

for anionic species, and silver for disinfection properties [22].

1.2.3.2 Non-conventional Low-Cost Adsorbents

There is a need for non-conventional low-cost adsorbents because the thermal input

required to manufacture activated carbon makes it relatively expensive. These

low-cost adsorbents should be effective, but also abundant in nature, inexpensive,

and require minimal processing. A list of non-conventional adsorbents is given in

Table 1.1. These adsorbents are usually made from agriculture and industry

by-products, natural materials, and biosorbents that contain high surface area

and porosity [23].
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1.2.4 Important Factors Involved in Adsorption

1.2.4.1 Surface Area and Pore size

Surface area and pore size are important factors that determine the number and

availability of adsorption sites for adsorbates. Typically, there is an inverse rela-

tionship between surface area and pore size; in other words, the smaller the pore

size of a given volume of absorbent, the greater the surface area that is available for

the adsorption process. Additionally, depending on the size of the adsorbate and

adsorbent pores, adsorption may be limited by steric effects. Adsorbents with large

porosities are brittle and tend to break apart.

1.2.4.2 Background Matrix Effects

One factor that affects adsorption efficiency of a target compound is the influence of

the water matrix. Increases in the concentrations of naturally occurring or anthro-

pogenic compounds in the background matrix will decrease the adsorption capacity

of the target compound due to competitive adsorption onto the adsorption sites.

1.2.5 Adsorption Kinetics

The removal of a compound by adsorbents is a three-step process: external mass

transfer (EMT), internal mass transfer (IMT), and adsorption (Fig. 1.1). Both EMT

and IMT are considered to be diffusion-based processes and the driving force is the

Table 1.1 List of nonconventional adsorbents

Adsorbent Example References

Agriculture and industry waste Teak wood bark [24]

Papaya seeds [25]

Sugar industry mud [26]

Grass waste [27]

Peels (pomelo, jackfruit, banana, garlic) [28, 29]

Rubber seed shell [30]

Fly ash [31, 32]

Coconut tree flower [33]

Natural materials Clay (montmorillonite, bentonite,

fibrous clay, palygorskite, kaolin)

[34–38]

Glass wool [39]

Bioadsorbents Biomass (algae, activated sludge) [40–46]

Fungi [47, 48]

Microbial [49]

Adapted from Crittenden et al. (2012), Ref. [22]
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concentration gradient of the adsorbate; the difference between the bulk concen-

tration (Cb) and the internal concentration at equilibrium (Ce). In the first step,

EMT, or film diffusion, of the compound from the bulk liquid phase occurs through

the hydrodynamic layer that surrounds the adsorbent. After EMT occurs and

delivers the adsorbate to the external surface of the adsorbent, IMT delivers the

compound to an adsorption site. IMT occurs either through the pore fluid or pore

wall through pore diffusion (Dp) and surface diffusion (Ds). These diffusional

processes are controlled by the pore structure or adsorbate properties. The IMT

is often the slowest and thus controls the overall uptake of an adsorbate. The

actual adsorption of the adsorbate, the final step, occurs quickly and is not

considered rate-limiting.

1.2.6 Adsorption Equilibrium

Adsorption isotherms are used to quantify the quantity of adsorbate that an adsor-

bent can adsorb at equilibrium conditions and constant temperature. From an

experiment that varies the adsorbent dose and/or the initial adsorbate concentration,

the equilibrium solid-phase adsorbate concentration can be calculated, and a

relationship with the equilibrium liquid-phase concentration can be established.

Fig. 1.1 Illustration of mass transfer and adsorption processes, Ref. [17]
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This adsorption equilibrium relationship is termed the isotherm and allows the

adsorption capacity of the adsorbent to be calculated at any given liquid-phase

adsorbate concentration. The equilibrium capacity is calculated using a mass

balance expression [22]:

qe ¼
V

M
Co � Ceð Þ ð1:1Þ

where qe is equilibrium concentration of adsorbate (mg g�1), Co is initial concen-

tration of adsorbate (mg L�1),Ce is equilibrium concentration of adsorbate (mg L�1),

V is volume of aqueous solution added to bottle (L), andM is mass of adsorbent (g).

Some isotherms commonly used in research are the Langmuir, Brauener-

Emmett-Teller (BET), Freundlich, and Redlich-Peterson isotherms.

1.2.6.1 Langmuir Isotherm

The Langmuir adsorption isotherm describes the reversible chemical equilibrium

between species at the surface-solution interface [50]. The chemical reaction

defines adsorbate species (A), which diffuses to vacant surface sites (Sv), to form

adsorbate species bound to surface sites (SA):

Sv þ A $ SA ð1:2Þ

where Sv is vacant surface sites (mmol m�2), A is adsorbate species in solution,

(mmol), and SA is adsorbate species bound to surface sites (mmol m�2).

In Eq. (1.1), the reaction is assumed to have a constant value for free energy

change (ΔGo
ads) for all surface sites. Each site is capable of binding only one

molecule or, in other words, the model only allows for accumulation of adsorbates

up to a monolayer on the adsorbent. The equilibrium equation is written as:

Kad ¼ SA

SvCA
¼ e�ΔGo

ads=RT ð1:3Þ

where Kad is adsorption adsorbent-phase equilibrium constant (L mg�1), CA is

equilibrium adsorbent-phase concentration of adsorbate A in solution (mg L�1),

ΔGo
ads is free-energy change for adsorption (J mol�1), R is universal gas constant,

8.314 J K�1 mol�1, and T is absolute temperature (K).

Equation (1.3) can be expressed much more conveniently by fixing the total

number sites and eliminating SV as an unknown:

ST ¼ SV þ SA ¼ SA

KadCA
þ SA ð1:4Þ

where ST is total number of sites available or monolayer coverage.
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Rearranging Eq. (1.4) for SA gives:

SA ¼ ST

1þ 1
KadCA

¼ KadCAST
1þ KadCA

ð1:5Þ

Equation (1.5) can be expressed in terms of mass loading, qA:

qA ¼ SAð Þ Aadð Þ MWð Þ ¼ KadCASTAadMW

1þ KadCA
¼ QMKadCA

1þ KadCA
¼ QMbACA

1þ bACA
ð1:6Þ

where qA is equilibrium adsorbent-phase concentration of adsorbate A, (mg adsor-

bate g�1) adsorbent, Aad is surface area per gram of adsorbent (m2 g�1), MW is

molecular weight of adsorbate A (g mol�1), CA is equilibrium adsorbent-phase

concentration of adsorbate A in solution (mg L�1), QM is maximum adsorbent-

phase concentration of adsorbate A when surface sites are saturated with adsorbate,

(mg adsorbate g�1 adsorbent), bA is Langmuir adsorption constant of adsorbate A,

Kad, (L mg�1).

It is also convenient to rearrange Eq. (1.6) to a linear form:

CA

qA
¼ 1

bAQM

þ CA

QM

ð1:7Þ

A plot of CA/qA versus CA results in a straight line with slope of 1/QM and

intercept 1/bAQM.

1.2.6.2 Brunauer–Emmett–Teller Adsorption Isotherm

TheBET adsorption isotherm [51] is an extensionof theLangmuirmodel. Specifically,

in order to accommodate multilayer adsorption at greater pressures, the BET isotherm

expands on the assumption that a monolayer ofmolecules is formed during adsorption.

Each additional layer of adsorbate molecules is in equilibrium with subsequent layers

below it, which can vary in thickness. A consequence of the BET model is that it will

always generate a smaller value for the predicted surface area compared to the

Langmuir isotherm due to potential adsorbate layering of thematerial. The equation is:

qA
QM

¼ BACA

CS;A � CA

� �
1þ BA � 1ð Þ CA

CS;A

� �h i ð1:8Þ

BA ¼ K1,ad

Ki, ad
¼ e�ΔGo

ads

e�ΔGo
prec

ð1:9Þ

where qA is equilibrium adsorbent-phase concentration of adsorbate A (mg g�1),

QM is maximum adsorbent-phase concentration of adsorbate when surface sites are

saturated with adsorbate (mg g�1), K1,ad is equilibrium constant for first layer
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(L mg�1), Ki,ad is equilibrium constant for lower layers (L mg�1), BA is ratio of K1,ad

and Ki,ad, CA is equilibrium concentration of adsorbate A in solution (mg L�1), CS,A

is saturated solution concentration of A (mg L�1), ΔGo
ads is free energy of adsorp-

tion (J mol�1), and ΔGo
prec is free energy of precipitation (J mol�1).

In the Langmuir model, the site energy for adsorption is equal for all surface sites

and the largest capacity is one monolayer. These assumptions are not valid for many

adsorbents, such as activated carbon. Although the BET isotherm allows for many

layers to be modeled, it is assumed in Eq. (1.8) that site energy is equal to the first

layer and to the free energy of precipitation for additional lower layers. In actuality,

the site energy of adsorption is variable for most adsorbents because they are quite

heterogeneous in nature. Often, in the cases of heterogeneous adsorbents with

varying site energies, the Freundlich equation is used to describe isotherm data.

1.2.6.3 Freundlich Isotherm

The Freundlich adsorption isotherm [52] equation can be used to model data for

heterogeneous adsorbents and is a better fit for GAC isotherm data than the

Langmuir equation [53]. The equation is:

qa ¼ KAC
1
n

A ð1:10Þ

where KA is Freundlich adsorption capacity parameter, (mg/g) (L/mg)1/n and 1/n is

Freundlich adsorption intensity parameter, unitless.

The Freundlich equation (Eq. (1.10)) is derived from the Langmuir equation

(Eq. (1.5)) to model the adsorption of adsorbates onto surface sites of a given free

energy with two additional assumptions: (i) the surface site energies for adsorption

tend to a Boltzmann distribution with mean site energy ΔHo
M and (ii) the change in

surface site entropy is a linear function of site enthalpy �ΔHo
ad. Given these

assumptions, the Freundlich adsorption intensity parameter, n� 1, is:

n ¼ ΔHo
M

RT
� rΔHo

ad

R
ð1:11Þ

where ΔHo
M is mean site energy (J mol�1), R is universal gas constant,

8.314 J K�1 mol�1, ΔHo
ad is change in site enthalpy (J mol�1), T is absolute

temperature (K), and r is proportionality constant.

1.2.6.4 Redlich-Peterson Isotherm

The Redlich-Peterson isotherm [54] combines features from the Langmuir and

Freundlich equation. It is designated as a three parameter equation used to represent

adsorption equilibria over a wider concentration range:
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qA ¼ KR�PCA

1þ αR�PC
β
A

ð1:12Þ

where KR�P is Redlich-Peterson parameter (L mg�1), αR�P is Redlich-Peterson

parameter (L mg�1), and β is heterogeneity factor (values between 0 and 1).

Equation (1.12) approaches the Langmuir equation when β approaches 1, and

become’s Henry’s law equation when β¼ 0.

1.3 Membrane Filtration and Reverse Osmosis

1.3.1 Introduction

A membrane is a physical interface which separates two phases, forming a barrier

to the transport of matter. Membranes have microscopic openings that allow water

molecules to pass, but not compounds that are larger than the opening. Membrane

filtration can be operated either as dead-end filtration or cross-flow filtration as

shown in Fig. 1.2. In dead end filtration, the feed water flows perpendicular to

the membrane surface; all solids will amass onto the membrane surface during

filtration and are removed via backwashing. The accumulation of solids in

dead-end filtration often results in a lower flux compared to cross-flow filtration.

Fig. 1.2 Schematic of (a) dead-end and (b) cross-flow filtration (Source: Li (2007), Ref. [56])
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In cross-flow filtration, the feed water is parallel to the membrane surface. The

flow velocity parallel to the surface of the membrane generates a shear force that

reduces the growth of a filter cake [55]. Since the majority of solids pass with the

retentate instead of collecting on the membrane surface, the system can function at

higher flux.

1.3.2 Membrane Materials, Properties, and Geometries

1.3.2.1 Membrane Materials

Most membranes are made from synthetic organic polymers, which can be either

hydrophobic or hydrophilic. Hydrophilic polymer membranes include cellulose and

its derivatives, polyacrylonitrile, hydrophilized polysulfone, hydrophilized poly-

ethylene, and others. Hydrophobic membranes include polytetrafluroethylene

(PTFE), polyethylene (PE), polyvinylidene fluoride (PVDF), and many more.

Additionally, membranes can be prepared from inorganic materials, including

metals and ceramics. Inorganic membranes are used because of their high stability

at high temperatures (over 100 �C) and at extreme pH, but are brittle due to their

crystal structure. Ceramic materials, for the most part, are composite materials

consisting of one or many different ceramic materials. They have a macroporous

support, followed by a few layers of microporous top layers. The most commonly

used materials for ceramic membranes are alumina (Al2O3), titanium dioxide

(TiO2), zirconium dioxide (ZrO2), silicon dioxide (SiO2), or a mixture of

these materials.

1.3.2.2 Membrane Properties

Membranes have pore sizes ranging from 0.5 nm to 5 μm, which may be determined

by bubble point analysis, microscopic analysis, or porosimetry. Membrane manu-

facturers also use the molecular weight cutoff (MWCO) to characterize the appar-

ent size of particles that are retained. It is a parameter defined as the lower limit of a

molecular weight of a solute for which the rejection is 95–98 %. The MWCO is an

indicator of the membrane’s actual ability to remove a given compound because

factors other than membrane pore size (polarity, molecular shape, and surface

interaction with the membrane) affect rejection characteristics [57].

Testing properties other than pore size are often necessary. Surface properties

such as surface roughness, charge, hydrophobicity, and chemistry are necessary in

determining the effectiveness of the membrane. From a commercial standpoint, a

performance over cost ratio in terms of durability, stability, and effectiveness of

membranes is necessary. Table 1.2 lists some of the properties that can be analyzed

and the impact of each property on the performance of the membrane.
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1.3.2.3 Membrane Configurations

Membranes are fabricated into four configurations: (i) flat sheet and plate and

frame, (ii) hollow fiber, (iii) tubular, and (iv) spiral wound. The flat sheet and

plate and frame configuration is commonly used for laboratory separations. Hollow

fiber and spiral wound membrane configurations are often used for NF and RO

membranes. The tubular configuration is preferred for ceramic membranes that

have low packing densities. These configurations are illustrated and described in

Table 1.3.

Table 1.2 Important properties of membranes and their method of determination and impact on

performance

Property Method of determination Impact on membrane performance

Surface roughness Atomic force

microscopy

Rough materials will tend to foul more than

smooth materials

Surface charge Streaming potential Repulsive forces between a charged membrane

and ionic species can reduce fouling by

minimizing contact between the membrane

and foulant

Hydrophobicity Contact angle Hydrophobic materials are, generally, more prone

to fouling than hydrophilic materials

Surface chemistry ATR-FTIR,

SIMS, XPS

The surface composition affects cleaning and

fouling by influencing interactions between the

membrane surfaces and constituents in the

feed solution

Porosity Thickness/weight

measurements

Affects the head loss through a given membrane;

higher porosity of the membrane will result in

lower head loss

Mechanical

durability

Mechanical tests Affects the ability of the material to withstand

stressors in the form of surges due to imperfect

operation of mechanical pumps and valves

Cost Material cost Affects the cost of the membrane system

Chlorine/oxidant

tolerance

Affects the ability to disinfect the membrane

equipment after use. Increasing the tolerance

of the membrane to these chemicals increases

the longevity of the membrane

Biological

stability

Exposure to organisms Affects the life span of the membrane; low

biological stability can result in microorganism

colonization and the degradation of the

membrane by these microorganisms

Chemical

and thermal

stability

Exposure to chemical,

pH, and temperature

extremes

Affects the life span of the membrane; greater

chemical and temperature tolerance allows

for harsher, but more effective cleaning

procedures with less degradation of

the material

Adapted from Crittenden et al. (2012), Ref. [22]
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1.3.3 Membrane Processes

There are four distinguishable types of pressure-driven membrane processes:

microfiltration (MF), ultrafiltration (UF), nanofiltration (NF), and reverse osmosis

(RO). These membrane processes can also be separated into two classes:

(i) membrane filtration (microfiltration and ultrafiltration) and (ii) reverse osmosis

(and nanofiltration). Microfiltration and ultrafiltration are governed by Darcy’s law,

whereas nanofiltration and reverse osmosis are governed by Fick’s law. These

pressured-driven processes are illustrated in Table 1.4.

Table 1.3 Description and schematic of various membrane configurations

Configuration Schematic Description

Flat sheet and

plate and

frame

Membranes are flat sheets and

used as a layer or several

layers interspersed with a

frame in a filtration cell. They

are common in laboratory

separations, but difficult to

implement at a large scale

Hollow

fiber and

hollow-

fine fiber

Membranes are made as hollow

tubes. They are the most

common configuration in

membrane filtration for

water treatment

Tubular Membranes are made into

monoliths with channels

through the structure. Tubular

membranes are often

constructed using ceramic

membranes, which have low

packing densities but can

operate at high cross-flow

velocity, where solute

concentration is very high

Spiral wound These are many flat sheet

membranes that are stacked

and bundled around the center

of a tube so that the permeate

will travel via a spiral flow

path toward the collection

tube at the center. These are

used often in NF and RO

membranes, but not used in

membrane filtration due to

clogging of large particulates

and backwashing problems

1 Fundamentals on Adsorption, Membrane Filtration, and Advanced Oxidation. . . 13
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MF membranes have large pore sizes and reject large particulates and microor-

ganisms. UF membranes have smaller pores than MF membranes and can reject

bacteria and soluble macromolecules. RO membranes are, for the most part,

nonporous and reject particulates and numerous low molecular weight species such

as salt ions and small organics molecules. NF membranes are thought of as a “loose”

RO membrane exhibiting performance parameters between UF and RO membranes.

1.3.3.1 Microfiltration and Ultrafiltration

Filtration in microfiltration and ultrafiltration is governed by Darcy’s law and

proceeds in three steps: (i) sieving, (ii) adsorption, (iii) and cake formation.

Illustrated in Table 1.5, these mechanisms are critical in understanding and evalu-

ating performance. Sieving, or straining, is the primary filtration mechanism in

which particles larger than the MWCO collect at the surface of the membrane,

while smaller particles in the water pass through. However, as mentioned before,

particulate removal is not an ideal step function at the MWCO because of the

properties of the membrane and particle-membrane interface interactions.

Table 1.5 Description of sieving, adsorption, and cake formation processes

Mechanism for rejection Diagram Description

Sieving Particle

Pores Membrane

Particles larger than the pores are

retained

Adsorption Colloidal matter adsorbed
to wall of pores

Adsorption occurs when particulates

are small enough to adsorb to the

walls of pores

Cake formation Smaller particles
trapped by cake layer

Cake layer

Small particles are unable to pass

through the membrane and are

retained due to the accumulation

of larger materials that amass at

the membrane surface

Adapted from Crittenden et al. (2012), Ref. [22]
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NOM is capable of adsorbing to membrane surfaces. Soluble substances may be

excluded despite their physical dimensions being smaller than the MWCO. Adsorp-

tion plays a role in the primary stage of filtration using a clean membrane; however,

the adsorption capacity is eventually exhausted and is not an effective mechanism

for long-term filter use. Adsorption can have a significant impact on the operation of

the membrane. Adsorbed material can decrease the MWCO by decreasing the size

of pore cavities throughout the membrane, thus increasing the capability to retain

smaller material via sieving. Furthermore, due to decreasing the MWCO, adsorp-

tion of NOM causes membrane fouling.

During filtration, a clean membrane will accumulate particles at the surface due

to the sieving process. The accumulation of solids forms a particulate cake, which

acts as a filtration medium that is dynamic in that its capability varies as a function

of time from cake growth and backwashing processes.

The flow of feed water through MF and UF membranes follows Darcy’s law for

superficial fluid velocity:

v ¼ kPhL
L

ð1:13Þ

where kP is hydraulic permeability coefficient (m s�1), hL is head loss across porous
medium (m), and L is thickness of porous medium (m).

The hydraulic permeability coefficient, kP, in Eq. (1.13) is empirically obtained

and is dependent on porosity and surface area of the membrane. The membrane flux

equation incorporates the membrane thickness and the resistance coefficient; it is

stated as:

J ¼ Q

a
¼ ΔP

μκm
ð1:14Þ

where J is water flux through membrane (L m�2 s�1), Q is flow rate (L s�1), a is

membrane area (m2),ΔP is differential pressure across membrane (bar), μ is dynamic

viscosity of water (kg m�1 s�1), and κm is membrane resistance coefficient (m�1).

1.3.3.2 Nanofiltration and Reverse Osmosis

Osmosis is a process of flow through a semipermeable membrane. Under isother-

mal (ΔT¼ 0) and isobaric (ΔP¼ 0) conditions between the two sides of the

membrane, no water will flow through the membrane. However, when solutes are

dissolved into the water on one side, a flow through the membrane from the pure

water to the water containing salts will occur. In other words, the concentration of

solutes will tend toward being equal on both sides.

Reverse osmosis is the processwhere pressure is applied on the side of themembrane

where salts are added. The extra pressure will result in a flow of water through the

membrane, but the salts do not flow through because of the membrane pore size.
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In other words, reverse osmosis exploits two opposing forces: (i) the concentration

gradient and (ii) the pressure gradient. Reverse osmosis is always operated under cross-

flow conditions. The rejection of solutes of a RO and NF membranes is defined by salt

rejection, given by:

Rej ¼ 1� CP

CF
ð1:15Þ

Rej is rejection (dimensionless), CP is concentration of permeate (mol L�1), and

CF is concentration in feed water (mol L�1).

Equation (1.15) can be calculated from parameters such as total dissolved solids

(TDS) or conductivity. Sodium chloride (NaCl) rejection is used as the standard for

high pressure RO membranes, whereas magnesium sulfate (MgSO4) is used as the

standard for NF and low pressure RO membranes.

1.3.3.2.1 Kinetic Equations

Flux

The flux, J, is the permeate flow through one square meter of membrane surface:

J ¼ ΔPtrans

μκm
ð1:16Þ

where ΔPtrans is transmembrane pressure (Pa), μ is dynamic viscosity of water

(N s m�2), κm is membrane resistance coefficient (m�1), and CF is concentration in

feed water (mol L�1).

From Eq. (1.16), the net transmembrane pressure,ΔPtransnet , is a driving force for

RO and NF membranes and is given by:

ΔPtransnet ¼ ΔP� ΔΠ ¼ Pf � ΔPhyd

2
� Pp � ΔΠ ð1:17Þ

ΔPhyd ¼ Pf � Pc

where Pf is pressure of feed (Pa), ΔPhyd is hydraulic pressure loss (Pa), Pp is

pressure of permeate (Pa), ΔΠ is osmostic pressure difference (Pa), and Pc is

pressure of concentrate (Pa).

Osmotic Pressure

The reverse osmosis (including nanofiltration) driving force for diffusion is via a

concentration gradient, or in thermodynamic terms, a gradient in Gibbs energy [58].

To describe osmosis, the general form of the Gibbs function is used:
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δG ¼ V δP� S δT þ Σiμ
o
i δni ð1:18Þ

G is Gibbs energy (J), V is volume (m3), P is pressure (Pa), S is entropy (J K�1), T is

absolute temperature (K), μoi is chemical potential of solute I (J mol�1), and ni is
amount of solute I in solution (mol).

The chemical potential is defined as:

μ o
i ¼ δG

δni

����
P,T

ð1:19Þ

The last term in Eq. (1.18) describes the difference in Gibbs energy between the

amount of solute in the feed and permeate sides. When volume is constant, the

difference in the amount of solute equals the difference in concentrations. Under

constant temperature (δT¼ 0), equilibrium occurs when the summation of the

Gibbs energy gradient due to the chemical potential is counterbalanced by the

pressure gradient between the feed and permeate sides:

VδP ¼ �Σiμ
o
i δni when δG ¼ 0 ð1:20Þ

To balance the difference in chemical potential of a solute, the pressure required

is known as the osmotic pressure and denoted as Π. When the vessel reaches

equilibrium conditions, the difference in hydrostatic pressure is equal to the differ-

ence in osmotic pressure between the two sides. The osmotic pressure can be

derived using a thermodynamic treatment with the assumptions that the solution

is incompressible and behaves ideally:

Π ¼ �RT

Vb
ln xwð Þ ð1:21Þ

where Π is osmotic pressure (bar), Vb is molar volume of pure water (L mol�1), xw
is mole fraction of water (mol mol�1), T is temperature (K), and R is universal gas

constant, 0.083145 (L bar K�1 mol�1).

In dilute solution (i.e., xw¼ 1), Eq. (1.21) can be approximated by the van’t Hoff

equation forosmotic pressure,whichhas the same formas the ideal gas law (PV¼ nRT):

Π ¼ nS
V
RT ¼ CRT ð1:22Þ

whereΠ is osmotic pressure (bar), ns is total amount of all solutes in solution (mol),

C is concentration of all solutes (mol L�1), and V is volume of solution (L).

To account for the assumption of diluteness, the nonideal behavior of concen-

trated solutions, and the compressibility of liquid at high pressure, a nonideality

coefficient (osmotic coefficient ϕ) must be incorporated into Eq. (1.22):

Π ¼ ϕ CRT ð1:23Þ
where ϕ is osmotic coefficient (unitless).
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Osmotic Pressure Difference

The osmotic pressure difference over a membrane, ΔΠ, is given by:

ΔΠ ¼ Πf þ Πc

2
� Πp ð1:24Þ

where Πf is osmotic pressure of feed (Pa), Πc is osmotic pressure of concentrate

(Pa), and Πp is concentration of permeate (Pa).

Because the concentration of salts in the permeate feed is very low, the osmotic

pressure in the permeate feed is almost always neglected. On the other hand, the

osmotic pressure of the concentrate, Πc, is higher than the osmotic pressure of

the feed, Πf. The osmotic pressure of the concentrate can be put in terms of the

osmotic pressure of the feed:

Πc ¼ Πf

1

1� γ

� �
ð1:25Þ

γ ¼ Qp

Qf

ð1:26Þ

γ is recovery, Qp is permeate flow (m3 h�1), and Qf is feed flow (m3 h�1).

Combining Eq. (1.24) with Eq. (1.25), the osmotic pressure difference over a

membrane can be written as:

ΔΠ ¼ Πf

2� γ

2 1� γð Þ ð1:27Þ

1.3.3.2.2 Concentration Polarization

Concentration polarization is the accumulation of solutes close to the proximity of

the surface of the membrane causing a decrease in performance. The exclusion

mechanisms for solutes differ from particles because solutes stay in solution and

form a concentration gradient with the highest concentration near the boundary layer

of the adsorbent and liquid phase, causing polarization. The resulting effects due to

concentration polarization are that: (i) water flux is lower due to higher osmotic

pressure, (ii) rejection is lower due to the increase in concentration at the membrane

and decrease in flux, and (iii) solubility limits of solute at or near the membrane may

be exceeded and cause fouling, specifically precipitation or scaling (Fig. 1.3a).

Concentration polarization is reversible and will disappear as the driving

force tends to zero. Concentration polarization can be limited with disturbance

to the boundary layer via increasing the velocity along the membrane surface.

The relationship between concentration close to the membrane surface and in the

feed (Fig. 1.3b) is represented by the concentration polarization factor (β), which is
given by:
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β ¼ Cm � Cp

Cf � Cp
¼ e

Jδ
D ð1:28Þ

where Cp is concentration in permeate (mol L�1), Cm is concentration in membrane

(mol L�1), Cf is concentration in feed (mol L�1), J is permeate flux (ms�1), δ is

thickness of boundary layer (m), and D is diffusion coefficient (m2s�1).

Cp can be neglected because Cp�Cf<Cm and the coefficient k is taken for the

mass transfer and the following relation can be used:

k ¼ D

δ
ð1:29Þ

β can be rewritten as:

β ¼ Cm

Cf
¼ e

J
k ð1:30Þ

The high concentration polarization given by the factor β leads to higher osmotic

pressure difference across the membrane and therefore lowers the performance of

the membrane.

1.3.4 Membrane Fouling

A major problem of membranes is fouling. Fouling occurs on the surface of the

membrane and/or within the pores of the membrane and is detrimental in that it

reduces flux. The types of fouling are shown in Fig. 1.4, which include biofouling,

organic, colloidal, and scaling. Biofouling results from microorgranism contami-

nation of the feed water and produces a biofilm on the surface of the membranes.

Organic fouling comes from substances such as hydrocarbons, dyes, and pesticides,

which coat the surface and/or plug pores. Colloidal fouling mainly stems from

Fig. 1.3 (a) Concentration polarization and fouling during cross-flow operation and (b) schematic

of concentration polarization near the membrane
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particles, such as silica and clay, collecting on the surface of the membrane. Scaling

arises from the deposition and precipitation of salts onto the membrane.

1.3.4.1 Biofouling

Biofouling is defined as the loss of system performance due to the formation of a

biofilm; a layer of microorganisms attached to the membrane surface [59]. The

microorganisms can attach to the membrane quite strongly so that backwashing

removal steps prove insufficient. To exacerbate the problem, they also produce

extracellular material that can act as foulants. These biofoulants can typically be

addressed using chlorine disinfectants in the feed water and/or backwashing.

1.3.4.2 Organic Fouling

The most problematic membrane fouling is due to the adsorption of NOM at the

membrane surface. The ability of dissolved organic matter (DOM) to adsorb to

membranes has been demonstrated, with humic and fulvic solutions [60, 61]. Stud-

ies have also shown removing even a large fraction of DOM has little or no

reduction of fouling [62, 63] and removing a small fraction of DOM can completely

eliminate fouling [64]. Collectively, this research indicates that membrane fouling

can be modeled by a power law. In other words, only a fraction of DOM causes the

majority of fouling in membrane filtration, and high molecular weight and colloidal

fractions cause the constriction of the membrane pores.

1.3.4.3 Precipitation and Scaling

Precipitation of ions is an import factor that limits recovery in RO systems. To limit

precipitation, the salt rejection rate, the recovery, and the degree of concentration

polarization is important because precipitation occurs in close proximity to the

membrane surface. Concentration polarization is reduced by achieving turbulence

and maintaining minimum velocity in feed channels. The most common scales

encountered are calcium carbonate (CaCO3) and calcium sulfate (CaSO4), but

there are other scales that occur as well, as shown in Table 1.6. Pretreatment

Fig. 1.4 Fouling of

membranes under organic,

bacterial, colloidal, and

precipitate (scaling)

contaminants
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steps such as acidic pH adjustment of calcium carbonate can be used to produce

bicarbonate and carbon dioxide and prevent precipitation. Additionally, antiscalent

chemicals can be used to allow for supersaturation without precipitation by

preventing crystal growth.

1.4 AOPs and Photocatalysis

1.4.1 Introduction

The goal of advanced oxidation processes (AOPs) is to oxidize organic pollutants in

water via hydroxyl radicals (HO·) thereby converting the constituents of the organic

pollutants into relatively harmless organic or inorganic molecules. HO· radicals are

very powerful oxidants that are highly reactive, non-selective electrophilic oxidiz-

ing agents, and are ubiquitous in nature [9]. In addition, HO· radicals react 106–1012

times more rapidly than alternative oxidants such as ozone (O3) and have a high

redox potential (2.80 V vs. normal hydrogen electrode, NHE) second only

to fluorine, which is highly toxic [9, 66, 67]. A list of common oxidants is shown

in Table 1.7.

1.4.2 Overview of AOP Processes

AOPs can be subdivided into the following processes: photo-induced processes,

ozonation, Fenton process, photo-Fenton process, photosensitized process, and

ultrasound. These processes generate hydroxyl radicals coming from chemical,

photochemical, and sonochemical methods. A description of the processes and

their reaction mechanism, shown in Table 1.8, and their advantages and disadvan-

tages, shown in Table 1.9, are covered.

Table 1.6 Common salts, their solubility, and dissociated ions

Salt Equilibrium equation Solubility of product (pKsp, 25
�C)

Calcium carbonate CaCO3(s)$Ca2+ +CO2�
3

8.2

Calcium fluoride CaF2(s)$Ca2+ + 2 F� 10.3

Calcium orthophosphate CaHPO4(s)$Ca2+ +HPO2�
4

6.6

Calcium sulfate CaSO4(s)$Ca2+ + SO2�
4

4.6

Strontium sulfate SrSO4(s)$Sr2 + + SO2�
4

6.2

Barium sulfate BaSO4(s)$Ba2+ + SO2�
4

9.7

Silica, amorphous SiO2(s) + 2H2O$Si(OH)4(aq) 2.7

Source: Stumm and Morgan (1996), Ref. [65]
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1.4.2.1 Photo-Induced Processes

Photo-induced processes can be thought of as either a photolysis process or a

photochemical process. Photolysis is the use of radiant energy from UV-A, B, or

C sources without the presence of a catalyst to irradiate a polluted aqueous solution,

whereas a photochemical reaction is a chemical reaction induced or catalyzed by

light. The primary step in UV photolysis is the electronic excitation of the

substrate, S, followed by electron transfer from the excited state, S*, to ground

state molecular oxygen, O2:

Sþ hv ! S� ð1:31Þ

S� þ O2 ! S�þ þ O2�� ð1:32Þ

Through homolytic scission, free radicals form and further reaction of these

species with dissolved oxygen generates peroxide radicals. The formation of

reactive oxygen species and radicals leads to the degradation of the parent com-

pound. Photolysis of H2O2 and O3 is used in water treatment.

1.4.2.2 Ozonation Processes

Ozonation involves two species of interest: (i) ozone and (ii) hydroxyl radicals.

Ozone is able to decompose into hydroxyl radicals. Disinfection occurs predomi-

nantly with ozone, which is a very selective oxidant compared to hydroxyl radicals

which react nonselectively. NOM is converted into oxidized compounds and total

degradation end-products through electrophilic attack or dipolar cyclo–addition [68].

Ozonation processes that are found in water treatment are O3, UV/O3, and O3/H2O.

1.4.2.3 Fenton and Photo-Fenton Processes

The reaction of ferrous iron with H2O2 leads to the formation of ferric iron and

hydroxyl radical [69]. Dark and photo-Fenton reactions take place under acidic

Table 1.7 Redox potentials

of common oxidants
Oxidant Redox potential (V vs NHE, 25 �C)
F2 +3.03

HO
�

+2.80

O
�

+2.42

O3 +2.07

H2O2 +1.78

HO2
�

+1.70

Cl2 +1.36

Source: Belgiorno et al. (2011), Ref. [9]
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Table 1.8 Overview of AOP processes and their reaction mechanisms

AOP process Description Reaction mechanism

Photo-induced

advanced

oxidation

processes

UV/H2O2

H2O2 is injected and mixed into

the feed water and enters a

reactor equipped with UV

lights. The direct photolysis,

at a wavelength of 254 nm, of

hydrogen peroxide leads to

the formation of HO˙ radicals

H2O2 + hv (λ< 254 nm) ! 2HO˙

H2O2 +HO˙!HO2̇+H2O

H2O2 +HO2̇!HO˙ +H2O+O2

HO2̇+HO2̇!H2O2 +O2

UV/O3

Ozone adsorbs UV radiation at

330 nm or less. H2O2 is pro-

duced as an intermediate,

which later decomposes to

HO˙

O3 +H2O+ hv (λ< 330 nm)!H2O2 +O2

H2O2 + hv! 2HO˙

O3 +H2O2!H2O+ 2O2

VUV
Extreme UV irradiation of H2O at

wavelengths below 190 nm is

able to lyse H2O˙ and generate

HO radicals

H2O+ hv (λ< 190 nm)!H˙ +HO˙

Ozonation Ozone is unstable in an aqueous

medium, decomposing spon-

taneously and generating HO˙

radicals

O3 +HO˙!O3̇�HO˙

O3̇
�! O2̇+HO˙

O˙�+H+!HO˙

Fenton and

Photo-

Fenton

processes

Fenton process
Fenton’s reagent, a mixture of

ferrous iron and H2O2 is used

to catalytically decompose

H2O2 into OH˙radicals. The

ferrous iron catalyst is oxi-

dized into ferric iron and

reduced back to ferrous iron

by the same H2O2 source

Fe2+ +H2O2!Fe3+ + [H2O2�]

+HO˙ +OH�
Fe3+ +H2O2!Fe2+ +HO2̇

�+H+

Fe2+ +HO˙!Fe3+ +OH�

Photo-Fenton Process
Exposing UV light to the Fenton

reagent can also generate HO·

radicals

FeIII +H2O2 + hv! FeII +HO· +H+

FeII +H2O2!FeIII +HO· +OH�

Sensitized

processes

TiO2 semiconductor
photocatalysis

TiO2 in aqueous solution acts as a

photocell in which UV light

with a wavelength of less than

390 nm can generate electron

and hole pairs. These electron/

hole pairs participate in redox

reactions and produce HO˙

radicals

TiO2 + hv (λ< 390 nm)!TiO2(e
�
CB + hVB�)

TiO2 electron donor reactions

TiO2 eCB�ð Þ þ O2ads ! TiO2 þ O2��

TiO2 eCB�ð Þ þ HO2� þ Hþ ! TiO2 þ H2O

2HO2̇! H2O2 +O2

H2O2 +O2̇!HO˙ +O2 +OH�
H2O2 þ TiO2 eCB�ð Þ ! TiO2 þ HO� þ OH�

O2̇+H
+!HO2̇

HO2̇$O2̇
�+H+

TiO2 electron acceptor reaction

TiO2(h
þ
VB) +H2Oads!TiO2 +HOads˙ +H+

TiO2(h
þ
VB) +HO

�
ads !TiO2 +HOads

·

hVB
+ +RXads!RXads˙

�!RXads˙
�

hVB
+ +H2Oads!HO˙ads +H

+

(continued)
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conditions, and irradiation of the Fenton process by visible or near-UV radiation

considerably improves the rate of removal of pollutants.

1.4.2.4 Sensitized Processes

Sensitized AOPs can be classified as either dye-sensitized and semiconductor-

sensitized processes. In a dye-sensitized process, the dye molecules absorbing

visible light are excited to a higher energy state. The excited dye transfers its excess

energy to other molecules in the reaction medium producing a chemical reaction.

When dissolved oxygen is present, it accepts energy from the excited dye molecule

and the dissolved oxygen is converted to singlet oxygen, which is a strong oxidant.

Semiconductor-sensitized processes are concerned with the effect of light on

interacting molecules and solid semiconductor surfaces like TiO2. The process

depends on the formation of electron–hole pairs upon irradiation of light energy

exceeding the energy of the band gap of the semiconductor.

1.4.2.5 Sonolysis

Ultrasonic irradiation, or sonolysis, can be employed for the degradation of

many organic compounds. Ultrasound irradiation alone has not been able to

provide sufficient degradation rates; especially for hydrophilic compounds.

The degradation rate by sonolysis alone is much slower than other AOPs. Ultra-

sound destroys organics by cavitation of small bubbles. Extremely high temper-

atures and pressures occur during bubble cavitation at a localized region. This

causes pyrolysis of organic molecules and produces reactive chemical radicals.

The estimated transient temperature is about 4,000–10,000 K and the pressure is

in the range of 30–98 MPa [70]. As a result of cavitation, two processes occur that

degrade organics: (i) pyrolysis due to high temperature and pressures and (ii) the

production of radical species.

Table 1.8 (continued)

AOP process Description Reaction mechanism

Sonolysis Ultrasonic irradiation generates

high local temperatures and

pressures as a result of acous-

tic cavitation resulting in HO˙

production

R�����!Δþultrasonic
pyrolysis product

H2O�����!Δþultrasonic
H� þ HO�

HO� þ R�����!Δþultrasonic
product

Adapted from Belgiorno et al. (2011), Ref. [9]; Gottschalk and Libra (2000), Ref. [71]
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Table 1.9 Common AOPs and their advantages and disadvantages

AOP Advantages Disadvantages

H2O2–

UV

• H2O2 is relatively stable and can be

stored for long periods

• UV irradiation can serve as disinfectant

• Capable of full-scale drinking water

treatment

• Turbidity affects UV light penetration

• Special reactors for UV illumination

are required

• Residual H2O2 must be addressed

O3 • Very strong oxidant with short reaction

time

• Can eliminate wide variety of organic

and inorganic contaminants

• The treatment does not add chemicals to

the water

• High capital and maintenance costs

• Energy intensive

• Potential fire hazard and toxicity

• pH adjustment required and not

practical

O3–H2O2 • High efficiency • Potential for bromate formation

• Waters with poor UV transmission can

be treated and custom reactors for UV

are not required

• Disinfection

• Established technology for remediation

• Energy and cost-intensive

• May require treatment of excess H2O2

due to potential for microbial growth

• Must maintain proper O3/H2O2

dosages

• Low pH is detrimental to the process

O3–UV • Residual oxidant will degrade rapidly • Energy and cost-intensive

• Ozone adsorbs more UV light than

hydrogen peroxide (more efficient that

H2O2/UV)

• UV irradiation can serve as disinfectant

• Custom reactors for UV irradiation are

required

• Volatile compounds are stripped from

the process

• Turbidity affects UV light penetration

• Ozone diffusion can result in mass

transfer limitations

• Potential increase in trihalomethanes

(THM) and haloaceticacids (HAA)

formation when combined with chlo-

rine disinfection

TiO2–

UV

• Activated at near UV light (300–380 nm)

compared to other UV oxidation pro-

cesses that require lower wavelengths

• Fouling of catalyst may occur

• When used as a slurry, TiO2 must be

recovered

Sonolysis • Useful with waters with low light

penetration

• Economical treatment of small volumes

• Increases water turbidity

• High energy consumption

• High maintenance costs of probes

• Design criteria is still being developed

Fenton • Some groundwaters have sufficient Fe to

drive Fenton’s reaction

• Low pH (<2.5) is required so that iron

does not precipitate

• Not energy intensive like O3 , UV, or

sonolysis

• Requires iron extraction system

• Operational costs associated with pH

adjustment

• Commercial processes are available

Adapted from Belgiorno et al. (2011), Ref. [9]; Crittenden et al. (2012), Ref. [22]

26 R. Liang et al.



1.4.2.6 Major Factors that Impact AOPs

The major factors that impact AOPs are pH, carbonate, NOM, and reduced metal

ions. The performance of AOPs is affected by pH in three ways: (i) pH affects the

charge on organic compounds that are slightly acidic or basic, (ii) pH affects the

concentration of HCO3
� and CO3

2�, and (iii) pH affects the concentration of HO2
�,

which is important in UV/H2O2, UV/O3, and H2O2/O3 AOPs. For these AOPs, low

pH (<5.0) reduces the rate of production of HO� [72]. Bicarbonate and carbonate

ions are HO�radical scavangers and are often found in high concentrations com-

pared to the concentration of organic pollutant [73]. NOM reacts with HO� radicals
and quenches the reaction [74, 75]. Metal ions in reduced oxidation states, such as

Fe (I) and Mn (II), can consume a significant amount of chemical oxidants, and can

scavenge HO� radicals.

1.4.3 Semiconductor Photocatalytic Degradation

1.4.3.1 Semiconductor Basics

1.4.3.1.1 General Characteristics of Semiconductors

The de Broglie relation associates a wavelength with the electron as follows:

λ ¼ h

p
¼ h

mv
ð1:33Þ

where h is Planck constant and p is momentum.

The wavelength is a function of the inverse of the momentum of the particle and

the frequency is a function of the particle’s kinetic energy:

f ¼ E

h
ð1:34Þ

The wave number corresponds to the number of repeating units per unit of space:

v ¼ 1

λ
v ¼ f

v
for non-dispersive waves and v ¼ f

c
for electromagnetic waves

� �

ð1:35Þ

where v is propagation velocity of the wave (m s�1) and c is speed of light (m s�1).

The wave vector is a vector related to a wave, and its amplitude is equal to the

wave number while its direction is that of the propagation of the wave:
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k ¼ 2π

λ
ð1:36Þ

Therefore the electron momentum can be expressed as:

p ¼ ℏ
λ
¼ ℏk ð1:37Þ

where h ¼ h
2π is reduced Plank constant.

In the free electron model, the electron energy is therefore:

E ¼ p2

2m
¼ ℏ2k

2

2m
ð1:38Þ

where m is inertial mass of the wave-particle.

As m varies with the wave vector, it is called effective mass (m*), defined as:

m� ¼ ℏ2

∂2
E=∂k2

ð1:39Þ

In a free electron the wave function are plane waves, defined as:

Ψk rð Þ ¼ eikr ð1:40Þ

When an electron is placed in a periodic potential such as a crystal lattice with a

lattice distance of a, the wave function of the electron is known as the Bloch wave

function [76]:

Ψnk rð Þ ¼ eikrUnk xð Þ ð1:41Þ

whereU(x) is a periodic function that matches the periodic potential (U(x+ a)¼U(x)).
In the propagation of a wave through a crystal lattice, the frequency is a periodic

function of some wave vector k, in which multiple solutions to the Schrödinger

equation exist, labeled by n, the band index that numbers the energy bands. Each of

these energy levels, with changes in k, forms a smooth band of states. For each

band, a function En(k) can be defined. The wave vector takes on any value inside

what is known as the Brillouin zone [77], which is a polyhedron in reciprocal space

of the crystal lattice.

Energy band gaps can be classified as either direct or indirect band gaps

(Fig. 1.5). A semiconductor is called a direct band gap semiconductor if the energy

of the top valence band lies below the minimum energy of the conduction band

without a change in momentum. On the other hand, a semiconductor is called an

indirect band gap semiconductor if the minimum energy in the conduction band is

shifted by a change in momentum Δp.
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The probability f(E), that an energetic level of a solid is occupied by electrons, is
determined by the Fermi-Dirac distribution function [78]:

f Eð Þ ¼ 1

1þ exp
E�Eo

Fð Þ
kBT

ð1:42Þ

where E is energy (J), Eo
F is Fermi level (J), kB is Boltzmann constant (1.3806 10�23

m2 kg s�2 K�1), and T is temperature (K).

The Fermi level (Eo
F) represents the 50 % probability of finding an electron in

this level. For intrinsic semiconductors, Eo
F falls inside the energetic gap and

depends on the mass of electrons at the end of the conduction band (m�
e), on the

effective mass of electrons at the beginning of the valence band (m�
h), and on the

amplitude of the band gap (Eg). The equation of the Fermi level is as follows:

Eo
F ¼ 1

2
EG þ 3

4
kTln

m�
h

m�
e

� �
ð1:43Þ

The value of Eo
F is equivalent to the electrochemical potential of an electron.

1.4.3.1.2 Semiconductor Doping

Some types of impurities and imperfections to the crystal lattice may drastically

affect the electrical properties of a semiconductor. The conductivity of a semicon-

ductor can be increased by doping, a technique that introduces foreign atoms into

the lattice. This makes electrons available in the conduction band and holes

available in the valence band. For example, in the case of the Si lattice, with each

Si atom having four covalent bonds with four nearby Si atoms, the addition of

atoms—arsenic, phosphorous, or antimony—having one more valence electron

Fig. 1.5 Energy vs. Momentum diagram for a (a) direct bandgap semiconductor and (b) an

indirect band gap semiconductor
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compared to Si will lead to an excess positive charge due to the transfer of an

electron from the foreign atom to the conduction band. This is called donor doping

and creates an n-type semiconductor, where the Fermi level will be close to the

conduction band. On the other hand, if the foreign atom is boron, gallium, and

indium, which have one valence electron less than Si, it can accept one electron

from the valence band. This is called acceptor doping and creates a p-type semi-

conductor, where the Fermi level will reside closer to the valence band. The Fermi

levels of intrinsic, n-type, and p-type semiconductors are shown in Fig. 1.6.

1.4.3.1.3 Semiconductor in Electrolyte

The energy levels of electrons in solids can be extended to the case of an electrolytic

solution containing a redox system [79]. The occupied electronic levels correspond

to energetic states of reduced species, whereas unoccupied states correspond to

energetic states of oxidized species. The Fermi level of the redox couple, Ef, redox,

corresponds to the electrochemical potential of electrons in the redox system and is

equivalent of the reduction potential Vo. To correlate energetic levels of the

semiconductor and the redox couple in an electrolyte, two different scales are

used (in eV and V). There are two scales because in solid-state physics zero is

the level of an electronic vacuum and in electrochemistry the reference is the

potential of the normal hydrogen electron (NHE). The two scales are correlated

using the potential of NHE, which is equal to �4.5 eV and is referred to as that of

the electron in a vacuum [80].

If a semiconductor is placed in contact with a solution containing a redox couple,

equilibrium is reached when the Fermi levels of both phases become equal. This

occurs by means of an electron exchange from solid and electrolyte, which leads to

the generation of charge inside the semiconductor. This charge is distributed in a

spatial charge region near the surface, in which the value of holes and electron

concentrations also differ considerably from those inside the semiconductor.

Figure 1.7a shows schematically the energetic levels of an n-type semiconductor

and a redox electrolyte before contact and at equilibrium after contract. In partic-

ular, as the energy of the Fermi level is higher than that of the electrolyte,

Fig. 1.6 Three types of semiconductors: (a) intrinsic, (b) n-type, and (c) p-type

30 R. Liang et al.



equilibrium is reached by electron transfer from the semiconductor r to the solution.

An electric field is produced by this electron transfer, which is represented by

upward band bending. Owing to the presence of the field, holes in excess generated

in the spatial charge region move toward the semiconductor surface, whereas

electrons in excess migrate from the surface to the bulk of the solid. Figure 1.7b

Fig. 1.7 Formation of a junction between an (a) n-type semiconductor and (b) p-type semicon-

ductor in an electrolyte solution before contact and at equilibrium after contact
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shows the contact between a redox electrolyte and a p-type semiconductor. In this

case transfer of electrons occurs from the electrolyte to the semiconductor and band

bending is downward.

If the potential of the electrode changes due to an anodic or cathodic polariza-

tion, a shift of the Fermi level of the semiconductor with respect to that of the

solution occurs with an opposite curvature of the bands as seen in Fig. 1.8. For a

particular value of the electrode potential, the charge excess disappears and the

bands become flat from the bulk to the surface of the semiconductor. The

corresponding potential is called the flat band potential, VFB, and the determination

of this potential allows for the calculation of the energy of the conduction and the

valence bands [81].

When a semiconductor is irradiated by radiation of suitable energy equal to or

higher than that of the band gap, Eg, electrons can be promoted from the valence

band to the conduction band. Figure 1.9 shows the scheme of electron–hole pair

formation due to the adsorption of a photon by a semiconductor.

The existence of an electric field in the spatial charge region allows for the

separation of the photogenerated pairs. In the case of n-type semiconductor, electrons

migrate toward the bulk whereas holes move to the surface. In the case of p-type

semiconductors, holes move toward the bulk whereas electrons move to the surface.

Photoproduced holes and electrons, during their migration in opposite direc-

tions, can (i) recombine and dissipate their energy as either electro-magnetic

Fig. 1.8 Scheme of the energetic levels at the interface semiconductor-electrolyte for an n-type
semiconductor at (a) equilibrium and (b) flat band potential

Fig. 1.9 Generation of an electron–hole pair after irradiation of (a) n-type semiconductor and

(b) p-type semiconductor
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radiation (photon emission) or simply as heat, or (ii) react with electron-acceptor or

electron-donor species present at the semiconductor electrolyte interface, thereby

reducing or oxidizing them, respectively.

The energy of the conduction band edge (Ec) corresponds to the potential of

the photogenerated electrons, whereas the energy of the valence band gap

corresponds to the potential of the holes. If Ec is more negative than the potential

of a species present in solution, electrons reaching the interface can reduce the

oxidized form of the redox couple. Conversely, if the potential of Ev is more

positive than that of the redox couple, photoproduced holes can oxidize its reduced

form. Knowledge of the relative edge positions of the bands and of the energetic

levels of the redox couples is essential to establish if thermodynamics allow the

occurrence of oxidation and/or reduction of the species in solution. The band gaps

and the positions of the valence band and conduction band edges for various

semiconductors are given in Fig. 1.10.

1.4.3.2 Photocatalysis Mechanism

Photocatalytic properties of a semiconductor depend on (i) the position of the

energetic levels; (ii) the mobility and mean lifetime of the photogenerated electrons

and holes, (iii) the light absorption coefficient, and (iv) the nature of the interface.

The photoactivity depends on the method of preparation of the catalyst, where the

physicochemical properties of the semiconductor are altered.
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Fig. 1.10 Positions of band edges for some semiconductors in contact with aqueous electrolyte at

pH 0. Source: Memming (1994), Ref. [82]
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Each particle of semiconductor in a photocatalytic system is akin to a

photoelectrochemical cell using a semiconductor electrode in contact with an

electrode of an inert metal [83]. In a photoelectrochemical cell an oxidation

or reduction reaction may occur on the semiconductor electrode, whereas in a

semiconductor particle immersed in an electrolyte solution both reactions occur

simultaneously via hole transfer from the valence band and by electron transfer

from the conduction band.

A semiconductor powder suspension is a mixture of many small photocells.

Separation of electron–hole pairs increases with increasing thickness of the spatial

charge region, which depends on the doping of the semiconductor. As the volume of

the semiconductor particle decreases, charge separation becomes a minimum when

the particle size is smaller than the thickness of the spatial charge region. The

adsorption of radiation of a suitable wavelength by the semiconductor allows the

transformation of photons into chemical energy; this phenomenon is termed

photocatalysis. When aqueous solutions of semiconductor powders are irradiated

at the solid–liquid interface of the photocatalyst, photo-induced chemical reactions

occur that are able to degrade organic and inorganic molecules. Degradation occurs

directly by the electron–hole pairs, or via formation of reactive radical species that

are generated in the presence of O2 and H2O. The photocatalytic process also

eliminates many inorganic ionic pollutants present in water by reduction into

elemental form in the vicinity of the catalyst particle or transformation into less

noxious species.

1.4.3.3 Kinetics of Photocatalysis

Heterogeneous catalysis involves systems in which reactants and catalyst are

physically separated phases. Photocatalysis in particular is a change in the rate of

a chemical reaction or its generation when a semiconductor, the photocatalyst,

absorbs ultraviolet-visible-infrared radiation. Photocatalysis taking place at the

boundaries between two phases can be expressed as:

A �����!hv, catalyst
B ð1:44Þ

where A is reactant and B is product.

Photocatalysis of a heterogeneous system can be thought of as two steps:

(i) photoadsorption/desorption processes and (ii) photoexcitation. Photosorption

can be represented as:

A �����!hv, catalyst
Aads ð1:45Þ

where A is reactant and Aads photoadsorbed species.

The photoadsorption of oxygen is focused onTiO2 surface [84–88]. Photoadsorbed

species can act as surface-hole trappings and photoelectrons can be trapped in the bulk
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of the solid or as surface electron trappings. Itwill depend on the chemical nature of the

molecule adsorbed and on the type of the solid adsorbent. These changes are generally

fast and reversible, such that once irradiation has stopped the surface recovers its

previous features under equal initial conditions.

Photoexcitation of a semiconductor can be separated into four simplified types of

electronic excitations induced by light adsorption. In a perfect crystal lattice,

absorption can produce only intrinsic photoexcitations with (i) the promotion of

electrons from the valence band to the conduction band forming free electron-hole

pairs and (ii) the formation of free bulk excitons (the combination of an electron

and a positive hole that is free to move through a non-metallic crystal as a unit).

In an imperfect lattice, the presence of defects causes extrinsic absorption of light,

in particular (iii) photon absorption due to the generation of electronically excited

defects and bound and /or self-trapped excitons and (iv) photon absorption due to

ionization of defect transitions between localized and delocalized electron states

[89, 90].

The adsorption of molecules by the semiconductor in aqueous solution can be

described by two mechanisms (Fig. 1.11): (i) the Langmuir-Hinshelwood mecha-

nism and (ii) the Eley-Rideal mechanism. The Langmuir-Hinshelwood mechanism

is used to explain the interaction of surface charge carriers and excitons with

adsorbed molecules that can promote surface chemical processes, whereas the

Eley-Rideal mechanism is used to explain the interaction of molecules with surface

active centers that can initiate surface chemical processes.

Fig. 1.11 Top model: Langmuir-Hinshelwood Mechanism—two molecules adsorb onto the

surface and diffuse and interact with each other until a product is formed and desorbs from

the surface; Bottom model: Eley-Rideal Mechanism—a molecule adsorbs onto the surface and

another molecule interacts with the adsorbed one until a product is formed and desorbs from

the surface
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In the Eley-Rideal mechanism [91] proposed by Eley and Rideal in 1938, only

one of the reactant molecules adsorbs and the other reacts without adsorbing:

Aþ Sads $ ASads ð1:46Þ

ASads þ Bg $ Product ð1:47Þ

In the Langmuir-Hinshelwood mechanism both molecules adsorb and then

undergo a bimolecular reaction:

Aþ S $ ASads ð1:48Þ

Bþ S $ BSads ð1:49Þ

ASads þ BSads $ Product ð1:50Þ

The Langmuir-Hinshelwood model (LH) is widely applied to liquid and gas

phase systems for the degradation of organic substrates on TiO2 surfaces in the

presence of oxygen [92–95]. It explains the kinetics of reactions that occur between

two adsorbed species. The two main assumptions of the LH model are (i) the

adsorption equilibrium is established at all times and the reaction rate is less than

the rate of adsorption or desorption and (ii) the reaction is assumed to occur

between adsorbed species whose coverage, on the catalyst surface, is in equilibrium

with the concentration of the species in the fluid phase, so that the rate-determining

step of the photocatalytic process is a surface reaction.

The decrease of the amount of species in a liquid–solid phase photocatalytic

system is the combination of photoadsorption and photoconversion processes. To

describe this system, a molar balance can be applied to the species at any time [94]:

nT ¼ nL þ nS ð1:51Þ

where nT is total number ofmoles present in a photoreactor (mol), nL is number ofmoles

in the fluid phase (mol), and nS is number of moles photoadsorbed by the solid (mol).

The molar balance can be rearranged in terms of the total concentration of the

species (CT) (mol L�1), by dividing by the volume (V ) of the liquid phase (L), to
obtain:

CT ¼ CL þ nS
V

ð1:52Þ

where CL is concentration in the liquid phase (mol L�1).

Both substrate and oxygenmust be present for the occurrence of the photoreaction,

then it is assumed that the total disappearance rate of substrate per unit surface area,

rT, relies on second-order kinetics (or a first order model with respect to the substrate

coverage and oxygen coverage):

rT ¼ �1

S

dnT
dt

¼ k
00
θsubθOx ð1:53Þ
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θsub ¼ nS
WN�

S

ð1:54Þ

θOx ¼ nS,Ox
WNo

S,Ox

ð1:55Þ

where S is catalyst surface area (mg g�1), t is time (s), k00 is second order rate

constant, θSub is substrate fractional coverage of the surface, θOx is oxygen frac-

tional coverage of the surface, nS,Ox is the number of moles of oxygen

photoadsorbed on the solid on the unit mass of irradiated solid (mol), N�
S is

maximum capacity of photoadsorbed moles of substrate on the unit mass of

irradiated solid (mol g�1), N�
S;Ox is maximum capacity of photoadsorbed moles of

oxygen (mol g�1), and W is the mass of catalyst (g).

If oxygen is continuously bubbled into the dispersion its concentration in the

liquid phase does not change and it is always in excess. The θOx term of Eq. (1.53) is

then constant so we can define k¼ k00θOx and Eq. (1.53) turns to a pseudo first-order
rate equation:

rT ¼ �1

S

dnT
dt

¼ � 1

SSW
V
dCT

dt
¼ kθsub ð1:56Þ

where SS surface area per unit mass of catalyst and k is pseudo first-order rate

constant.

The kinetic information on a photoprocess consists of knowledge of substrate

concentration values in the liquid phase, CL, as a function of irradiation time. rT and
θsub can be formally written as a function of CL, where θsub and CL relations can be

obtained from an appropriate isotherm (See Sect. 2.6):

rT ¼ � 1

SSW
V
dCT CLð Þ

dt
¼ kθsub CLð Þ ð1:57Þ

In a batch photocatalytic experiment, the substrate concentration values mea-

sured in the liquid phase represent the substrate concentration in equilibrium with

an unknown substrate concentration on the catalytic surface. This is apparent to all

the measured values of substrate concentration except for the initial one. The

substrate concentration measured at the start of a photodegradation experiment is

a system without irradiation, where the initial substrate concentration is under dark

conditions.

1.4.3.4 Photocatalytic Materials

TiO2 is the most widely used semiconductor photocatalyst in water treatment due

to its low cost, chemical stability, and abundance. Current research focuses on

increasing photocatalytic reaction kinetics and photoactivity range to provide either
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high performance UV-activated photocatalytic reactors or energy-efficient solar/

visible light-activated photocatalytic reactors. The optimization approaches for

enhancing the reaction kinetics under UV include increasing surface area [96, 97]

using 1D nano morphology [98, 99], noble metal doping [100], and producing

reactive crystal facets [101, 102]. Researchers have attempted to alter the

photoactivity range to solar/visible light by, for example, doping via metal impu-

rities, anions, dyes, and narrow band-gap semiconductors [96, 100].

Other than TiO2, WO3 and fullerene derivatives have potential to be used in

photocatalytic water treatment. WO3 has a narrower band gap compared to TiO2,

allowing it to be activated by visible light (<450 nm) [103]. Fullerene derivatives

such as aminofullerenes [104], fullerol, and C60 [105] have been proposed to

generate 1O2 under visible light irradiation, despite it currently being more expen-

sive and less available than TiO2.

1.4.3.5 Physical Parameters that Affect Photo-Activity

There are five physical parameters that affect photocatalytic activity: (i) mass of

catalyst, (ii) wavelength, (iii) initial concentration of reactant, (iv) temperature, and

(v) radiant flux. These are shown in Fig. 1.12.

1.4.3.6 Radiation Sources

The radiation source used in a photocatalytic application largely determines the

performance. There are six irradiation sources that can be used: (i) arc lamps,

(ii) fluorescent lamps, (iii) incandescent lamps, (iv) lasers, (v) light-emitting diodes

(LEDs), and (vi) solar light. The six processes are listed in Table 1.10 below.

Arc lamps are made from neon, argon, xenon, krypton, sodium, metal halide,

and mercury. For mercury lamps, there are four classifications that have been made:

1. Low pressure: the lamp contains Hg vapor at 0.1 Pa at 298 K (emission

wavelengths: 253.7 and 184.9 nm).

2. Medium pressure: the lamp contains Hg vapor from 100 kPa to several hundred

kPa (emission wavelengths: 313, 366, 436, 576, and 578 nm).

3. High pressure: the lamp contains Hg vapor greater or equal to 10 MPa (emission:

continuous background from 200 to 1,000 nm with broad lines).

4. Hg-Xe: the lamp contains a mixture of Hg and Xe vapors at high pressure and is

used to simulate solar radiation.

Fluorescent lamps are filled with gas typically containing a mixture of

low-pressure mercury vapor and argon (or xenon). The inner surface of the lamp

is coated with a fluorescent coating made of vary blends of metallic and rare earth

phosphor salts. The UV light produced by the cathode emits light at 253.7 and

185 nm. The UV light is absorbed by the bulb’s fluorescent coating, which reradi-

ates the energy at two intense lines of 440 and 546 nm in the visible light region.
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Table 1.10 List of irradiation sources

Type of radiation source Description of emission process

Arc lamp Emission is obtained by activation of a gas by collision with accelerated

electrons generated by an electric discharge between two electrodes,

typically made from tungsten

Fluorescent lamp The cathode is heated sufficiently to emit electrons which collide with a

gas, and ionize it to form a plasma, known as impact ionization. As

the conductivity of the ionized gas rises, higher currents ionize

mercury causing it to emit light in the UV region of the spectrum.

The UV light is adsorbed by the bulb’s fluorescent coating, which

re-radiates energy to lower frequencies to emit visible light.

Incandescent lamp Emission is obtained by heating filaments of various substances to very

high temperatures via current circulation

Lasers Emission occurs via a quantum-mechanical and thermodynamic

process. Light of a specific wavelength is amplified through a gain

medium by a process known as pumping

Light-emitting

diodes

Electrons and holes are injected in a recombination zone through two

parts of the diode doped in different ways; n-type impurities for

electrons and p-type for holes. When these electron-hole pairs

recombined light is emitted

Solar light Light emission from sun

Adapted from Augugliaro et al. (2010), Ref. [91]
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An incandescent lamp is a halogen lamp, where the tungsten filament is sealed

into a small envelop filled with a halogen such as iodine or bromine. In applications

that required UV radiation, the lamp envelope is made of quartz and is a source of

UV-B radiation. The lamp is designed to run about 2,000 h.

1.4.3.7 Quantum Yield

The quantum yield is the fundamental parameter in heterogeneous photocatalysis

and is described as:

Φλ ¼ moles of reactant or product

moles of photons einsteinsð Þadsorbed ð1:58Þ

This parameter is useful as a way to compare efficiencies between various

photocatalysts; however, there are two experimental issues: (i) most common

light sources are not monochromatic and (ii) the inherent difficulty of measuring

the photons adsorbed by the photocatalyst. For photocatalytic reactions in aqueous

solutions, a standard protocol has been proposed that uses a standard reactant, such

as phenol, and a standard photocatalyst (Degussa P25) to compare results from any

laboratory or experimental arrangement in terms of quantum yield. The apparent

quantum yield for most photocatalytic reaction range from 0.1 to 3 % depending on

the following properties: (i) reactant and its concentration, (ii) light intensity, and

(iii) the constituents in the water matrix. There are examples of increasing the

quantum yield, such as by reducing catalyst electron–hole recombination. This is an

area where ongoing research is being conducted [91].
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