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Abstract. Nowadays, people in social networks can have impact on the actual 
society, e.g. a post on a person's space can lead to real actions of other people in 
many areas of life. This is called social influence and the task of evaluating the 
influence is called social influence analysis which can be exploited in many 
fields, such as typical marketing (object oriented advertising), recommender 
systems, social network analysis, event detection, expert finding, link predic-
tion, ranking, etc. The h-index, proposed by Hirsch in 2005, is now a widely 
used index for measuring both the productivity and impact of the published 
work of a scientist or scholar. This paper proposes to use h-index to measure the 
blogger influence in a social community. We also propose to enhance informa-
tion for h-index (as well as its variants) calculation, and our experimental re-
sults are very promising. 
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1 Introduction 

In real life, people usually tend to consult others (e.g. family members, relatives, 
friends, or experts) before making decisions, especially important ones. As reviewed 
by [1], 83% of people ask others for experience before trying a restaurant, 71% of 
people do the same before buying a prescription drug or visiting a place, and 61% of 
people talk to others before watching a movie. Thanks to the characteristic of social 
networks that makes the information distribution almost at real-time, it leads to the 
change of daily behaviors of people who participate in a social network. For example, 
before buying a certain product (e.g. a mobile phone), people tend to search for others' 
available comments, experiences or evaluation on the product. As a result, if the con-
tent of a user's post is interesting and reliable, it can have a certain impact on other 
people in that network community. In other words, people have one more source of 
consultant affecting their daily habits. 

A recent typical example that shows the influence of a user on a social network on 
economy is two tweets of Carl Icahn on Tweeter in August 2013: “We currently have 
a large position in APPLE. We believe the company to be extremely undervalued. 
                                                           
* Corresponding author. 
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Spoke to Tim Cook today. More to come”, and “Had a nice conversation with Tim 
Cook today. Discussed my opinion that a larger buyback should be done now. We 
plan to speak again shortly.” The two tweets had a big impact on Apple's stock mar-
ket. The value of Apple's stocks increased more 12 billion US dollars with about 
200.000 stock transactions soon after the appearance of the tweets. Such fact raised a 
new topic called social influence analysis which evaluates the influence capacity of a 
user (in a social network) on the others. In other words, it evaluates how much an 
action (described in a user's post) can lead to certain actions of other people in the 
community as well as real society. 

N. Agarwal et al. [1] proposed a model (called iFinder) which attempts to figure 
out top k influential bloggers having highest scores. The key idea is to score all the 
posts of bloggers in a community, and select the highest score of one's posts to be 
his/her influence score (more details of the model will be given in Section 2). Natural-
ly, influence score should be a value that is accumulatively calculated and increased 
over new posts. Hence, if the influence score relies on only one post, we do not take 
the contribution of other posts into account, and it does not seem reasonable. In addi-
tion, such a score is not reliable in some situations, such as spamming in which 
spammers simply make some effort to increase the score of only one of his posts. 
Though the authors claimed that it is possible to use the mean score of all posts as the 
influence score, this calculation method, again, has a drawback, i.e. it takes into ac-
count both influential and non-influential posts. Finally, based on the fact that the life 
time (time to have attention) of posts in social networks is short, if we rely on a single 
post score, and when this post is obsolete, it is not reasonable to use its score as blog-
ger’s score.  

In this paper, we propose to apply the h-index [8] to calculate the influence score 
of bloggers which will better reflect the reality. The h-index was proposed by Hirst to 
measure both the productivity and impact of the published papers of a researcher. If a 
researcher has N published papers in which there are h papers (h≤N) each of which 
has at least h (inbound) citations, then his h-index is h. It is easily noted that the prod-
uctivity is the number of papers (h) that have impact (as the number of citations h). 
When the h-index is applied to rank bloggers, we do not rely on a single post any-
more, and also calculate non-influential (or less influential) posts.  

However, as we can see, the h-index does not take outbound citations into account. 
This is not appropriate for social networks where inbound and outbound links and 
other related information play the role of essential constructs for information naviga-
tion and distribution. In this paper, we propose to utilize the post score of iFinder 
which incorporates several properties (besides inbound links) in the first step of h-
index calculation. 

The next problem we faced in this work is that the posting score of iFinder is a real 
number (in the range of [0..1)) which cannot be directly used for the h-index calcula-
tion. We use two methods to convert a real number post score to an integer for h-
index calculation. Finally, since the h-index was introduced, there have been several 
proposed variants with improvements. In this work, we also calculated influence score 
using h-index variants for evaluation. 
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The rest of the paper is organized as follows. Section 2 briefly introduces related 
work. Section 3 presents our model to calculate influence scores. Section 4 shows the 
experimental results and evaluation. Finally, Section 5 concludes the paper and gives 
some potential future directions. 

2 Related Work 

2.1 Influential Blogger Identification 

The people whose experiences, opinions, and suggestions are sought after are called 
the influentials [2]. As stated by M. Momma et al. [13], social influence has two 
forms: the first one is the action (or behavior) (stated in the post) itself, and the second 
is that this action can lead to the action of other people. The second form is the object 
of this paper that reflects the impact of influential on other individuals in the commu-
nity. As reviewed in [1], the identification of the influential bloggers can benefit all in 
developing innovative business opportunities, forging political agendas, discussing 
social and societal issues, and lead to many interesting applications [5, 7, 10, 11, 12, 
14]. For example, the influentials are often market-movers. Since they can influence 
buying decisions of the fellow bloggers, identifying them can help companies better 
understand the key concerns and new trends about products interesting to them, and 
smartly aspect them with additional information and consultation to turn them into 
unofficial spokesmen. Approximately 64% advertising companies have acknowl-
edged this phenomenon and are shifting their focus toward blog advertising. As repre-
sentatives of communities, the influentials could also sway opinions in political  
campaigns, elections, and aspect reactions to government policies. Tracking the in-
fluentials can help understand the changing interests, foresee potential pitfalls and 
likely gains, and adapt plans timely and pro-actively (not just reactively). The influen-
tials can also help in customer support and troubleshooting since their solutions are 
trustworthy in the sense of their authority in term of being influentials.  

The influential blogger identification can be roughly defined as: Given a set of M 
bloggers (in a certain community), find out K (ܭ ൑  bloggers who have highest (ܯ
scores (according to a certain estimation).  

Nitin Agarwal et al. [1] proposed a model called iFinder for calculating blogger in-
fluence score, which will be introduced in detail in Section 3. 

2.2 H-index Family  

In this section, we briefly introduce h-index as well as its variants which will be used 
in our research. 

The h-index was proposed by Hirsch in 2005 [8] to be used as an index of a scien-
tist or scholar. It is defined as follows: 

A scientist has index h if h of his/her Np papers have at least h citations each, and 
the other (Np h) papers have no more than h citations each. 
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Let C be the set of top most cited papers of a scientist, U be the set of all the scien-
tist's papers, cite(p) be the function returning the number of citations to paper p, then 
the h-index h of the scientist is defined as follows:  ݄ ൌ ݃ݎܽ max஼ك௎  |ܥ|
݌׊ ݐ݄ܽݐ ݄ܿݑݏ  א ,ܥ ሻ݌ሺ݁ݐ݅ܿ ൒ |ܥ| ר ݌׊  א ,ܥ\ܷ ሻ݌ሺ݁ݐ݅ܿ ൏  (1) |ܥ|

For example, a scientist published 6 papers. Assuming that for two top most cited 
papers, each has 6 references, while each of the rest has 2 references. Then the h-
index of this scientist is 2. The common sense of the h-index is that it increases as the 
number of papers and citations accumulate, and thus it depends on the 'academic age' 
of the scientist. It also has quantitative aspect: As reviewed by the author, for physic-
ists, a value for h of about 12 might be typical for advancement to associate professor 
at major research universities. A value of about 18 could have a full professorship; 
15–20 could gain a fellowship in the American Physical Society; and 45 or higher 
could mean membership in the United States National Academy of Sciences. This 
indicates the h-index to be a stable and consistent estimator of scientific achievement. 
Thus, it is currently used to rank objects bigger than a person, such as a department, a 
university, a country or a journal. 

L. Egghe [6], in 2006, argued that h-index has a problem of assigning the same 
weight to all papers that contribute to h-index, since when a researcher has the index 
h, and one of his papers has much more citations than h, this paper contributes the 
same weight as that of the top h papers. Egghe proposed another index called g-index 
as follows: 

Given a set of articles ranked in decreasing order of the number of citations that 
they received, the g-index is the (unique) largest number g such that the top g articles 
received a total of at least g2 citations. 

Let C be the set of g top most cited papers (ܥ ൌ ሼ݌ଵ, ,ଶ݌ … , -஼|ሽ) the formula for g|݌
index can be defined as follows: 

ݔ݁݀݊݅-݃  ൌ ݃ݎܽ max஼ك௎ ݃ ଶ݃ ݐ݄ܽݐ ݄ܿݑݏ  ൑ ∑ ௜ሻ|஼|௜ୀଵ݌ሺ݁ݐ݅ܿ  (2) 

We can notice that total number of top g papers is used in g-index calculation, 
hence, a paper of higher number of citations contributes more weight to the index than 
a smaller one. With the same argument as that of Egghe, Jin [9], in 2006, proposed 
another variant of h-index called A-index. If a researcher has the h-index h constructed 
from the set C of top most cited papers (ܥ ൌ ሼ݌ଵ, ,ଶ݌ … ,  ௛ሽ), then A-index is defined݌
as follows: 

ݔ݁݀݊݅-ܣ  ൌ ଵ௛ ∑ ௝ሻ௛௝ୀଵ݌ሺ݁ݐ݅ܿ   (3) 

However, this formula still has a problem as stated in [4]. Consider the following 
situation: an author X1 published 20 papers, in which one paper has 10 citations while 
each of the rest has only one citation; another author X2 published 30 papers, in which 
one paper has 30 citations while each of the rest has 2 citations. Naturally, author X2 
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should be considered to be better than X1. Nonetheless, H-indices of X1 and X2 are 1 
and 2, correspondingly, whereas, the A-indices of the two authors X1 and X2 are 10 
and 6, correspondingly. This drawback comes from the fact that A-index formula has 
a division by h. Suppose an author has h-index h, based on the set of h top most cited 
papers, J. BiHui et al. [4], in 2007, proposed another one called R-index which is 
defined as, 

ݔ݁݀݊݅-ܴ  ൌ ට∑ ௝௛௝ୀଵ݌ሺ݁ݐ݅ܿ ሻ  (4) 

Peter Vinkler [15], in 2009, proposed ݔ݁݀݊݅-ߨ to improve the h-index. Suppose 
the total number of papers of a scientist is T that are sorted in the acceding order of 
number of citations, let the elite set గܲ  be උ√ܶඏ  top most cited papers, ܥሺ గܲሻ ൌ∑ ௉ഏאሻ௣݌ሺ݁ݐ݅ܿ , then ݔ݁݀݊݅-ߨ is defined as follows: 

ݔ݁݀݊݅-ߨ  ൌ ሺܥ0.01 గܲሻ (5) 

Due to the limitation of A-index, we will not use it in our experiments. The h-index 
is used to measure the productivity as well as impact in the whole academic life of a 
scientist, so it should increase over time. However, when it is used to rank bloggers, 
we can calculate h-index of a blogger based on the data in a certain duration (not the 
whole), so that it can increase or decrease depending on the data. In other words, it is 
possible to compare the influence of the blogger in different time durations.  

3 Using the H-index to Measure Influence 

3.1 Rationale 

Based on the intuition that when paper A refers to another one B, A tends to borrow 
information from B. In other words, B is an information source. The more references 
B has, the more interesting it is. Thus, the h-index bases only on inbound citation 
information for calculation. The situation is completely changed in World Wide Web 
or social networks. Let’s analyze some important properties other than inbound refer-
ence (citation) which should be considered in index calculation: a) Outbound links 
also play important roles in information navigation or distribution. For a website of an 
organization, the home page has a crucial role, because it stores the links as a map to 
guide users to navigate to their expected pages. For social network sites, such as Twit-
ter, when a user A follows (or links) to another one B, then B’s new tweets will appear 
in (or be distributed to) A’s home page. In this case, the outbound link (from A to B) 
servers as a clue for information distribution. b) The content of the post (or webpage 
or tweet) is an important property in the context whether it is a hot/contemporary 
topic in the real world. This may be the most important aspect, however, it is the most 
difficult aspect to estimate. c) Response: a post can attack others to respond in a form 
of comments/discussions. The more comments a post has, the more interesting it 
tends to be. d) Related information of the user in real life (e.g. the position of job or 
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expertise): as seen in the example of Icahn’s tweets, the position of Icahn has a big 
effect on the others. However, this information is difficult (even impossible) to obtain. 
e) The number of reads (or visits): may indicate a certain interesting level of the post. 
f) Activeness: an active user may usually have new information to post. 

From this discussion, we propose to integrate some more properties (information) 
into h-index calculation. After a review, we noticed that iFinder has exploited and 
incorporated some additional properties in their model, thus, we reuse the calculation 
model of iFinder as the first step for h-index calculation. Before introducing our mod-
el, we briefly present the iFinder model in the next subsection.  

3.2 iFinder Model 

Influential Blogger definition: A blogger is influential if s/he has at least one influen-
tial blog post 
For a blogger bk who has N blog posts {p1, p2, ...,pN}; denote the influence score of ith 
post as I(pi), then bk influence index (iIndex) is defined as follows: 

ݔ݁݀݊ܫ݅  ൌ arg max௜ୀଵ..ே  ௜ሻ (6)݌ሺܫ

A blog post pi is deemed influential iff ܫሺ݅݌ሻ ൒ α, where α is a threshold deter-
mined at the calculation time based on the number of the most influential bloggers. 

Problem Statement: Given a set U of M bloggers ሼܾଵ, ܾଶ, … , ܾெሽ, the problem of 
identifying influential bloggers is defined as determining an ordered subset V of K

1  most influential bloggers (with highest iIndex values): ܸ ൌ ሼܾ୨ଵ, ୨ܾଶ, … , ௝ܾ௄ሽ 
sorted by their iIndex in the descending order such that ܸ ك ܷ and ܭ ൑ ൫ݔ݁݀݊ܫ݅ .i.e ,ܯ ୨ܾଵ൯ ൒ ሺݔ݁݀݊ܫ݅  ୨ܾଶሻ ൒  … ൒ ሺݔ݁݀݊ܫ݅  ௝ܾ௄ሻ. In this 
problem, we can see that the threshold α is equal to ݅ݔ݁݀݊ܫሺ ௝ܾ௄ሻ. 

As stated by K. Apostolos et al. [3], the graphs (based on the links) of blog sites are 
very sparse, hence, it is not suitable to rank blog posts using Web ranking algorithms 
(e.g. the PageRank algorithm). N. Agarwal et al. [1] proposed an alternative model to 
identify influential bloggers called iFinder which is described below. 

The initial properties (or parameters) used to calculate the influence score of a blog 
post are: its set of inbound links (ߡ); its set of comments (ߛ); its set of outbound links 
  .(ߣ) and the length of the post ;(ߠ)

Let I(p) denote the influence score of a node p (e.g. a blog post) in the graph 
representing a blog site, then the InfluenceFlow(.) across that node is given as fol-
lows: 

ሻ݌ሺݓ݋݈ܨ݁ܿ݊݁ݑ݈݂݊ܫ  ൌ ௜௡ݓ ∑ ௠ሻ|ఐ|௠ୀଵ݌ሺܫ െ ௢௨௧ݓ ∑ ௡ሻ|ఏ|௡ୀଵ݌ሺܫ   (7) 

where win and wout are weights used to adjust the contribution of inbound and out-
bound influence, respectively; pm (1 ൑ ݉ ൑  is a post that has a link to p; pn (ߠ
(1 ൑ ݊ ൑   ;is a post that is referred by p (ߠ

                                                           
1  K is a user specified parameter. 
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InfluenceFlow(.) measures the difference between the total incoming influence of 
all inbound links and the total outgoing influence by all outbound links of the blog 
post p. It accounts for the part of influence of a blog post that depends upon inbound 
and outbound links. The intuitive aspect of this function is that: if a blog post is re-
ferred by another one, then it seems to have novelty, and then it gets bonus score; 
however, when a post links to another post, then its content seems to 'borrow' infor-
mation from an external source, and it gets penalty score. 

In addition, the post's comments also indicate that the post is interesting or has  
novelty, hence influence I(p) is proportional to the number of comments (ߛ௣), 

ሻ݌ሺܫ  ൌ ௣ߛ௖ݓ ൅  ሻ (8)݌ሺݓ݋݈ܨ݁ܿ݊݁ݑ݈݂݊ܫ

where wc is the contribution weight of the total number of comments ߛ௣on the  
post p. 

The last parameter is the length of the post ߣ௣. It is not simply to use ߣ௣ as a 
weight, Agarwal proposed to convert ߣ௣ to a weight by a function w(.), and the final 
formula for I(p) (from Eq. 8) is written as follows: 

ሻ݌ሺܫ  ൌ ௣൯ߣ൫ݓ ൈ ቀݓ௖ߛ௣ ൅  ሻቁ  (9)݌ሺݓ݋݈ܨ݁ܿ݊݁ݑ݈݂݊ܫ

The influence score of each post I(p) is normalized in the range of [0..1). 
Given a set U of M bloggers who have a set P of N blog posts ܲ ൌ ሼ݌ଵ, ,ଶ݌ … ,  ,ேሽ݌

denote A as the adjacency matrix, where each entry Aij represents the link between  
the post pi and pj. i.e. if pi refers to pj, then Aij=1; otherwise Aij=0. Matrix A represents 
the outbound links among posts, consequently, AT represents the inbound links  
among the posts. Define the vectors of post length ߣԦ, comments ߛԦ, influence ଓԦ, and 

influence flow Ԧ݂ as follows: ߣԦ ൌ ቀݓ൫ߣ௣భ൯, ,௣మ൯ߣ൫ݓ … , ௣ಿ൯ቁ்ߣ൫ݓ Ԧߛ, ൌ ൫ߛ௣భ, ,௣మߛ … , ௣ಿ൯்,ଓԦߛ ൌ ൫ܫሺ݌ଵሻ, ,ଶሻ݌ሺܫ … , ேሻ൯்,Ԧ݂݌ሺܫ ൌ ሺ݂ሺ݌ଵሻ, ݂ሺ݌ଶሻ, … , ݂ሺ݌ேሻሻ் 
 

Now, Eq. 7 can be rewritten as follows: 

 Ԧ݂ ൌ ଓԦ்ܣ௜௡ݓ െ ଓԦܣ௢௨௧ݓ ൌ ሺݓ௜௡்ܣ െ  ሻଓԦ  (10)ܣ௢௨௧ݓ

and Eq. 9 can be rewritten as follows: 

 ଓԦ ൌ diag൫ߣԦ൯൫ݓୡߛԦ ൅ Ԧ݂൯ (11) 

Combine Eq. 10 and Eq. 11, we have 

 ଓԦ ൌ ݀݅ܽ݃൫ߣԦ൯ሺݓ௖ߛԦ ൅ ሺݓ௜௡்ܣ െ  ሻଓԦሻ  (12)ܣ௢௨௧ݓ

It is possible to solve the iterative Eq. 12 using power iteration method as  
described in Algorithm 1 [1]. 
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Input: A set P of blog posts, the termination parameters: 
number of iteration iter, the similarity threshold ߬  
Output: The influence vector ଓԦ representing the influence 
score of all the blog posts in P 
 

Compute the adjacency matrix A 

Compute vectors post length ߣԦ, comments ߛԦ 
Initialize ଓԦ ൌ ଓ଴ሬሬሬԦ 
repeat  

 ଓᇱሬሬԦ ൌ ݀݅ܽ݃൫ߣԦ൯ሺݓ௖ߛԦ ൅ ሺݓ௜௡்ܣ െ  ሻଓԦሻܣ௢௨௧ݓ
ݎ݁ݐ݅  ึ ݎ݁ݐ݅ െ 1 
until ሺܿݕݐ݅ݎ݈ܽ݅݉݅ݏ_݁݊݅ݏ݋൫ଓԦ, ଓᇱሬሬԦ൯ ൏ ࣎ሻ or ሺ݅ݎ݁ݐ ൑ 0ሻ 

Algorithm 1. Influence calculation (blog posts’ score calculation) 

After experiments, the author found out the contribution order of the 4 properties 
used in the iFinder model is: inbound links > comments > outbound links > blog post 
length, and the combination of the four gives the highest performance indicating that 
the selection of the four properties is suitable. 

3.3 Our Model 

In this section, we describe the details of our model for finding top K influential blog-
gers based on the h-index family. In comparison with scientific articles, the life time 
of posts (from the time the post appeared to the last time it was referred) in social 
networks is shorter, thus using the h-index family for measuring the influence is a 
more meaningful than the measuring method of iFinder which only bases on a single 
post. Since when the post represented for a blogger’s influence score is obsolete, it 
should not be the representative anymore. Our model to identify influential bloggers 
is based on the h-index family, which is different from that of iFinder, we redefine an 
influential blogger as,  

A blogger has the influence score of h if h is his/her h-index (or its variant)  
value. 
And the influential blogger identification problem is defined as follows: 

Input: A set U of M bloggers who have N blog posts and a 
parameter K (ܭ ൑  (ܯ
Output: The set V of K top h-index bloggers. 

Our model is described in Fig. 1, which has following steps: 
Preprocessing: for each post, we parse each post to extract essential information 

for next steps, e.g. the post title; the content of the post; the length of the post; the 
number of inbound links; the number of outbound links; the author (blogger) of the 
post; the number of comments; the tags of the post; the timestamp (post time). 
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Post score estimation: as discussed in Section Rationale, we would like to inte-
grate some more properties (besides inbound links). However, due to some limitation 
(e.g. the availability of data), we finally selected same four properties as those of 
iFinder, i.e., the number of inbound links; the number of outbound links; the number 
of comments; the post’s content (estimated as the post length). We apply iFinder 
model to estimate the score of each post. The results of this step are the scores of each 
post in the range of [0..1). 

Post score conversion: since the post score (returned by the previous step) in the 
range of [0..1) is not compatible for h-index calculation, we propose to use binning 
for transforming a post score into an integer. There are two binning methods: 

• Equal-frequency (or equal-depth) binning: given m posts, equal-frequency binning 
method divides them into n bins, so that the bins have an equal number of posts. 
Formally, let pos(p) denote the position of post p in the sorted list by score in the 
ascending order, the bin number of p is ܾ݅݊ሺ݌ሻ ൌ  .ۂ݊/ሻ݌ሺݏ݋݌ہ

• Equal-width binning: in this method, each bin will have the same interval range of 
value instead of number of posts. Denote l, r as the lower and upper bounds of the 
target integer range, correspondingly. The interval range (irange) of each bin is ݅݁݃݊ܽݎ ൌ ௥ି௟௡ , and the range of ith bin is ሾ݈ ൅ ሺ݅ െ 1ሻ כ ,݁݃݊ܽݎ݅ ݈ ൅ ݅ כ ݁݃݊ܽݎ݅ ) 

where (1 ൑ ݅ ൑ ݊). Given a post p then ܾ݅݊ሺ݌ሻ ൌ ݅ if ݁ݎ݋ܿݏሺ݌ሻ א ܾ݅݊௜  

 

Fig. 1. The ranking model based on the h-index family 

Index calculation: for each blogger, we collect the bin(.) values of all his posts to 
use as the number of citation (i.e., cite(.) function), and then calculate the values of 
the variant of h-index. After this step, we have the index of all bloggers, hence, we 
can sort the blogger list by their index and return K top highest index bloggers. 

In the real world, the influence of a blogger may increase or decrease (not always 
increase as h-index for a scientist). However, as discussed in Section 2, it is possible 
to apply our model to calculate the index of a blogger based on the data subset col-
lected at a certain duration in order to track the influence change of the blogger over 
time to reflect the real situation. 

Posts 

Preprocessing 

Post score estimation Post score conversion 

Index calculation

Blogger indices
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4 Experiments and Evaluation 

4.1 Data Set and Experimental Setup 

Thanks to the support of Nitin Agarwal et al. [1], we had the data set “The Unofficial 
Apple Weblog” (TUAW) which consists of about 10,000 blog posts from 35 blog-
gers. The dataset was manually investigated to rank bloggers based on their active-
ness. The parameter settings used in iFinder model (cf. Algorithm 1) are those  
recommended by the author. In equal-depth binning, we set the number of bins to 
100. In equal-width binning, we set ݈ ൌ 1; ݎ ൌ 1000; ݊ ൌ 1000 ሺor ݅݁݃݊ܽݎ ൌ 1ሻ. 

4.2 Experimental Results and Evaluation 

We ran our model with two binning methods (i.e., equal-depth and equal-width) 
which both gave the same set of top 5 of most influential bloggers. To evaluate our 
model, similar to iFinder, we compare top 5 bloggers returned by our model (with the 
rank of equal-depth binning) with those of iFinder and TUAW as shown in Table 1. 

Table 1. Comparison of top 5 bloggers 

TUAW iFinder Our model 

Erica Sadun 
Scott McNulty 
Mat Lu 
David Chartier 
Micheal Rose 

Erica Sadun 
Dan Lurie 
David Chartier 
Scott McNulty 
Laurie A. Duncan 

Scott McNulty 
C. K. Sample, III 
Dave Caolo 
David Chartier 
Laurie A. Duncan 

 
As claimed by Nitin Agarwal, an influential blogger can be, but not necessarily, an 

active one. Thus the results returned by iFinder are not the same as top 5 active blog-
gers. Refer to Table 1, iFinder shares three bloggers (in italic) with TUAW, while our 
model shares two bloggers with TUAW (in italic), and shares 3 bloggers with iFinder. 
As reviewed by Agarwal, Dan Lurie is not active (i.e. not in the top of TUAW) but 
influential. Because, Dan has 4 influential posts and, especially, one of them writing 
about IPhone attacked a large number of discussion, and iFinder selects this highest 
post score as the influence score of a blogger resulting in Dan appearing in top 5. 
However, recalling the discussion in Section 1 that this score selection is a drawback 
of iFinder where spammers simply try to boost one of his posts to have a high score 
leading them to be influentials. 

Our model did not put Dan Lurie in the top 5 influentials thanks to the difference 
in blogger score calculation. Another example is Erica Sadun who is marked as the 
first ranked influential blogger by both TAUW and iFinder. His most influential post 
is a keynote speech of Apple Inc. CEO Steve Jobs, which fostered a big number of 
comments and inbound links (two of the most influential properties contributing to 
the post score) giving him the highest score in iFinder model. Nonetheless, the h-
index family does not rely on a single post, and assigns Erica Sadun a lower score in 
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comparison with the fifth blogger Laurie A. Duncan. That is also the reason why two 
bloggers: C. K. Sample and C. K. III Dave Caolo appear in top 5 of our model. 

Observation from equal-width and equal-depth binning experiments, the two me-
thods produced the same top 5 influential set with 4 different indexes (i.e. h-index, g-
index, r-index and ݔ݁݀݊݅-ߨ), however, the blogger’s index values are different. There 
are 3 different bloggers in top 10 set between the two methods indicating that top 
influential bloggers seem to be stable in two binning methods and 4 indexes. In addi-
tion, equal-depth binning gave higher index values than equal-width binning, though 
the scale of equal-width binning (in the range of [1..1000]) is larger than that of equal-
depth binning (in the range of [1..100]). This is from the fact that the post scores do 
not distribute equally in the range but group in discrete clusters. At the moment, we 
haven’t found out a suitable method to evaluate which index among the four is the 
best. This is a potential problem for our future. 

Table 2. g-index of top 5 bloggers over time 

Blogger 2004 2005 2006 2007 
Scott Mcnulty 0 92 98 98 
C. K. Sample, III 0 94 95 95 
Dave Caolo 0 90 95 85 
David Chartier 0 86 96 96 
Laurie A. Duncan 43 87 94 94 

 
We also carried out experiments to observe the change of blogger’s influence score 

over time. As discussed in Section 3, we calculated the index (e.g. g-index) of a blog-
ger based on a data subset (e.g. in one year duration). From the four year results of top 
5 bloggers’ g-index in Table 2, we can notice that the index can increase or decrease 
depending on the actual data. This means it is possible to use an index to follow the 
influential change of a blogger. 

5 Conclusion and Future Work 

In this paper, we proposed to use the h-index family for ranking bloggers in order to 
find out the top most influential ones. For enhancing the information used in h-index 
calculation, we proposed to integrate some more properties (in addition to inbound 
reference). The experimental results proved our proposed model are comparable to 
the iFinder model. Moreover, our model may avoid the drawback of iFinder model, 
i.e. vulnerable to spam. For the future work, we plan to integrate some more proper-
ties as discussed in Section 3, and apply our model to other domain than blogosphere, 
such as Facebook or Twitter.  

Since the life time (the time of having attention) of a post is much shorter than that 
of a scientific paper, we plan to incorporate some information (e.g. the post time) in 
score estimation. 

Another future direction is h-index threshold determination, as estimated by Hirsch 
in 2005 [8], a certain h-index value a physicist has can be appropriate for a certain 
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academic position or award (e.g. associate/full professor, cf. Section 2). We plan to 
figure out the threshold to judge a blogger to be influential instead of simply returning 
the top ranked ones. 

The final future stuff is to judge which index (in the h-index family) is the most 
suitable for measuring influences. 
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