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Preface

This volume contains papers presented at the 2"International Conference on Com-
puter Science, Applied Mathematics and Applications (ICCSAMA 2014) held on 8-9
May, 2014 in Budapest, Hungary. The conference is co-organized by Analysis, De-
sign and Development of ICT systems (AddICT) Laboratory, Budapest University of
Technology and Economics, Hungary, Division of Knowledge Management Systems,
Wroclaw University of Technology, Poland, and Laboratory of Theoretical & Applied
Computer Science, Lorraine University, France in cooperation with IEEE SMC Tech-
nical Committee on Computational Collective Intelligence.

The aim of ICCSAMA 2014 is to bring together leading academic scientists, re-
searchers and scholars to discuss and share their newest results in the fields of Com-
puter Science, Applied Mathematics and their applications. After the peer review pro-
cess, 30 papers by authors from Algeria, Austria, Finland, France, Germany, Hungary,
India, Israel, Japan, Republic of Korea, Poland, Slovakia, United Kingdom and Vietnam
have been selected for including in this proceedings. The presentations of 30 have been
partitioned into 7 sessions: Advanced Optimization Methods and Their Applications,
Queueing Models and Performance Evaluation, Software Development and Testing,
Computational Methods for Mobile and Wireless Networks, Computational Methods
for Knowledge Engineering, Logic Based Methods for Decision Making and Data Min-
ing, and Nonlinear Systems and Applications.

The clear message of the proceedings is that the potentials of computational meth-
ods for knowledge engineering and optimization algorithms are to be exploited, and
this is an opportunity and a challenge for researchers. It is observed that the ICCSAMA
2013 and 2014 clearly generated a significant amount of interaction between members
of both communities on Computer Science and Applied Mathematics. The intensive
discussions have seeded future exciting development at the interface between computa-
tional methods, optimization and engineering.

The works included in this proceedings can be useful for researchers, Ph.D. and
graduate students in Optimization Theory and Knowledge Engineering fields. It is the
hope of the editors that readers can find many inspiring ideas and use them to their
research. Many such challenges are suggested by particular approaches and models
presented in the proceedings.



VI Preface

We would like to thank all authors, who contributed to the success of the confer-
ence and to this book. Special thanks go to the members of the Steering and Program
Committees for their contributions to keeping the high quality of the selected papers.
Cordial thanks are due to the Organizing Committee members for their efforts and the
organizational work.

Finally, we cordially thank Springer for supports and publishing this volume.

We hope that ICCSAMA 2014 significantly contributes to the fulfilment of the aca-
demic excellence and leads to greater success of ICCSAMA events in the future.

May 2014 Tien Van Do
Hoai An Le Thi
Ngoc Thanh Nguyen
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A Collaborative Metaheuristic Optimization
Scheme: Methodological Issues

Mohammed Yagouni! and Hoai An Le Thi?

! Laromad, USTHB, Alger, Algérie
mohammed . yagouni@Quniv-lorraine. fr
2 Theoretical and Applied Computer Science Lab LITA EA 3097
Université de Lorraine, Ile du Saulcy, 57 045 Metz, France
hoai-an.le-thiQuniv-lorraine.fr
http://lita.sciences.univ-metz.fr/ lethi/

Abstract. A so called MetaStorming scheme is proposed to solve hard
Combinatorial Optimization Problems (COPs). It is an innovative parallel-
distributed collaborative approach based on metaheuristics. The idea is
inspired from brainstorming, an efficient meeting mode for collectively
solving company’s problems. Different metaheuristic algorithms are used
parallely for collectively solving COPs. These algorithms collaborate by
exchanging the best current solution obtained after each running cycle via
an MPI (Message Passing Interface) library. Several collaborative ways can
be investigated in the generic scheme. As an illustrative example, we show
how the MetaStorming works on an instance of the well known Traveling
Salesman Problem (TSP).

Keywords: MetaStorming, Brainstorming, Heuristics, Metaheuristics,
collaboration, Distributed Programming, Parallel Programming.

1 Introduction

Combinatorial Optimization problems (COPs) are widespread in the real world
and are usually NP-Hard [19]. Metaheuristics are practical techniques which can
provide, in a reasonable amount of time, good quality solutions for COPs [23].
Furthermore, as pointed out in [15], [16], [17], intensification and diversification
properties are desirable and crucial for the performance of this kind of methods.
The intensification is used whenever the exploration process reaches on promis-
ing areas, while the diversification is performed within sterile areas of the search
space. These properties are unevenly present in meta-heuristic techniques. Var-
ious strategies have been proposed in the literature to reinforce intensification
and/or diversification and to manage the trade-off between them. The main
drawback of all these strategies usually lies in the increase of the search time
without any substantial impact on both quality solutions and method robustness.
Metaheuristics, as most mathematical methods used in various fields, have greatly
benefited from the development of parallelism and parallel programming. Thank
to these techniques, larger size instances of hard optimization problems can be
solved in a reasonable search time. Many models of parallel meta-heuristics have

T.V. Do et al. (eds.), Advanced Computational Methods for Knowledge Engineering, 3
Advances in Intelligent Systems and Computing 282,
DOI: 10.1007/978-3-319-06569-4 1, (© Springer International Publishing Switzerland 2014



4 M. Yagouni and H.A. Le Thi

been developed on parallel architectures. For a survey, the reader may refer, e.g.,
to [1], [4], [14], [16] and the references therein. More recently, further generaliza-
tions on hybrid and parallel meta-heuristics have been suggested [13], [15], [31],
[32]. Today, the steady evolution, the variety and the availability of the comput-
ing resources allow the meta-heuristics users to imagine, design and implement
various strategies and techniques in order to enhance the effectiveness and the
robustness of their approaches.

The present work deals with a new distributed and cooperative approach for
solving COPs. This approach is based on a collaboration between several meta-
heuristics (or heuristics). The idea is inspired from the brainstorming. Such a
technique has been already demonstrated to be an efficient meeting mode for
collectively solving company’s problems. The proposed approach consists of im-
plementing different heuristics and meta-heuristics on multi-computers platform
(launched on multi-processors) which solve the same instance of a optimization
problem. All the implemented heuristics and metaheuristics collaborate in order
to provide a better solution. This collaboration is built on the basis of information
exchange, following a message-passing model, where the MPI (Message Passing
Interface) library is used. The implemented methods are among metaheuristics,
namely, Simulated Annealing (SA), Variable Neighborhood Search (VNS), Ge-
netic Algorithms (GA) and other heuristics such as the Nearest Neighbor (NN),
K-Opt, Max-Regret (MaxR) [33].

The remain part of the paper is organized as follows. The Brainstorming
technique is presented in Section 2, and Section 3 is devoted to its adaptation
to the solution of COPs. In Section 4, we show, with an illustrative example,
how our approach works on an instance of the well-known Traveling Salesman
Problem. Finally, Section 5 concludes the paper.

2 Brainstorming

The word brainstorming and its technique were coined by Alex Osborn Faickney
in 1935 and presented for the first time in 1948 in his book, ”Your Creative
Power” [24]. It was initially thought as a method of holding group meetings to
find adequate solutions to advertising problems (spot making, label creating...)
[24], [28]. Tts success and effectiveness [3], [8], [9] are today recognized and rightly
given a lasting and outstanding place in animation techniques used in manage-
ment teams companies. Thus this technique is taught today in Business and
Management schools [2].

2.1 Definitions and Basic Concepts

The original words used by the inventor of brainstorming are the storming of a
problem in a commando fashion [8], [24]. Since then many different definitions
have been proposed in the literature. The method has been adopted in various
areas of creation and collective decisions, and adapted as a flexible tool to suc-
cessfully solve organization, administration as well as management problems of
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large companies in the world [3], [8], [9]. The formal brainstorming process is
the exchange of ideas in the context that encourages individuals to exchange as
many ideas as possible without given any importance to their relevance. The
assumption is that through the free (uninhibited) exchange of diversified ideas,
more interesting ideas will come out.

According to [8], [28], Brainstorming is defined as a meeting group for solving
problems. In [3], the authors give another definition seen as a technique to pro-
vide solutions to a problem overlapping through a working group. On another
hand, Brainstorming, as pointed out in [2], is a technique to solve collective
problems appearing in Business. All these definitions share the idea that the
resolution of a problem is done in a collective way, where a group of individuals
cooperate and combine their efforts to find the best solution to the problem. To
ensure the effectiveness of the method, the rules, as imposed by Osborn should
be strictly followed [3], [24].

2.2 Brainstorming Rules

The rules as established by Osborn concern first the basic principles, next the
team composition, and last the chronology of a brainstorming session [28]. Details
are given in the following subsections.

Brainstorming Basic Principles. The important factor behind success and
excellent results obtained by the brainstorming are mainly the ban on ideas
criticism during the meeting. As imposed by Osborn, the basics to be observed
are as follows :

— Principle of the tabula rasa = leave out prejudices, taboos, ...

— Each participant has to give as many ideas as possible;

— Any criticism of participant’s ideas, by others is prohibited;

— Any criticism or justification of a personally suggested idea is prohibited;

— All ideas must be openly expressed (even the erroneous ones as they can
lead to a more convincing and relevant one);

— Each participant may make use of others ideas, thus triggering off news and
more convincing ones.

Composition and Team Organization. A moderator leads a brainstorming
session. He should not be the supervisor of any member of the group (most of
time an external consultant). The group must be composed of at least three
participants of a heterogeneous competence according to the studied problem.
During the brainstorming session, a ”recording device” of all the mentioned ideas
is necessary.

For more details, the reader may refer to the seminal books published by
Clark [9] and Goguelin et al [3].
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Main Stages of a Brainstorming Session. The conduct of a brainstorming
session develops in three main stages:

Stage 1 - Brainstorming Launching: the moderator recalls the brainstorming
operating rules (previously defined laws) and then presents the problem un-
der question form.

Stage 2 - Production of ideas: the participants present their own ideas in turn,
freely and without any predefined order. The expressed ideas are recorded
in the memory device. At this stage, participant’s idea may be directed,
created, completed, or combined with another already expressed idea, or
about to be expressed by another participant.

Stage 3 - Ezploitation of produced ideas: all the ideas recorded during the pre-
vious stage, are revised in order to put together, to restate those considered
as unclear, and to eliminate those, which are infeasible. Afterward, it would
be possible to value those ideas and sort them out, and then choose the best
solution. Several evaluation processes can be adopted at this stage (to call
upon a vote, marking the ideas) according to the problem and its context.

The last brainstorming session stage suggests us to use this idea for solving
COPs.

3 Adaptation of the Brainstorming Technique to
Combinatorial Optimization Problems

The strong analogy existing between the conduct of a brainstorming session
and the optimization process has facilitated the adaptation and implementation
of this approach for COPs. The implementation of this system is based on an
accurate brainstorming conduct rules. We realized this adaptation in two com-
plementary levels:

Level 1: Composition of the System

— Moderator
— Participants (assistants)
— Recording device

Level 2: Conduct of the brainstorming session

— Each participant is asked to emit his ideas;
— All ideas should be expressed;
— Each participant is encouraged to copy and combine already expressed ideas.

Table 1 summarizes the correspondences between elements in brainstorming
and optimization process.
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Table 1. Analogy between brainstorming and optimization process

Brainstorming Optimization

Problem solving by brainstorming An instance of a COP

Idea in a meeting Solution (feasible, partial, complete)
Evaluation of an idea Evaluation of a solution (objective function)
Moderator Sorting Algorithm

Participants (Assistants) Resolution methods

Recording device Adaptative Memory

Combination and association of ideas Combination of solutions

3.1 MetaStorming: Brainstorming of Metaheuristics for COPs

The brainstorming approach proposed for COPs is a general framework for col-
laboration and cooperation between methods ! in order to solve collectively a
given COP. The basic principle is based on the real brainstorming. The col-
laboration aspects are achieved through asynchronous exchanges of information
(solutions). These solutions are ”filed” and made available to the participating
methods via a device called ”Moderator-Memory (MM)”. MM is a mechanism
which allows the storage and the exchanges of information between the different
methods.

The implemented methods, which consist mainly of heuristics and meta-
heuristics such as Simulated Annealing (SA), Genetic Algorithms (GA), Vari-
able Neighborhood Search (VNS), Nearest Neighbor (NN), Maximum Regret
(Max R) and K-Opt of LinKernighan (LK), collaborate by exchanging informa-
tion via an MPT library (Message Passing Interface) [18], [29], as illustrated by
Figure 1.

3.2 Two Distributed Implementations

The implementation of MetaStorming can be realized using a parallel architec-
ture with distributed processors . This platform can be modeled by a complete
graph (Figure 2), where the number of vertices represents the number of inde-
pendent processors. Each of these processors implements a particular heuristic or
metaheuristic method. Edges in this graph represent the links of communications
between any pair of processors.

The choice of ”Participating methods” to be implemented is important. To
exploit the efficiency of all methods, this choice should be driven by the diversity
of their nature, including the various types of approximate methods, such as
constructive and improvement heuristics; Single-Solution based metaheuristics
and Population-Based metaheuristics. To evaluate the efficiency of the proposed

! Meta-Storming: we use mainly heuristics and metaheuristics methods
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Proc0 Proc1
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Fig. 1. Metaheuristics collaboration with exchanging message: a distributed implemen-
tation

approach, the well-know and benchmark problem of COPs, TSP (Travelling
Salesman Problem), should be tested.

We propose here two ways to implement the system. The first consists of
a concurrent distributed implementation, where independent searches are
executed by various methods (Figure 3). All the searches are executed indepen-
dently and the best solution is chosen at the end. Such a system is not really a
MetaStorming approach since there is no cooperation.

The second is a distributed collaborative implementation (Figure 4)
which corresponds to our MetaStorming approach presented above. Here the
collaboration is implemented by information exchanges between the various
process.

The aspects of collaboration and cooperation between the different meth-
ods, according to the brainstorming rules, are achieved through asynchronous
exchange of information (solutions) using the routines of the MPI (Message Pass-
ing Interface) library. Solutions are shared via the ”Moderator-Memory (MM)”
in charge of "recording” and ”broadcast” of all proposed solutions by the various
participants. In such a implementation scheme, a process sends data to MM and
takes the external information from MM.

This method achieves two main objectives. The first one concerns the opti-
mization of the communication by avoiding, all the complex operations related
to the diffusion and mechanisms selection of process senders, receivers, and the
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Fig. 2. Modeling of MetaStorming on complete processors network

control of senders’s/receivers’s informations. The second is to ensure a faithful
implementation of the general brainstorming pattern, where, a participant idea
will be immediately recorded without judgment nor justification (basic principle
of brainstorming) and each participant consults all ideas emitted by others on
the same support.

Bouthillier et al. [23] and Crainic et al. [15], specified that the cooperation
between methods can be totally characterized by specifying the information
which must be shared, the moment when the communications occur, and the
end of these communications (say, the moment where every process received
the information). In our MetaStorming approach, feasible solutions of various
participating methods, - SA, GA, VNS, Max R, NN, LK-, are deposited in MM
and constitute the information to share. Each of the process, according to the
corresponding implemented metaheuristic, takes a solution or a set of solutions,
in order to integrate it (them), either as a solution of initialization or reset (RS,
VNS), or as solution(s) of diversification (GA, LK).

4 Tllustrative Example: A MetaStorming Scheme for
Solving Traveling Salesman Problem (TSP)

As an illustrative example, we show below how the MetaStorming scheme works
on an instance of the well known TSP which is stated as follows: a salesperson
must visit n cities, passing through each city only once, beginning from one of
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Fig. 3. Concurrent Distributed Implementation

the city that is considered as a base or starting city and returns to it. The cost
of the transportation among the cities is given. The problem is to find the order
of visiting the cities in such a way that the total cost is the minimum. Hence
an instance of TSP is defined by n, the number of cities and D = (d;;), the
distance matrix between the cities. In our MetaStorming scheme, the partici-
pating algorithms implemented for TSP are Simulated Annealing (SA), Genetic
Algorithms (GA), Variable Neighborhood Search (VNS). By the limitation of
the length of the paper, we omit here a detailed description of these algorithms.
The MetaStorming is composed of three phases. In the first phase we find an ini-
tial solution (resp. an initial population) of SA and VNS by using, respectively,
Nearest Neighbor (NN) and Maximum Regret (MaxR) (resp. of GA by using
NN and MaxR). Starting from any city, the basic of the heuristic NN is to build
a solution by integrating, at each step, the city (which is not yet visited) closest
to the last visited city. MaxR is a heuristic that builds tours with maximum
regret (which is computed via the regret of each edge in the network). After this
initialization phase, n tours are obtained (n/2 by NN and n/2 by MaxR).

The main phase of MetaStorming is the second which is a collaborative and
exchange information iterative procedure. At each running cycle we apply paral-
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lely all algorithms to get an good solution (in SA and VNS) or a good population
of solutions (in GA), and then by exchanging information we take the best solu-
tion (or the best population in GA) to restart each algorithm in the next cycle
(for GA, the best solution is added in the best current population). In the third
phase the stopping criterion holds and the best solution is identified.

Below is an example with n = 130. The parameters are chosen as follows.
In SA: the initial temperature is set to 1000000, the number of iterations per
temperature level is 2n, the factor of decreasing the temperature is 0.85. For
VNS: the number of neighborhoods is Kmaxz = 4, the transformations used are
2-Opt and 3-Opt. For GA: the size of each population is n, the selection is elitist,
the cross-over from two points of cuts and the probability to cross-over is 0.5
and the one to mutation is 0.01.

Let us denote, respectively, T#(SA), T#(VNS), T#(GA) the best solution
given by SA, VNS, and GA. Also, denote by, respectively, Z(T') and R(T) the
total cost and the total regret of the solution T.

Phase 1: Initialization.

Applying NN and MaxR we get n initial solutions that constitute the initial
population of GA, with Z(T') € [11241,31372] in NN and Z(T') € [28340, 26000]
and R(T) € [9633,9700] in MaxR. The initial solution of SA (resp. VNS) has
the cost Z(T') = 11241 (resp. the cost Z(T') = 26000 and R(T") = 9700).
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Phase 2 : collaboration scheme

1st iteration :
Z(T#(SA)) = 8893; Z(T#(VNS)) = 8808; Z(T#(GA)) = 8079. By ex-
changing information, the solution Z(T#(GA)) = 8079 is used for restarting
each algorithm.

2nd iteration :
Z(T#(SA)) = 7855; Z(T#(VNS)) = 6948; Z(T#(GA)) = 7008. By ex-
changing information, the solution ; Z(T#(V N S)) = 6948 is used for restart-
ing each algorithm.

3th iteration :
Z(T#(SA)) = 6852 ; Z(T#(VNS)) = 6546; Z(T#(GA)) = 6623. By ex-
changing information, the solution Z(T#(VNS)) = 6546 is used for restart-
ing each algorithm.

5th iteration :
Z(TH#(SA)) =6269 ; Z(TH#(VNS)) =6110 ; Z(TH#(GA)) = 6157.
By exchanging information, the solution Z(T#(VNS)) = 6110 is used for
restarting each algorithm.
6th iteration
Z(T#(SA)) = 6110; Z(T#(VNS)) = 6110; Z(T#(GA)) = 6110.

Phase 3 : terminate, the optimal solution is obtained with the cost 6110.

5 Conclusion

We have presented methodological issues for a new distributed collaborative and
cooperative approach for solving combinatorial optimization problems. The idea
of collaboration between metaheuristics is inspired from the brainstorming tech-
nique. We show how to adapt the main rules of brainstorming to solve COPs.
In the next step we will implement this generic MetaStorming scheme on sev-
eral benchmark COPs to study the performance of our algorithms in comparing
with standard methods. Works for the TSP is in progress. Further, we will de-
velop the same idea for continuous nonconvex optimization and multi-objective
programming.
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Abstract. We present a natural extension of DC programming and
DCA for modeling and solving general DC programs with DC con-
straints. Two resulting approaches consist in reformulating those pro-
grams as standard DC programs in order to use standard DCAs for their
solutions. The first one is based on penalty techniques in DC program-
ming, while the second linearizes concave functions in DC constraints to
build convex inner approximations of the feasible set. They are proved to
converge to KKT points of general DC programs under usual constraints
qualifications. Both designed algorithms can be viewed as a sequence of
standard DCAs with updated penalty (resp. relaxation) parameters.

Keywords: DC programming, DCA, DC constraints, subdifferential,
nonsmooth penalty function, constraint qualification.

1 Introduction

DC (Difference of Convex functions) Programming and DCA (DC Algorithms),
which constitute the backbone of nonconvex programming and global optimiza-
tion, are introduced in 1985 by Pham Dinh Tao in the preliminary state, and
extensively developed by Le Thi Hoai An and Pham Dinh Tao since 1994 to be-
come now classic and increasingly popular (]2,3,5,8,10,8,1] and references quoted
therein). Their original key idea relies on the structure DC of objective func-
tion and constraint functions in nonconvex programs which are explored and
exploited in a deep and suitable way. The resulting DCA introduces the nice and
elegant concept of approzimating a nonconver (DC) program by a sequence of
convex ones: each iteration of DCA requires solution of a convex program.
Their popularity resides in their rich and deep and mathematical founda-
tions, and the versality, flexibility, robustness, inexpensiveness and efficiency of
DCA’s compared to existing methods, their adaptation to specific structures of

T.V. Do et al. (eds.), Advanced Computational Methods for Knowledge Engineering, 15
Advances in Intelligent Systems and Computing 282,
DOI: 10.1007/978-3-319-06569-4 2, (© Springer International Publishing Switzerland 2014
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addressed problems and their ability to solve real-world large-scale nonconvex
programs. Recent developments in convex programming are mainly devoted to
reformulation techniques and scalable algorithms in order to handle large-scale
problems. Obviously, they allow for enhancement of DC programming and DCA
in high dimensional nonconvex programming.

A standard DC program is of the form (with the usual convention (+o00) —
(+00) = +00)

a=inf{f(z) :==g(x) —h(z) : 2 €R"} (Pq)

where g,h € I'p(R™), the convex cone of all the lower semicontinuous proper
(i.e., not identically equal to 4+00) convex functions defined on R™ and taking
values in RU{+o0}. Such a function f is called a DC function, and g — h, a DC
decomposition of f while the convex functions g and h are DC components of f.
Note that the finiteness of the optimal value of o implies that dom g C dom h
where the effective domain of a real-extended value 6 : R — RU {+o0} is dom
0 :={x € R":0(x) < +o0}. A standard DC program with a convex constraint
C' (a nonempty closed convex set in R™)

a=inf{f(z) :=g(x) —h(z) : z€C} (1)

can be expressed in the form of (P;.) by adding the indicator function x¢ of C'
(xc(x) = 0if z € C, 400 otherwise) to the function g. The vector space of DC
functions, DC(R™) = I'p(R™) — IH(R™), forms a wide class encompassing most
real-life objective functions and is closed with respect to usual operations in
optimization. DC programming constitutes so an extension of convex program-
ming, sufficiently large to cover most nonconvex programs (([2,3,5,8,10,8,1] and
references quoted therein), but not too in order to leverage the powerful arsenal
of the latter.
DC duality associates a primal DC program with its dual, which is also a DC
program

a=inf{h"(y) —g"(y) :y € R"} (Dac)
by using the fact that every function ¢ € I'pH(R™) is characterized as a pointwise
supremum of a collection of affine functions, say

p(x) = sup{(z,y) — ¢"(y) : y € R"}, Vz € R,
where ¢* defined by
¢*(y) = sup{(z,y) —p(x) : v €R"}, Vo e R"

is the conjugate of ¢. There is a perfect symmetry between (Py.) and its dual
(Dge): the dual of (Dy.) is exactly (Pgc).
The subdifferential of ¢ at x¢, denoted by d¢(x¢),is defined by

9p(wo) := {yo € R" : () > p(x0) + (¥ — 20, Yo), V& € R"}

The subdifferential dp(zo) - which is a closed convex set - is an extension of
the derivative notion for convex functions. An element yo € Op(zo) is called
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subgradient of ¢ in xg. The convex function ¢ is differentiable at xg iff dp(x¢) is
reduced to a singleton and one has dp(x0) = {Ve(z0)}. For dom dp := {x € R™ :
do(x) # 0} there holds (ri C stands for the relative interior of the convex set
C CcR"Y)

ri (dom ¢) C dom Oy C dom ¢

The function ¢ is called p—convex, (for some p > 0) on a convex set C, if for all
xz,y € C, A € [0,1] one has

(e + (1= N)y) < Ap(@) + (1= Vpy) = FAL = V]| = y*.

The supremum of all p > 0 such that the above inequality is verified is denoted
by p(e, C).It is called the strong convexity modulus of ¢ on C if p(¢,C) > 0.
If C =R" p(p,C) is simply written as p(p). The effective domain of a real-
extended value 6§ : R™ — R U {+oo} is dom 6 := {x € R" : 0(z) < +o0}.
The function ¢ is said to be polyhedral convex if it is the sum of the indicator
of a nonempty polyhedral convex set and the pointwise supremum of a finite
collection of affine functions.

Polyhedral DC program is a DC program in which at least one of the func-
tions g and h is polyhedral convex. Polyhedral DC programming, which plays a
central role in nonconvex optimization and global optimization and is the foun-
dation of DC programming and DCA, has interesting properties (from both a
theoretical and an algorithmic point of view) on local optimality conditions and
the finiteness of DCA’s convergence.

DC programming investigates the structure of DC'(R™), DC duality and lo-
cal and global optimality conditions for DC programs. The complexity of DC
programs clearly lies in the distinction between local and global solution and,
consequently; the lack of verifiable global optimality conditions.

We have developed necessary local optimality conditions for the primal DC
program (Pj.), by symmetry those relating to dual DC program (Dg.) are triv-
ially deduced

Oh(z*)Ndg(x*) # 0 (2)

(such a point z* is called critical point of g — h or (2) a generalized Karusk-
Kuhn-Tucker (KKT) condition for (Py)), and

0 % Oh(z*) C dg(z*). (3)

The condition (3) is also sufficient (for local optimality) in many important
classes of DC programs. In particular it is sufficient for the next cases quite
often encountered in practice:

— In polyhedral DC programs with A being a polyhedral convex function. In
this case, if h is differentiable at a critical point z*, then x* is actually a
local minimizer for (Py.). Since a convex function is differentiable everywhere
except for a set of measure zero, one can say that a critical point z* is almost
always a local minimizer for (Py.).
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— In case the function f is locally convex at x*. Note that, if A is polyhedral
convex, then f = g — h is locally convex everywhere h is differentiable.

The transportation of global solutions between (Pj.) and (D) is expressed
by:
(U ascP. [ on@™)cD (4)

y*€eD z*eP

where P and D denote the solution sets of (Pg.) and (Dg.) respectively. The
first (second) inclusion becomes equality if the function h (resp. g*) is subd-
ifferentiable on P (resp. D). They show that solving a DC program implies
solving its dual. Note also that, under technical conditions, this transportation
also holds for local solutions of (Py.) and (Dq.).(]2,3,5,8,10,8,1] and references
quoted therein).

Based on local optimality conditions and duality in DC programming, the
DCA consists in constructing of two sequences {z*} and {y*} of trial solutions
of the primal and dual programs respectively, such that the sequences {g(z*) —
h(z*)} and {h*(y*) — g*(y*)} are decreasing, and {z*} (resp. {y*}) converges
to a primal feasible solution z* (resp. a dual feasible solution y*) satisfying local
optimality conditions and

" €0g*(y*), y* € Oh(z"). (5)

The sequences {z*} and {y*} are determined in the way that z**1 (resp. y**1)
is a solution to the convex program (Py) (resp. (Dyy1)) defined by (z € dom
Oh being a given initial point and y° € dh(z°) being chosen)

(Pr)  inf{g(x) = [h(=") + (z — 2,y")] s 2 € R"}, (6)

(Drg1)  inf{h*(y) — [g" (") + (y — y" 2" )]y e R} (7)

The DCA has the quite simple interpretation: at the k-th iteration, one re-
places in the primal DC program (Py.) the second component h by its affine
minorization h(®) (z) := h(z*) + (x — 2¥,9*) defined by a subgradient y* of h
at 2% to give birth to the primal convex program (Py), the solution of which
is nothing but dg*(y*). Dually, a solution z**! of (P) is then used to define
the dual convex program (Dyy1) obtained from (Dg.) by replacing the second
DC component g* with its affine minorization (¢*)*) (y) := g* (y*)+(y—y*, zF*1)
defined by the subgradient z**! of g* at y* : the solution set of (D 1)is exactly
Oh(z**1). The process is repeated until convergence. DCA performs a double
linearization with the help of the subgradients of h and g* and the DCA then
yields the next scheme: (starting from given 2° € dom dh)

y* € On(zh); 2P € ag*(yF), VE > 0. (8)
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DCA’s convergence properties:

DCA is a descent method without line search, but with global convergence,
which enjoys the following properties: (C' and D are two convex sets in R,
containing the sequences {#*} and {y*} respectively).

i) The sequences {g(z*) — h(z*)} and {h*(y*) — g*(v*)} are decreasing and

— o g(aFTh)—h(z"tY) = g(2*)—n(a*) iff y* € Og(a")NOR(z"), y* € dg(a* )N
Oh(x**+1) and [p(g, C) + p(h, C)]||z*+! — 2F|| = 0. Moreover if g or h are
strictly convex on C' then x* = xzF+1
In such a case DCA terminates at the k' iteration (finite convergence
of DCA)

° h*(ykJrl),g*(ykJrl) — h*(yk)fg*(yk) iff 2R+ ¢ 59* (yk)ﬁah* (yk), k1 ¢
dg* (y*+1)Noh* (y**1) and [p(g*, D)+p(h*, D)][|ly**' —y"*|| = 0. Moreover
if g* or h* are strictly convex on D, then y*+! = y*.
In such a case DCA terminates at the k' iteration (finite convergence
of DCA).

ii) If p(g,C) + p(h,C) > 0 (resp. p(g*, D) + p(h*, D) > 0)) then the series
{2+ = *|2 (resp.

{ly**" = y*[?} converges.

iii) If the optimal value « of problem (Py.) is finite and the infinite sequences
{2*} and {y*} are bounded then

every limit point Z (resp. 3) of the sequence {z*} (resp. {y*}) is a critical
point of g — h (resp. h* — g*).

iv) DCA has a linear convergence for general DC programs.

v) DCA has a finite convergence for polyhedral DC programs.

vi) Convergence of the whole sequences {z*} and {y*} in DCA with its con-
vergence rate for DC programming with subanalytic data [15].

DCA’s distinctive feature relies upon the fact that DCA deals with the con-
vex DC components g and h but not with the DC function f itself. DCA is
one of the rare algorithms for nonconvex nonsmooth programming. Moreover, a
DC function f has infinitely many DC decompositions which have crucial impli-
cations for the qualities (convergence speed, robustness, efficiency, globality of
computed solutions,...) of DCA. For a given DC program, the choice of optimal
DC decompositions is still open. Of course, this depends strongly on the very
specific structure of the problem being considered. In order to tackle the large-
scale setting, one tries in practice to choose g and h such that sequences {z*}
and {y*} can be easily calculated, i.e., either they are in an explicit form or
their computations are inexpensive. Very often in practice, the solution of (Dy)
to compute the sequence {y*} is explicit because the calculation of a subgradient
of h is explicitly obtained by using the usual rules for calculating subdifferential
of convex functions. But the solution of the convex program (Py), if not explicit,
should be achieved by efficient algorithms well-adapted to its special structure,
in order to handle the large-scale setting.

This very simple scheme (8) hides the extrapolating character of DCA. Indeed,
we show that, at the limit, the primal (dual) solution z*(resp. y*) computed by
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DCA is also a global solution of the DC program obtained from (Py.) (resp.
(Dge)) by replacing the function h (resp. ¢g*) with the supremum supgsq hi
(resp. supy>1(g*)x of all the affine minorizations hy (resp. (g*)r) of h (resp.
g*) generated by DCA. These DC programs are closer to (Py.) and (Dg.) than
(Px) and (Dy,) respectively, because the function sup,s; hg (resp. supysq(9*)x)
better approximates the function h (resp. ¢*) than hy, (resp. (¢*)i) . Moreover
if supy~q hx (resp.supg~q(g*)i) coincides with h (resp. g*) at an optimal solu-
tion of (Py.) (resp. (Dgc)), then z* and y* are also primal and dual optimal
solutions respectively. These original and distinctive features explain in part the
effective convergence of suitably customized DCA, with a reasonable choice of
a starting point, towards global optimal solutions of DC programs. In practice,
DCA quite often converges to global optimal solutions. The globality of DCA
may be assessed either when the optimal values are known a priori, or through
global optimization techniques, the most popular among them remains Branch-
and-Bound (BB), [4,3,7,13,1]. Last but not least, note that with appropriate
DC decompositions and suitably equivalent DC reformulations, DCA permits to
recover most of standard methods in convex and nonconvex programming. More-
over, DCA is a global algorithm (i.e. providing global solutions) when applied
to convex programs recast as DC programs.

In the spirit of unifying existing theoretical and algorithmic tools in nonconvex
programming and global optimization and providing a deeper insight - which will
help researchers and practitioners better model and efficiently solve nonconvex
programming problems - of a very general and powerful theory based on the DC
structure and the related convex approximation, it is convenient to point out that
the four methods EM (Expectation-Maximization) by Dempster-Laird-Rubin
[53], SLA (Succesive Linear Approximation) by Bradley-Mangasarian [51], ISTA
(Iterative Shrinkage-Thresholding Algorithms) by Chambolle, DeVore, Lee, and
Lucier [52], and CCCP (Convex-Concave Procedure) by Yuille-Rangarajan [73],
better known, in a certain period, to data miners not aware of the state of the
art in optimization, are special cases of DCA. Since then, this fact has been
acknowledged by leading experts in the field in their publications.

DCA is a descent method without line search, (greatly appreciated in the
large-scale setting), with global convergence (i.e., from an arbitrary starting
point), which is successfully applied to lots of nonconvex optimization problems
in many fields of Applied Sciences: Transport Logistics, Telecommunications,
Genomics, Finance, Data Mining-Machine Learning,Cryptology, Computational
Biology, Computational Chemistry, Combinatorial Optimization, Mechanics, Im-
age Processing, Robotics & Computer Vision, Petrochemicals, Optimal Control
and Automatic, Inverse Problems and Ill-posed Problems, Multiobjective Pro-
gramming, Game Theory, Variational Inequalities Problems (VIP), Mathemat-
ical Programming with Equilibrium Constraints (MPEC), to cite but a few(see
[1] and references therein).

It is certain that developments of nonconvex programming and global opti-
mization via DC Programming and DCA for modeling and solving real-world
nonconvex optimization problems (in many branches of applied sciences) will
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intensify yet in the years to come and for long, because Nonconvex Program-
ming and Global Optimization are endless. Therefore a deep mastery of these
theoretical and algorithmic tools would, no doubt, be a major asset in achieving
the goal-oriented research with potential transfer of the state of the art tech-
nology in nonconvex programming and global optimization: it will improve the
efficiency and the scalability of DC programming and DCA and consolidates
their key role in these fields.

Our present work is concerned with the extension of DC programming and
DCA to solve general DC programs with DC constraints (as opposed to standard
ones (P;.) with only convex constraints)

f,(x) SO, 1= 1,...,m

(Pydc) min  fo(z) subject to { reC

where C' C R™ is a nonempty closed convex set; f, f; : R - R (i = 0,1,...,5)
are DC functions. This class of nonconvex programs is the most general in DC
Programming and, a fortiori, more difficult to treat than that (standard) DC
programs (Pj.) because of the nonconvexity of the constraints. It is not new
and has been addressed in [2]. Its renewed interests is due to the fact that this
class appears, increasingly, in many models of nonconvex variational approaches.
That is the reason why we present in this paper the extended DCAs for solving
(Pydc) that we introduced in the research report [9] not yet published to date.
There are two approaches for modeling and solving (Pyq.). Both consist in it-
eratively approximating (Pyq.) by a sequence of convex programs, according to
the philosophy of DC programming and DCA. The first one is based on penalty
techniques in DC programming while the second approach linearizes concave
parts in DC constraints to build convex inner approximations of the feasible set.
These algorithms can be viewed as a sequence of standard DCAs with updated
penalty (resp. relaxation) parameters.

Let us recall some notions from Convex Analysis and Nonsmooth Analysis,
which will be needed thereafter (see [56], [68], [70]). In the sequel, the space
R™ is equipped with the canonical inner product (-). Its dual space is identified
with R™ itself. S(R™) denotes the set of lower semicontinuous functions f : R™ —
RU{+0o0}, while IH(R™) stands for the set of proper lower semicontinuous convex
functions f : R™ — RU{+o00}. Recall that a function f : R" — RU{+oo} is said
to be a DC function if there exists g, h € IH(R™) such that f = g — h, where, the
convention +0o — (+00) = 400 is used. The open ball with the center x € R”
and radius € > 0 is denoted by B(x,¢); while the unit ball (i.e., the ball with
the center at the origin and unit radius) is denoted by B.

Let f : R™ — RU{+00} be a locally Lipschitz function at a given € R™. The
Clarke directional derivative and the Clarke subdifferential of f at x is given by
the following formulas.

tv) —
@)= limenp WSO
(t,y)—(0+,z) t

of () :={a* eR": (z*,v) < Mz, v)Vv e R"}.
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If f is continuously differentiable at = then 9T f(x) = V f(x) (the Fréchet deriva-
tive of f at x). When f is a convex function, then 9f(x) coincides with the
subdifferential in the sense of Convex Analysis, i.e.,

0f (@) = {y €R™: (y,d) < f(z+d) - f(a), Vd€R"}.

We list the following calculus rules for the Clarke subdifferential which are needed
thereafter.
1. For given two locally Lipschitz functions f, g at a given € R™, one has

I(=f)(x) = =0f(x); O(f+g)(x) COf(x)+ dy(x), 9)

and, the equality in the latter inclusion holds if f is continuously differentiable
at .

2. For given functions f; : R® — R (i = 1,....,m), let f : R®™ — R be the
max-type function defined by

fl@)={fi(x): i=1,..,m}, x€R™

Then one has

m m
df(x) {Z NOfi@) s A= 0, 3 N =15 A = 0if fi(x) < f(x)} . (10)
i=1 i=1
and, the equality holds if f; : R — R (i = 1,...,m) are continuously differen-
tiable at x € R™.
Let C be a nonempty closed subset of R™. The indicator function xy¢ of C is
defined by xc(z) = 0 if x € C, 400 otherwise. For a closed subset C' of R™, the
normal cone of C at x € C, denoted N(C,x), is defined by

N(C,z):=0xc(x) ={ueR": (u,y—2x) <0 VyeC}.

Before investigating the extension of DC programming and DCA for solving
general DC programs with DC constraints, let us summarize the standard DCA
for solving standard DC programs outlined above.

DC Algorithm (DCA)

1. Let 2 € dom Oh. Set k = 1 and let € be a sufficiently small positive number.
2. Compute y* € dh(z*).
3. Compute zF*t1 € 9g* (y*); i.e., %1 is a solution of the convex program

min{g(z) — (z,y") : = € R"} (11)

4. If stopping criterion is met, then stop and we have zF*! is the computed
solution, otherwise, set k = k 4+ 1 and go to Step 2.

Output z¥ and f(2*) as the best known solution and objective function value.
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2 DC Algorithm Using [l.-penalty Function with
Updated Parameter: DCA1

General DC programs with DC constraints are of the form

() <0, i=1,...,m

cC, (12)

(Pyac) min  fo(z)  subject to { f
where C' C R™ is a nonempty closed convex set f; : R" — RN {400}, i =
0,1,...,m are DC functions. Denote by FF = {x € C: fi(z) <0, i =1,...,m}
the feasible set of (Pyqc)-(12), and

p(z) = max{fi(z),..., fm(x)}; I(z):={ie{l,...m}: fi(x) =p(x)};
p* () = max{p(x),0}.

We consider the following penalty problems

minimize k() == fo(z) + Brp™ (x)
(13)
subject to «x € C,

where, B are penalty parameters. Exact penalty relative to DC function pt is
said to be exact in (13) if there exists 8 > 0 such that for every Sr > £ (Pyac)
and (13) are equivalent in the sense that they have the same optimal value and
the same solution set.

Remark. p* is a DC function on C whenever f; (i =1,...,m) are DC functions
on C. Note that if f; := g; — h;, i=1,...,m with g;, h; are finite convex func-
tions on C, then p is a DC function on C with the standard DC decomposition
(see, e.g., [2])

here,
m m
glo) = max_ 3 6i(r) + %‘hm)  hiz) :;hm)
J=Lj#1 =

It follows that p* is a DC function with the following DC decomposition

P’ (2) = max{g(z), h(2)} — h(=),

ie.,

hj(z).

+ — ) . ) _
P (@) = max{ max §gi@)+ D hi(@) 0, > hylw)
=L i=1 i=

Let DC decompositions of fo and pT™ be given by

fo(@) = go(x) — ho(x); (14)
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p* (@) = pi1(@) — pa(), (15)

where gg, hg p1, p2 are convex functions defined on the whole space. Then, we
have the following DC decomposition for ¢y

or(r) = gk (z) — hi(z), = eR" (16)

where,
gr(x) == go(x) + Brp1(x);  hi(x) == ho(x) + Brpz(x). (17)

We make the following assumptions that will be used in the sequel.

Assumption 1. fls (i =0, ...,m) are locally Lipschitz functions at every point
of C.

Assumption 2. Either g or hy is differentiable on C, and p(go) + p(ho) +

p(p1) + p(p2) > 0.

2.1 DC Algorithm with Updated Penalty Parameter

DCA1
Initialization: Take an initial point x! € C; § > 0; an initial penalty param-
eter 51 > 0 and set k := 1.

1. Compute y* € Ohy(zy).
2. Compute ¢t € 9(gr + xc)*(¥¥), ie., 2! is a solution of the convex
program

min{gy(z) — (z,y*) : = € C}. (18)

3. Stopping test.
Stop if 2¥*! = 2* and p(2*) < 0.
4. Penalty parameter update.
Compute 7 := min{p(z*), p(x**1)} and set

Broy = B if either B, > ||oFTt — 2F||=! or r, <0,
s Br + ¢ if Br < ||z*+t — 2F||=1 and 7 > 0,

5. Set k:=k + 1 and go to Step 1.

Note that the rule of penalty parameter is to ensure that if the sequence
{Bx} is unbounded then [z**1 — 2| — 0 and 7, > 0. As will be shown later,
under the Mangasarian-Fromowitz type constraint qualification, this case cannot
occur, hence {8} must be bounded. DCA1 is particularly important when exact
penalty doesn’t hold in (13) or when exact penalty occurs but upper bounds for
the penalty parameter S are computationally intractable.
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2.2 Global Convergence

Recall that a point z* € F' (the feasible set of (Pyqc)-(12)) is a Karush-Kuhn-
Tucker (KKT) point for the problem (Pyq.)-(12) if there exist nonnegative scalars
Ai, 1 =1,...,s such that

0€dfo(z*)+ > ", Ndfi(z*)+ N(C,x), (19)
Nifi(z*)=0, i=1,..,m.

We say that the extended Mangasarian-Fromowitz constraint qualification (EM-
FCQ) is satisfied at «* € F with I(a*) # () if

(MFCQ) there is a vector d € cone(C — {z*}) ( the cone hull of C' — {x*})
such that sz(x*, d) <0 forall ¢elI(z*).

When f/s are continuously differentiable, then flT (x*,d) = (Vf(x*),d). There-
fore, (EMFCQ) becomes the well-known Mangasarian-Fromowitz constraint qual-
ification. It is well known that if the (extended) Mangasarian-Fromowitz constraint
qualification is satisfied at a local minimizer «* of (Pyq.)-(12) then the KKT first
order necessary condition (19) holds (see [61], [63]). In the global convergence the-
orem, we make use the following assumption

Assumption 3. The (extended) Mangasarian-Fromowitz constraint qualifica-
tion (EMFCQ) is satisfied at any « € R™ with p(z) > 0.

When f;, ¢ = 1,...,s are all convex functions, then it is obvious that this
assumption is satisfied under the Slater regular condition, i.e., there exists x € C'
such that

fi(x) <0 forall i=1,...,m.

Theorem 1. Suppose that C' C R" is a nonempty closed conver set and f;, i =
1,...,m are DC functions on C. Suppose further that Assumptions 1-8 are veri-
fied.

Let § > 0, B1 > 0 be given. Let {z*} be a sequence generated by DCAT.
Then DCA1 either stops, after finitely many iterations, at a KKT point z* for
problem (Pyqc)-(12) or generates an infinite sequence {x*} of iterates such that
limy oo |25 — 2%|| = 0 and every limit point x> of the sequence {x*} is a
KKT point of problem (Pyqc)-(12).

Proof. Suppose that at each iterate step z* € R™, the DC decompositions

fo(z) = go(x) — ho(z); (20)

p*(z) = pi(e) - pa(), (21)
satisfy Assumption 1 and 2. Then, consider the following DC decomposition for

ox(z)
or(z) = gr(x) — hi(2) (22)
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with
9x(@) = gi(x) + Bep1(z); (23)

hi(2) = ho(x) + Brp2(x). (24)
By Assumption 2, one has
pr = p(gk) + p(hi) = p(go) + p(ho) + Bk (p(p1) + p(p2)) > 0.

For every k = 0, 1,...; since y* € Ohy(2*), then

2 - a) < @) — ) - PO ke (25)
On the other hand, since 2**! € 9(g + xc)*(y"), then
W 2 = ) < ue) - @) - PO et e )
By inequalities (25) and (26), one obtains
on(ah) — (pk(l,kJrl) > /;k ka _ xk+1H2- (27)
Suppose that DCA1 stops, after finitely many iterations, at %, i.e., 2¥T1 = 2*

and p(z¥) < 0. Thus, z* is a feasible point of the original problem (Pyq4.)-(12).
Hence,

y* € Ohi () N d(gr + xo)(@F) = dgr(z¥) + N(C, z").
Consequently, by assumption 1, either g or hjy is continuously differentiable at
x*, one has

0 € dpr(z®) + N(C, ).

According to the suddifferential calculus, there exist \; > 0 (i = 1,...,m) such
that \; = 0 if i ¢ I(z*) and

0€dfo(z®)+ Y Nofilz¥)+ N(C,2").

iel(zh)

That is, 2% is a KKT point of (Pyac)-(12).

Now, suppose that {z*} is an infinite sequence generated by DCA1. Let 2> be
a limit point of the sequence {z*}, say, lim; o ¥ = 2° for some subsequence
{z*i} of {2F}.

We prove that there exists an index ko such that S = S, for all k& > ko.
Assume the contrary, i.e, limg_o B = +00. Then, there exist infinitely many
indices 7 such that

-1

Br, < ||lzF Tt — ki as well as  p(z") > 0;p(z" 1) > 0.
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By considering a subsequence if necessarily, without loss of generality, we can
assume that

lim [|z¥F — 2% || =0 and p(aF) > 0;p(@® ) >0 for alli.
11— 00
Since
2P € 8 (g + xe)” (™),
then
v € Dgu(eh )+ N(C, o).
Therefore,
0 € Agg(a®+) — Ohy(a®) + N(C, 2™+, (28)
If g is differentiable then
0 € Vgp(z" ) — Vgu(a™) + dpr(a™) + N(C,a™tH), (29)
otherwise,
0 € Opp(z¥ ) + Vhy (2% 1) — Vhy (2M) + N(C, 2% ). (30)

Since p(2*') > 0 and p(z**!) > 0, then, from the upper semicontinuity of
the Clarke subdifferential operator, by dividing formula (28) by S, and letting
i — 0o one obtains

0 € Op(z™) + N(C,z*). (31)
Note that
Op(x®) S Y0 Ndfi(a®): Ai=0, > A=1;. (32)
i€I(x°) iel(z>)

Since 7, = min{p(z*), p(x**1)} > 0, then p(x>) > 0, thus relation (44) con-
tradicts Assumption 3. Hence, there exists an index kg such that

5]€ = 5]% for all k Z k().

In virtue of inequality (27), limg_oo||z¥T! — 2| = 0. Hence, ry, < 0 for all k
sufficiently large, which follows p(x>°) < 0, i.e., 2° is a feasible point of the
original problem. By letting ¢ — oo in relation (28), we derive that

0 € 0fo(z) + IpT (2™°) + N(C,z>). (33)
By noting that
i [ {Xdp(z>): Xe[0,1]} if p(z>)=0
o) ={ it p(r) <0
relations (32), (33) show that x> is a KKT point of problem (P,q.)-(12), which
completes the proof.

Instead of the penalty function p™, we could also use the following one

m

U@) =Y ff @), zer

It is easy to see that the convergence result also holds for this penalty function.
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3 DC Algorithm Using Slack Variables with Updated
Relaxation Parameter: DCA2

As in the preceding section, let f; (i = 0,...,m) be DC functions with the fol-
lowing DC decompositions

fi(z) == gi(x) — hi(x), x€R™ i=0,..,m. (34)

By using the main idea of the DCA that linearizes the concave part of the DC
structure, we can derive a sequential convex programming method based on
solving the convex subproblems of the following form:

. i(z) — hi(x®) — (yF x —2F) <0, i=1,..,m;
i ) ) sa, { S~ Ghr = <O i

(35)
where, 2% € R” is the current iterate, y¥ € dh;(z*) for i = 0,...,m.

ThlS linearization introduces an inner convex approxnnatlon of the feasible
set of (Pyqc)-(12). However, this convex approximation is quite often poor and
can lead to infeasibility of convex subproblem (35). We propose a relaxation
technique to deal with the feasibility of subproblems. Instead of (35), we consider
the subproblem

min go(x)—(yo,2)+Bkt s.t. { gi(@) —hi@®) = (e —M) <t i=1.mit20
zeC,

(36)
where S > 0 is a penalty parameter. Obviously, (36) is a convex problem that
is always feasible. Furthermore, the Slater constraint qualification is satisfied
for the constraints of (36), thus the Karush-Kuhn-Tucker (KKT) optimality
condition holds for some solution (z*+1, ##+1) of (36): there exist some \¥™! € R,

i=1,..,m, and p**! € R such that

0°€ dgo(a™*) —yb + 327, AP (9gi(2* ) — yf) + N(C, 2",

/Bk _ 217;1 )\kJrl ,U/k+1 — O

gi(z" 1) — hl(:vk) — (yf,ka — k) <kt /\f"'1 >0 i=1,..,m, 2"t e C,
/\;CJrl (gi(x’”l) — hl(:vk) — (yf,ka — xk) — tkH) =0,i=1,....m

>, Mi_cﬂ >0, Ht R =0,

Our relaxation DC algorithm is stated as follows.

DCA2
Initialization: Take an initial point ! € C; §;,d2 > 0; an initial penalty
parameter 31 > 0 and set k := 1.

1. Compute y¥ € oOh;(2*), i =0,.

2. Compute (z**1 ¢k*1) as the solutlon of (36), and the associated Lagrange
multipliers ()\k"'l , ).

3. Stopping test.
Stop if 2¥*! = 2% and tF*+1 = 0.
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4. Penalty parameter update.
Compute r, = min{le"" — o5~ Wy 4 813, where [,
=" AL, and set

By = Br it By >,
k1 ﬁk + 52 if Bk < Tk
5. Set k:=k + 1 and go to Step 1.
Note that the updated penalty parameter rule is inspired by Solodov in [71],

that is to ensure that the unboundedness of {3*} leads to the unboundedness of
{IINE ]I} as well as [Jz*+t — 2% — 0.
As in the preceding section, we note
or(z) :== fo(x) + BrpT(x), = €R™
The following lemma is needed to investigate the convergence of DCA2.
Lemma 1. The sequence (xz*,t*) generated by DCAZ2 satisfies the following in-
equality

o (2F) — pp(aFt) > ;kaH — 2|2, forall k=1,2,... (38)

where, p:= p(go) + p(ho) + min{p(g;) : i =1,...m}.

Proof. According to the first inclusion of (37), there exist z¥ € dg;(z**1) (i =
0,...,m) such that

m m
o+ > MThYE =2+ ) AT 4 N(C M), (39)
=1 =1

On the other hand, by the convexity of g;, h; (i = 0,...m) one has

(o — v — ) < fola) - fo(ah+) PO EPIO) kpiz g

and fori=1,...,m,
(7 —yi,a® — ") < fild®) = (g(af ™) = ha(a®) = (yf ™ —2h)) (41

9 Jla* — 2,

By (37), it immediately follows that

S ATTHE oyl ek — B < (B — ) (0t () — ) = A b — a2
S 5k(p+($k) _ tk+1) _ p21 ka _ karIHZ’
(42)
where, p; := min{p(g;) : i =1,...m}. By noting that
R > gi(@F ) — hy(2®) — (yF, 2P — 2F) > (e foralli =1,...,m,
inequality (38) follows directly from relations (39), (40), (42).

We are now ready to prove global convergence of DCA2.
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Theorem 2. Suppose that C' C R" is a nonempty closed convex set and f;, i =
1,....m are DC functions on C such that assumptions 1 and 8 are verified.
Suppose further that for each i = 0,...,m, either g; or h; is differentiable on
C and that

p:=p(g0) + p(ho) + min{p(g;) : i=1,..m} > 0.

Let 61,02 > 0, 81 > 0 be given. Let {x*} be a sequence generated by DCA2.
Then DCAZ2 either stops, after finitely many iterations, at a KKT point z* for
problem (Pyac)-(12) or generates an infinite sequence {x*} of iterates such that
limy oo |25 — 2%|| = 0 and every limit point x> of the sequence {z*} is a
KKT point of problem (Pyac)-(12).

Proof. Suppose that DCA2 stops, after finitely many iterations, at 2*, i.e.,
2+l = 2% and t**1 = 0. Then, 2" is a feasible point of the original problem
(Pydc)-(12). Since either g; or h; is differentiable, then

Ofi(x) = 0gi(x) — Ohs(x), z € C, i =0,...,m.
By ( 37), one has

0 € Ofo(zF + 30, ANFLOf; (2F+1) + N(C, 2F),
{ fi@®) <0, ML >0 i=1,.,m, 2F € C, i fi(a¥) =0, i =1,....,m.
(43)

That is, 2% is a KKT point of (Pyac)-(12).

Now, suppose that {z*} is an infinite sequence generated by DCA2. Let 2> be
a limit point of the sequence {z*}, say, lim;_, o % = 2°° for some subsequence
{2k} of {x*}.

We prove that there exists an index ko such that S = S, for all k& > ko.
Assume the contrary, i.e, limg_o B = +00. Then, there exist infinitely many
indices 7 such that

Br, < [l" Tt — M7t aswellas By, < AR + 61

By considering a subsequence if necessarily, without loss of generality, we can
assume that

lim 2% — 2k =0 and lim |A¥TY|; = +oo.
J—ro0 j—oo

If p(z>°) < 0 then when k; is sufficiently large, one has
gi(xFi Tt — py(ahiy — (i ahitl gk kit <0 i =1, ... m.
Therefore, by ( 37), )\fﬁl =0 for all i = 1, ..., m, which contradicts ||\, —
+o0. Hence, p(z>) > 0. Without loss of generality, assume further that
k41

lim

) —n =
i ‘|)\kj+1||1 =0, t=1,...,m.
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Then,

T]Z:01f2¢1($oo) and Z ni:1~
i€l (x>)

According to the upper semicontinuity of the Clarke subdifferential operator, by
dividing first inclusion of ( 37) by |[A**1||; and letting j — oo, one obtains

0e > mdfi(x™)+N(C,z™). (44)

i€l (x>°)

This relation contradicts obviously Assumption 3.
Hence, there exists an index kg such that

5]€ = 5]% for all k Z k().

In virtue of inequality (38), limg_,q ||2%Tt — 2¥|| = 0. Hence, By > [[N¥+L|1 + 0
for all k sufficiently large. In view of the second relation of ( 37), it follows
pFtt > 0, thus, t**1 = 0 when k is sufficiently large. Consequently, 2 is a
feasible point of the original problem. As {||A**1||;} is bounded, we can assume
that

lim A9 =2®, i=1,..m.

J—o0

By letting j — oo in relations of (37), we derive that

0 € dfo(x>®) + 3 A2 fi(2>°) + N(C,z*),
{ fi(z>®) <0, A >0 i=1,..,m, 2 € C, X*fi(z>*)=0,i=1,..,m.
(45)
It shows that > is a KKT point of problem (Pyq.)-(12) and the proof is com-
pleted.

Note that, as shown in Theorem 1 and Theorem 2, the penalty parameter
Bk is constant when k is sufficiently large. Observing from the proof of these
convergence theorems, the sequence {p(2*)} of values of the function oy (z) =
fo(x) + Brpt(x) along the sequence {z*} generated by DCA1 and DCA2 is
decreasing.

4 Conclusion

We have presented the natural extension of DC programming and DCA for
general DC programs with DC constraints. Two approaches consisting of refor-
mulation of those programs as standard DC programs give rise to DCA1 and
DCAZ2. The first one is based on penalty techniques in DC programming while
the second linearizes concave functions in DC constraints to build convex inner
approximations of the feasible set. Both designed algorithms can be viewed as a
sequence of standard DCAs with updated penalty (resp. relaxation) parameters,
which marks the passage from standard DCAs to extended DCAs. This fact
shows clearly that standard DCA is a special case of DCA1/DCA2 applied to
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standard DC programs. That is the reason why we will not distinguish between
standard and extended DCAs and all these algorithms will be called DCA for
short. We hope this work will provide a deep understanding of these theoretical
and algorithmic tools for researchers and practitioners to efficiently model and
solve their real-word nonconvex programs, especially in the large-scale setting.
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Abstract. We propose some new DC (difference of convex functions)
programming approaches for solving the Bilinear Matrix Inequality (BMI)
Feasibility Problems and the Quadratic Matrix Inequality (QMI) Feasi-
bility Problems. They are both important NP-hard problems in the field
of robust control and system theory. The inherent difficulty lies in the
nonconvex set of feasible solutions. In this paper, we will firstly reformu-
late these problems as a DC program (minimization of a concave function
over a convex set). Then efficient approaches based on the DC Algorithm
(DCA) are proposed for the numerical solution. A semidefinite program
(SDP) is required to be solved during each iteration of our algorithm.
Moreover, a hybrid method combining DCA with an adaptive Branch
and Bound is established for guaranteeing the feasibility of the BMI and
QMI. A concept of partial solution of SDP via DCA is proposed to im-
prove the convergence of our algorithm when handling more large-scale
cases. Numerical simulations of the proposed approaches and comparison
with PENBMI are also reported.

Keywords: BMI/QMI, DC program, DCA, Branch and Bound, SDP.

1 Introduction

The optimization problem with Bilinear Matriz Inequality (BMI) constraints is
considered as the central problem in the filed of robust control. A wide range
of difficult control synthesis problems, such as the fixed order H°® control, the
1/ K, -synthesis, the decentralized control, and the robust gain-scheduling can be
reduced to problems involving BMIs [8, 9]. Given the symmetric matrices F;; €
SFG =0,...,n;5 = 0,...,m), where S* denotes the space of real symmetric
k x k matrices. We call the Bilinear Matriz Inequality (BMI) an inequality for
which the biaffine combination of the given matrices is a negative (or positive)
semidefinite (or definite) matrix, mathematically defined as:

n m n m
F(z,y) := Foo + E z; Fip + E y;Foj + E E iy Fiy =0 (1)
i=1 =1 i=1 j—1
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where F(z,y) € S¥, 2 € R™ and y € R™. The inequality A < 0 means the matrix
A is negative semidefinite. The BMI could be considered as the generalization of
bilinear inequality constraint (including quadratic inequalities) since once Fj;’s
are diagonals, it becomes a set of bilinear inequality constraints. Therefore, any
bilinear and quadratic constraint can be represented as a BMI [39]. Furthermore,
it is well-known that BMI has a biconvexity structure since the BMI constraint
becomes convex Linear Matriz Inequality (LMI) when z or y is fixed. Since
LMI is equivalent to Semi-Definite Program (SDP), then BMI could also be
considered as a generalization of SDP. Therefore, we can see that the research
on BMI is not only very important in the application of robust control, but also
very important on theoretical aspect.

We will consider the BMI Feasibility Problem (BMIFP) whose objective is
to find a feasible solution (z,y) € R™ x R™ of the matrix inequality (1). In
practice, many problems in robust control could be formulated as an optimization
problem with a linear/quadratic objective function within BMI constraints, and
the variables z and y are often bounded, i.e. (x, y) is bounded in a hyper-rectangle
H:={(z,y) eR"xR":2 <z <Zy<y<y}, where z,z € R” and y,5 € R™
denote the upper and the lower bounds for the variables z and y. Solving BMIFP
is quite difficult and classified as a NP-hard problem [42].

Some previous researches on BMI will be briefly described here to give a view
about what has been already done. Of course, it won’t cover all works in this topic.
The first paper that formally introduced the BMI in the control theory is probably
due to Safonov et al. [38] in 1994. They have shown that the BMIFP is equivalent
to checking whether the diameter of a certain convex set is greater than two. And
this is equivalent to a maximization of a convex function via a convex set which
is proved to be a NP-hard problem. Later, Goh et al. [8] presented the first im-
plemented algorithm based on convex relaxation and branch-and-bound (B&B)
scheme for finding a global solution of a particular case of BMIFP. The same au-
thors also proposed algorithms to approximate local optima. Other authors such
as VanAntwerp [45], Fujioka [5] improved the lower bound of the B&B algorithm
through a better convex relaxation. Kojima et al. [7] proposed a Branch and Cut
algorithm and improved the B&B algorithm of Goh [8] by applying a better con-
vex relaxation of the BMI Eigenvalue Problem (BMIEP). Kawanish et al. [14] and
Takano et al. [41] presented some results for reducing the feasible region of the
problem using informations of local optimal solutions. Tuan et al. [43] had pointed
out that BMIFP belongs to the class of DC' (difference of convex functions) opti-
mization problems. Some DC reformulation of BMIFP and algorithms based on
branch and bound approach have been investigated in that paper. Later, a La-
grangian dual global optimization algorithm is proposed by the same author in
[44]. A sequence of concave minimization problems and DC programs were em-
ployed by Liu and Papavassilopoulos [23] on the same problem of Tuan. Mesbahi
and Papavassilopoulos [26] have studied the theoretical aspects of the BMI and es-
tablished equivalent formulations of cone programming. More recently, the gener-
alized Benders decomposition approach has been extended to BMIFP by Floudas,
Beran et al. [2, 4].
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In this paper, we will investigate a DC Programming formulation of BMIFP
and propose a solution method based on an efficient DC algorithm (DCA). A
hybrid method combining the DCA with a Branch-and-Bound scheme is also
proposed to solve the general BMIFP when DCA could not found a solution
(e.g. the infeasible BMI). As we’ve known in [43], the BMI can be reformulated
as DC programming problem (concave minimization problem over a convex set).
Our proposed method DCA is efficient to solve such DC programs. More specif-
ically, our DCA is an iterative method consists of solving a SDP subproblem in
each iteration. The fast convergence rate of DCA raises interest in combining
DCA with a global optimization framework Branch-and-Bound in order to effi-
ciently solve this concave minimization formulation. Particularly, if we can find
some good initial point to start DCA, then our algorithm will give very good
upper bound (quite often global one) with mineur iterations. Furthermore, it’s
important to notice that solving BMIFP does not need globally solving the DC
program, since the particular features of the BMIFP and its DC reformulation
structure make it possible to stop our algorithm before obtaining a global op-
timal solution (even not to be a local solution in some cases). This could be
frequently encountered in feasible BMIFPs. Numerical experiments compared
with the commercial BMI solver (PENBMI) [15] will be also reported.

2 QMIFP Reformulation

Firstly, we present an equivalent reformulation of BMIFP that is referred to as
Quadratic Matriz Inequality Feasibility Problem(QMIFP). Given the symmetric
matrices Q; € S¥(i =0,...,N) and Q;; € S¥(i,j = 1,..., N). QMIFP is to find
a point x in a hyper-rectangle H := {x € RN .z << Z} which satisfies the
following Quadratic Matrix Inequality:

N N
Qz) == Qo+ inQi + Z 2iz;Qij = 0. (2)

i=1 ij=1

Any BMIFP (1) can be easily casted into a QMIFP (2) according to:

Proposition 1. Let N :=n+m. The BMIFP (1) is equivalent to the QMIFP

(2) with
- '/I:i i:],...,n
" Wa-m)  i=ntl. N
F; i=1,...,n;
QO = F007 Qi T {FO(Z—H) Z:n+1, .. ,N-

Fijony i=1,...,nj=n+1....N
Qij = Fli—m); i=m+1,... ,Nyj=1,...,m
0 otherwise.
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S z; 1=1,...,n and T — Ti i=1,...,n
U Wiy ERALN VT Giomy  i=ntl.. N

The proof of the proposition 1 is obvious. This result demonstrates that QMIFP
and BMIFP are equivalent in feasibility, and their solution sets. Obviously, solv-
ing such a QMIFP is also a NP-hard problem, but QMIFP is easy to be refor-
mulated as a DC program which could be solved efficiently with our proposed
methods. In next section, we will focus on the DC reformulation of QMIFP.

3 DC Reformulation of QMIFP

We know that QMIFP (2) is equivalent to a concave minimization problem over
compact convex set consists of LMIs and bounds in the variables (see [43]). It is
derived as follows.

Firstly, we have the following proposition:

Proposition 2. Let W = (w;;) = xza? (where xT denotes the transpose of
the vector x). Considering the matriz Q(x) of the QMIFP (2) in which we can
replace all bilinear terms x;x; with new variables w;; to get:

N N
Qr(z, W) := Qo+ inQi + Z wi; Q5 =0 (3)
i=1

i= i,j=1

where
(z, W) e {(z,W) e RN x S¥ -z € H,W = zz”}.

The formulation (3) is equivalent to the QMIFP (2) in the sense that they are
both feasible or infeasible. More specifically, ©* is a feasible point of (2) if and
only if (z*,x*x*T) is a feasible point of (3).

In the formulation (2), the difficulty lies in the nonconvex QMI constraint,
while in the formulation (3), the quadratic matrix function Q(x) becomes an
affine matrix function Qp(z, W), so that the nonconvex QMI constraint is re-
laxed to a convex LMI constraint. However, a new nonlinear nonconvex equality
constraint W = zz” is introduced in the later one which destroyed the convexity
of (3). The following lemma gives us an equivalent formulation to this equality.

Lemma 1 (see [43]). Let W € S¥ defined as W := za”. The constraint
W = z27 is equivalent to

Wz

ESE @)

N
Trace(W — za™) = Trace(W) — Zx? <0 (5)
i=1
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This lemma represents the nonlinear equality W = xz” as a LMI (4) with a
reverse convex constraint (5). Therefore, we get from Proposition (2) and Lemma
(1) an equivalent formulation of QMIFP as:

N N
Qo + inQi + Z w;jQij 2 0;
i=1

i,j=1

Wz al
. 2 .
LUT 1] tO,Tmce(W)f;xi <0;zx e H.
(6)
The system (6) is the intersection of the convex set C := {(z,W) : Qo +

Zf\il r;Q; + Zf\fj:l wij Qi =0, [;}[7/1 :f] = 0,2 € H} and the nonconvex set

(reverse convex set) RC := {(z, W) : Trace(W) — ZZ]\LI z? <0}

Theorem 1. The QMIFP (6) is feasible if and only if there exists a point (xz, W)
inC # 0 and Trace(W) — Zf\;l 22 = 0. Otherwise, the QMIFP is infeasible if

C =0 or Trace(W) — 2N a2 > 0 for any point (z,W) in C # 0.

Proof. If C = (), then the system (6) is obviously infeasible. Otherwise, suppose
(z,W) € C # 0, applying Schur complements to LVK T] > 0, we have W —zaT >
0 which means Trace(W — za®) = Trace(W) — Zf\il x? > 0. This inequality is
held for every point in C. Combining this inequality with the nonconvex set RC,
we must have Trace(W) — Zfil x2 = 0 for any feasible point of the system (6).

Clearly, if Trace(W) — 2N 42 > 0,¥(x, W) € C, then (6) is infeasible. O
Based on the Theorem 1, we get that (6) is feasible if and only if the following
concave minimization problem is true.
0=min f(z,W)=Trace(W) — ZZ]\LI x?
sit. Qr(z, W) := Qo+ Zfil Qi + Z?fj:l w;;Qij 20

= "
(x,W) e HxSN.

As a conclusion, BMIFP (1) is feasible if and only if QMIFP (2) is feasible, the
QMIFP (2) is equivalent to (6), and the formulation (6) is feasible if and only
if 0 is the optimal value of the concave minimization problem (7). Therefore,
we can solve the problem (7) to determine whether the BMIFP (1) is feasible
or not, and if (x, W) is feasible to (7) such that f(x,W) < 0, then x must be
feasible to QMIFP (2).

Concerning on the bounds of the variables (z, W) in (6), we have that W is
bounded if = is bounded due to the definition of W as w;; = x;x;. Thus w;; has
upper and lower bounds as:

wijgwijgu’)ij(i,jzl,...,N) (8)
where

w;; = min{z,r;, ;25,2 ), TiZ; }; Wig = max{x,x;, 1,35, TiT;, TiT; ).
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Therefore, we can introduce the bounds (z, W) € Hy := {(x, W) € RN x SV :
v <z <T,w; < wij < Wwij,4,5=1,...,N} into the problem (7) to reduce the
searching space.

Note that several LMIs can be expressed as one single LMI according to:

Lemma 2. Suppose that we have p LMIs as

N
Fi(x):=F +> xF] 20,(j=1,...,p). (9)

i=1

They are equivalent to the following LMI:

N
F(z) = Fy + ZfZFZ =<0 (10)
i=1
where
F! 0
P = . ,(i=0,...,N)
0 F?
Proof. The formula (10) is exactly
Fl(x) 0
F(z) = <0. (11)
0 FP(x)

If z* is feasible to (9), i.e. F/(x*) <0,(j = 1,...,p), then it is obviously feasible
to the formula (11). Inversely, if z* is feasible to (11), since all principal minors
of a negative semidefinite matrix F(z*) must be negative semidefinite, then

FI(z*) 20,(j=1,....p). O
In the problem (7), the LMI E/K T] > 0 can be represented as the standard
form as:
N N
i=1 i,j=1
where
_00 A 0 —€; . R MZJO .
Iy = [0 _1] (Fy = {—eZT 0 } (t=1,...,N); Fj [ 0 0 (i,j=1,...,N).

F;’s and Fj;’s are (N +1) x (N + 1) symmetric matrices. The N x N symmetric
matrix M;; has only nonzero elements at (i,j) and (j,i) with value — for i # j; If
i = j then Mj;; becomes a diagonal matrix whose only nonzero element is the i-th
element in the diagonal which will take —1 (i.e. M;; := diag(e;), where e; € R
is the ¢-th canonical basis vector of RN). Note that all matrices F;’s and F;;’s
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are sparses (only at most 2 nonzero elements for each). The sparse structure of
LMI (12) can be handled more efficiently than the dense structure in numerical
computation of SDP.

Therefore, the two LMIs in (7) are rewritten as one single LMI as

N N
Qz, W) := Qo + Z%Qz + Z wi;Qi; =0 (13)

i=1 i,j=1

where
QO = |:C(2)z ](;J ’(ZZO??N)’QZJ = |:620U FOZ]:| (ZajzlaaN)

Qi, Qi; belong to S*, and F;,F;; belong to SNV +1. Hence, Q; and Qij belong
to SF+N+1 with sparse structure.
Finally, from (8) and (13), the problem (7) is equivalent to:

0=min f(z,W)=Trace(W)— Zfil z?
s.. (xv W) € CQ(% W) = QO + Zfi1 xz@z + 22[]‘:1 wz’j@ij =0 (14)
(x, W) € Hw.

where C := {(z, W) € Hw : Q(z, W) := Qo + Zfil Qi + Zf\szl wi;Qij < 0}.
We have to minimize a quadratic concave function within a compact convex set C
involving LMI. Clearly, it is a DC programming problem since concave function
is a special DC function. The DC programming formulation of (14) is given by

min f(x, W) = g(x, W) — h(z, W). (15)

where g(z, W) := xc¢(z, W) is a convex function (x¢(x, W) denotes the indica-

tor function as xc(x, W) := 0 if (x,W) € C, 400 otherwise), and h(z, W) :=
N 2 . . .

> oy (xf —wy) is a quadratic convex function.

i

4 DC Programming and DCA

In order to give readers a brief view of DC programming and DCA, we will out-
line some essential theoretical results in this section. DC programming and DCA
(DC Algorithm) were first introduced by Pham Dinh Tao in their preliminary
form in 1985. They have been extensively developed since 1994 by Le Thi Hoai
An and Pham Dinh Tao, see e.g. ([10, 11, 13, 16-22, 28-36]) and also the webpage
http://lita.sciences.univ-metz.fr/~lethi/index.php/dca.html. DCA
has been successfully applied to many large-scale (smooth/nonsmooth) noncon-
vex programs in different fields of applied sciences for which they often give
global solutions. The algorithm has proved to be more robust and efficient than
many standard methods in nonlinear programming.
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4.1 General DC Programming

Let X = R™ and ||.|| be the Euclidean norm on X and let IH(X) denote the
convex cone of all lower semi-continuous and proper (i.e. not identically equal to
+00) convex functions defined on X and taking values in R U {+o00}. The dual
space of X denotes by Y which could be identified with X itself. For 6 € I')(X),
the effective domain of 6, denoted dom 6, is defined by

dom 0 := {zx € X: 6(z) < +o0}. (16)

DC programming investigates the structure of the vector space DC(X) :=
I'n(X) — I'p(X), DC duality and optimality conditions for DC programs.
A general DC program is in the form of

(Page) a=inf{f(z):=g(z) - h(z) : ze€X}, (17)

with g, h € I (X). Such a function f is called a DC function, and g — h, a DC
decomposition of f while the convex functions g and h are DC components of
f- In DC programming, the convention

(+00) — (+00) := 40 (18)

has been adopted to avoid the ambiguity on the determination of (+00) — (+00).
Such a case does not present any interest and can be discarded. We are actually
concerned with the following problem

a =inf{f(z) ;== g(x) — h(z) : x € dom h}, (19)

which is equivalent to (Pg.) under the convention (18). Remark that if the opti-
mal value « is finite then dom g C dom h. It should be noted that a constrained
DC program (C being a nonempty closed convex set)

a=1inf{p(x) —¢Y(z) : z€ C} (20)

is equivalent to the unconstrained DC program by adding the indicator function
xc of C (x¢ () =01if x € C, 400 otherwise) to the first DC component ¢ :

a =inf{g(z) — h(z) : = € X}, (21)
where g := ¢ + x¢ and h := 1. Let
9" (y) = sup{(z,y) — g(z) : x€X} (22)

be the conjugate function of g. By using the fact that every function h € I'H(X)
is characterized as a pointwise supremum of a collection of affine functions, say

h(z) := sup{(z,y) —h*(y) 1y € Y}, (23)

we have

a =1inf{h*(y) — ¢"(y) : y € dom h*}, (24)
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that is written, in virtue of the convention (18):
(Dac)  a=f{h"(y) —g"(y) :y € Y}, (25)

which is the dual DC program of (P;.). Finally the finiteness of a implies both
inclusions dom g C dom h and dom h* C dom g*. We will denote by P and D
be the solution sets of (Py.) and (Dg.) respectively.

Recall that, for § € I'h(X) and z¢ € dom 6, 90(xo) denotes the subdifferential
of 8 at xg, t.e.,

00(zo) :={y €Y :0(z) > 0(x0) + (x — x0,y), Vo € X} (26)

(see [12, 37]). The subdifferential 00(x) is a closed convex set in Y. It generalizes
the derivative in the sense that 6 is differentiable at x if and only if 90(x) is a
singleton, which is exactly {V6(z¢)}.
The domain of 96, denoted dom 96, is defined by dom 90 := {z € dom 6 :
00(x) # 0}.

ri(dom #) C dom 90 C dom 6 (27)

where i stands for the relative interior.
A function ¢ € I'hH(X) is a polyhedral convex function if it can be expressed
as
¢(z) = sup{(a;,z) —vi ri=1,....,m} + xk(2) (28)

wherea; € Y,v; € Rfori=1,...,mand K is a nonempty polyhedral convex set
in X (see [37]). A DC program is called polyhedral if either g or h is a polyhedral
convex function. This class of DC programs, which is frequently encountered in
real-life optimization problems and was extensively developed in our previous
works (e.g. [16] and references therein), enjoys interesting properties (from both
theoretical and practical viewpoints) concerning the local optimality and the
finite convergence of DCA.

In the lack of verifiable conditions for global optimality of DC programs, we
developed instead the following necessary local optimality conditions for DC
programs in their primal part, by symmetry their dual part is trivial (see ([33,
35, 36]):

Oh(z*)Ndg(z*) # 0 (29)

Such a point z* is called critical point of g — h or generalized KKT point for
(P4c), and

0 # Oh(z*) C dg(x™). (30)

The condition (30) is also sufficient (for local optimality) in many important

classes of DC programs. In particular it is sufficient for the next cases quite often
encountered in practice ([33, 35, 36] and references therein):

— In polyhedral DC programs with i being a polyhedral convex function . In
this case, if h is differentiable at a critical point z*, then x* is actually a
local minimizer for (Py.). Since a convex function is differentiable everywhere
except for a set of measure zero, one can say that a critical point z* is almost
always a local minimizer for (Py.).
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— In case the function f is locally convex at x*. Note that, if A is polyhedral
convex, then f = g — h is locally convex everywhere h is differentiable.

The transportation of global solutions between (Pg.) and (Dg.) can be ex-
pressed by:
U ag*w) cP, | on=) cD. (31)
y*€D z*eP
Moreover, the equality holds in the first inclusion of (31) if P C dom 0Oh, in
particular if P C ri(dom h) according to (27). Similar property relative to the
second inclusion can be stated by duality. On the other hand, under technical

conditions this transportation holds also for local solutions of (Py.) and (Dg.)
(see [33-36]).

4.2 DC Algorithm (DCA)

Based on local optimality conditions and DC duality, the DCA consists in
constructing of two sequences {z*} and {y*} of trial solutions of the primal
and dual programs respectively, such that the sequences {g(z*) — h(z*)} and
{h*(y*) — g*(y*)} are decreasing, and {z*} (resp. {y*}) converges to a primal
feasible solution T (resp. a dual feasible solution y) satisfying local optimality
conditions and

T €99™(y), yeonm). (32)

The sequences {z*} and {y*} are determined in the way that z**1 (resp. y**1)
is a solution to the convex program (Py) (resp. (Dg+1)) defined by (z° € dom
Oh being a given initial point and y° € dh(z") being chosen)

(Pr)  inf{g(x) — [h(z") + (z — 2",y")] s 2 € X}, (33)

(Drg1)  inf{h*(y) — [g" (") + (y —y" 2" )]y e Y} (34)

The DCA has the quite simple interpretation: at the k-th iteration, one re-
places in the primal DC program (P,.) the second component h by its affine
minorization h*) (z) := h(z*) + (x — 2*, y*) defined by a subgradient y* of h at
x* to give birth to the primal convex program (P), the solution of which is noth-
ing but dg*(y*). Dually, a solution z**! of (Py) is then used to define the dual
convex program (Dy41) obtained from (Dg.) by replacing the second DC compo-
nent ¢g* with its affine minorization (¢*)*)(y) := ¢*(v*) + (y — y*, 2**1) defined
by the subgradient z**1 of ¢* at y*. The process is repeated until convergence.
DCA performs a double linearization with the help of the subgradients of h
and g* and the DCA then yields the next scheme: (starting from given 2% €
dom 0h)

y" € On(aF);  2FTt € ag*(yF), Vk > 0. (35)
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DCA’s distinctive feature relies upon the fact that DCA deals with the convex
DC components g and h but not with the DC function f itself. DCA is one
of the rare algorithms for nonconvex nonsmooth programming. Moreover, a DC
function f has infinitely many DC decompositions which have crucial implica-
tions for the qualities (speed of convergence, robustness, efficiency, globality of
computed solutions,...) of DCA. For a given DC program, the choice of optimal
DC decompositions is still open. Of course, this depends strongly on the very
specific structure of the problem being considered. In order to tackle the large-
scale setting, one tries in practice to choose g and h such that sequences {z*}
and {y*} can be easily calculated, i.e., either they are in an explicit form or
their computations are inexpensive.

Theorem 2 (Convergence Theorem of DCA). (/33, 35, 36]) DCA is a
descent method without line-search which enjoys the following primal properties
(the dual ones can be formulated in a similar way):

1. The sequences {g(z*) — h(z*)} and {h*(v*) — g*(y*)} are decreasing and

— g(aF ) — h(zk 1) = g(z*) — h(2%) if and only if y* € dg(z*) N Oh(z*),
y* € 9g(x* 1) NOR(z*TY) and [p(g, C) + p(h, O)]||x**+1 — 2*|| = 0. More-
over if g or h are strictly convex on C, then x* = 2*T1. In such a case
DCA terminates at finitely many iterations.
Here C (resp. D) denotes a convex set containing the sequence {x*}
(resp. {y*}) and p(g,C) denotes the modulus of strong convexity of g on
C given by:

p(g,C) :=sup{p>0:g— (p/2)|.]|* be convex on C}.

= XYM = g (M) = h(yF) — g (YY) if and only if 2 € dg*(y*) N
Oh*(y*), a1 € 9g* (y**1)NOR* (y* 1) and [p(g*, D)+ p(h*, D)]|ly**' —
y¥|| = 0. Moreover if g* or h* are strictly convex on D, then y* = yF+1.
In such a case DCA terminates at finitely many iterations.

2. If p(g,C) + p(h,C) > 0 (resp. p(g*,D) + p(h*,D) > 0) then the series
{25 — 2F)12Y (resp. {||y*T! — v*||?}) converges.

3. If the optimal value of Py is finite and the infinite sequence {x*} and {y*}
are bounded then every limit point x> (resp. y*°) of the sequence {x*} (resp.
{y*}) is a critical point of g — h (resp. h* — g*).

4. DCA has a linear convergence for general DC programs.

5. DCA has a finite convergence for polyhedral DC programs.

The convergence of DCA is always guarantied whatever an initial point (could
be a feasible or even infeasible point of the DC program) is. However, the choice
of an initial point is important that could affect the number of iterations and the
globality of the obtained solution. Searching a good initial point (leads a con-
vergence to a global optimal solution) is often an open question in applications,
since it is highly depending on the specific structure of the DC function and the
problem’s constraints.
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4.3 Geometric Interpretation of DCA

In this subsection, we present a new result on the geometric view of DCA, this
result is first introduced by the author Niu in his PhD thesis[29] in 2008. Let’s
consider in the k-th iteration of DCA, the convex majorization g(x) — (h(z*) +
(x — % y*)) of the DC function g(z) — h(z) is constructed at the point z* (with
y* € dg(a*)). The following theorem can be proved:

Theorem 3. Let f(z) = g(x)—h(z) be a DC function on the convex set C. Given
a point % € C, let’s define the convex function f*(z) = g(z) — [h(z*) + (z —
% y*)] at the point % (with y* € dg(x*)) and suppose that g is a differentiable
function, we have

1. f¥() > f(x),Vx € C.
2. fHah) = f ( 5.
3. Vf*(ar) = V(")

Proof. Since h(z) is a convex function on C, we have h(z) > h(z*) + (z — 2*, y*),
Vz € C which yields f*(z) = g(z) — [h(z") + (x ka,y )] > g(z) — h(z),Vz € C.

] _
Obviously, f*(z%) = g(fk)*[h($k)+<$ aF M) = g(x k)*h(fk) = f(z*). And
VfHx) = Vg(z)—y* = Vg(x) = Vh(a¥), finally V f*(2*) = Vg(2F) — Vh(a*) =
V[ (k). 0

Theorem 3 gives us an explicit geometric view between the surfaces of f* and
f. In fact, f* is coincide with f at the point z*, and f* is a convex function
and always located above f on C (i.e., f¥ is a convex majorization of f on C).
Roughly speaking, we can image the surface of the function f* as a “bowl”
locating above the surface of f and touch with f at the point (z*, f(2*)). Thus,
the principal of DCA can be illustrated in the following figure:

We have an easy understanding how DCA works (find a point z**! from
the point 2* and the convergent tendency). Many important properties of DCA
have intuitional explanations on this figure. For instance, we know that DCA
will generate a decreasing sequence { f(z¥)}. This can be observed directly in the
figure, since f < f* and the point z**! is a minimum of the convex function f*
over the convex set C which yield f(x**1) < fE(2xF+1) < fF(2F) = f(2*). The
relationships among the values f(z*+1), f*¥(2k*1), f(2*) are directly revealed in
the figure. The convergence of DCA can be also pointed out since {f(z*)} is a
decreasing sequence and bounded below, i.e. {f(z*)} converges (and probably
tends to the global optimal value f(z*) in this figure). We also observe that
starting from some possible positions of ¥, DCA could jump over a minimiser
to approach another minimizer. e.g., in the figure, DCA jumps over a local min-
imizer located between ¥ and 2**! and approach the global minimizer =*. This
special feature has very important impact to the solution quality of DCA es-
pecially in nonconvex optimization. It would be a key point to make difference
on the performance between DCA and many other standard algorithms. It’s
also easy to understand that the jumping depends on where to jump and where
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Fig. 1. Geometric interpretation of DCA

is the minimizer of the convex majorization f¥, that is equivalent to say that
the performance of DCA depends on the choice of initial point and the DC
decomposition of f. Therefore, these two questions must be carefully considered
in practice.

5 DCA for Solving QMIFP

In this section, we focus on how to solve QMIFP via DCA. The problem (2) has
been reformulated as a DC program (15) in section 2 as follows:

where h(z, W) = Zf\;l(w? — w;;) is a continuous and differentiable convex
quadratic function, and g(z, W) := xc(x, W) is also a convex function since it
is the indicator function defined on the convex compact set C := {(z,W) €
Hw, Qa, W) = Qo+ Xy 2:Qi + 1 wiQij = 0}. (here My := {(z, W) €
RN X SN rr<x Szi,wij S’wij S’lbij,i,j = 1,,N})

According to the general framework of DCA, we can generate two sequences
{(z*, Wk)} and {(y*, Z*)} via the following scheme:
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(@, W) — (y*, Z%) € Oh(z*, W*)
/ (37)
(&L W) € 9g*(y*, Z7).

Since h(z, W) := Zfil(xf — w;;) is a continuous and differentiable function,
then dh(z*, W*) reduces to a singleton {Vh(z*, W*)} which could be computed
explicitly:

(y*, Z%) € Oh(a®, W) & {(y*, Z%) = Vh(z*, WF)}

& {yF =228 78 = —Ix). (38)

where Iy denotes the N x N identity matrix.
For computing (z¥+1, Wk+1) € 9g*(y*, Z*), we can solve the following pro-
gram:

(F T WYY € argmin{Trace(W) — (y*,z) : (x, W) € C}. (39)

Trace(W) denotes the trace of the matrix W. In the above problem, Z* is not
been used, i.e., for computing (z** W**+1) we only need z* (computing Z* is
not necessary). Finally, DCA yields the following iterative scheme:

(F L W) € argmin{Trace(W) — (22*, x) : (x, W) € C}. (40)

The problem (40) is to minimize the linear function Trace(W) — (22, x) over
the convex set C. It is a linear LMI program. Since the dual problem of LMI is a
SDP (Semidefinite Program), we can solve this problem via many efficient SDP
solvers such as SDPA, SeDuMi, SDPT, Yalmip ...

For determining stopping criterions of DCA, the objective function f(x, W)

must be non-negative over the constraint of (7) since LUT 313] =0=W—zzl =

0 = f(z,W) = Trace(W) — Zfil 22 = Trace(W — z2T) > 0. Therefore,
BMIFP/QMIFP is feasible if and only if there exists a feasible point (&, W) € C
such that f(&, W) = 0.

This feature can be used as first stopping criterion of our algorithm as:

Stopping Criterion 1: DCA will stop at kth iteration if f(z*, W*) < ¢1 (where
€1 s a given small positive number).

On the other hand, It is also possible that the sequence { f(z*, W¥)} converges
to a number different from zero (For instance, when BMIFP is infeasible). In this
case, we can stop DCA by its general stopping condition as:

Stopping Criterion 2: DCA can stop at k-th iteration if

k ik k-1 gprk—1
/(@ ’W‘f)(;f’(‘ka)"w <, (where € is a given small positive number).
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The full algorithm DCA for solving QMIFP is described as follows:

DCA1

Initialization:

Choose an initial point < 2% < &, compute W0 = 29207,
Let €1, €5 be sufficiently small positive numbers.

Let iteration number k& = 0.

Iteration: £ =0,1,2,...
Solve SDP program (40) to compute (zFT1, WETL) from (zF, Wk).

Stopping criterions:

If f(z*+1, WkHL) < ¢ then

Stop. return “QMIFP is feasible and (z**1 W**1) is a feasible solution”.
Else if | f (21, WhHL) — f(zk, WF)| < ea| (2%, WF)| then

Stop. return “No feasible solution is found”.

Else, let k = k + 1 and repeat the step Iteration.

Theorem 4 (Convergence Theorem of DCA1). DCAI can generate a se-
quence {(z*, W¥)} such that the sequence { f (x*, W*)} is decreasing and bounded
below (i.e. convergent). The sequence {(x*, W¥)} will converge either to a global
optimal solution of the DC formulation (36) or to a general KKT (Karush-Kuhn-
Tucker) point of (36).

Proof. The proof of this theorem is obvious which is based on the general con-
vergence theorem of DCA [33, 35, 36]. The Stopping Criterion 1 is a global
optimality condition for the feasible QMIFP. Without this condition, DCA1 can
also converge to a general KKT point of (36) due to the general convergence of
DCA. O

6 For Solving a Large-Scale DC Program

In the algorithm DCA1, each iteration requires solving a SDP subproblem. How-
ever, it’s well known that the computational time for solving large-scale SDP will
be expensive. We have also tested several SDP solvers: SDPA, SeDuMi, CSDP
and DSDP. To our knowledge, they are currently the most popular high perfor-
mance SDP solvers. We found in our tests that for solving a non-sparse SDP
with 500 variables and 300 linear constraints requires about 15— 20 seconds. The
SDP subproblem in DCA1 has m +n + (m+")(;”+"+1) variables and one LMI
constraint of order [3(m+n)+k+1] x [3(m—+n)+k+1]. If m, n and k are large
numbers, SDP subproblem will be hard to be numerically solved. In order to
reduce the computational time for each iteration of DCA, we propose a strategy
which could be referees to as “partial solution” or “sub-solution”. More precisely,
we can stop SDP solution process when some conditions are satisfied. For in-
stance, we can stop SDP solution procedure after a fixed number of iterations.
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The reason is that, DCA don’t really require solving a SDP in each iteration,
the objective is to improve the value of the objective function, i.e., find a bet-
ter feasible point (z*+1, W**1) from the current feasible point (z*, W*) such
that f(xFH1, W) < f(2*, WF). Therefore, we don’t need to find a minimizer
of SDP subproblem for each iteration of DCA, it is sufficient to find a better
feasible solution than the current one. Therefore, we can stop the SDP solution
process when a better feasible point is found. The proposed strategy could be
helpful when tackling large-scale problems. Thus, a modified DCA is proposed
as follows:

DCA2

Initialization:

Choose an initial point < 2% < Z, compute W0 = 2927,
Let €1, eo be sufficiently small positive numbers.

Let iteration number k£ = 0.

Iteration: £ =0,1,2,...

Execute SDP solution procedure to (40) and check in each iteration if we
have found a better feasible solution (z*+1, W*+1) satisfying f(xzF+1, Wh+1)
< f(aF, WH).

Stopping criterions:

If f(z*+1, WkH) < ¢ then

Stop. return “QMIFP is feasible and (z**1 W**1) is a feasible solution”.
Else if | f (2, WhHL) — f(zk, WF)| < ea| f(2%, WF)| then

Stop. return “No feasible solution is found”.

Else, let k = k + 1 and repeat Iteration.

Theorem 5 (Convergence Theorem of DCA2). DCA2 can generate a se-
quence {(z*, W¥)} such that the sequence { f (x*, W*)} is decreasing and bounded
below (i.e. convergent). The sequence {(z*, W*)} will converge either to a global
optimal solution of the DC' formulation (36) or to a general KKT point of (36).

Proof. The proof of this theorem is almost the same as the convergence theorem
of DCA1. Globally solving a SDP subproblem is not necessary at each iteration
of DCA, so finding a better feasible point instead of a minimizer of SDP will not
change the convergence of DCA.

Remark 1. The sub-solution strategy will affect the total number of iterations of
DCA and the value of the computed solution. In general, the number of iterations
will increase when applying this strategy. However, since the computational time
for each iteration is extensively reduced, thus the total computational time could
be also reduced.
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7 Hybrid Algorithm DCA-B&B for Solving QMIFP

We must emphasize that DCA is a local optimization method for nonconvex
dc program. For a given DC formulation, the quality of the computed solution
depends on the choice of initial point. In DCA1 and DCAZ2, if the first stopping
condition is not satisfied at the convergence of DCA, we can not decide the
feasibility of the problem QMIFP since the computed solution may be not a
global minimizer of the DC program (36). In order to determine whether the
problem QMI/BMI is feasible or not, we must recur to some global optimization
techniques for further research. In this section, we propose a hybrid method that
combining DCA with a branch-and-bound (B&B) scheme.

The Branch-and-Bound (B&B) method used in this paper is an alterative
procedure in which the hyper-rectangle of x—space, H := {z € RN : 2z < x < 7},
will be partitioned into small partitions (branching procedure), and for each
partition M, we will estimate a lower bound (M) of f(z, W) over C N M, and
determining a upper bound «(M) via DCA (bounding procedure).

The principle of the proposed B&B is described as follows: Those partitions
M with (M) > 0 cannot provide any optimal solution, and then we can discard
them from further consideration. On the other hand, the partition with small-
est (M) could be considered as the most promising partition, which will be
subdivided in the next step into more refined subsets for further investigation.
For those partitions M with S(M) < 0, local search on M via DCA will be
carried out in order to reduce the upper bound. For any partition M on which
DCA obtains an upper bound a(M) = 0, we can then terminate immediately
the B&B procedure and the corresponding upper bound solution is the required
feasible solution of QMIFP. Finally, if all partitions are discarded and no feasible
solution has been found by DCA, then QMIFP is infeasible.

Let’s get into details. Given a partition M := [p,q] = {z € RN : p <2 < ¢} C
‘H. The optimization problem on M (often called node problem) is defined as:

min f(x, W) = Trace(W) — Zfil x?

s.t. (x,W)eCnM. (41)

The convex underestimation of f on M can be easily constructed as
Fy(x, W) := Trace(W) 4 {(¢,z) + d (where ¢ = —(p+ q), d = (p,q)) satis-
fying Fp(z, W) < f(z,W),¥(x, W) € M. In fact, Fj is the convex envelope of
f on M. We can then define the lower bound problem on the partition M as:

B(M) = min{Fy(z, W) : (, W) e CNM}. (42)

The upper bound on M can be achieved by applying DCA to the problem
(41) which yields the following iterative scheme:

(k1 WEHY) € argmin{Trace(W) — (2z*,x) : (x, W) € CN M}. (43)
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Each iteration point (z*+1, W**+1) € C N M provides an upper bound a(M) :=
f(2F+E Wk "and the sequence { f (21, W**1)} is decreasing and convergent.
Therefore, the upper bound «(M) is decreasing and convergent too.

1

3.

The DCA-B&B method involves three basic operations:

. Branching: For each iteration of B&B, a partition M = [p,¢] is selected

and subdivided into two subsets via some hyperplan defined as z;,, = A
(ipg and A € (piy iy, ) are chosen via some specified rules). When iy =
argmaz{q; —p;j:j=1,...,N} and XA = (pi,, + qi,,)/2, this rule of subdivi-
sion is called the standard bisection. In our paper, instead of using standard
bisection, we would like to use an adaptive subdivision rule with consid-
eration of the information so far obtained during the exploration on the
partition M.

Adaptive subdivision rule: Given a partition M = [p, ¢, and apply DCA
o (41) for obtaining a computed solution (z*,W™*). Suppose it is not a
feasible solution to QMIFP. We will compute iy, and A as follows:

e (i*,j%) € argmaz{|wj; — iz} Vi, j=1,...,N}.

o in = argmaz{|pi — ¢i+|, [pj+ — q;1}-

® A= (Pir + Ging)/2-

Then, the partition set M will be divided into two subsets according to the

Lin = A
The objective of this adaptive subdivision rule is to potentially reduce
the gaps between w;; and z;z; for all 4,5 =1,..., NV, the reason is that any

feasible point (x, W) of QMIFP must satisfy the equality W = x27T i.e. the
gaps are equals to 0.

. Bounding: For each partition M, The lower bound 3(M) obtains by solving

the problem (42) and the upper bound «(M) is computed via the scheme
(43). Tt’s possible to stop DCA-B&B if a(M) = 0.
Discarding: A partition M will be discarded if one of the conditions is true:
e The lower bound problem (42) defined on M is infeasible.
o (M) >0.

For starting DCA on a partition M, we also need an initial point. A good

initial point will lead to a fast convergence and a global optimal solution on M.

When the compact set C N M is not empty, the existence of such a good initial
point is ensured. We propose using the lower bound solution of (42) as an initial

point of DCA. The full DCA-B&B algorithm is illustrated as follows:

DCA and B&B for QMIFP

Initialization:

Start with My = [z, Z].

Solving the SDP problem (42) to find an initial point (z° W) and 8(Mp).
Define €, as a sufficiently small positive number.

Let iteration number k = 0 and S = {M}.
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If f(2°,W?) < €1, then STOP
QMIFP is feasible and (2%, W?) is a feasible solution.
Else, goto Stepl.

Stepl:
If S = (), then STOP, QMIFP is infeasible.
Else, find a partition My = [p, q] € S with the smallest (M}).

Let (z*, W™*) be the lower bound solution corresponding to F(My).
Start DCA with initial point («*, W*) to (41), its computed solution
is denoted as (z®, Wk).

If a(M) := f(xz*, W¥) < €1, then STOP
QMIFP is feasible and (z*, W) is a feasible solution.
Else, goto Step2.

Step2:

o (i*,j%) € argmax{|w}; — zjz}| :i,j=1,...,N}.
o ing, = argmaz{|pi — qi+|, [pj+ — q;-[}-
o \= (piMk + i, )/2

e Divide M}, into two partitions My ; := M, N {pilwk < Tigy,, < A}
and My o := My N{A < Tipg, < g, }. goto Step3.

Step3:

Compute respectively 3(My, 1) and B(Mg,2).
If B(My,1) < €1 (vesp. B(My,2) < €1), then
Set S=SU {Mk,l} (resp. S=8U {M}C’Q}).
Endif

S =8\ {My}.
Set k = k + 1 goto Stepl.

8 Computational Experiments

In this section, we present some numerical results of computational experiments.
Our algorithm DCA and DCA-B&B are implemented in MATLAB 2008A and
tested on PC (Vista, Intel Duo P8400, CPU 2GHz, 2G RAM). YALMIP [24] is
incorporated in the subroutines to create LMI constraints and to invoke SDP
solvers. YALMIP provides an advanced MATLAB interface for using many well-
known optimization solvers. In our experiments, we test these 4 SDP solvers:
SDPA [6] by Kojima, SeDuMi [40] by Sturm, CSDP [3] by Borchers and DSDP
[1] by Benson and Ye. They are all supported by YALMIP. Our computational
results are compared with the commercial software PENBMI version 2.1 [15]
developed by Michal Ko¢vara and Michael Stingl. PENBMI is an implementa-
tion of the exterior penalty and interior barrier methods with the Augmented
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Lagrangian method. In our knowledge, it is currently the only commercial solver
for BMI problems. It is now a part of the Matlab-based commercial optimisation
software TOMLAB.

The test data were randomly generated via Matlab. We use a code “ranbmi.m”
given in the package of PENBMI for generating random BMI instances. (); and
Qi were symmetric k x k sparse matrices which are randomly generated with a
given density dens (i.e. with approximately dens x k X k nonzero entries). The
lower and upper bounds of the variables x and y are restricted into the interval
[—10,10].

Some parameters for generating random test data are presented in Table 1.

Table 1. Parameters for generating random test data

parameter value description
n any positive integer dimension of the variable x
m any positive integer dimension of the variable y
k any positive integer Q; and @Q);; are matrices of dimension k x k
dens  a value in |0, 1] density of sparse matrix for @Q; and Q;;

As we have introduced in section 1, any BMIFP can be easily converted into
QMIFP. Therefore, we transforme all BMIFP into QMIFPs. Since a QMI con-
straint

N N

Qo + inQi + Z 2;25Qi; = 0
i=1 i,j=1

is defined by the matrices @;,¢ = 0,..., N and Q4j,%,5 = 1,..., N. For storing

these matrices, we only need to store @;,7 =0,...,N and Q;;,¢=1,...,N;j =

i,...,NN since Q;; = @j;. In our program, we have defined a special QMI struc-

ture whose fields were summarized in Table 2.

Table 2. QMI structure

field type description
Q0 matrix a k x k matrix for Qo
QI list a list of nonzero matrices for @Q;,i =1,..., N

IdzQI.N integer the number of total elements in the list QI
1dzQI.IDX list a list of index numbers for QI
QIJ list a list of nonzero matrices for Qq;,i=1,...,N;j=1,...,N
IdzQIJ.N integer the number of total elements in the list QIJ
IdzQIJ.IDX matrix the (i, j)-element denotes the index number of @Q;; in the list QIJ

Remark 2. For storing all nonzero matrices of Q;,7 = 1,..., N, we use the fields:
QI,IdzQI.N and IdzQI.IDX. The list QI (as cell in Matlab) saves all nonzero
matrices of Q;,i=1,..., N, and IdxQI.N denotes the total number of nonzero
matrices. The list IdzQI.IDX saves index i for the nonzero matrices @); and
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0 for null matrix. For instance, suppose (1 and ()3 are both nonzero matri-
ces, and Q2 = 0. We have QI = {Q1,Qs}, [dzQI.N = 2 and IdzQI.IDX =
{1,0,3}. Using these three fields (QI, IdzQI.N and IdzQI.IDX), we can eas-
ily access any matrix @; with a given index i form 1 to N. The fields (QIJ,
IdzQIJ.N and IdzQIJ.IDX) are similarly defined as the fields (QI, IdzQI.N
and IdzQI.IDX). The only difference is that IdzQIJ.IDX is a 1-D list while
IdzQIJ.IDX is a 2-D matrix whose (4, j)-element denotes the index number of
Qi; to locate this matrix in the list QIJ. Obviously, Idz@QIJ.IDX must be a
symmetric matrix since Q;; = Qj; for all 4 and j from 1 to N. Using this QMI
structure, we can define a QMI constraint in a nature way and access easily all
matrices @; and @);; in this structure.

The parameters and their preferable values for DCAs and DCA-B&B algorithms
are summarized in Table 3.

Table 3. Parameters for DCAs and DCA-B&B Algorithms

parameter value description
€1 10~° computational zero (for DCA and DCA-B&B)
€2 107®  relative error - stopping criterion for DCA

Now, let’s present some numerical experiments and their results.

Firstly, we achieve a benchmark test for comparing the performance of DCA
with different SDP solvers (SDPA, SeDuMi, CSDP and DSDP). A fast SDP
solver is very important since DCA needs solving a SDP subproblem in each
iteration. In general, it is known that SDPA is a faster SDP solver for medium
and large-scale problems than SeDuMi and other two solvers. See Mittelmann
[27] for a comparison report (including SDPA, SeDuMi, CSDP and DSDP) on
the SDPLIB test set. In order to confirm the exact performance of these solvers
and find the fastest one in combination with DCA, we randomly generate 10
BMIFPs with fixed parameters n =2, m = 3, k = 3 and dens = 1, then solving
them via DCA with these SDP solvers. The consuming time were summarized
in Table 4.

It’s obvious to see that SDPA is the fastest SDP solver (according to the
average solution time) incorporated with our DCA. We can rank the SDP solvers
in increasing order of the average consuming time as: SDPA, SeDuMi, CSDP
and DSDP. The columns feas denotes the feasibility of BMIFPs, T means DCA
found a feasible solution, while F' means no feasible solution was found within 30
iterations. For these problems, they are probably infeasible, since the objective
value are far from zero. To guarantee the infeasibility /feasibility, we should use
DCA-B&B algorithm. Note that these SDP solvers for solving a given SDP
subproblem do not often give same optimal solution, but give the same objective
value. It depends on the solution method for SDP as well as the nature of SDP
since the optimal solution of a SDP is unique if and only if it is a strictly convex
problem or its solution set is a singleton. The different optimal solutions of SDP
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Table 4. Performance of DCA with SDPA, SeDuMi, CSDP and DSDP

Problem SDPA  SeDuMi CSDP DSDP
time feas time feas time feas time feas

P1 0.148 T 1.203 T 0960 T 0.736 T
P2 1.158 F 2434 F 3.887 F 2120 F
P3x 1.169 F 2464 F 4.154 F 2180 F
P4 0.155 T 0.250 T 0951 T 0433 T
P5 0439 T 0.688 T 1.153 T 0.677 T
P6 0.192 T 0260 T 0.546 T 0291 T
P7 0369 T 0240 T 0.822 T 1314 T
P8 1175 F 0278 F 4.072 F 1.685 F
P9 0.619 T 1019 T 1.753 T 1264 T
P10 0233 T 0313 T 0796 T 0.324 T

Average time 0.566 0.915 1.909 1.102
* algorithm terminates within 30 iterations at most.

subproblems could affect the final solution of DCA. Even so, we observe in the
feasibility results that the impact to the feasibility of BMIFP is not evident.
Therefore, we can choose the fastest SDP solver, i.e. SDPA for the further tests.

Table 5 gives some comparison results between DCA1 and PENBMI. The test
problems are randomly generated with dens = 0.1. Each line of Table 3 consists
of numerical results for a set of 20 feasible BMIFPs randomly generated with
given dimensions m, n and k. the variables x and y are restricted to the interval
[—10, 10] and all matrices @; are of order from 3 x 3 to 100 x 100. The parameters
€1 and eg are fixed as in Table 3. The average iterations (ave.iter) and the average
CPU time (ave.time) for DCA1 and PENBMI are presented and compared.

Comparing the numerical results in Table 5, DCA1 needs 2-3 iterations in
average for finding a feasible solution, while PENBMI often requires 18-23 iter-
ations. The computed feasible solution found by DCA and PENBMI could be
different, and the tackled problem for PENBMI is defined as:

min{\: F(z,y) X A, (z,y) € H}. (44)

It’s easy to prove that BMIFP is feasible if and only if the problem (44) has a
feasible solution with A < 0. In these tests, we compare the computational time
of the two methods for determining a feasible solution of BMI. We observe that
solving the problems of dimensions n+m < 35 and k£ < 100, DCA is faster than
PENBMI. Moreover, an important feature of DCA is the stability in the number
of iterations (often between 1-2.8 in average) for these feasible problems.

Solving the set of problems Pset13 - Pset15, DCA seems slightly time con-
suming than PENBMI. This may be due to the fact that DCA requires solving
large-scale SDP subproblems with m +n + (m+")(;”+"+1) variables and a LMI
constraint of order [3(m—+mn)+k+1] x [3(m+n)+ k+1]. Solving such large-scale
SDP subproblems are time consuming. Therefore, DCA2 with sub-solution strat-
egy is proposed and compared with DCA1. We can see in Table 6 that DCA2
can reduce the solution time for some large-scale problems.
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Table 5. Comparison between DCA1 and PENBMI for some sets of randomly gener-
ated feasible BMIFPs

Problem Dimension DCA1 PENBMI
n m k ave.iter ave.time ave.iter ave.time
Psetl 1 1 3 1 0.1580 14.6 0.8136
Pset2 2 3 5 1.2 0.1668 15.6 0.8442
Pset3 8 10 10 1.3 1.316 18.6 1.815
Pset4 1010 40 1.5 1.573 19.2 2.125
Psets 1010 60 1.2 2.667 20.2  3.243
Pset6 10 10 70 1.2 3.848 16.8  4.029
Pset7 1010 100 1.5 7.816 18.2  10.249
Pset8 1510 30 2.1 2909 205  3.677
Pset9 1510 60 2.8 5.328  20.5  6.583
Pset1l0 1510 80 1.6 9.125 19.5  22.800
Psetll 2015 20 1.3 5.869  20.5 2.362
Pset12 2015 60 2.5 25490 19.8 35.841
Pset13 3030 10 1.2 2717 215 5.287
Pset14 4030 6 1.5 30492 185 7.596
Psetl5 5050 10 1.2 50.585 182 13.685
Each problem set Psetxx contains 20 problems with given dimensions m,n,k.

For the set of problems Pset12 - Pset15, DCA2 is faster than DCA1. But for
small-scale problems (Psetl - Pset11), DCA1 is faster which is probably due to
the fact that DCA1 needs less number of iterations and solving small-scale SDP
is very efficient, while DCA2 often requires more iterations than DCA1 that
maybe yields more computational time. The number of iterations of DCA2 is
also stable between 5.3-8.8 in average. But comparing DCA2 (in table 6) with
PENBMI (in table 5), PENBMI is still slightly faster than DCA2 for the set of
problems Pset13 - Pset15. In conclusion, we suggest using DCA1 for small-scale
and medium-scale problems and DCA2 or PENBMI for relatively large-scales.

We are also interested in some random problems that DCA have not found
feasible solution with given initial point, i.e. the objective value is still positive
at the convergence of DCA. For these problems, we have tested DCA-B&B and
some of them have been determined as feasible problems.

In table 7, we have some instances for which DCA and PENBMI have not
found feasible solutions (since the objective values are not equal to zero). Using
DCA-B&B, we obtained a feasible solution for BMI after exploring some number
of nodes. The number of explored nodes are given in the column “node”. In gen-
eral, the efficiency of B&B based algorithm highly depends on the quality of the
lower bound. A tighter and cheaper lower bound will lead to a fast convergence.
In our problem, for determining a infeasible BMIFP, the quality of lower bound
is also important to get a global optimal solution as soon as possible. However, if
BMI is feasible, a special feature of our DCA-B&B is that it can be terminated
when the objective value is smaller enough. Therefore, for a feasible BMI, the
quality of upper bound is more important for fast convergence than the quality
of lower bound. Fortunately, DCA can provide good upper bound.
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Table 6. Performance comparison between the DCA and DCA2

Problem Dimension DCA1 DCA2
n m k ave.iter ave.time ave.iter ave.time
Psetl 1 1 3 1 0.1580 5.8 0.8210
Pset2 2 3 5 1.2 0.1668 5.3 0.662
Pset3 8 10 10 1.3 1.316 5.5 1.938
Pset4 1010 40 1.5 1.573 6.7 2.982
Psets 1010 60 1.2 2.667 5.2 2.332
Pset6 1010 70 1.2 3.848 5.0 4.398
Pset7 1010 100 1.5 7.816 6.3 10.210
Pset8 1510 30 2.1 2.909 7.1 11.897
Pset9 1510 60 2.8 5.328 8.8 15.199
Pset10 1510 80 1.6 9.125 5.6 20.928
Psetll 2015 20 1.3 5.869 5.1 12.360
Pset12 20 15 60 2.5 25.490 6.8 20.868
Pset13 3030 10 1.2 27.17 5.5 25.836
Psetl4 4030 6 1.5 30.492 6.5 29.630
Psetl5 5050 10 1.2 50.585 5.1 38.331
Each problem set contains 20 problems.

Table 7. Comparison results between DCA, PENBMI and DCA-B&B

Prob Dimension DCA PENBMI DCA-B&B

n m k obj iter time obj iter time obj node time
P1 3 5 3 0035 1 0.1781.275 19 1.028 1.12E-6 30 6.818
P2 5 8 5 0.088 0.339 1.287 20 1.317 3.31E-6 26 28.991
P3 8 10 10 0.092 1.512 0.008 20 2.216 5.19E-6 69 268.025
P4 1010 40 0.011 2.025 2.105 19 3.276 8.75E-6 33 236.102
P5 1010 60 0.059 3.311 0.211 20 3.288 9.21E-6 82 356.811

W W~ N

9 Conclusion

We proposed a DC programming approaches for solving the BMI and QMI
Feasibility Problems. We presented the equivalent DC programming formulation
which is solved by our proposed DC algorithms (DCA1, DCA2 and DCA-B&B).
DCA1 requires solving a SDP problem in each iteration. The DCA-B&B can
be used for guaranteeing the feasibility of BMI/QMI. And the partial solution
strategy in DCAZ2 is particularly suitable for large scale problems. The numerical
results show us good convergence and solution quality of our methods.
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Abstract. We consider the supervised pattern classification in the high-
dimensional setting, in which the number of features is much larger
than the number of observations. We present a novel approach to the
sparse linear discriminant analysis (LDA) using the zero-norm. The re-
sulting optimization problem is non-convex, discontinuous and very hard
to solve. We overcome the discontinuity by using an appropriate contin-
uous approximation to zero-norm such that the resulting problem can be
formulated as a DC (Difference of Convex functions) program to which
DC programming and DC Algorithms (DCA) can be investigated. The
computational results show the efficiency and the superiority of our ap-
proach versus the [; regularization model on both feature selection and
classification.

Keywords: Classification, Sparse Fisher linear discriminant analysis,
DC programming, DCA.

1 Introduction

Linear discriminant analysis (LDA) was introduced by R. Fisher [6]. It is widely
used in classification problems. This paper concerns Fisher’s discriminant prob-
lem which can be described as follows.

Let X be an n x p data matrix with observation on the rows and features
on the columns, and suppose that each of the n observations falls into on of ()
classes. We assume that the features are centered to have mean 0. Let x; denote
observation or ith row, C; be the set containing the indices of the observations
in jth class and n; be the cardinality of the set C;. The standard estimate for
the within-class covariance matrix S, and the between-class covariance matrix
Sy are given by

Q Q
1 T 1 T
S = nZZ(%*Ma‘)(xi*M) and Sy = nznjﬂjﬂja
j=1ieC; j=1
where p; = nlj Zz‘ecj x; is the mean vector for the jth class. Fisher’s discrimi-
nant problem seeks a low dimensional projection of the observations such that
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the between-class variance is large relative to the within-class variance, i.e. we

seek discriminant vectors wi, ..., wg—1 that successively minimize
: T T T _
min {—w;, Spwy, : wy, Swwr, < 1wy, Spw; = 0,1 < k}. (1)
wg ERP

In general, there are at most (Q — 1 non-trivial discriminant vectors. A classifica-
tion rule is obtained by computing Xw;, ..., Xwg—1 and assigning each observa-
tion to its nearest centroid in this transformation space. We can use only the first
s < @@ — 1 discriminant vectors in order to perform reduced rank classification.

LDA is straightforward in the case where the number of observations is greater
than the number of features. However, in high dimension (when the number of
features is much larger than the number of observations) the classical LDA
includes two great challenges. The first challenge is the singularity of the within-
class covariance matrix of the features and the second one is the difficulty in
interpreting the classification rule.

To overcome these difficulties, Friedman [7] and Dudoit et al. [5] suggested

using the diagonal estimate diag(o?, ...,Uf,), where o2 is the ith diagonal ele-

ment of S,,. And other positive definite estimates S, for S,, are considered by
Krzanowski et al. [9] and Xu et al. [24]. The resulting criterion is

min {—w} Sywy, : wi Spwy < 1, wk Syw; = 0,1 < k}. (2)
wi €ERP
Some works involve sparse classifiers have also been considered by Tibshirani
et al. [22], Guo et al. [8]. Witten and Tibshirani [23] applied [;-penalty in the
problem (2) in order to obtain sparse discriminant vectors ws,...,wg—1 that
successively minimize

mei% {—wl'SFwy + Mg llwg ||y : wi Spwy < 1}, (3)
Wi P
where
1
SE="XTy(yTy) :Pr(YTY) 2YTX. (4)
n

Here Y € R"*% with Y;; = 1if ¢ € C; and 0 otherwise, Pi- = I (identity
matrix), and Pi-(k > 1) is an orthogonal projection matrix into the orthogonal
space of the space generated by {(YTY)_éYTle l=1,.,k—1}

We develop a sparse version of LDA by using lp-penalty in (2) that leads to
the following optimization problem

min {7wlzsl]7€wk + AkHwkHO : wggwwk < ]-}v (5)
wy €ERP

where [g-norm of the vector wy, is defined as

||wk||o = cardinality{s : wg; # 0}.

Both (3) and (5) are non-convex problems. Moreover, the objective function of
(5) is discontinuous. We consider an appropriate continuous approximation to
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lo such that the resulting problem can be formulated as a DC (Difference of
Convex functions) program.

Our method is based on DC programming and DCA (DC Algorithms) in-
troduced by Pham Dinh Tao in their preliminary form in 1985. They have been
extensively developed since 1994 by Le Thi Hoai An and Pham Dinh Tao and be-
come now classic and increasingly popular (see e.g.[10,11,19,15,16]). Our motiva-
tion is based on the fact that DCA is a fast and scalable approach which has been
successfully applied to many large-scale (smooth or non-smooth) non-convex pro-
grams in various domains of applied sciences, in particular in data analysis and
data mining, for which it provided quite often a global solution and proved to
be more robust and efficient than standard methods (see e.g.[10,11,19,15,16] and
references therein).

The paper is organized as follows. In Section 2, we present DC programming
and DCA for general DC programs, and show how to apply DCA to solve the
problem (5). The numerical experiments are reported in Section 3. Finally, Sec-
tion 4 concludes the paper.

2 DC Programming and DCA for Solving the Problem
(5)
2.1 A Brief Presentation of DC Programming and DCA

For a convex function 6, the subdifferential of § at xy € domf := {x € R" :
0(x) < 400}, denoted by 96(zp), is defined by

00(xzo) :={y € R" : 0(x) > 0(x0) + (x — z0,y), Yz € R"},
and the conjugate 6* of 6 is
0*(y) :==sup{(z,y) — 0(z) :x € R"}, yeR"
A general DC program is that of the form:
a=1inf{F(z) :=G(z) — H(z) |z € R"} (Pa),

where G, H are lower semi-continuous proper convex functions on R™. Such
a function F' is called a DC function, and G — H a DC decomposition of F
while G and H are the DC components of F. Note that, the closed convex
constraint € C' can be incorporated in the objective function of (Pg.) by using
the indicator function on C denoted by x¢ which is defined by xc(z) = 0 if
z € C, and 400 otherwise.

A point z* is called a critical point of G — H, or a generalized Karush-Kuhn-
Tucker point (KKT) of (Pg.)) if

OH (™) N AG(z*) # 0. (6)

Based on local optimality conditions and duality in DC programming, the
DCA consists in constructing two sequences {z*} and {y*} (candidates to be
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solutions of (Py.) and its dual problem respectively). Each iteration k& of DCA
approximates the concave part —H by its affine majorization (that corresponds
to taking y* € OH(z*)) and minimizes the resulting convex function (that is
equivalent to determining z**1 € 9G*(y*)).

Generic DCA scheme
Initialization: Let z° € R™ be an initial guess, 0 « k.
Repeat
- Calculate y* € OH (%)
- Calculate x**1 € arg min{G(z) — (z,y*) : x € R"} (Py)
-k+1+k
Until convergence of {z*}.
Convergences properties of DCA and its theoretical basic can be found in
[10,19]. It is worth mentioning that

— DCA is a descent method (without linesearch): the sequences {G(z*) —
H(z*)} and {H*(y*) — G*(y*)} are decreasing.

— If G(zF1) — H(z**1) = G(2%) — H(2%), then z* is a critical point of G — H
and 9" is a critical point of H* —G*. In such a case, DCA terminates at k-th
iteration.

— If the optimal value a of problem (Pj) is finite and the infinite sequences
{2*} and {y*} are bounded then every limit point = (resp. y) of the sequences
{x*} (resp. {z*}) is a critical point of G — H (resp. H* — G*).

— DCA has a linear convergence for general DC programs, and has a finite
convergence for polyhedral DC programs.

A deeper insight into DCA has been described in [10]. For instant it is crucial

to note the main feature of DCA: DCA is constructed from DC components and
their conjugates but not the DC function f itself which has infinitely many DC
decompositions, and there are as many DCA as there are DC decompositions.
Such decompositions play a critical role in determining the speed of conver-
gence, stability, robustness, and globality of sought solutions. It is important
to study various equivalent DC forms of a DC problem. This flexibility of DC
programming and DCA is of particular interest from both a theoretical and an
algorithmic point of view.
For a complete study of DC programming and DCA the reader is referred to
[10,19,20] and the references therein. The solution of a nonconvex program (Py.)
by DCA must be composed of two stages: the search of an appropriate DC
decomposition of f and that of a good initial point.

In the last decade, a variety of works in Machine Learning based on DCA have
been developed. The efficiency and the scalability of DCA have been proved in
a lot of works (see e.g. [12,13,17,18,21] and the list of reference in [14]). These
successes of DCA motivated us to investigate it for solving Fisher’s discriminant
problem.
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2.2 DCA for Solving Problem (5)

A good approximation for the lp-norm proposed in [2] is

p
llwillo ~ Y n(wk:),
=1

where the function 7 is defined by
n(z)=1—-e" a>0veeR.
1 can be expressed as a DC function

n(x) = g(x) - h(z),

—alz|

where g(z) := alz| and h(z) == alz| — 1+ ¢ . The resulting approximate

problem of (5) can be written as follows

P
min{—w,{wak + A Zn(wki) cwy € 2},

i=1

where 2 = {wy, € R : w{gwwk < 1}. This is a non-convex problem and can be
reformulated as
min{G(wy) — H(wy) : w, € RP}, (7)

where

G(wk) == xa(wk) + Ak Zg(wki),

and

P
H(wy) := wl SFwg + A Z h(wg;)
i=1
are clearly convex functions. Therefore (7) is a DC program.
According to the generic DCA cheme, at each iteration [, we have to compute
a subgradient v' of H at w}, and then solve the convex program of the form (P,),
namely

min{G(wy) — (v', wy) : wy, € RP} (8)
< min{ g Zti — (! wy) : (wy,t) € 21}, (9)

where
21 = {(wg,t) e R x RP : wy, € 2, alwy;| < t;,i=1,...,p}.

H is differentiable everywhere, and v' = VH (w}) is calculated by

7

—awl o\ -
of = 4 2080 wh) + Ma(l — a7k if w); > 0
2(S5, wi) — Aper(l — ek if wj, <0

where S{fi stands for the ith row of S{f.
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Algorithm 1. DCA for solving (7)

Initialization:

- Let 7 be a tolerance sufficient small, set I = 0 and choose (w9, t°) € §2;.
- Compute S¥ via (4).

Repeat

- Compute v' = VH (wl) via (10).

- Solve the convex program (9) to obtain (wj", t+1).

- Increase the iteration counter: { < [ + 1.

Until [[w " — wh ||+ [+ = ¢'[] < w([lwi]| + [[£]]).

3 Numerical Experiments

We use the sparse LDA for supervised classification problems in high dimension,
in which the number of features is very large and the number of observations is
limited. The sparse LDA transforms the set of labelled data points in the orig-
inal space into a labelled set in a lower-dimensional space and selects relevant
features. The classification rule is obtained by computing X w1, ..., Xws and as-
signing each observation to its nearest centroid in this transformation space, i.e.
the predicted class for a test observation z is

argmin, Z((w — p5)Twy)? = 21n(ny),
k=1

where s is the number of discriminant vectors used (s < Q).

Three simulation datasets and three real datasets (described in section 3.1) are
used to compare our method DCA with the standard model (3) proposed in [23].
This is a non-convex problem which can be solved by DCA. A DC formulation
of (3) is

min{G(wy) — H(wy) : w, € RP}, (11)
where

G(wg) = Aellwellr + xo(wr), H(wy) = w{ Sywy

are clearly convex functions. Therefore (11) is a DC program.

According to the generic DCA cheme, at each iteration [, we have to compute
y' = VH(wl) = 2SFw! and then solve the convex program of the form (P),
namely

min{\, >t — (', we) ¢ (w,t) € 2}, (12)
i=1

where 25 = {(wy,t) € RP X RP : wy, € 2, |wii| < t;,0 =1, ...,p}.
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Algorithm 2. DCA for solving (11)

Initialization:

- Let 7 be a tolerance sufficient small, set I = 0 and choose (w9, t°) € (2,.
- Compute S* via (4).

Repeat

- Compute y' = VH (w}) = 25Fw! .

- Solve the convex program (12) to obtain (with, #+1).

- Increase the iteration counter: { < [ + 1.

Until [wl ™ — wh ||+ [[#+7 — 2] < (|l + [[21])-

The algorithms have been coded in VC++ and implemented on a Intel Core” ™
I7 (2 x 2.2 Ghz) processor, 4 GB RAM. All convex problems (9) and (12) are
solved by the commercial software CPLEX 11.2.

3.1 Datasets

The three simulation datasets are generated as follows. Each of them contains
1100 observations with 500 features which are divided into equally classes. The
training set consists of 100 observations and 1000 observations are in the test
set.

1. Simulation 1: We generate a four-class classification problem in which the kth
class is randomly generated to have the multivariate Gaussian distribution
N(pg,I) for k =1,2,3,4 with mean p, and covariance I (identity matrix),
where p1; = 2 if 0 < j < 25, up; = —2if 26 < j < 50, puz; = —4 if
56 < j < 75 and ug; = 0 otherwise.

2. Simulation 2: We consider a two-class classification problem. The first class
has the distribution N(0,%) and the second class has the distribution
N(p, X)), where p; = 0.6 if 0 < j < 200 and p; = 0 otherwise. X is the
block diagonal matrix with five blocks of dimension 100 x 100 whose element
(4,5') is 0.617=3"1,

3. Simulation 3: We generate a four-class classification problem as follows i € Co
then X;; ~ N(2,1) if j <100, i € C3 then X;; ~ N(—=2,1)if j <100, € Cy4
then X;; ~ N(—4,1)if j < 100 and X;; ~ N(0, 1) otherwise, where N (u, 0?)

denotes the Gaussian distribution with mean u and variance o2

The three real datasets have a very large number of features including two
problems of gene selection for cancer classification with standard public microar-
ray gene expression datasets (Leukemia, Prostate).

1. The Leukemia dataset represents gene expression patterns of 7129 probes
from 6817 human genes. The training dataset consists of 38 bone marrow
samples (27 ALL, 11 AML), versus 20 ALL and 14 AML for testing dataset.
We can download it from http://www.broad.mit.edu.

2. In the Prostate dataset, the training set contains 52 prostate tumor sam-
ples and 50 non-tumor (labelled as ”Normal”) prostate samples with around
12600 genes. There are 25 tumor and 9 normal samples in the testing set. It
can be downloaded from http://www-genome.wi.mit.edu/mpr/prostate.
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3. The Arcene dataset is probably the most challenging among all the datasets
from the NIPS competition as it is a sparse problem with the smallest
examples-to-features ratio.

The informations about datasets is summarized in Table 1.

Table 1. The description of the datasets

Dataset #feature #train #test #class
Simulation 1 (SM1) 500 100 1000 4
Simulation 2 (SM2) 500 100 1000 2
Simulation 3 (SM3) 500 100 1000 4
Leukemia (LEU) 7129 38 34 2
Arcene (ARC) 10000 100 100 2
Prostate (PRO) 12600 102 34 2

3.2 Experimental Setup

In experiment, we set o = 5 and stop tolerance 7 = 1076 for DCA. The starting
points of DCA are randomly chosen in [—1,1]. After solving problems (5) or
(3) by DCA, we select relevant features as follows. We delete the feature ¢ in
which |wy;| < 107 % forall k = 1, ..., @ —1. In this experiment, we use the diagonal
estimate for S, ([1]): S,y ~ diag(s?, ..., 02), where o, is the within-class standard
deviation for feature 1.

The value of )y is taken as A\, = A\.A¥, where A} is the largest eigenvalue of

-1 o1
Sw?SFSw? ([23]). And we chose A through a 3-fold cross validation procedure
on training set from a set of candidates given by

A = {0.001,0.003,0.005,0.007,0.009, 0.01, 0.02}.

3.3 Experiment Results

The computational results given by Algorithm 1 (l,-DCA) and Algorithm 2 (-
DCA) are reported in Table 2 and Table 3. We are interested in the efficiency (the
sparsity and the accuracy of classifiers) as well as the rapidity of the algorithms.

In all datasets, the classifiers obtained by lop-DCA are sparser than those ob-
tained by the {;-DCA. The range of the removed features is [60.14%, 99.78%)]. In
particularly for Leukemia dataset, 99.78% features are deleted while the accuracy
of classifier is quite good (82.94%).

Moreover, the accuracy of classifiers given by lo-DCA are greater than 82%
(except Arcene dataset). And lp-DCA is better than [1-DCA in 4/6 datasets
while [1-DCA is sightly better in otherwise.

The CPU time is given in Table 3 shows that [o-DCA is faster than [;-DCA
in 3/6 datasets.
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Table 2. The average number (average percentage) of selected features, the average
percentage of accuracy of classifiers over 10 runs of DCA from random starting points,
and the number of discriminant vectors used (DV). The best results are in bold font.

Datasets Selected features Accuracy of classifiers DV
lo-DCA 1,-DCA lo-DCA  [;-DCA  [,-DCA [;-DCA
SM1  153.56 (30.71%) 228.40 (45.68%) 96.73 89.29 2 3

SM2  199.30 (39.86%) 342.20 (68.44%) 96.96 99.99 1
SM3  100.00 (20.00%) 204.10 (40.82%) 100.00  100.00 2
LEU  16.00 (0.22%) 2906.00 (40.76%) 82.94 83.53 1
ARC  2533.30 (25.33%) 4128.40 (41.62%) 69.20 69.00 1
PRO 4721.10 (37.47%) 6182.40 (49.07%) 89.41  89.41 1

— = = N

Table 3. The average CPU time in second. The best results are in bold font.

Datasets SM1 SM2 SM3 LEU ARC PRO
lo-DCA 1.44 1.35 1.21 12.80 50.98 28.17
[;-DCA 1.16 1.75 0.87 48.17 42.93 87.43

4 Conclusion

We have developed the sparse LDA based on DC programming and DCA. The
computational results show that the proposed algorithm is efficient to Fisher’s
discriminant problem. Comparative numerical results also show that [p-DCA
approach is more efficient than [;-DCA approach on sparsity, accuracy as well
as rapidity.

In the future we will study other models of LDA such as the optimal scoring
problem.
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Abstract. This paper presents the problem of partitioning a rectangle
R which contains several non-overlapping orthogonal polygons, into a
minimum number of rectangles. By introducing maximally horizontal
line segments of largest total length, the number of rectangles intersecting
with any vertical scan line over the interior surface of R is less than or
equal to k, a positive integer. Our methods are based on a construction
of the directed acyclic graph G = (V, E) corresponding to the structures
of the orthogonal polygons contained in R. According to this, it is easy to
verify whether a horizontal segment can be introduced in the partitioning
process. It is demonstrated that an optimal partition exists if only if all
path lengths from the source to the sink in G are less than or equal to
k+ 1. Using this technique, we propose two integer program formulations
with a linear number of constraints to find an optimal partition. Our goal
is motivated by a problem involving utilization of memory descriptors
applying to a memory protection mechanism for the embedded systems.
We discuss our motivation in greater details.

Keywords: Polygon partitioning, computational geometry, linear pro-
gramming, applied graph theory, memory protection.

1 Introduction

The problem of partitioning orthogonal polygons (which are polygons with all
edges either horizontal or vertical) into a minimum number of rectangles arises
in applications such as manipulation of VLST artwork data [13], image process-
ing [4], mesh generation for finite element analysis [15], computer graphics [10]
and embedded systems. The latter of these fields is the application domain of
our work on orthogonal polygon partitioning. We are interested in a memory
protection mechanism using descriptors provided by memory management unit
or memory protection unit that will be briefly discussed in this paper.

In this work, we consider the problem of partitioning a finite number of
nonoverlapping orthogonal polygons entirely contained in a rectangle R into a
minimum number of rectangular partitions such that the number of these rect-
angular partitions intersecting with any vertical scan line over the surface of R
is less than or equal to k, a positive integer. The objective is to find a partition
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(a) (b)

Fig.1. (a) An input rectangle & containing orthogonal polygons, (b) a minimum 4-
adjacent rectangular partition of R with k =4

whose total length of the partitioning horizontal line segments is maximum. Such
a partition is an optimal solution for the problem of Minimum k-Adjacent Rect-
angles of Orthogonal Polygons, let us denote k — AROP for short (see Fig. 1 for
an example of this problem). In this paper, we shall consider k — AROP problem
for orthogonal polygons with nondegenerate holes, the holes does not degenerate
to points. We shall use both horizontal and vertical segments to find a minimum
partition, unlike some other applications [16] that only allow horizontal segments.
The problem k— AROP is closely related to the problem of Partitioning Orthog-
onal Polygons into Rectangles (POPR) that has been studied in [9,18,11,4,7].
The development of efficient algorithms for the POPR problem has been a ma-
jor focus of several researches in computational geometry. A principal step to
obtain an optimal partition is to find the maximum number of non-intersecting
vertical and horizontal segments between two concave vertices. This problem can
in turn be solved by finding a maximum matching in a bipartite graph. For more
details about orthogonal polygon decompositions, the readers could be referred
to [8].

This article is organized as follows: In Section 2, we introduce some basic
terminology used in this paper and recall some results of previous researches. In
Section 3, we present a construction of the directed acyclic graph correspond-
ing to the structures of the polygons contained in fR. Using this construction, we
provide O(n) linear constraints that allow to verify whether a horizontal segment
is permissible to introduce in the partitioning process. In Section 4, we propose
two integer linear programming formulations : The first one is used to find a
maximal non-intersecting chords which can be used to partition the rectangle R
into sub-polygons having no chord. After drawing these non-intersecting chords
in R, the second one is used to find the maximum total length of horizontal
segments that will be introduced to obtain a minimal partition. In Section 5, we
briefly discuss its application on a memory protection mechanism.

2 Terminologies and Related Works

In this section, we shall recall the terminology already used in [9,18,4,7]. To
introduce our approach, we also briefly discuss some of their results.

An orthogonal polygon P on the plan is a polygon whose sides are either
vertical or horizontal. A simple orthogonal polygon is an orthogonal polygon
without holes. Two concave vertices u; = (x1,y1) and us = (x2,y2) which do
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not belong to the same edge of P are co-grid if they are co-horizontal (y; =
y2) or co-vertical (x; = x2). A wvertical (resp. horizontal) cut of P is a line
segment entirely contained in P tracing from a concave vertex until it intersecting
with a P boundary. A chord of P is either vertical or horizontal cut but both
extreme points of this line segment are two co-grid vertices. Let E7  denotes a
mazximum set of nonintersecting chords for P. The size of this set is denoted by
|[E” | The constraint where the number of rectangular partitions intersecting
with any vertical scan line over the interior of R is less than or equal to k,
is shortly called the wvertical k—cut constraint. In the remainder of this paper,
whenever we refer to polygons and partitioning, we always mean orthogonal
polygons and partitioning into rectangles.

If a simple polygon P contains no chords, then an optimal partition can be

easily found by using the following algorithm.

Algorithm 21. An optimal partition for a simple polygon without chord.
— For each concave vertex, select one of its incident edges, let e be this edge.
— FExtend e until it intersects with an introduced segment or a boundary edge.

In the case where P contains chords, a theorem described in [9,18,4] shows that
the minimum number of partitions is equal to N — L + 1 where NN is the number
of concave vertices and L is equal to [E”  |. To find an optimal partition for

P, the following algorithm shows the principal construction steps.

Algorithm 22. An optimal partition for a simple polygon with chords.

Step 1—Find the set of chords in P.

Step 2— Construct the bipartite graph G = (V, H, E) where each vertex i in V
corresponds to a vertical chord v; and each vertex j in H corresponds to a hori-
zontal chord hj. Two vertices ¢ and j are connected if only if two chords v; and
h; are intersected.

Step 3—Find a mazimum matching, let M be this matching.

Step 4— Find a mazimum independent set based on M, let S be this set (see [19]).
Step 5— Draw L nonintersecting chords corresponding to vertices in S to divide
P into L + 1 subpolygons without chords.

Step 6—For each subpolygon without chords, an optimal partition can be found
by using Algorithm 21.

In the case of P containing nondegenerate holes, the method presented in [4]
can be applied to transform it into a polygon without holes. The details of this
algorithm is briefly described below.

Algorithm 23. An optimal partition for a polygon containing nondegenerate
holes and chords.

Step 1—From each nondegenerate hole H;, draw either horizontally or vertically
two parallel line segments cutting a boundary of P that is nearest with H;, this
cut can be seen as an opening hole method that allows to transform P into a
polygon without holes.

Step 2— Apply Algorithm 22 for P to find an optimal partition.

Step 3— Remove these cuts and reconstitute the boundary of P and of H;.
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I (c) I (d)

Fig. 2. (a) all vertical and horizontal chords, (b) its corresponding bipartite graph, (c)
a representation of maximum number of nonintersecting chords, (d) finding an optimal
partition by drawing all horizontal cuts

(b)

(a)

Fig.3. (a) an input example for polygon with holes, (b) a transformation polygon
through an opening hole method, (¢) an optimal partition for polygon without holes,
(d) an optimal partition with nondegenerate holes

For instance, in Fig. 2(a), the horizontal chords are hy and hse and the vertical
chords are vy, vs, v3, vy. The corresponding bipartite graph is presented in
Fig. 2(b), drawing the chords in E? . _ is presented in Fig. 2(c) and an optimal
partition for P is presented Fig. 2(d) after applying Algorithm 21 with only
horizontal cuts. For the case in Fig. 3(a), an opening hole method is shown in
Fig. 3(b), an optimal partition by applying Algorithm 22 is shown in Fig. 3(c) and
the reconstitution of P is shown in Fig. 3(d). All the algorithms described above
are very important for our approach and they clearly are the starting point of our
research. Indeed, if the vertical k— cut constraint, with a big enough value k, is
always satisfied, then an optimal partition for R is easily found by applying only
the techniques described in Algorithm 21 — 23 for each polygon in R. However,
when the value of k is very small, then a horizontal chord or even a horizontal
segment introduced during the partitioning process needs to be verified whether
it is possible. For this reason, we present our analysis in the next section.

3 Vertical k-Cut Constraints

As we have mentioned above for the vertical k—cut constraint, we recall that
separately partitioning each polygon contained in R does not give a feasible par-
tition. Therefore, we propose here a method allowing to observe and to control
globally the partitioning process for them. For this, we present below a construc-
tion of a directed acyclic graph that is an incidence graph of fA.
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Before showing our ideas, let us introduce some terminology that are useful
for our construction and easy for description. We call vertical partition of P a
partition formed by drawing all vertical cuts. So, a vertical partition of R is
union of vertical partitions of the polygons contained in fR. We denote V Py
this partition (an example for a vertical partition of R is shown in Fig. 4). Two
rectangles r;, ; are called vertically adjacent if only if they share one horizontal
side. For instance, in Fig. 5(a), the rectangle 3 is vertically adjacent with the
rectangles 4,5 and 8. In the sequel, we described our construction that proceeds
with three principal steps. The first step presents a construction of an incidence
st—graph G for V Py, a graph with a single sink and a single source. The sec-
ond step gives a mathematical formulation of the vertical k—cut constraints by
means of the properties of Gs; and show that the number of s — ¢ paths in G4
is invariant by construction. The last step explains how to obtain our integer
programs by associating 0/1 variables for each horizontal cuts.

Step 1— Drawing V Py first. After, build-
ing a directed acyclic st-graph G¢ with the
principal rules: first add a virtual rectangle
s on the top of R, i.e. a bottom side of s is
the top side of fR; after add a virtual rect-
angle t on the bottom of %R, i.e. a top side
of ¢ is the bottom side of fA.

Fig. 4. A vertical partition of R.

To each rectangular partition in V Py, associate with a vertex in G 4. Two ver-
tices i, j of G are connected if only if their incidence rectangular partitions r;,
r; are adjacent. An outgoing edge of vertex 7 is created to reach the vertex j
if only if the bottom side of r; and the top side of r; belong to the same line
segment. The graph given by this construction is called the st-graph and denoted
by Gs;. For example, two virtual rectangles s, t and an enumerating rectangular
partitions of V Py are shown in Fig. 5 (a) and its corresponding graph Gy to
V Py is shown in Fig. 5 (b).

Step 2— Find all s — t paths in the st—graph. The idea for finding them is
straightforward. Indeed, each s — ¢ path is an augmenting path on which the
Ford-Fulkerson’s algorithm [2] for computing the maximum flow can be applied.
So, to each incoming edge of the sink vertex ¢, we associate a unitary cost 1. For
the remaining edges, we associate with a cost equal to the maximum outdegree
in the st—graph. Hence, all s — t paths can be easily found by means of this
algorithm. Let Fj; be the set of these paths and let (s,t);, respectively I(s,1);
denote the ith s — ¢ path and its length. According to this construction, the
vertical k—cut constraint can be mathematically expressed as follows:

I(s,t)i <k+1,Y(s,t); € Fs (1)

Before describing the 3th step, we shall outline ideas to explain how to use the
constraints (1) in order to construct our integer program models. We are going
to prove Proposition 1, which is the main idea of this section. It states that if



80 T.-H. Nguyen

|

|

| | | 20
2 | 17

| 7\ |

SRR I e

| | 18, 22

| | | 13 | | |

Fig. 5. (a) an enumerating rectangular partitions, (b) a construction of the st-graph

any horizontal cut is drawn in R, then each rectangle in V Py intersecting with
this cut is divided into two rectangular partitions which are vertically adjacent
by this cut, after re-drawing V Py and providing a new incidence graph G, the
number of s — ¢ paths in G is always equal to a constant number.

©

Let u be a concave vertex in R. Let
N, be the number of pairwise verti-
cally noncollinear edges of the polygons
contained in R. The boundary of R is
not taken into account. For example, in
Fig. 6, a set of pairwise vertically non-

collinear edges are {c,a,d} or {c,b,d}, Fig.6. An example for a set of pair-
then N, = 3. wise vertically noncollinear edges in fA:

{¢,a,d} or {c, b,d}

o

Proposition 1. (a) The number of s —t paths in G is equal to N, + 1 even
if a new Gg is defined because of drawing some vertical or horizontal cuts
from w during the partitioning process.

(b) If a horizontal cut is permissible to draw from w, then there exists at least
one s —t path whose length is exactly incremented by one edge.

Proof. The statement (a) can be done by recurrence. Suppose that 9t has N,,
the number of vertically noncollinear edges and G4 has N, + 1 the number
of s —t paths. Let e, the leftmost vertical edge entirely contained in R. For
example, the leftmost vertical edge in Fig. 6 is the edge ¢. When extending this
edge until touching top and bottom boundaries of fR, it is easy to remark that
e, vertically separates R into two parts. One part is left to e, and the other
is right to e,. Note that the left part of e, corresponds to the leftmost s — ¢
path in the st—graph. Let us denote left(,_) this path. Let 2R’ be the rectangle
corresponding to the right part of e,. Therefore, we obtain that R’ contains
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N, — 1 vertically noncollinear edges whereas the st—graph corresponding to R’
is the one without the path left,_;), the number of s — ¢ paths is equal to N,.
Thus, the statement (a) recurrently follows.

If a horizontal cut from u, denoted by uy,, is drawn in the partitioning process,
then it is trivial that there are always two rectangular partitions in the optimal
partition sharing partially or entirely uj. Thus, there exists at least a rectangle
in V Py that is sliced into two parts by uy. Let rg denote such rectangle. As each
rectangle in V Py corresponds to a vertex in the st—graph, when updating G
because of drawing uy,, the incidence vertex of rq is replaced by two vertices which
correspond to two rectangular partitions. Moreover, only one edge is created to
connect these two vertices because they are vertically adjacent by uj. Thus, the
statement (b) follows.

3 | . 14 ! :
! | 19!
1 5 : .15 :
| | ‘ {21
I I I I
16 | 811 107 1 12, 16
140 | | |
! Uy P )
| 0 109 | 20
2 8 17
B T
S R ! L
| | 18 22
I | | 13 | I I

Fig. 7. (a) intersection between the rectangular partitions 8, 10, 12 of V Px with the
horizontal chord uui, (b) splitting vertices in G4+ because of this introduced segment

Proposition 1 implies that if a horizontal cut is traced from any concave vertex,
then the number of rectangles in PR intersecting with any vertical line is only
grown by one rectangle. If this number is less than or equal to k, then such
horizontal cut can be introduced.

Step 3— Construct O(n) linear constraints with n is the number of concave
vertices in R by means of the following rules: (a) Draw all horizontal cuts in V P.
(b) For each path (s,t); in G, let V; be a set of vertices in this path. For each
vertex v in V;, identify all horizontal cuts intersecting with the corresponding
rectangular partition of v. Let Cut(,4), be the index set of these horizontal cuts.
(¢) To each horizontal cut h;, we associate a binary variable x;: x; = 1 if such
horizontal cut is permissible, x; = 0 otherwise.
According to Proposition 1 and the constraints (1), we deduce that:

> mitl(s,t); <k+1,Y(s,t); € Fuy
z‘ECut(s,t)j (2)
x; € {0, 1}
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For instance, in Fig. 8, let us consider Hi“ ‘\i‘wi
the s — ¢t path coming through the ver- 1 5 I
tices 9, 10, 11 and its length clearly -
is equal to 4. Suppose that the binary 4 Z] P 0
variables associated with the horizontal ) 3 “': 0 ! Yl |®
cuts vvi, pq, uv, 691 respectively are 1, Lol !
T2, T3, T4. Hence, we have a constraint: | it flflg 18 22
ST wi+a<k+1 (3) e |

i=1..4
Fig. 8. An example for illustration of
an inequality (2)

In the remainder of this paper we describe application of these constraints
to find EX a maximum set of nonintersecting chords for R, with respects to

m.n.c?

(w.r.t) the vertical k—cut constraints.

4 Integer Programming Model

4.1 Integer Linear Program for Finding a Maximum Number of
Nonintersecting Chords

First of all, using the same idea that is described in Algorithm 22, we construct
the bipartite graphs G = (V, H, E) corresponding to each polygon in R. To each
vertex ¢ € V', we associate a binary variable y; : y; = 1 if the vertical chord v;
corresponding to the vertex ¢ can be drawn, y; = 0 otherwise. For each horizontal
chord i, we associated a binary variable x;: xz; = 1 if the horizontal chord h;
corresponding to the vertex i is permissible, x; = 0 otherwise. For finding a
maximum independent vertex set of G, we give here an integer programming
formulation (IP):

maXin—l— Zyi

eV i€cH
Syitmi=1, VieH
ijEE
) (4)
Zl‘j-i-%:l, VieV
ij€EE

z; 2 0,y;, 20 VieV,je H

T;,Y; nteger

When dropping the integrality constraints, we then obtain the linear program-
ming relaxation (LP) of the above integer program (4). But whether an optimal
integer solution can be found through this LP. For answering this request, we can
refer to [5]. This LP is always guaranteed to produce the same optimum cost
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value as the corresponding integer program (4) even though the LP solution
may not be integer but there always exists at least one optimal integer solution.
For taking into account the vertical k—cut constraint, we need to use the lin-
ear constraints described in (2). So, we propose here an integer programming

. . R
formulation for finding E; , .:

max Y+ Y
eV i€H
Syitawi=1, VieH
ij€EE
S wjtyi=1, VieV
ijeE (5)
Z xi+l(s,t)j <k+1, V(S,t)j € Fs.

iGCut(S‘t)j
z; 2 0,y; 20 VieV,je H

z;,Y; integer

To apply a solver like Cplex [6] or Glpk [12], program (5) must be posed as an
LP. By dropping the integrality constraint and therefore using a LP solver, we
obtain a solution for finding EXX | .. Let b be an integer equal to |EX | |. We
then draw these b chords to divide R into b+ 1 subpolygons in which no co-grid
concave vertices are existed. In the next section, we describe an integer program

for drawing horizontal cuts in these subpolygons.

4.2 Integer Linear Program for Drawing Maximum Horizontal Cuts

Suppose that the rectangle R does not contains chords. Let CVix be the set
of concave vertices in . To each ¢ € CVix, we associate a binary variable:
z; = 1 if a horizontal cut drawn from 4 is permissible, z; = 0 otherwise, i.e a
vertical cut drawn from ¢ is permissible. Let I; be the length of its horizontal
cut. The objective function we use here is to obtain the maximal length of the
horizontal cuts. Therefore, we have: max ZieCVm l;x;. Moreover, to satisfy the
vertical k—cut constraint, we reuse the constraints described in program (2). So,
an integer program for drawing maximum horizontal cuts is proposed as follows:

max E l;z;

1€CVip
Z xi+l(s,t)j <k+1, V(S,t)j € Fs: (6)
iGCut(S‘t)j
x; € {0, 1}

Before using a solver for LP, the integrality constraints z; € {0,1} should be
dropped (i.e. replacing it with z; € [0, 1]). When a fractional solution is obtained,
then we can use branch and bound algorithm to fixe this variable. For more
details of this algorithm, the readers can refer to [17].
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5 Application on Memory Protection Mechanism for
Embedded Systems

When performances of embedded applications are strongly demanded because of
low memory footprint or highly constrained for utilization of embedded memory
protection devices, then a method for memory protection mechanism that can
be applied here is to take advantage of physical descriptors of MMU or MPU [1].
Given a task t, a physical descriptor used by ¢ is defined from a range of contigu-
ous memory addresses on which identical access rights for ¢ are associated. We
call such a range of contiguous memory addresses a memory section. Nonethe-
less, setting up those protection devices is costly. Moreover, to ensure a minimal
overhead of the memory protection update, an optimal design of both the mem-
ory mapping sections and the descriptors is required. The optimality what we
discuss here comes from the limitations of memory protection resources, i.e. total
number of available physical descriptors and time required to load necessarily
physical descriptors when a task is activated. The first limitation enforces to
reorganise descriptors within a given execution context in order to use as few
as possible of them at a given time. So, two neighbouring memory sections on
which a given context requires identical memory rights can be covered by the
same descriptor. The second limitation involves to reorganize descriptors that
can be used by several execution contexts on a given memory section, so that less
descriptors have to be loaded when switching contexts. Therefore, optimizing the
number of descriptors allows for a quicker task communication and better per-
formances of the application. For that, a memory section on which two execution
contexts require identical memory rights can be covered by the same descriptor.
Our motivation described in this section presents a generic method for finding an
optimal mapping of these physical descriptors. This mapping is obtained from
an optimal configuration of logical descriptors in simulation machine with an
appropriate format, this configuration is obtained through an offline procedure.
We described here this procedure through three principal steps:

Step 1— The first one consists of spatially separating the execution contexts (ap-
plication tasks, user’s or supervisor’s execution mode, . ..) by means of compiling
the source files into object files (task X’s stack, task Y’s code, ...). The advan-
tage of this step allows to define sufficiently the memory access rights for each
execution context on the resources that are required for its proper functioning.
This preparation phase gives us an access control matrix A with n columns and
m lines where each matrix entry a;; presents the access rights for the task or ex-
ecution context t; on a logical memory section ¢. This matrix is called Lampson
matrix [20]. An example of Lampson matrix A is illustrated in Fig. 9(a).

Step 2— With an access control matrix input A, the second step proceeds to
reorganize lines and columns of this matrix such that the sum of absolute differ-
ences (Manhattan distances) between neighboring rows and between neighboring
columns is minimized. This steps can be performed by means of clustering algo-
rithms. For more details, the readers can refer to [14]. Description and application
of these algorithms are not the main goal of this paper. The output of this step
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r: Read right

w : Write right

¢ : Forbidden access
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Fig.9. (a) a Lampson matrix input with 14 columns (14 execution contexts) and 29
lines (29 memory sections), (b) an optimal permutation matrix obtained from the 2"
step, (c) a corresponding rectangle with orthogonal polygons defined from r read right
areas and w write right areas, the holds defined from ¢ forbidden access areas.

offers several optimal matrices which are the input data for the next step. An
example for an optimal matrix of A is presented in Fig. 9(b).

Step 3— With several optimal matrices obtained from the 2nd step whose the
number can be bounded by an positive integer set by the user. The last step
is an application of our algorithms described in Section 4 to find an optimal
mapping for logical descriptors. Each optimal matrix A' can be considered as a
rectangle R in which each orthogonal polygon in R defines an access right area in
A, For instance, in Fig. 9(c), we have 5 access right areas offering 5 orthogonal
subpolygons. The constraint on the total number of available physical descriptors
can be seen as the vertical k—cut constraint in our mathematical modeling. The
goal of minimizing the number of physical descriptors loading when switching
contexts can explain the choice of our objective function: finding a partition for
R whose total length of the partitioning horizontal line segments is maximum.

6 Conclusion

In this paper, we have proposed two integer programs to solve the problem of
partitioning the rectangle R containing a finite number of polygons with nonde-
generate holes into a minimum number of rectangular partitions with respects
to vertical cut constraints. We found such a partition by reducing the geome-
try problem to an st—graph problem for expressing mathematically vertical cut
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constraints. After, we reused the basic ideas for solving the matching problem
of bipartite graph to find a maximum number of nonintersecting chords, we re-
formulated it by means of IP formulation. Finally, the k — AROP problem can
be solved with O(n) linear constraints. In future works, we want to develop al-
gorithms described in [14,3] to find good permutations for access control matrix
on which our algorithm will be applied.
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Abstract. This paper presents a new methodology to cluster asset in the portfo-
lio theory. This new methodology is compare with the classical ward cluster in
SAS software. The method is based on DCA (Difference of Convex functions),
an innovative approach in nonconvex optimization framework which has been
successfully used on various industrial complex systems. The cluster can be
used in an empirical example in the context of multi-managers portfolio man-
agement, and to identify the one that seems to best fit the objectives of portfolio
management of a fund of funds or funds. The cluster is useful to reduce the
choice of asset class and to facilitate the optimization of Markowitz frontier.

Keywords: clustering methods, portfolio management, DCA, Ward’s method.

1 Introduction

In this paper, we will examine the portfolio optimization problem that occurs when a
style constraint is introduced in a multi-manager portfolio management ; the funds
included in the managed portfolio or fund of funds should not only achieve an optimal
portfolio return, but they also need to implement the target benchmark. In that pers-
pective, we propose to use a classification methodology which enables to make up
fund packages that the manager can use to build up a portfolio corresponding to his
investment goals. This article tends to confront two clustering methods: the very
known and standard hierarchical ascendant clustering method, with Ward's measure,
and the DCA (Difference of Convex functions Algorithm), an innovative approach in
nonconvex programming framework.

In the second party, we will describe these two kinds of clustering methods, in the
third party we will focus on the methodologies used to determine an optimal number
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of clusters, in the fourth party, the database and the methodology of our study will be
exposed, and in the last party, we will present the results and draw a conclusion about
the use of these two clustering methods for portfolio management.

2 Types of Cluster Analyses

2.1  The Standard Clustering Methods

Automatic clustering problems have been addressed through several authors ([2, 5, 7]
and so on). Those books show that there are two main kinds of standard clustering
techniques: the non hierarchical methods (the method of leader, the K-means method
and the dynamic clouds method) and the hierarchical methods.

We can distinguish two kinds of hierarchical clustering: the ascendant hierarchical
clustering methods and the descendant hierarchical clustering methods. The
ascendant hierarchical clustering methods are generally more used. The ascendant
hierarchical clustering [7] consists in performing a series of regroupings to form
increasingly fine classes, in aggregating at every stage objects or groups of objects
closest. Among the ascendant hierarchical classification methods, The most known
and used and even for some authors, the more efficient is certainly the Ward’s
method. We tested the nine ascendant hierarchical classification methods proposed by
the statistical software SAS in a precedent conference [2] and the more efficient was
incontestably the Ward’s method [12]1 .

At each step, the two clusters that merge are those whose "distance" is the lowest.
The question is to find a good definition of what is meant by "distance" between two
groups of points. There are many definitions of this distance, but the one used in the
Ward's method is the squared Euclidean distance.

The principle of Ward's method is to obtain, at each iteration, a local minimum of
intra-class inertia or a maximum of inter-class inertia.

The index of dissimilarity between two classes (or level of aggregation of these
two classes) is equal to the loss of inter-class inertia resulting from their grouping.

2.2. An Alternative Approach at the Standard Methods: The DCA

DC programming and DCA were introduced by Pham Dinh Tao in their preliminary
form in 1985. They have been extensively developed since 1994 by Le Thi Hoai An
and Pham Dinh Tao and become now classic and more and more popular (see, e.g.
[8,9,10,13,14], and references therein). DCA has been successfully applied to many
large-scale (smooth or non-smooth) non-convex programs in various domains of ap-
plied sciences, in particular in data analysis and data mining and machine learning for
which it provided quite often a global solution and proved to be more robust and effi-
cient than standard methods (see [8,9,10,13,14], and references therein).

! Examining the dendogrammes elaborated according to the various methods, the one of the
Ward’s method alone was showing a classification including relatively distinct classes.
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General DC Programs

Consider the general DC program

a = inf{f (x) = g(x) — h(x):x € R"}(Pyc)

with g, h being proper lower semi-continuous convex functions on R™. Such a
function f is called DC function, and g —h, DC decomposition of f while the
convex functions g and h are DC components of f.

Difference of Convex functions Algorithms (DCA)

The main idea behind DCA is to replace, at the current point x* of iteration k, the
concave part —h(x) with its affine majorization defined by

(%) = —h(x*) — (x — x*,¥%),y* € Oh(x")

to obtain the convex program of the form

inf{g(x) + h,(x):x € R"} & inf{g(x) — (x,y*):x € R"}. (Py)

Algorithm
Let x° € R™ be an initial guess. Set k = 0
REPEAT
y* € oh(x*).
x**1 € argmin{g(x) — (x,y*):x € R™}.
k=k+1
UNTIL convergence.

DCA schemes have the following properties ([22], [34]):

i) the sequence {g(x*) — h(x¥)} is decreasing,

ii) if the optimal value a of problem(Py,.) is finite and the infinite sequences
{x*} is bounded, then every limit point ¥ of the sequence {x*} is a
critical point of g — h.

Observe that a DC function has infinitely many DC decompositions and there are
as many DCA as there are DC decompositions which have crucial impacts on the
qualities (speed of convergence, robustness, efficiency, and globality of computed
solutions) of DCA. Hence, the solution of a nonconvex program by DCA must be
composed of two stages: the search of an appropriate DC decomposition and that of a
good initial point.
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DCA for solving the clustering problem via MSSC (Minimum Sum of Squares
Clustering) formulation

An instance of the partitional clustering problem consists of a data set A :=
{a%,...,a™} of m points in R™, a measured distance, and an integer k; we are to
choose k members x! (I =1,..,k)in R™ as "centroid" and assign each member of
A to its closest centroid. The assignment distance of a point a € A is the distance
from a to the centroid to which it is assigned, and the objective function, which is to
be minimized, is the sum of assignment distances. If the squared Euclidean distance is
used, then the corresponding optimization formulation is expressed as (||.|| denotes
the Euclidean norm) a so called MSSC problem

m
min {Z lzrllinkuxl —at||?:xt e R"1=1,..., k. (MSSC)
i=1

The DCA applied to (MSSC) has been developed in [10]. For the reader's conveni-
ence we will give below a brief description of this method.

To simplify related computations in DCA for solving problem (MSSC) we will
work on the vector space R*¥*™ of (k X n) real matrices. The variables are then
X € R whose i" row X; is equal to x! for i=1,..,k. The Euclidean
structure of R*¥*™ is defined with the help of the usual scalar product

RFM 3 X o (Xy, ..., X)) € RN X, € R, (i = 1, ..., k),

k
(X,Y) = Tr(XTY) = z(xi, Y,)

i=1

and its Euclidean norm || X||? := YK (X;, X;) = X5, |IX;||? (Tr denotes the trace
of a square matrix). We will reformulate the MSSC problem as a DC program in the
matrix space R¥*™ and then describe DCA for solving it.

Formulation of (MSSC) as a DC Program

According to the property

K K
min ||x' —a!||? = E |x! — at||? — max E lxt — ab||?
1=1,k re1k

=1 =Ty

and the convexity of the functions

k

k
Dl =, max >t - all?,
= r=1,..,k

I1=1,l#r
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we can say that (MSSC) is a DC program with the following DC formulation:
MSSCemin{F(X) = G(X) — H(X): X € R}, (1)

where the DC components G and H are given by

m k
GOX) - ZZ G, (0, Gll(X)——||Xl—a||2forl—1 ml=1,.,k

i=1 1=
and
m k 1
HOO = )" B0, Hi(0 = mazx Hy (0 Hy(D = )" 511X = a'|l* for i
i=1 I=1,l#j

=1,..,m (2)

It is interesting to note that the function G is a strictly convex quadratic form.
More precisely we have, after simple calculations:

m k
GCO) = ZIXI? = (B,X) + 5 14 ®)

where A € R™", B € R¥*™ are given by

Ai:=aifori=1,..,m
m

B:=a =Zaiforl =1,..,k.

i=1

In the matrix space R**", the DC program (1) then is minimizing the difference of
the simplest convex quadratic function (3) and the nonsmooth convex one (2). This
nice feature is very convenient for applying DCA, which consists in solving a
sequence of approximate convex quadratic programs whose solutions are explicit.

DCA for Solving (1)

According to the description of DCA, determining the DCA scheme applied to (1)
amounts to computing the two sequences {X (p)} and {Y(p)} in R*¥*™ such that

y® ¢ 6H(X(p)),X(p+1) € 6G*(y(p))_
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The computation of dH(X) and dG*(Y) leads to the following algorithm:

Description of DCA to solve the MSSC problem (1)
Initialization: Let £ > 0 be given, X(® be an initial point in R*¥*", set p: = 0;
Repeat

1. Calculate Y® € 9H(X®)) by using (4)

Y® = mx® - p - Z (x5 - ). 4)

i=1

2. Calculate X ®+D according to (5)
1
X®+D: = — (B+Y®). (5)

3.Setpep+1

Until
[XPD —x®P|| < e(IXP|| + 1) v [F(XxPD) = F(xP)| < e(|[F(XP)| + 1).

Remark 2. The DC decomposition (1) gives birth to a very simple DCA. It requires
only elementary operations on matrices (the sum and the scalar multiplication of
matrices) and can so handle large-scale clustering problems.

3 Methodologies Determining an Optimal Number of Clusters

The ascendant hierarchical classification led to the construction of a hierarchical tree,
called dendrogram, showing the partition of the population into subgroups according
to a series of combinations. This dendrogram helps to visualize the hierarchy of parti-
tions obtained by successive truncations. The more the truncation is at the top of the
dendrogram, the less the partition includes classes. Consequently, a truncation made
below the first node of the tree leads to what each class does not contain any individ-
ual. In contrast, a truncation made beyond the level of the root of the dendrogram
results in a single class containing all individuals.

The search for the appropriate number of classes is then always a critical element
in building a classification of data, but it is long and often ambiguous.

For the clustering hierarchical ascendant standard methods, the search for the
appropriate number of classes is then always a critical element in building a
classification of data, but it is long and often ambiguous. There is indeed no formula
to calculate this number from the data but there are numerous articles outlined in the
statistics literature detailing potential criteria for detecting the appropriate number of
clusters [11,12].

The three criteria that performed best in these simulation studies with a high
degree of error in the data were a pseudo-F statistics developed by Calinski and
Harabasz [1], the pseudo-t2 statistics developed by Duda and Hart and the cubic
clustering criterion developped for the statistical software SAS [16].
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The CCC

The Cubic Clustering Criterion (CCC) was developed for the statistical software SAS
[4] as a comparative measure of the deviation of the clusters from the distribution
expected if data points were obtained from a uniform distribution.

The Pseudo F
Another very popular criteria to determine the appropriate number of classes is the
pseudo-F.

The Pseudo £

The statistics pseudo-t2 [2] is known as the ratio Je(2) /Je(1), where Je(2) is the within
cluster sum of squares error when the data are divided into two clusters, Je(1) is the
sum of square error before division.

It may be advisable to look for consensus among the three statistics, that is, local
peaks of the CCC and pseudo-F statistics combined with a small value of the pseudo-
t2 statistics and a larger pseudo-t2 for the next cluster fusion. It must be emphasized
that these criteria are appropriate only for compact or slightly elongated clusters,
preferably clusters that are roughly multivariate normal.

We can finally notice that, if some authors think that the CCC may be incorrect if
clustering variables are highly correlated, others assess the correlation structure of the
variables does not affect much the performance of the stopping rules ([12]).

For the DCA method, as the use of this method requires the number of clusters, we
first apply DCA for some given value of k, the number of clusters. Then basing on the
Calinski Harabasz (CH) Index, which is also called the pseudo-F criterium, we chose
the DCA’s result corresponding to this index.

4 Data and Methodology

Our study was realized on the database constituted of the monthly returns of 551
funds made of European stocks values, on the period from October 2002 to December
2007. For each fund, we calculated, in a first time, 17 performance, risk, and risk-
adjusted performance indicators, on a rolling basis of 3 months, 1 year, and 3 years.
Our intermediate database was then constituted of 51 variables.

The Computation of the Database’s Indicators (Lipper’s Database)
Some Indicators:

Suppose that we know N+1 indices of the fund F,, P,,..., P, and N+1 indices of the
benchmark fund P, P",..., Py’ . We also know the free rates R{f , Rzrf yerns Rg .
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Table 1. The 17 financial indicators of the database

e Absolute performance

Return measurement .
e Relative performance (to benchmark)

Absolute risk (standard deviation)
Tracking Error (relative risk)
Max drawdown

Negative periods (%)

Positive periods (%)

VaR Cornish Fisher

Risk measurement

Alphas of Jensen

Betas against the benchmark
Beta bull

Beta bear

Information ratio

Sharpe ratio

Sortino ratio

Treynor ratio

Black Treynor ratio

Performance measurement
adjusted to the risk

The returns (daily) of the fund and of the benchmark are calculated as follows:

r=0"F 100%

i
i-1

R =5 =F5 1009,
Pm

i-1

The Semi Parametric C.F. Value at Risk

The market Value-at-Risk (VaR) was popularized by J.P.Morgan’s RiskMetrics group
with the tool Risk Metrics. VaR is defined as the minimum level of loss at a given,
sufficiently high, confidence level for a predefined time horizon. The recommended
confidence levels are 95% and 99%. The parametric VaR needs a normal distribution
the return of asset. However, the returns on many financial assets are heavy tailed
and skewed. We can measure better the market risk estimated VaR by accounting for
the deviations from normality. Zangari [45] provides a Modifed VaR MVaR ou Cor-
nish Fisher calculation that takes the higher moments of non-normal distributions
(skewness, kurtosis). The value at risk corresponding the Cornish fisher law is calcu-

of

lated by

VaR=R-0.z,
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where O is the standard deviation and

o1 g -3 24} -5
zc_f:qp+qﬂ6 S+q”24q”K— q"36 5.

Here, S is the skewness

(R -R)’
S=="""
(N-1)o

oo Z(R,.—Rz
(N-1Ho

K is the kurtosis

with g, =1.65.

We computed in a second time the four moments (mean, standard deviation,
skewness and kurtosis) of each indicator, which witness the 204 variables of our final
database. We have thus applied the principles mentioned in the second party to

determine a satisfactory number of classes in our study. We have therefore retained 7
classes.

5 Results and Conclusion

If all the 204 variables take part to the building of clusters, their contribution to the
characteristic propriety of each cluster is different. We actually calculated the coeffi-
cients of variation related to each variable in order to identify those who seem to bet-
ter contribute to the profile definition of the funds making up the classes, that is to
say, those with the lowest variation coefficients (variation coefficients lesser than
0.2).The main characteristics of the clusters are synthesized in the table 2.

We can observe that the clusters constituted with the Ward’s method are a little
more homogenous than the clusters constituted by the DCA. With the DCA, there
are one big-size cluster (class 4) which regroups 77% of the population, one middle-
size cluster (cluster 5) and 5 little-size clusters. With Ward’s method there are 3 big-
size clusters (clusters 1, 2 and 3), one middle-size cluster (cluster 4) and 3 little-size
clusters (clusters 5, 6 and 7).

The aim of a clustering method is to get as much separation in the data as possible,
thus we do not want the largest cluster to be too large. Yet it is the case with the
DCA in which the class 4 contains 77 % of the population.

But the Ward’s method, however, has here a major disadvantage: no variable
significantly contributes to the building of the cluster 2, that is to say, we can’t
describe this cluster with any variable. in the frame of portfolio management, this is a
great disadvantage because this means that all funds of this class can’t be described.
This excludes a set of funds of the portfolio building, these set representing here
almost one third (exactly 31%) of the population.
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Table 2. The Results of the DCA and Ward’s methods

DCA Method Ward’sMethod
Number of Nug}ber % of Number of Nug}ber % of
Cluster con'trlbutlye funds funds Cluster con.trlbutlye funds funds
variables in in the in the variables in in the in the
the cluster cluster | cluster the cluster cluster | cluster
DCA1 28 6 1 w1 8 188 34
DCA2 9 19 3 w2 0 172 31
DCA3 57 4 1 W3 67 131 24
DCA4 18 422 77 W4 79 53 10
DCAS 23 71 13 W5 94 4 1
DCA6 11 28 5 W6 44 2 0
DCA7 16 1 0 W7 31 1 0
Total 551 | 100 Total 551 | 100

We also studied the nature of the contributing variables to classes, for both
methods, on the one hand versus time (indicators calculated on three months, one year
and three years basis), on the other hand on the time used (mean, variance, skewness
and kurtosis).

It shows that the period on which the indicator is calculated does not seem to be
discriminating in choosing a method. The contributive variables are distributed quite
evenly between the indicators at 3 months, 1 year, and three years, although the
method DCA seems slightly to bring out the short-term indicators (at three months)
and the Ward’s method the long term ones (at three years).

Nevertheless, the two methods differ greatly in the timing indicators: indeed, the
significant variables in the Ward’s method are mainly (55%) the moments of order 3
and 4 (skewness and kurtosis), which are difficult to interpret, while the significant
variables in the DCA are overwhelmingly (74%) the moments of order 1 and 2 (the
means and variances), much more easily interpretable.

We can conclude here that if Ward’s method is the more known and used
clustering method, it may be not well appropriate for portfolio management because it
can build some clusters and thus a more or less big set of funds, that cannot be
described, and consequently not used in the building of portfolios.

But the other drawback is to construct classes mainly on indicators of order 3
(skewness) and order 4 (kurtosis), which are difficult to interpret; this can conduct to
a lack of interpretation of some classes.

We then choose the DCA, for which the table below details the interpretation of
the seven classes constructed with this clustering method:



The Confrontation of Two Clustering Methods in Portfolio Management 97

Table 3. The description of the classes constructed by DCA

Classes Interpretation of the classes

The performance of this class is lower than the sample average yield. All funds of this class have fewer
negative periods than the average of the sample, but the absolute risk is much higher than the average. With
DCA1 |market betas and bull betas above the sample mean, those funds do not behave well on the downside.

The average performance of funds of this class is much higher than that of the sample. This class include funds
with positive Jensen alphas, and so an outperformance relative to the market. There were no significant risk
indicators for the construction of this class. These funds have a larger variance of the absolute performance
DCA2 |and a lower variance for the market beta.

The fund's performance of this class is equivalent to that of the sample. This class mainly includes defensive
funds, with weaker relative risk and VaR. Nevertheless, we can note that these funds have more negative
DCA3  [periods than the sample.

With this class, we are in the benchmark sample with a yield which is very close to the average yield of the
sample. The risk of all of these funds is slightly lower than that of the sample (Absolute Risk VaR and
somewhat lower). We can also note that we did not find any beta or indicators of relative risk among the
DCA4 |significant variables.

This class includes funds with a lower yield than the average of the sample. But indicators of absolute and
relative risks are also lower.

As against the VaR is much stronger, which explains the negative return.

The risk is poorly estimated by indicators based on the average and standard deviation because returns are
DCA5 |clearly nonnormal.

The funds in this class have a better than average performance of the sample. This class is just the opposite of]
the class DCAS, in which the funds have higher aboslute and relative risks, but a lower VaR. Here the non-
DCA6  |normality plays for the fund's performance.

This class is composed of a single fund. We note that the performance is generally very negative and risk
DCA7 [indicators very high
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Abstract. A tour cover of an edge-weighted graph is a set of edges
which forms a closed walk and covers every other edge in the graph. The
minimum tour cover problem is to find a minimum weight tour cover.
This problem is introduced by Arkin, Halldérsson and Hassin (Infor-
mation Processing Letters 47:275-282, 1993) where the author prove the
N P-hardness of the problem and give a combinatorial 5.5-approximation
algorithm. Later Konemann, Konjevod, Parekh, and Sinha [7] improve
the approximation factor to 3 by using a linear program of exponential
size. The solution of this program involves the ellipsoid method with a
separation oracle. In this paper, we present a new approximation algo-
rithm achieving a slightly weaker approximation factor of 3.5 but only
dealing with a compact linear program.

1 Introduction

Let G = (V, E) be an undirected graph with a (nonnegative) weight function
¢: E = Q4 defined on the edges. A tour cover of G is a subgraph T' = (U, F')
such that

1. for every e € E, either e € F or F contains an edge f adjacent to e, i.e.
FNN(e) # 0 where N(e) is the set of the edges adjacent to e.
2. T is a closed walk.

A tour cover is hence actually a tour over a vertex cover of G. The minimum
tour cover problem consists in finding a tour cover of minimum total weight :

min E Ce,

over subgraphs H = (U, F') which form a tour cover of G.

The minimum tour cover problem were introduced by Arkin, Haldérsson and
Hassin [1]. The motivation for their study comes from the close relation of the
tour cover problem to vertex cover, watchman route and traveling purchaser
problems. They prove that the problem is N P-hard and provide a fast combi-
natorial algorithm achieving an approximation factor of 5.5.

Improved approximations came from Kénemann, Konjevod, Parekh, and Sinha
[7] where they use an integer formulation and its linear programming relaxation
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DOI: 10.1007/978-3-319-06569-4 7, (© Springer International Publishing Switzerland 2014
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to design a 3-approximation algorithm. However, as the linear programming re-
laxation is of exponential size, their algorithm needs an ellipsoid method and a
separation oracle to solve it.

Several problems are closely related to the minimum tour cover problem.
First, if instead of a tour, we need a tree then this is the minimum tree cover
problem. Second, if we need just a edge subset over a vertex cover then this
is the minimum edge dominating set problem. These two problems are all N P-
hard. Approximation algorithms [1],[7],[5] has been designed for the minimum
tree cover problem and the current best approximation factor is 2 [5]. Similarly,
approximation algorithms for the minimum edge dominating set problem have
been discussed in [2], [6] and the current best approximation factor is also 2 [6].
Another related problem is the well known minimum edge cover problem which
consists in finding a minimum weight edge subset which covers every vertex of G.
This problem can be solved in polynomial time and we know a complete linear
programming for it [4].

In this paper, we present a new approximation algorithm achieving a factor
3.5 which is slightly weaker than the factor 3 obtained by Kénemann et al. but
our algorithm needs only to solve a compact linear program. Precisely, we use a
compact linear relaxation of the formulation in [7]. From an optimal solution of
this relaxation, we determine a vertex cover subset and use a reduction to the
edge cover problem to find a forest F' spanning it. Finally, to obtain a tour cover,
we apply the Christofides heuristic [3] to find a tour connecting the connected
components of F' and eventually duplicate edges in each connected component
of F. We prove that the weight of such a tour cover is at most 3.5 times the
weight of the minimum tour cover.

The idea of reduction to the edge cover problem is first given by Carr et al. [2]
in the context of the minimum edge dominating set problem. We borrow their
idea here to apply to the minimum tour cover problem.

Let us introduce the notations which will be used in the paper. For a subset
of vertices S C V, we write §(S) for the set of edges with exactly one endpoint
inside S et F(S) for the set of edges with both endpoints inside S. If = € RIF|
is a vector indexed by the edges of a graph G = (V, E) and F' C F is a subset of
edges, we use z(F') to denote the sum of values of x on the edges in the set F,
2(F) = Yy e

The paper is organized as follows. First, we present the first three steps of
the algorithm and we explain the idea of the reduction to the edge cover prob-
lem. Second and lastly, we describe the last step and we give a proof for the
approximation factor of 3.5.

2 A 3.5-Approximation Algorithm

2.1 First Three Steps of the Algorithm

Let « be a vector in R which is an incidence vector of a tour cover C of G. Let e =
uv be an edge of G. We can see that e can belong or not to C, but in the two cases,
there must be at least two edges in §({u, v}) belonging to C, i.e. |6({u, v})NC| > 2.
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Hence, the vector z satisfies the following constraint: z(d({w,v})) > 2. The
following linear program which consists of all these constraints applying for every

edge in G :
min Z Cee
ecE
s.t. x(6({u,v})) > 2 for all edge uv € G, (1)

0<z.<2forallec FE.

This linear program (1) is thus a linear programming relaxation of the tour
cover problem. We can see that this is a compact linear program, its size is
even linear since the number of constraints is in O(|E|). Note that the linear
programming relaxation used in [7] has, in addition of the box constraints 0 <
re <2foralle€ F,

z(6(5)) > 2 for all S C V s.t. E(S) # 0, (2)

as constraints and then is clearly of exponential size and the set of the inequal-
ities(1) is the subset of the inequalities in (2) having |S| = 2.
Now let us consider the following

min E Cee

eckE

s.t. z(6({u,v})) > 1 for all edge uv € G,  (3)
0<z.<1lforalleec FE.

It is clear that an optimal solution of (1) is two times a optimal solution of (3)
and a solution of (3) is a half of a optimal solution of (1).

Let z* be an optimal solution of (3) found by usual linear programming tech-
niques. Consequently 2z* is an optimal solution of (1). Let V. CV = {u €
V0z*(6(u)) > 1/2} and let V_ = V' \ V. It is not difficult to prove the following
lemma.

Lemma 1. The set Vi is a vertex cover of G.

Hence, a tour in G containing all vertices of V. is thus a tour cover. Our algorithm
will build such a tour by building first an edge subset Dy C FE covering V,
(i.e. Vi is a subset of the set of the end vertices of the edges in D.) with
weight not greater than 23 _pccr; and after finding a tour connecting the
connected components of Dy by Christofides algorithm. The idea of build the
edge set D, is borrowed from [2] where the authors apply it for designing an
2110—approximation algorithm for the minimum edge dominating problem. Let
us examine it in details.

Let V'’ be a copy of V_ where v € V_ corresponds to v’ € V' and E’ be the
set of zero-weight edges, one between each v € V_ and its copy v € V/. We
construct then the graph G = (V =V U V”E = FUFE"). We have the following
lemma.
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Lemma 2. There is a one-to-one weight preserving correspondence between the
edge subsets which cover Vi in G and the edge cover subsets (that cover V) of
G.

Proof. If D_ is an edge cover of G, then D, = D_ N E must be an edge set
of equal weight covering all the vertices in V. Conversely, if D, is an edge set
covering all the vertices in V., then D, U E’ is an edge cover of G of equal
weight, since the edges in E’ cost nothing.

We can now describe the first three steps of the algorithm which can be stated
as follows:

Step 1. Compute an optimal solution z* of (3).

Step 2. Compute V.

Step 3. Build the graph G. As the minimum edge cover problem can be solved
in polynomial time [4], compute a minimum-weight edge cover D_ in G and
set D, =D_NE.

2.2 Analysis on the Quality of D

It is known that the minimum edge cover problem in G can be formulated by
the following linear program [4]:

min E Cele,

ecFE
EC’(@) s.t.
z(6(u)) >1ueV, (4)
+(BS)) +265) > T s 7,15 > 3 0dd, (5)

OSxegleEE.

Theorem 1. Le point 22* which is an optimal solution of (1) is feasible pour

EC(G).

Proof. Let y* = 2z*. Suppose u is a vertex in V. If u € V, we have z*(§(u)) > é,
otherwise u € V_ UV’ and we have ¥ =1 for all e € F’, so in either case

y*(0(u) = 1, (6)
So y satisfies the constraints (4). As =* is a solution of (3), hence y* satisfies

Yy (0(u) +y7(3(v) = 2 + 2y, (7)
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Suppose that S is a subset of V of odd cardinality; let s = |S|. When s = 1, the
constraints (4) are trivially satisfied by y*, so suppose that s > 3. By combining
(6) and (7) we see

* * 2+2yvjv iquEE,
Y (0(u) +y*(6(v)) 2 { 2 otherwise.

Summing the approriate inequality above for each pair {u,v} in S x S, where
u # v, we get

(s = 1)y (6(5)) +2(s = 1)y (B(S) = (s = 1) D y*(8(w))

ues

= > W) +y (6w)

{uwveSxSlu#v}
> s(s — 1) + 25" (E(9)).
Isolating the desired left hand side yields
y(O(S) +y7(B(S)) 2 “CTIHETROEN 2 T for s 2 3.
We can see that for s > 3, s(s —1) > (s + 1)(s — 2), thus

s(s—l)>(s+1)(s—2) s+1
2(s —2) 2(s — 2) 2

Hence y* satisfies (5).

Corollary 1. The weight of Dy is a lower bound for the weight of an optimal
solution of (1).

2.3 Last Step
We can see that D, forms a forest.

Step 4. The last step of the algorithm consists of shrinking the connected com-
ponnents of D, along its edges into vertices to obtain a contracted graph
G’'. The contraction of a graph G along a set of edge Dy produces a graph
G' = (V',E') and a set of vertices S C V' defined as follows: For each edge
in D, merge its two endpoints into a single vertex, whose adjacency list
is the union of the two adjacency lists. If parallel edges occur, retain the
edge with smaller weight. The resulting graph is G’. The set S consists of
the vertices formed by edge contraction (i.e., the nodes in V' \ V). We now
proceed to find an approximation of the optimal tour 77 going through all
the vertices of S in G’ with distances modified (if necessary) to the shortest
paths distances. This can be done by using Christofides heuristic [3]. Map
this solution back to a partial tour T" of G. For each component formed by
the edges in D4, form an Eulerian walk from the entry point to the exit
point of @ in the component by duplicate some of its edges. Output the tour
Q@ formed by T and the Eulerian walk.
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Let APX be the weight of @ and OPT be the weight of an optimal tour cover
in G.

Theorem 2. APX <3.5x OPT.

Proof. We can see in the worst case, () contains the tour T and 2 times the edge
set D4. Any tour cover in G should take visit to all the connected component of
Dy, hence as the weight of 7' can not be worse than 1.5x OPT [3]. By Corollary
1, the weight of D is less than OPT, then 2 times the edge set D is of weight
at most 2x OPT. Thus, overall APX < 1.5xOPT +2xOPT = 3.5x OPT.
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Abstract. Family physicians play a significant role in the public health
care systems. Assigning appointments to patients in an educated and
systematic way is necessary to minimize their waiting times and thus
ensure certain convenience to them. Furthermore, careful scheduling is
very important for effective utilization of physicians and high system
efficiency.

This paper presents a new queueing model that incorporates impor-
tant aspects related to scheduled patients (patients and clients are syn-
onymous throughout this paper), patients without appointments and the
no-show phenomenon of clients.

Keywords: health care efficiency, queueing model, appointments, pa-
tient waiting times.

1 Introduction

Queueing models provide fast and versatile tools to evaluate the performance
of real systems such as telecommunication networks, cellular mobile networks
and computer systems [1-15]. The performance evaluation studies help service
providers to dimension and operate their systems in an efficient way. There-
fore, intensive research using queueing theory to model health care systems has
already been initiated [16,17] and progressing well.

Family medical care plays a significant role in the public health system of the
World. Family medical care is the first layer of the medical system to provide ex-
amination and treatment or redirection to other health services depending on the
condition of patients. Usually a physician is assigned to a number of individuals
and families from a particular region in order to provide disease prevention and
to improve the health of families. In recent years patient satisfaction came into
focus as one of the major indicators related to the quality of medical services.
Excessive waiting times for examination can lead to low patient satisfaction de-
creases the overall quality. A measure to reduce waiting times of patients can
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be applied as follows. An arrangement is beneficial for both patients and the
medical office since the patient can anticipate a lower waiting time upon her /his
arrival and the physician can plan the daily activities in a more efficient way.
However, this kind of schemes may fail if patients do not show up at the prear-
ranged time. The no-show phenomenon is not rare [18] in practice. The larger
the distance between the reservation instant and the prearranged time is, the
more likely a patient will not show up at the appointment time. Of course, a
pre-appointment is encouraged, but not mandatory in the family health care in
some countries. As a consequence, a physician has to treat a significant propor-
tion of the patients arrive at the reception without any prior appointments or
notifications.

In order to ensure convenience to patients through minimizing the waiting
time, patients are assigned appointments in a systematic and educated way.
Scheduling of patients appointments at appropriate times after receiving re-
quests, is a very important aspect in health care systems because it ensures
the convenience of patients through minimizing their waiting time in hospi-
tals. Furthermore, careful scheduling is crucial for the efficient utilization of
physicians and other important resources in public health care systems. Some
works [17,19,20] dealt with scheduled customers (patients).

Recently, the phenomenon of cancellations [18] and no-shows in health care
systems have raised attention in the researcher community because this leads to
inefficient utilization of public health service [16,17]. Hassin and Mendel [17] in-
vestigated a single-server queueing system with scheduled arrivals and Markovian
service times. In their work customers [17] with a fixed probability of showing up
were considered. Green and Savi [16] proposed the application of the M/M/1/K
and the M/D/1/K queues to model the phenomenon of no-shows. However,
these works [16,17] do not take into consideration the arrival process of patients
without appointments which is rather important. The arrival of these patients
(without appointments) is quite typical in case of the family medical care be-
cause there are frequently unexpected health problems (e.g., sudden sickness,
accute illnesses) of people assigned to any specific family medical doctor.

In this paper, we propose a novel queueing model that incorporates both the
phenomenon of no-shows and the impact of unscheduled arrivals, along with
considering the scheduled patients.

The rest of this paper is organized as follows. In Section 2, our new queueing
model is proposed. In Section 3 presents numerical results of this new analytical
model. Finally, Section 4 concludes the paper.

2 The Proposed Queueing Model

2.1 Generalized Queueing Model

A generalized model for the queueing problem pertaining to the physician’s office
is illustrated in Figure 1. As observed, the proposed queueing model consists of
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requests for rescheduling

scheduler

~ “

virtual buffer

no-shows

BL®)
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normal client

The physician office

Fig. 1. A generalized queueing model

two “service stations”. The first service station stands for the scheduling process,
where patients get appointments (e.g., can be done through a telephone call and
a scheduler can be a nurse or an assistant in the physician office).

The second station is the representation of the physician, which is modeled
as the single server queue. Two categories of patients are distinguished in the
physician office - normal and scheduled. The first category includes patients
who arrive without appointment, while patients with an appointment belong
to the second category. The normal category contains persons who need to see
the physician on the day of arrivals and are willing to wait for more time than
patients with appointments. The second category includes people who arrive for
a regular check or who receive vaccinations.

It is worth emphasizing that scheduled patients have a priority over normal
patients. However, the service of normal patients is not interrupted by the arrival
of scheduled patients.

A Virtual Queue of Patients Requesting an Appointment. Although
patients may not be physically present in the first station, a “virtual” queue for
scheduling appointments is formulated as follows.

— The time spent by the i*" patient in the virtual queue is ¢; — ta;, where t;
is the appointment time assigned to patient ¢ with the arrival time ta; (for
the convenience tg = 0 by definition).

— The “service time” of patient ¢ is defined as t;y1 — ¢;. Let F(z) and f(x)
denote the CDF and the probability density function of the service times of
the virtual queues.
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Therefore, the “virtual” queue for scheduling appointments is of type M/G/1 for
an exponentially distributed inter-arrival times of requests for appointments with
rate a. The number of patients in the virtual queue L(¢) is an embedded Markov
process at the scheduled time epochs (¢1,ts,...). For the stationary probability

pl(l) = lim;—oo Pr(L(t) = 1), the Pollaczek-Khinchin formula [1] is valid

> = m

where

p=a " @y,
F*(s) = /0 " e f(2)da.

Due to various reasons, only a portion of patients with appointments arrives at
the physician office and quite a significant percentage of patients do not show up
(or cancel the appointment, due to various reasons as explained before). The no-
show probability depends on the appointment backlog too. Green and Savi [16]
proposed the no-show function (k) = Ymaz — (Ymaz — Y0)e "/ €, where k is the
appointment backlog in the first queue, Vimqz, Y0 and C are coefficients.

A Queue in the Physician Office. The server representing the physician
accepts normal as well as scheduled patients. Normal patients arrive according
to a Poisson process with the arrival rate A. Scheduled patients arrives upon the
completion of service from the virtual queue. We assume that the service times
of normal and scheduled patients are exponentially distributed with parameter
L.

Let J(t) be the number of normal patients in the physician office at time ¢
(this also includes the normal client under service).

2.2 An Analytical Solution

To obtain an analytically tractable model we make some additional assumptions
as follows.

— Let N denote the maximum number of scheduled patients in the physician
office at any time, which is explained by the fact that the number of scheduled
patients in the physician office should be limited to ensure a low value for
waiting time in the day.

— Similarly, the maximum value of J(¢) (J(¢) is the number of normal patients
in the office at any time) and L(t) is denoted by M and K, respectively.

— The “service times” of the virtual queue are exponentially distributed. The

show-up rate is expressed as (k) = (1 —~v(k))/ /00 zf(x)dx.
0
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Table 1. Nomenclature

«@ the arrival rate of patients requesting appointments
ti assigned time for patient ¢

L(t)  the number of patients in the virtual buffer

A the arrival rate of normal patients

J(t)  the number of patients without an appointment (normal patients)

n the service rate of patients

v(k)  the no-show probability

B(L(t)) the show-up rate of scheduled patients

I(t) description of the state of the physician and the number of scheduled patients
f(xz)  the probability density function of the service times of the virtual queues
F(z) the CDF of the service times of the virtual queues

With the assumption that the physician does not rest when there is a patient in
the office, the states of the server (the physician) are classified as follows:

— free with no patient is in the office,

— busy servicing a normal patient with one patient with an appointment wait-
ing for service,

— busy with the service of a normal patient and there is no a patient with an
appointment,

— serving a patient with an appointment.

To describe the interaction of the physician and the patients in the physician
office, the random variable I(¢) is introduced with the following values:

— 0 if the server is free or if the server is busy in serving a normal client and
no scheduled client in the system.

—2n—1,n=1,..., N if the physician serves a normal client and there are n
scheduled clients waiting in the office.
— 2n,n=1,..., N if the server is busy in serving a scheduled patient and the

total number of scheduled clients in the system is n.

The system is modeled by a three-dimensional Continuous Time Markov
Chain (CTMC) X = (I(¢),J(t), L(t)). The following types of transitions are
possible among the states of the CTMC X:

— (0,0,1) = (2,0,1 — 1): this transition is due to the arrival of a scheduled
patient when no client is in the physician office.

- (2¢,0,1) = (20 +2,0,1 — 1) for 1 <14 < N: these transitions take place due
to the show-up of a scheduled patient when only scheduled clients are in the
physician office.
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- (0,4,1) = (1,4,l—1) for 1 < j < M: these transitions are due to the show-up
of a scheduled patient while the physician examines a normal client.

-2i-1,50) = @2+1,jl-1)forl <j< Mandi=1,...,N— 1
these transitions happen due to the show-up of a scheduled patient when
the physician examines a normal client.

— (24,5,0) = (2t+2,4,l—1)for 0<j< M andi=1,...,N —1: these transi-
tions happen due to the show-up of a scheduled patient when the physician
examines a scheduled client.

- (0,4,0) = (0,5 — 1,1) for 1 < j < M: these transitions occur due to the
completion of the service of a normal patient.

- (2i—1,5,1) = (24,5 —1,1) for 1 < j < M and 1 <i < N: these transitions
take place due to the completion of the service of a normal patient.

— (2i,4,1) = (2i—2,4,) for 1 <4 < N and 0 < j: these transitions happen due
to the completion of the service of a scheduled client.

— (4,4,1) = (i, 7,141): these transitions take place due to the arrival of patients
to the virtual queue.

The transitions between the states are organized as follows:

— The matrices A;, 0 <1 < K, contain the transition rates from state (i1, j1,)
to state (i2,j2,!).

— The matrices B; (I = 0,...,K — 1) include the ransition rates from state
(i1, jo2,1) to state state (ig,j2,1 + 1).
— The elements of the matrices C; (I =1,..., K) are the transition rates from

state (i1, j1,1) to state (i1,71,0 — 1).

As a consequence, the generator matrix of the CTMC is written as

rA8Y By 000
¢ AV B o
0 Cy AV B,

O
>
I

0 0 ... Cx1AY | Brs
0o 0 .. Cx AY

where
Ag — D4 — DBoif j =0,
A;l): A; — D% — DB — D% if0 < j <K,

Note that D%, Z = A;, B;,C; is a diagonal matrix whose diagonal element is
the sum of all elements in the corresponding row of Z.

Let p;ji(t) = Pr(I(t) = 4,J(t) = 4, L(t) = l) denote the probability that
the CTMC X is in state (i,7,1) at time ¢ > 0. The steady state probabilities
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are defined by p; ;i = tli)m Pr(I(t) =14, J(t) =i, L(t) =1). Correspondingly, we
oo

deﬁne vectors 7Tl(t) = [p()’o’l(t), e ,pQN’]y[’l(t)] and ™ = [p()’o’l, e ,pgN’]y[’l}.
The balance equations can be expressed as follows:

7T()A(()1) + 7T1C1 = 0, (2)
Tp—1Br—1 + WkAgk) + 41041 =0, 1 <k <K, (3)
Tk_1Br_1 +7TKA([;) = 0. (4)

To compute the steady state probabilities, we shall proceed as follows. Let us
define matrices Ry’s such that 7, = mp_1 Ry holds for £ = 1,2,..., M. Then,
based on equations (3) and (4), the matrices Ry’s can be recursively computed
using

Ri = —Br 1 (AQ), ()
Ry, :*kal[Agk)JrRkHCkHTl, k=K-1,...,1 (6)
This means, that 7, £k = 1,2,..., K, can be expressed in terms of my and the
already computed Ry’s by
k
WkZWoan,kZO,...,K, (7)
i=0

where Ry denotes by definition the identity matrix. Equation (2) can be rewritten
as
mo(ASY + RyCy) = 0. (8)

Finally, we can utilize the normalization equation Z,I::O mrer = 1 and equa-
tion (8) to compute m and then the stationary probabilities.

3 Numerical Results

In Figures 2, 3 and 4, we plot the utilization of the physician and the average
number of patients waiting in the physician office versus A for 1/ = 15 minutes,
1/a = 77 minutes. We compare the impact of the no-show and always-show on
the performance of the physician office. Note that the no-show function is applied
with Ymaz = 0.51, 70 = 0.15 and C' = 9 (see [16]).

From the curves, 18% relative decrease on the utilization of the physician is
observed for low traffic (A = 0.01 and appointment interval equal to 60 minutes
—i.e., patients are scheduled every 60 minutes). However, for the physician with
a high utilization (> 0.7), the no-show phenomenon only reduces the utilization
less than 5%. It is worth emphasizing that the reduction minimally depends on
the appointment interval for high loads.
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4

Conclusions

We have proposed a novel queueing model that incorporates the phenomenon of
no-shows of patients with appointments and the impact of no scheduled arrivals,
along with the scheduled patient arrivals. The queueing model can be used to
obtain quantitative performance measures related to the operation of physician
offices. Thus, this analytical tool can be of substantial help to determine the
parameter for the scheduling policy applied in the physician’s office.
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Usability of Deterministic and Stochastic Petri
Nets in the Wood Industry: A Case Study

Adam Horvath
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Abstract. Deterministic and stochastic Petri nets (DSPNs) are com-
monly used for modeling processes having either deterministically, or
exponentially distributed delays. However, DSPNs are not widespread
in the wood industry, where the leaders of a company try to make de-
cisions based on common sense instead of using high-level performance
evaluation methods.

In this paper, we present a case study, in which we demonstrate the
usability of DSPN models in the wood industry. In the case study, we
model the production of wooden windows of a Hungarian company [2].
Using the model, we can simply determine the bottleneck of the manu-
facturing process and show how to eliminate it.

Keywords: wooden window manufacturing, DSPN, modeling, simula-
tion.

1 Introduction

In many manufacturing processes, the work can be divided into different disjoint
phases having deterministic holding times. Besides, there are some exponentially
distributed variables even in these cases, like the inter-arrival times of the orders
and the revealing of the material defects.

A process, in which the delays of the transitions are either exponentially, or
deterministically distributed, can be appropriately described by a DSPN [4].
DSPNs are similar to stochastic Petri nets (SPNs [5]), except that deterministi-
cally delayed transitions are also allowed in the Petri Net model.

Although DSPNs have greater modeling strength than SPNs, there are some
restrictions in the model evaluation phase. Namely, analytical solution using the
underlying stochastic behavior can be obtained only if there is only one enabled
deterministic transition in each marking. Otherwise, simulation must be used to
get the steady state or the transient solution of the DSPN. In this paper, we
model a window manufacturing process, where the production phases are de-
terministic, and work in parallel. Therefore, the traditional analytical approach
cannot be used, so we will present some simulation results.

The rest of the paper is organized as follows. In Section 2, the formalism of
DSPNs is described. In Section 3, we provide a short summary of the manu-
facturing process of wooden windows to help the understanding of the latter
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sections. Section 1 describes our model for the wooden window manufacturing
process. In Section 5, we present the evaluation of the model. Finally, Section 6
concludes the paper.

2 DSPN Formalism

In this section, we give a short introduction to DSPNs, while a detailed descrip-
tion can be found, e.g. in [1] or [4].

DSPNs are bipartite directed graphs consisting two types of nodes: places and
transitions. The places correspond to the state variables of the system, while the
transitions correspond to the events that can induce a state change. The arcs are
connected to places and vice versa expressing the relation between states and
event occurrence. Places can contain tokens, and the state of a DSPN, called
marking, is defined by the number of tokens in each place. We use the notation
M to indicate a marking in general, and we denote by M (p) the number of
tokens in place p in marking M. Now we recall the basic definitions related to
DSPNs.

Definition 1. A DSPN system is a tuple
(P3T>I>O7HaM0aTaw)a
where:

P is the finite set of places. A marking M € NP defines the number of

tokens in each place p € P.

— T is the set of transitions. T can be partitioned into the following disjoint
sets: TZ is for the set of immediate transitions, TT is for the set of expo-
nential transitions, and TP is for the set of deterministic transitions. Note
that PNT = 0.

- 1,0,H : NPl 5 IN are the multiplicities of the input arc from p to t, the
output arc from t to p, and the inhibitor arc from p to t, respectively.

~ My € NPl s the initial marking of the net.

~ 7 : NPl 5 R s the mean delay for ¥Vt € TE UTP (note that T may be
marking-dependent).

~w : NP 5 RY s the firing weight for ¥t € T? (note that w may be

marking-dependent).

The graphical representation of a place p is a circle, with the number of
tokens in it is written inside (or illustrated with the corresponding number of
black dots). A transition ¢ is drawn as a box, a thin bar for the transitions in 7%,
an empty box for transitions in 77, and a filled box for transitions in 7'P. Input
and output arcs end with an arrowhead on their destination, while inhibitor arcs
have a small circle on the transition end. The multiplicity of an arc is written
on the arc (the default value of multiplicity is one).

A transition is “enabled” in a marking if each of its input places contains the
“necessary” amount of tokens where “necessary” is defined by the input functions
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I and H. Formally, transition ¢ is enabled in marking M if for all places p of the
net we have M (p) > I(t,p) and M(p) < H(t,p). An enabled transition can fire
and the firing removes tokens from the input places of the transition and puts
tokens into the output places of the transition. The new marking M’ after the
firing of transition ¢ is formally given M'(p) = M(p) + O(t,p) — I(t,p), Vp € P.
Note that function H does not influence M’(p).

The firing of a transition in TF occurs after a random delay, while the tran-
sitions in T after a deterministic delay. The random delay associated with a
transition in TF has exponential distribution whose parameter depends on the
firing intensity of the transition and on the current marking. In this paper, we
assume that the number of tokens in a place does not influence the firing delay.
This concept is called single server model, which practically corresponds to the
real operation of the manufacturing process (other server policies also exist, for
details see [5]).

When a marking is entered, a random delay is chosen for all enabled transitions
by sampling the associated delay distribution. The transition with the lowest
delay fires and the system changes the marking,.

3 The Manufacturing Process of Wooden Windows

In this section, we describe the manufacturing process of wooden windows in
detail.

From the company’s point of view, the wooden window manufacturing process
lasts from the arriving of an order to the delivery of the accomplished windows.
After an order is accepted, the company starts manufacturing the sufficient num-
ber of windows. Each single window can be considered unique, since a building
typically contains windows in several various sizes and types, so the quantity
production cannot be carried out in this area.

In the first part of the production of a single window, the frame members are
produced separately. Typically, a wooden window consists of 8 frame members: 4-
4 frame members compose the frame and the casement frame, respectively. Since
the manufacturing process cannot be started in the absence of raw material, the
companies try to appropriately manage the quantity of the raw material in their
store. The raw material typically means 6 meter long lumber.

The first work phase is cutting the raw material to size using circular saw.
After cutting to size, the frame members must be planed with a planing machine.
The third work phase is molding. In this work phase, a computer numerical
control (CNC) machine is applied to bring the frame members into their final
form. CNC machines are fully automated and programmable, and their use for
molding ensures high level of precision and speed.

After molding, the frame members are glued into a frame. From this point,
the basic unit of the manufacturing is the frame. The next work phase is dipping,
which is a surface treatment for protecting the wooden material from damages
caused by insects and fungi. Then, the frames are sanded with a sanding machine
to obtain a smooth surface. After sanding, priming and final coating give the
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final color of the frame and ensure further protection for the wooden material.
The last work phase is fixing the hardware parts. In this phase, the frame and
the casement frame is supplied with the required metal components and the
glass. Finally, the frame and the casement frame is joined, and the window is
ready for transportation.

The peculiarity of the manufacturing process is that material defects can be
revealed in any work phases before the final coating. If a defect is revealed before
gluing, the single frame member can easily be re-produced, while after gluing,
the glued frame must be decomposed, and all work phases must be repeated
with the frame, when the re-produced single frame member is available. In both
cases, the re-production has priority over the other works.

4 An Operation Model for the Manufacturing Process of
Wooden Windows

In this section, we describe the operation model of a Hungarian wooden window
manufacturing company.

From modeling point of view, the events of the production can be divided into
two categories, based on the distribution of the transitions modeling the given
event. Accordingly, we model the orders and the occurrence of material defects
with exponentially delayed transitions, while we describe the different produc-
tion phases (cutting, planing, molding, gluing, dipping, sanding, priming, final
coating and fixing the hardware parts) with deterministic transitions (Fig. 1).
Since the number of waiting window frames and frame members do not influ-
ence the intensity of a work phase in the model, we apply the exclusive server
model [5] in this work.

In this example, there are three typical types of orders:

— for specific single window,
— for all windows of a family house, ¢ windows on the average,
— for windows of a big building, b windows on the average.

According to the types of orders, the arrival process consists of transitions
arriveSingle, arriveAverage and arriveBig in Fig. 1. In this case study, a and b
are considered 18 and 65, respectively.

After the order was accepted!, the 8 frame members of each window must be
cut to size (each frame has 4 members and each casement frame has also 4 mem-
bers in most cases?). The cut frame members must be planed, then molded (see
transitions cut, plane and mold in Fig. 1). Until this point is reached, the frame
members are individual entities each belonging to a specific window. Therefore, if
a material defect is discovered, the given single member can be re-cut, re-planed
and re-molded without causing bigger delay in the process (see transitions mdl1,
md2 and md3 in Fig. 1).

! In Fig. 1, we took only the accepted orders into account
2 Having the typical case is a modeling simplification.
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Fig. 1. The proposed operation model for the manufacturing process of wooden windows

After gluing the 4 frame members, one token denotes a frame in the model.
The next operations after gluing are the dipping of the frame, then the sanding,
the priming and the final coating (see transitions glue, dip, sand, applyPrimer
and coating in Fig. 1). Note that a material defect can be discovered in any
production phase before the final coating. However, when the members compose
a frame, the delay is much bigger, since the frame must be recomposed, and
the single member must be re-produced (see transitions md4, mdd, md6 and
md?7 in Fig. 1). Therefore, we assume that if a material defect is discovered
after the members compose a frame, further defects will not be discovered. This
assumption is based on the thorough investigation, which follows when a frame
must be decomposed to prevent further delay.

In our model, there is a dedicated path for this incident: since 3 frame mem-
bers wait for the re-production of the fourth one, the transitions on the dedi-
cated path have higher priority than the concurrent ones (see transitions recut,
replane, remold, reglue, redip, resand, reapplyPrimer and recoat). In the DSPN
model, inhibitor arcs ensure the priority. After priming, the smaller defects can
be corrected by re-sanding, what is denoted by transition smallDefect in Fig. 1.

The last two steps of the production are fixing the hardware parts and join the
casement frame and the frame (transitions fiz and join in 1). The transitions with
the corresponding delays are collected in Table 1% (in case of the exponentially
delayed transitions, the expected delay is shown).

3 The values of Table 1 were set based on a personal discussion with the representative
of the company.
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Table 1. The transitions of the DSPN model

Transitions Description Delay
arriveSingle A single wooden window is ordered. 16.64
arriveAverage 18 wooden windows are ordered. 12.07
arriveBig 65 wooden windows are ordered. 1392
mdl A flaw is discovered after cutting. 3.125
md2 A flaw is discovered after planing. 15
md3 A flaw is discovered after molding. 50
md4 A flaw is discovered after gluing. 10
md5b A flaw is discovered after dipping. 60
md6 A flaw is discovered after sanding. 33.33
md7 A flaw is discovered after priming. 22.22
smallDefect A frame is sent back to sand. 33.33
cut/recut Cutting/re-cutting of a frame member. 0.0556
plane/replane Planing/re-planing of a frame member. 0.0104
mold/remold Molding/re-molding of a frame member.  0.05
glue/reglue Gluing/re-gluing of the frame members.  0.1667
dip/redip Dipping/re-dipping of a frame. 0.0333
sand/resand Sanding/re-sanding of a frame. 0.2
apply Primer /reapply Primer  Priming/re-priming of a frame. 0.1111
coat/recoat Coating/re-coating of a frame. 0.1111
fix Fixing hardware parts. 0.3333
join Join the casement frame and the frame.  0.01

5 Evaluation of the Production Process

In this section, we investigate the production process using transient simulation.
So, we can determine the throughput of the system for one year, and the bottle-
necks of the production process. Moreover, we can investigate the effects of the
material defects. However, several other aspects could be investigated, too.

For the performance evaluation of DSPNs, several tools exist, such as the ones
presented in [3,6]. Since the analytical approach cannot be applied in our case,
we used TimeNet [6] to obtain simulation results, which reflect 99% confidence
level with 1% maximal error rating.
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Table 2 shows the expected token distribution after one year. We can observe
that the company can produce more than 3000 windows a year, while the bottle-
neck of the system is the fixing of the hardware parts, since there are about 585
frames on the Coated place (as a matter of fact, the employees in this session
must work overtime to accomplish the orders until their deadline).

Table 2. The token distribution of the DSPN model after one year

Places Expected number of tokens
Accepted 189.81933
CutMembers + Recut Members 0.13467
Planed + RePlaned 0.63745
Molded + ReMolded 3.25834
Glued + ReGlued 0.10666
Dipped + ReDipped 0.70611
Sanded + ReSanded 0.35967
PrimerApplied + Primer Reapplied 0.35056
Coated 584.55711
Fized 0.52422
Joined 3021.378

The bottleneck (fixing the hardware parts) is a limiting factor in the pro-
duction if the company wants to increase the number of accepted orders. Fig. 2
shows that as we increase the intensity of the arriveAverage transition, the pro-
duction is throttled by the fixing of the hardware parts work phase. In Fig. 2,
we also show the case when the company detects the material defects always
before gluing (e.g. by applying quality control) to prevent the major overhead
caused by these defects. Technically, we deleted the transitions md4, mds, md6
and md7 from the DSPN model. We can observe that eliminating the late de-
tection of the material defects does not affect the total throughput. However, it
can obviously cause a delay of certain jobs. On the other hand, the elimination
of the mentioned transitions increased the number of tokens in the bottleneck
place when the system was heavily loaded.

The obvious solution for the bottleneck problem is to expand the critical pro-
duction contingent (i.e. by employing more workers). Therefore, we investigated
the throughput of the system as a function of the delay of transition fiz, while
the delay of transition arriveAverage remains on the lowest value of the previ-
ous simulation (the exact value is 7.606709638). Fig. 3 shows that decreasing
the delay of transition fiz from 0.33 hours to 0.22 hours is enough to move the
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bottleneck in the system, and gives the chance to increase the throughput by
about 50%. In other words, the maximal throughput can be increased by 50%,
if the delay of fixing the hardware parts onto one frame could be reduced from
20 minutes to 13.2 minutes.
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6 Summary

In a production process, where the different work phases are deterministic pro-
cesses, a DSPN is an appropriate modeling tool. In this paper, we presented the
operation model of a wooden window production company. Obtaining the solu-
tion of the model, we identified the main bottleneck of the production process.
Moreover, we determined the measure of improving the given work phase in or-
der to eliminate the main bottleneck from the process. With this example, we
demonstrated that the stochastic models can be applied in the wood industry.
Since our work is a pioneer one in the wood industry, several other inves-
tigations can be made. As a result, the whole manufacturing process can be
optimized, what offers us a good opportunity in this area in the future.
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Abstract. In this paper, we present a new approach concentrating on buffering
schemes along with scheduling policies for distribution of compute — intensive
jobs with unknown service times in a cluster of heterogeneous servers. We
utilize two types of ADM Operton processors of which parameters are
measured according to SPEC’s Benchmark and Green500 list. We investigate
three cluster models according to buffering schemes (server-level queue, class-
level queue, and cluster-level queue). The simulation results show that the
buffering schemes significantly influence the performance capacity of clusters,
regarding the waiting time and response time experienced by incoming jobs
while they retain energy efficiency of system.

Keywords: heterogeneous resource, computational grid, scheduling policy,
buffering scheme, server —level, class —level, cluster —level.

1 Introduction

In contemporary Grid computing systems, the resource heterogeneity, along with
trade-off between energy efficiency and performance, makes job scheduling more
challenged. If it is said that general job scheduling is NP-complete [1], job scheduling
in a grid system is more challenging and multi-criteria in nature, presented in [2].

In order to advancing the efficient exploitation of scheduling algorithms in this
such complex system, the computational grid can be divided into multiple levels as a
tree-based model: Grid, Cluster, Site, and computing elements [3]. The scheduling
algorithms can be also classified and applied to these four levels, but dominantly
applied at two levels: grid and cluster, presented in [4, 5]. They can be also classified
according to several different requirements of grid systems such as: job characteristics
[6-8], QoS [9], energy consumption [10, 15], load balancing [3,11], e.t.c.

Beside the effective scheduling, saving energy in computing grid has become crucial
due to the rapid increase of grid size and the goal of green network in the recent years.
The most exploitable techniques to reduce power consumption in computing system are
Dynamic Power Management (DPM) that can set the operating component to on/off
state with different power levels or lower the operating voltage/frequency to make trade
off performance for reducing power consumption [12-14].

T.V. Do et al. (eds.), Advanced Computational Methods for Knowledge Engineering, 129
Advances in Intelligent Systems and Computing 282,
DOI: 10.1007/978-3-319-06569-4_10, © Springer International Publishing Switzerland 2014
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The heterogeneity and large-scale sharing of resources could be used as a new
strategy dealing with energy saving problem, even different resources could be
available in a single administrative domain owned by a specific service provider, such
as a computational cluster. It is reliable to utilize a bunch of new resources instead of
the old for purpose of enhancing performance or energy efficiency. This approach
was presented by Zikos and Karatza in [15] where the authors proposed three policies
applied for scheduling of compute-intensive jobs in heterogeneous cluster with
awareness of performance and energy.

For the best of our knowledge, however, in traditional computational system
considered in the literature studies, each computing component is responsible for serving
jobs in one queue, without considering the organization of waiting space for jobs that are
not immediately served upon their arrival instant. In our study, we propose a new
approach to investigate new buffering schemes, co-operating with existing job scheduling
policies. Motivated from heterogeneous cluster model and policies from [15], we
examine buffering space at three levels, so-called Server-, Class-, and Cluster-level. Note
that the Server-level queue based model plays a role of traditional configuration as
studied in [15], Class-level and Cluster-level queue based models are our proposals.

The rest of paper is organized as follows. In Section 2, the architecture of buffering
schemes along with the algorithms of distributing jobs are described. Section 3
describes simulation parameters and examined energy and performance metrics. The
numerical results are presented in Section 4. Lastly, Section 5 concludes this study.

2 System Modelling
2.1  Related Work

We studied the system model along with three scheduling policies proposed in Zikos
and Karatza research [15], therein two AMD Opteron processor [16, 17] types are
utilized, so-called EE and HP types, in which EE type deals with energy efficiency
under lower performance speed while HP type performs better but consumes more
energy. The Opteron 2386 SE was chosen as HP processor, and Opteron 2376 HE
was presented as EE processor. The main parameters used and computed in [15] of
these processors are given in table 1.

Table 1. Main computed parameters of two processor types

Processor type Frequency Voltage | Idle power | Active Efficiency Ratio

YP | clock (GHz) | (V) W) power (W) | (FLOPS/Watt)
Opteron2376 s
HE (EE type) 2.3 1.2 105 160 40.6%10
Opteron 2386 o
SE (HP type) 2.8 1.35 125 240 21.85%10

According to evaluation performance capacities and energy efficiency of these
processors, two ratios between two types of processor were taken into account:
+ Let PR denote performance ratio between EE and HP processor,

HF speed 2.8 (1)
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+ Let ER be energy efficiency ratio using metric FLOPS/Watt [18]:

Ty
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From equation (1) and (2), we observe that EE processor shows a lower
performance of about 20%, but greater about 1.5 times of energy efficiency than HP
type. The model considered is a cluster of 16 servers equipped with processors of two
described types and grouped into two classes, each of which consists of 8 processors
with the same energy and performance characteristics.

In order to allocate jobs to servers, the authors presented three scheduling policies
applied by the local scheduler of cluster (LS) which is aware of processors’
characteristics as follows:

o SQEE (Shortest Queue with Energy Efficiency priority): LS monitors the queue
lengths of all servers. When a job arrives, it will be routed to the server with
shortest queue. In case of several shortest queue servers, an EE server is preferred
to HP one.

o SQHP (Shortest Queue with High Performance priority): SQHP policy is very
similar to SQEE, expect if there are several shortest queue servers, a HP server is
preferred.

o PBP - SQ (Performance-based probabilistic—shortest queue): This policy is also
performance oriented, but it is based on selection probabilities. LS computes the
total computational capacity to create the selection probability for each group.
When a job arrives, a group of servers is selected probabilistically and then shortest
queue policy will be applied to allocate job to the best chosen server.

As concluded by the authors, SQEE yields the most energy efficiency, SQHP is
preferred when system allows to trade more energy consumption for higher
performance capacity. PBP-SQ was evaluated as the worst performance policy with
medium energy consumption. Hence, in our study, we only apply SQEE and SQHP in
our models to evaluate both energy and performance capacity.

2.2 System Models and Buffering Algorithms

In order to make these models obvious and easy for comparison and evaluation, we
utilize the same types of processors to the related work [15], and also construct model
as a cluster of 16 servers that are classified into two 8-server classes. The local
scheduler (LS) is responsible for allocating jobs based on buffering schemes and
applied policy (either SQEE or SQHP). Note that LS is aware of energy and
performance capacity characteristics of all processors. Following [15], we also
assume that jobs

- can be served by any server,

- are attended to by First Come First Served (FCFS) service policy,

- are non-preemptible, which means jobs cannot be suspended until completion,
- and have service times unknown by local scheduler.
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Based on organization of buffering spaces, the corresponding models are described
as follows:

o Server-level queue based model: each server has responsibility for serving jobs in
its local queue, illustrated in figure 1. When an incoming job arrives LS, LS routes
it to server which is chosen by applied policy. Job can be served immediately if
server is idle or stored in queue in case server is busy. Job will be assigned to
server as soon as server becomes idle.

o Class-level queue based model: Each class of servers has a local queue. When a
job arrives LS, LS routes it to idle server if found according to which policy is
applied. If all servers in cluster are busy, job can be stored in shortest class queue
and taken into serving as soon as any server of this class become idle. Figure 2
shows this assumed model.

o Cluster-level queue based cluster: There is only one common queue to store jobs
as presented in figure 3. When job arrives, if LS find that all servers in cluster are
busy, it stores job in the queue until there is server ready to serve. We should note
that in this case of model, shortest queue policy plays no role because there is only
one queue. Routing job is based on either EE or HP priority that is applied by LS.
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3 Simulation Parameters

3.1 System Load

We assume that arrival of jobs follows Poisson distribution with rate A, and service
rate of system denoted by u is exponentially distributed with mean 1/u.

Let denote p; and i, to be mean service rate of HP and EE processor. We assume
mean service rate of HP processor to be equal to 1 (u; = 1) as a reference, according
to the performance ratio (eq. 1), p, will be equal to 0.8.

Denote Nyp and Ngg to be the number of HP and EE processors. The number of
jobs able to be served in one time unit at full load is given by:

Msys = Npp * u+ Ngg * M2 = 8*1 +8*0.8 = 14.4 3)

We estimate the system with utilization given by A/l from medium to high load
U =50%, 60%, 70%, 80%, 90%. Therefore, the respectively corresponding values of
arrival rate are derived as the following: A = 7.2, 8.64, 10.08, 11.52, 12.96.

3.2  Performance Measures and Energy Metrics

We take into account energy consumption and performance, presented by system
response time, as the evaluating parameters.

Response time 1; of job j is the time period from its arrival to the LS up to instant it
leaves the system after served. Waiting time w; of job j is the time in queue of job
before service, and service time s; of job j is time period taking server to execute job.
In definition, ;= w; + s;.

Let n denote the number of completed jobs. Let WT, ST, and RT consecutively be
mean waiting time, mean service time and mean response time up to the time of n
competed jobs. They can be defined as:

1sn .
WT = _ Zi=1W, )
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In order to evaluate energy conservation, we calculate energy consumed by server
during the whole simulation time, following the definition:

E = Pt 7

where E, P, and t denote energy, power and time, respectively.

Note that depending on the state (idle or active), power consumption of each server
are different, presented in table 1. Thus we define Eij.x as energy consumed when
server k is in idle state with idle period time tigie, and Ejpocessingx @S energy consumed
when server k is processing jobs with busy period time tyocessings Calculated by
equation (7). The operating energy consumption (Eoperatingx) at the server k is defined
as the energy consumed during whole simulation time; therefore, it is sum of energy
consumed in idle state and processing energy consumption of that server.

Let TO_E, TP_E and TI_E consecutively be total operating energy, total
processing energy and total idle energy of whole 16-server cluster, hence be sum of
Eperatings Eprocessing and Eiqie given by each server.

The performance measures and energy metrics are summarized in table 2:

Table 2. Notations of the parameters

Wi Waiting time of job j in queue

WT Mean waiting time

Sj Service time of job j in serving

ST Mean service time

T Response time of job j in system

RT Mean response time

Eigie x Energy consumed in idle state of server k

TILLE Total idle energy

Eprocessingk | Energy consumed in busy state of server

TP_E Total processing energy

Eoperating k Energy consumed by server k during
simulation

TO_E Total operating energy

4 Numerical Results

We build simulation software developed in C programming. In the related work [15],
the authors implemented simulation 100 times and showed the results as the average
derived from all simulation times. Each simulation ended when 16000 jobs’
executions were completed. Herein, we implement one long — term simulation which
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ends after completion of 50 million jobs’ executions. Using the statistical module
developed by Politecnico di Torino for statistical analysis of the simulation results,
our simulation is ensured with confident level of 98% and the accuracies (i.e. the ratio
of the half-width of the confident interval and the mean of collected observations) of
examined variables are at most 0.02.

We should note here that job distribution performed by LS into each class of
servers is based on which policy is applied. In our collected results compared to
related work [15], because there are no differences in job distribution of three
buffering scheme based systems, we don’t consider that issue as a evaluating
parameter in our study.

4.1 Performance Capacity

Mean service times STs of three models presented in figure 4 show that at the low
system load (50%), where the arrival rate is significantly less than service rate of
system, ST is highest regarding to SQEE policy, since the EE processors with low
performance rate are preferred for serving jobs; on the contrary, regarding to SQHP
policy, ST is lowest due to HP processors are preferred, and increases with increasing
of system load. It is also important to point out that in comparison between buffering
scheme based models, STs are mostly equal due to utilizing the same types and
organization of processors in every model. The anticipation that service times are not
impacted by queuing schemes is confirmed in figure 4.

12 4 O Server-level

112
1.08 o

1.04 o

u 50% 50% 70% 80% 90%
a) EE policy applied b) HP policy applied
Fig. 4. Mean service time vs. system load

We observe the performance of buffering schemes in term of mean waiting time,
WT. Figure 5 presents the mean waiting time of one job taking in queue. As the first
point of view, WTs are insufficient at low load and increase with increasing system
load regardless scheduling policies and buffering schemes. It is obviously seen that
Class-level and Cluster-level queue schemes sufficiently reduce waiting time of jobs
in queue, compared to the traditional one. This indicates that the more servers serve
for a queue simultaneously, the sooner jobs can leave the queue.
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Fig. 5. Mean waiting time vs. system load

As the results obtained from above parameters, mean response times RTs are
shown in figure 6. The observation presents that our proposed models with applying
buffering schemes outperform traditional model, under both policies and in every
system load.

Specifically, the Cluster —level model performs best, and Class-level model does
slightly worse, especially in high system load. According to increasing system load,
no significant differences among three system performances can be discerned at 50%
when the delay in queue is ignored, but there are noticeable gaps at higher loads.

Based on terms of ST, WT, and RT, we can conclude that the efficient queuing
schemes advance the system performance behaviour respectably under both cases of
policies.

165 B Cluster-leve
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a) EE policy applied b) HP policy applied

Fig. 6. Mean response time
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4.2  Energy Conservation

In order to evaluate the energy efficiency, we take into account three parameters in
terms of total idle energy consumption (TI_E), total processing energy consumption
(TP_E), and total operation energy consumption (TO_E).

The total idle energy consumption (TI_E) of system during simulation is illustrated
in figure 7. It can be observed that the energy consumption in idle state always shows
a decreasing tendency, since a higher system load brings a greater number of
incoming jobs leading to servers are required more in active state and less idle time.

TI_E {kh) TI_E {kWh)

@llazsle
BCluster-level

50% 60% 70% 80% 90%

a) EE policy applied b) HP policy applied

60% 70 B80%

Fig. 7. TI_E vs. system load
TPE (kiWh) TP kW

A 60% 70% 80%
a) EE policy applied b) HP policy applied

70% 80% 90%

Fig. 8. TP_E vs. system load

Figure 8 and 9 present the total energy consumed in active state to process jobs
(TP_E) and the total energy consumed from beginning up to the end of simulation
(TO_E) under both policies, regarding to system load. It should be noted that, the
energy conservation behaviours Zikos and Karatza showed in the previous study are
confirmed in our current study. More specifically, in term of TP_E, there are
sufficient differences between two policies’ influence at low load (50%), but the
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differences decrease with increasing of system load and converge to value of 3100
(kWh) at 90% system load. That is because with higher system load, both types of
servers are taken into active state more equally.

In addition, TO_Es decrease when the system load increases, due to the reducing
of energy consumed in idle state. We would like emphasize an important point also
indicated in related work that SQEE yields significant energy efficiency at the low
load, but at 90% of system utilization, the efficiency of SQEE is not sufficient in
comparison with SQHP policy.

TO_E (kWh) TO_E (KWh)
5100 - 5,100 -
>0 O5er
EClas
BClus

4,700 -

B Cluster-level 4,700

50% 60% 70% 80% 50% 60% 70% 80% 90%

a) EE policy applied b) HP policy applied
Fig. 9. TO_E vs. system load

Lastly, compared to traditional system, figures 7- 9 show that our proposals give
the identical results of energy conservation compared to traditional model,
independently of scheduling policies.

5 Conclusions

In this paper, we investigate different buffering schemes in a computational cluster,
which consists of two eight-server classes corresponding two types of processors,
along with applying existing scheduling policies (SQEE and SQHP). Breaking down
model based on levels of buffering, we construct three models: Server-, Class-, and
Cluster-level queue models.

The numerical results show that, our proposed models (Class-level and Cluster-
level) sufficiently outperform the traditional system (Server-level queue model) due
to reduction of local queue in use in new queuing schemes, while retaining the energy
efficiency under both SQEE and SQHP policy.
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Abstract. Energy-efficiency is a critical attribute of mobile applica-
tions, but it is often difficult for the developers to optimize the energy
consumption on the code level. In this work we explore how we could use
a model and code library based approach to assist the developer. Our
vision is that developers can specify the operation on a high level and
the system automatically converts the model to an appropriate software
pattern. In this way, the developer can focus on the actual functionality
of the app. We exemplify our approach with several energy-efficient soft-
ware patterns, which focus on wireless data communication which is one
of the biggest energy hogs with typical mobile applications. We discuss
the pros and cons of different implementation alternatives and suggest
open questions needing further exploration.

Keywords: Energy-efficiency, modeling, code generation.

1 Introduction

Mobile devices are becoming increasingly important as platforms for Internet ap-
plications. To deal with the constrains and more limited resources, application
developers need new skills. One of the main issues is energy-efficiency of ap-
plications. High energy consumption may spoil an otherwise useful application.
Increasing the burden of developers with yet another non-functional requirement
can slow down the development process and increase the complexity of the result-
ing applications. Furthermore, it can effect the performance of the applications,
i.e. while energy is important, it is usually hard to convince a developer to sac-
rifice performance for efficiency. When developers have to trade things off, they
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do it to improve the performance of the application. Therefore, new ways are
needed to facilitate the creation of quality energy-efficient mobile applications
whit appropriate performance.

Research has shown that by developing applications in a smart way, major
savings in energy consumption can be achieved. For instance, Hoque et al. [1]
show that up to 65% of the energy consumed by wireless communication can
be saved through traffic shaping when streaming video to a mobile device and
Nurminen et al.[2] report 80% savings when data transfer happens during voice
calls. These results show that when an application is properly constructed it is
possible to fundamentally improve the energy-efficiency of at least some classes
of mobile applications.

Unlike energy-efficiency improvements in hardware or low-level software, these
application-level techniques require extra development work. Increasing the aware-
ness of energy-efficient programming techniques could be one way but educating
the vast mass of mobile developers to know the needed patterns and tricks is slower
and tedious.

Increasing the abstraction level is a successful way to hide low-level details
from the developers, which makes it possible to use complex data structures
without worrying too much how they are actually implemented, or we can use
a high-level communication protocol without worrying how the bits are actually
moving the communication channel.

The key question we investigate in this paper is the following: How can we
hide some of the complexity needed for energy-efficient operation behind a prop-
erly selected abstraction? Some related work exists that touches the interface
between applications and power management of mobile devices: Anand et al. [3]
propose specific kind of power management interfaces for I/O access that allow
applications to query the power state and propose middleware for adaptive disk
cache management. In [4], the authors propose to leverage application hints in
power management. However, choosing the right level of abstraction in order
to make the energy efficient programming techniques and patterns widely and
easily available to the developers still seems to be an open problem and we feel
that it requires further exploration. As far as we know, we are the first ones to
investigate how the techniques and coding-patterns needed for energy-efficient
software could be made widely and easily available to the developers.

An ideal solution would enable also distributing newly discovered patterns
and techniques later on to the software developer community without requiring
further efforts from the developers.

In summary, we propose a way to reduce the complexity of developing energy
efficient mobile applications. The key contributions of this paper are:

— We identify energy-efficient software patterns that can reduce the cost of
communication.

— We propose a way to hide most of the complexity of the patterns behind a
high-level software abstractions and discuss what kind of issues arise with
such an approach and what are the remaining open problems.
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— We specifically advocate a model-driven approach that is one of the possi-
bilities to address our goals, i.e. to effectively support the development of
energy efficient mobile applications.

— In the discussion section, we collect the main questions and issues of the field
and provide our thoughts about them.

The rest of this paper is organized as follows. Section 2 introduces the key con-
cepts of model-driven approaches supporting mobile application development.
We shortly discuss the key achievements of these type of solutions, compare
them with our vision and highlight that currently there is no other solution
supporting the modeling of energy efficient issues. Section 3 suggests the energy-
efficient communication patterns. Section 4 provides a solution for modeling and
generating energy efficient applications. We introduce the architecture of our
Android implementation and the related library support, discuss the concept
of model-based source code generation, and provide some examples. Section 5
contains our discussion about the topic. We collect the open issues and provide
our thoughts about them.

2 Model-Driven Approaches in Mobile Application
Development

Nowadays modeling is a key concept, which facilitates the system definition and
supports the better communication on the appropriate abstraction level. Fur-
thermore, system models are the first-class artifacts in model-based development.
Domain-specific modeling facilitates that a system can be specified on a higher
level of abstraction. Model processors automatically generate the lower level arti-
facts. Model-driven development approaches (e.g. Model-Integrated Computing
(MIC) and OMG’s Model-Driven Architecture (MDA) [5] emphasize the use
of models at all stages of system development. They have placed model-based
approaches to software development into focus.

In software development and domain engineering, a domain-specific language
(DSL) [6] [7] is a programming language or specification language dedicated
to a particular problem domain, a particular problem representation technique,
and/or a particular solution technique. There are two aims of domain-specific
modeling-based software development. First, raise the level of abstraction be-
yond programming by specifying the solution in a language that directly uses
concepts and rules from a specific problem domain. Second, generate the fi-
nal products, source code, configuration files, and other artifacts, from these
high-level specifications. The automation of application development is possible
because the modeling language, the code generator, and the supporting frame-
work need to fit the requirements of a relatively narrow application domain. It
is worth to apply the benefits of domain-specific modeling and model processing
for the energy efficient aspects of mobile application development as well. In the
current case the domain is the development of mobile applications focusing on
the energy efficiency aspects of mobile apps.
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Model-driven methods have a wide application field. Different solutions sup-
port one or more from the following scenarios: refining the design to imple-
mentation, transforming models into other domains, aspect weaving, analysis
and verification, refactoring purposes, simulation and execution of a model,
querying some information and providing a view for it, abstracting models, as-
signing concrete representation to model elements, migration, normalization,
optimization, and synchronization [8]. There are several academic approaches
supporting model-driven methods, some examples are: the Attributed Graph
Grammar (AGG), AToM3, Fujaba, Generic Modeling Environment (GME),
GReAT, VIATRAZ2, and Visual Modeling and Transformation System (VMTS).
These solutions makes possible modeling and certain types of model process-
ing. Fujaba supports editing UML diagrams and generating Java code from it.
AToM3, GME and VMTS facilitate to define optional domain-specific languages
and utilize them to define software artifacts. Model processors provide different
ways to perform model transformations, for example some of them provide APIs
to make the mobile editing easier (GME, VMTS), template-based processing
(VMTS), and/or graph rewriting-based processing (AGG, GReAT, VIATRA2,
and VMTS).

In the field of mobile application development, there are several cross-platform
development frameworks and solutions that, within certain conditions, utilizes
the domain-specific modeling concepts and support the rapid application devel-
opment for different mobile platforms. We mention some of these approaches
and compare their achievements with our goals. Also we highlight that currently
there is no solution that provide support for modeling energy efficient issues of
mobile applications.

PhoneGap is a mobile development framework enabling developers to build
applications for mobile devices using standard web technologies, such as
JavaScript, HTML5 and CSS3, instead of device-specific languages such as Java,
Objective-C or Cf. The resulting applications are hybrid. Appcelerator Titanium
is a platform that, similarly to PhoneGap, using web technologies supports devel-
oping mobile, tablet and desktop applications. Xamarin.Mobile is a library that
exposes a single set of APIs for accessing common mobile device functionality
across i0S, Android, and Windows platforms.

The above mentioned solutions produce final executable files, i.e. the applica-
tions that are ready to use which can only contain those functions that have the
appropriate implementation or support in the mobile platform-specific libraries,
namely in the supporting SDKs or APIs. In contrast, the goal of our approach is
to speed up the development and not to eliminate the native programming. Fur-
thermore, our goal is also to introduce the different aspects of energy efficiency
on higher level, on the modeling level, which the existing solutions currently
lack.

3 Energy-Efficient Communication Patterns

A mobile device has several hardware components that drains the battery. The
three highest energy consumers are the wireless interfaces (3G /Wi-fi/LTE radio),
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the display and the application processor. These three are responsible for more
than 70% of the devices energy consumption for most use cases. This research
does not focus on user interface design or display technologies, thus the display
factor can be neglected. The effect of the processor highly depends on the use
case; however, considering most common applications, its share in the overall
energy consumption is still much smaller than the radio’s [9].

We next identify communication patterns that can achieve smaller energy
consumption compared to the unregulated transfer of data. All of these meth-
ods assume that an IP-based communication channel is used over Wi-Fi or 3G
cellular data. Table 1 summarizes the main characteristics of each discussed pat-
tern. We note that other such patterns besides the ones we describe certainly
exist and the purpose of the chosen ones is merely to exemplify our approach.

Table 1. Summary of the discussed energy-efficient communication patterns

Pattern Requirements Tradeoffs

Delayed Smaller, impulse-like Increased latency
data transfers
Bursty Larger transfer ses- Increased latency
sions and streamable
data; regular data
transfer must not uti-
lize full network ca-
pacity to achieve en-
ergy saving
Compressed Larger, compressible Energy and per-
data formance cost
of compres-
sion/decompression

3.1 Delayed Transfer

Delayed transfer means that data transfer requests are queued and transmissions
happen in a batch after a certain time has passed or the size of the data to be
transferred is large enough. The energy saving in this case is the result of the
fewer bursts of data which means less energy overhead from the switching of
radio states. When using 3G access, the radio needs to enter the high energy
transmission state only once a specific number of requests has been queued,
which reduces the amount of so called tail energy[10]. With Wi-fi, although the
energy saving can be less significant, performing several requests at a time still
has a positive effect on the overall energy consumption [11].

This pattern can be used with smaller, impulse-like data transfers, such as
generic HTTP request during the communication with a web application, exclud-
ing the larger media transfers. Nevertheless, a key characteristic of the method
is the maximum delay allowed for certain requests. The queuing increases the
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latency which might not be tolerable for certain types of communication where
real-time feedback is important, such as when sending and receiving non-critical
notifications. A more concrete example could be a Twitter client queuing the
requests to create some new tweets and update the user’s news feed.

In this paper, we do not tackle the problem of how exactly to delay data
transfers, which is a scheduling problem with potentially many jobs with differing
deadlines. Existing scheduling algorithms and related work[12] can be reused
here.

3.2 Bursty Transfer

Bursty transfer exploits the fact that faster communication incurs lower energy
per bit cost with radio communication [13]. The main idea is that the two com-
municating partner reschedules the transfer session in a way that the data is
transferred in high rate bursts instead of at a steady but slower rate. This differs
from the delayed transfer pattern, where the complete data payload is always
sent in one burst. Obviously, this only makes sense if one of the communication
partners cannot receive data at maximum speed using normal communication.
The lower the rate at which the devices communicate without such traffic shap-
ing, the larger the achievable energy savings when using the bursty transfer.

This method can be used effectively if the amount of data is large enough to
divide it into smaller bursts. Generally, software modification is required only
on the uploading device to reschedule the transmission into bursts but it is also
possible to generate bursty transfer at the receiver side by only periodically
reading from the socket, which leads to a bursty transmission because of TCP
flow control and limited TCP receive buffer space. Example applications include
video streaming or transferring large files.

3.3 Compressed Transfer

Compressed transfer is the most generic solution to save energy[14]. It involves
compressing the data to be transferred at the sending device and decompressing
it at the recipient after the transfer session.

Compressed transfer is viable only if a high compression ration can be achieved
with the data to be transferred. Different types of data might require different
compression algorithms. Another issue is the computing and energy requirements
of the algorithm, which should be taken into account, especially on mobile de-
vices.

An example is transferring large amount of textual data. The compressed
transfer can be combined with the bursty transfer if the requirements of both
patterns are met.

4 Modeling and Generating Energy Efficient Applications

In order to support the aforementioned energy efficient patterns, we designed
an architecture and implemented a prototype system for Android. Based on the
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model, which describes the energy aspects of the application, the generated code
uses a library which interacts with our runtime system. The runtime system, also
referred to as Energy-efficient Communication Service, implements the various
energy efficient patterns and takes care of the related tasks. The following sub-
sections describes the components of the approach supported by examples.

4.1 Mbobile Runtime Supporting Energy Efficient Communication
Pattern

The architecture of our reference Android implementation is illustrated in Figure
1. A key element of the system is the EnergyCommService service. This is a stan-
dard Android service component which is running in the background, waiting for
requests from applications. The energy-efficient patterns are implemented in the
form of manager classes hosted by the the service, each implementing the me-
chanics related to a certain pattern. For instance, the Delayed TransferManager
class acts as a facade to the subsystem responsible for scheduling the delayed
transfer requests and performing them at the right time.

Application
A

Application
B

Application
C

’ DelayedTransferManager

EnergyCommService
BurstyTransferManager

Android Service

&

CompressedTransferManager

Fig. 1. Architecture for the Android implementation

A centralized service components was needed so that all communication re-
lated requests can be handled at a single place. This is important because the
effectiveness of the patterns highly depend on how they are used concurrently.
Any application that wants to use the service must implement a library, which
contains the APIs that give access to the patterns.
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The following API examples shows the pseudocode declarations of the meth-
ods responsible for initiating bursty and delayed transfer requests. In addition
to the general parameters required for the transfer, such as the address and the
data to be sent, the different energy-efficient patterns also require parameters.

/**

Opens a TCP session to the given address and sends
the data using the bursty communication pattern.
*/

void sendBursty(data, address, burstSize, burstDelay)

/ k%

Opens a TCP session to the given address and sends
the data using the delayed communication pattern.
*/

void sendDelayed(data, address, maximumDelay)

Choosing which pattern to apply depends on several variables, including the
server-side support and the size and characteristics of the data to be sent. To
support the programmer in this task, we introduce a model-based code genera-
tion solution.

4.2 Model-Based Code Generation

Our modeling and model transformation framework is the Visual Modeling and
Transformation System (VMTS) [15] [16]. VMTS is a metamodeling environ-
ment which supports editing models according to their metamodels. Models are
formalized as directed, labeled graphs. VMTS uses a simplified class diagram for
its root metamodel (”visual vocabulary”).

Also, VMTS is a model transformation system, which transforms models using
both template-based and graph rewriting techniques. Moreover, the tool facil-
itates the verification of the constraints specified in the transformation step
during the model transformation process. VMTS framework is one possible
framework that can support the modeling of energy efficiency related aspect
of mobile applications. Other frameworks can also adapt the suggested method.

The architecture of the mobile application modeling and generation process is
depicted in Figure 2. Modeling and processing different aspects of mobile appli-
cations are performed in the VMTS framework. We use mobile-specific languages
to define the required structure and application logic. Platform-specific model
processors are applied to generate the executable artifacts for different target
mobile platforms. The generated code is based upon the previously assembled
mobile-specific libraries. These libraries provide energy efficient solutions for mo-
bile applications through the runtime component introduced in Section 4.1.

Mobile-specific languages address the connection points and commonalities of
the most popular mobile platforms. These commonalities are the basis of fur-
ther modeling and code generation methods. The main areas, covered by these
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domain-specific languages, are the static structure, business logic (dynamic be-
havior), database structure and communication protocol. Using these textual
and visual languages, we are able to define several parts of the mobile applica-
tions.

The following example introduces a textual language-based sample for defin-
ing REST-based (Representational State Transfer) communication related in-
terface. The solution can generate both the server and client-side proxy classes
supporting the communication based on these type of interface definitions.

To indicate that this interface defines the API of a server application we
denote it with the [RestApi] attribute above the interface. By finding this at-
tribute the code generator will recognize that this interface should be treated as
a REST API interface, and it should generate the client-side proxy class for that.
This [RESTUrI] attribute specifies which Url to invoke. This way, the gener-
ated proxy will navigate to the insertuser.php page. The sample also covers the
definition of REST method, command type, return format, REST parameter,
and mapping type.

[RestApi]
public interface MyService
{
[RestMethod(Url = "$client/insertuser.php", CommandType
= CommandType.POST, ReturnFormat = FormatType.XML)]
UserInfo InsertUser ([RestParam(Mapping =
RestMethodMappingType.Custom)]string client,
[RestParam(Name="usr", Mapping =
RestMethodMappingType.Body)]string userName) ;

For each target platform, a separate transformation is realized since, at this
step, we convert the platform-independent models into platform-specific exe-
cutable code. The transformation expects the existence of the aforementioned
frameworks and utilizes their methods. The generated source code is essentially a
list of parameterized activities (commands) that certain functions of the mobile
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application should perform. This means that the core realization of the functions
is not generated but utilized from mobile-platform specific frameworks, i.e., the
generated code contains the correct function calls in an adequate order, and with
appropriate parameters. The advantages of this solution are the followings:

— The software designer has easier task. The model processors are simpler. The
model processing is quicker. The generated source code is shorter and easier
to read and understand.

— We use prepared mobile-specific libraries. These libraries are developed by
senior engineers of the actual mobile platform and subject. These solutions,
applying the appropriate patterns, take into account the questions of energy
efficiency as well.

In order to handle the energy related aspects of mobile applications also on
the modeling level, we should introduce those attributes that enables to define
the envisioned conditions and circumstances of the data transfer. This include
the amount of the data, the frequency of data transfer, and the tolerated delay.

The above example is the textual view of the model, of course the modeling
framework makes possible to provide a visual interface to edit these and other
domain-specific models as well.

There are various solutions that can be utilized when it is about code genera-
tion. We have chosen the Microsoft T4 (Text Template Transformation Toolkit).
T4 is a mixture of static texts and procedural code: the static text is simply
printed into the output while the procedural code is executed and it may result
in additional texts to be printed into the output.

The next section discusses some examples, where the method makes it possible
to move the energy related aspects to higher abstraction level. Moving these
configuration settings to the modeling level means that energy efficient settings
are also available to generate the applications, analyze the models and verify the
application.

4.3 Energy-Efficient Code Generation Examples

Figure 3 shows and example how different code is generated based on the model.
The model in this case is code based, where the modeler defines the attributes
of the data transfer, and the result is a generated method that can be used by
the programmer to perform the actual transfer.

In the example on the left, the attributes define a transfer session with textual
content, 5 KB default data size and 10 minutes maximum delay. The generated
code performs a combined compressed and delay transfer since the model at-
tribute values enable the utilization of both patterns. The example on right
describes transferring a larger amount of data which makes the bursty pattern
a suitable choice.

Figure 4 depicts another example in which some device parameters has also
been taken into account in the modeling phase. Being aware that the device is
going to use 3G to connect to the internet and operate on battery, the parameters
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MODEL MODEL
send(data, target, send(data, target,
typicalSize=5K, maxDelay=10m, typicalSize=100M, maxDelay=20s,
type=TEXTUAL); type=BINARY);
\J \ 4
PLATFORM SPECIFIC
GENERATED CODE PLATFORM SPECIFIC

GENERATED CODE

comp dData = compr
sendDelayed(compressedData, target,
maxDelay=10m);

sendBursty(data, target,
burstSize=10M, burstDelay=10s);

Fig. 3. Two examples of the model-based code generation approach

in the generated code can be refined: in this case, the high overhead (ramp and
tail energy) of bursts with 3G makes using larger bursts more energy-efficient.
Nevertheless, it is important to recognize that depending on such system param-
eters only make sense if the device is operated in a relatively static environment.

These are of course only some examples of the many possibilities such system
could offer. Choosing which patterns to apply, how to combine the patterns and
fine tuning the parameters of the various patterns are some of the tasks the
modeling system needs to handle.

MODEL

PLATFORM SPECIFIC

deviceParams[network] = 3G GENERATED CODE

deviceParams[power] = BATTERY _

sendBursty(data, target,

send(data, target, burstSize=50M, burstDelay=20m);

typicalSize=100M, maxDelay=20m,
type=BINARY);

Fig. 4. Example of including system parameters in the model

5 Discussion

The first of the aspects to be considered is where to place the logic that chooses
and configures the patterns to apply. One option is to integrate it into the client
side library which, monitoring the current device environment, could then oper-
ate adaptively. The other option is that the pattern-related decisions are made
during the code generation phase by the model processor. As usual, there are
pros and cons for both approaches. Having the logic in the client side library
is beneficial because it can be configured adaptively. On the other hand, the
developer may provide a hint for the library and in this way the result can be a
clearer and more understandable source code.
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The next questions are the followings: Why is it important to increase the
abstraction level in mobile application development? What are the benefits of
modeling mobile applications? Why is it important to include the modeling of
energy efficient issues of mobile applications as well? To raise the level of abstrac-
tion in model-driven development, both the modeling language and the model
processor (generator) need to be domain-specific. The approach can improve
both the performance of the development and the quality of the final products.
The commonly identified benefits of the model-driven approach are improved
productivity, better product quality, hidden complexity, and reuse of expertise.

Moving certain parts of mobile application definition to the modeling level,
including the energy efficient settings, means that these aspects of the applica-
tions are also available on higher level. This makes it possible to gain an overview
of the applications, to analyze them from different points of view, to verify or
validate certain critical issues, and to generate the source code of the application
from models.

We believe that it is necessary to involve the software developers in making
apps more energy efficient at least to a certain extent. Solutions that delay
traffic and are completely transparent to the developer, like the one described in
[17] may not be optimal either because they might lead to unexpected behavior
from the developer’s viewpoint. From the perspective of a typical developer, the
model-driven approach may sound unnecessarily cumbersome.

However, from the perspective of the product owner, the project manager, the
software architect, and also the customer it is worthwhile to move all possible
aspects of mobile applications to a higher level of abstraction because that is
the level at which they typically operate. They cannot think on the level of
the libraries (source code), because they are responsible for a whole system
with different parts: server side, desktop client, web clients, mobile clients, cloud
related things and so on. Still, they want to see the important aspects of each
area. Modeling should concentrate on all key aspects of the mobile applications,
including energy efficiency.

Energy efficiency is typically context dependent. This applies especially for
data communication where the amount of Joules per bit spent depends on at least
SNR (transmit power) and available bandwidth that vary with location and time.
Therefore, regardless of whether model-driven or purely library-based approach
is used, some logic should be executed at run time. For example, the energy
utility of data transfer (J/bit) depends on e.g. SNR and available bandwidth
that are location and time dependent which in turn impact the decision whether
compressing specific type of content yields energy savings or not [18].

Our examples focus only on communication energy. Concerning other impor-
tant sources of energy drain, such as CPU, display, and sensors, we can imagine
ways to include those as well. For example, the developer could decide to exe-
cute a function that renders the display in the most energy efficient manner by
adapting the colors [19]. As for sensors, the programmer could explicitly set the
trade-off between accuracy and energy consumption.
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In summary, we can say that applying model-driven solutions in mobile appli-

cation development is the current trend, and in case of energy efficiency it is also
advised to follow it. Obviously, there are scenarios where modeling (higher ab-
straction level) does not provide immediate advantages. We hope that this work
could serve as a starting point of a discussion within the research community
concerning how to effectively transfer the existing and novel energy efficiency
techniques to the mobile application development at large.

References

10.

11.

12.

13.

Hoque, M., Siekkinen, M., Nurminen, J.K.: TCP receive buffer aware wireless
multimedia streaming - an energy efficient approach. In: Proceedings of the 23rd
ACM Workshop on Network and Operating Systems Support for Digital Audio
and Video, NOSSDAV 2013, pp. 13-18. ACM (2013)

Nurminen, J.K., Noyrénen, J.: Parallel data transfer with voice calls for energy-
efficient mobile services. In: Bonnin, J.-M., Giannelli, C., Magedanz, T. (eds.) Mo-
bilware 2009. LNICST, vol. 7, pp. 87-100. Springer, Heidelberg (2009)

Anand, M., Nightingale, E.B., Flinn, J.: Ghosts in the machine: interfaces for better
power management. In: Proceedings of the 2nd International Conference on Mobile
Systems, Applications, and Services, MobiSys 2004, pp. 23-35. ACM (2004)
Anand, M., Nightingale, E.B., Flinn, J.: Self-tuning wireless network power man-
agement. Wirel. Netw. 11, 451-469 (2005)

OMG Model-Driven Architecture (MDA) Specification, OMG Document
ormsc/01-07-01 (2001)

Fowler, M.: Domain-Specific Languages. Addison-Wesley Professional (2010)
Kelly, S., Tolvanen, J.-P.: Domain-Specific Modeling: Enabling Full Code Genera-
tion. Wiley-IEEE Computer Society Press (2008)

Amrani, M., Dingel, J., Lambers, L., Lucio, L., Salay, R., Selim, G., Syriani, E.,
Wimmer, M.: Towards a model transformation intent catalog. In: Proceedings of
the First Workshop on the Analysis of Model Transformations (AMT 2012), New
York, USA, pp. 3-8. ACM (2013)

Nurminen, J., Noyranen, J.: Energy-consumption in mobile peer-to-peer - quan-
titative results from file sharing. In: 5th IEEE Consumer Communications and
Networking Conference, CCNC 2008, pp. 729-733 (2008)

Balasubramanian, N., Balasubramanian, A., Venkataramani, A.: Energy consump-
tion in mobile phones: a measurement study and implications for network appli-
cations. In: Proceedings of the 9th ACM SIGCOMM Conference on Internet Mea-
surement Conference, IMC 2009, pp. 280-293. ACM, New York (2009)

Xiao, Y., Cui, Y., Savolainen, P., Siekkinen, M., Wang, A., Yang, L., Yla-Jaaski,
A., Tarkoma, S.: Modeling energy consumption of data transmission over wi-fi.
IEEE Transactions on Mobile Computing 99, 1 (2013) (PrePrints)

Ra, M.-R., Paek, J., Sharma, A.B., Govindan, R., Krieger, M.H., Neely, M.J.:
Energy-delay tradeoffs in smartphone applications. In: Proceedings of the 8th In-
ternational Conference on Mobile Systems, Applications, and Services, MobiSys
2010, pp. 255-270. ACM, New York (2010)

Nurminen, J.: Parallel connections and their effect on the battery consumption of
a mobile phone. In: 2010 7th IEEE Consumer Communications and Networking
Conference (CCNC), pp. 1-5 (2010)



156

14.

15.

16.

17.

18.

19.

I. Kelényi et al.

Barr, K.C., Asanovic, K.: Energy-aware lossless data compression. ACM Trans.
Comput. Syst. 24, 250-291 (2006)

Angyal, L., Asztalos, M., Lengyel, L., Levendovszky, T., Madari, 1., Mezei, G.,
Meszaros, T., Siroki, L., Vajk, T.: Towards a fast, efficient and customizable
domain-specific modeling framework. In: Proceedings of the IASTED International
Conference, Innsbruck, Austria, pp. 11-16 (2009)

VMTS: Visual modeling and transformation system,
http://www.aut.bme.hu/vmts/

Qualcomm Inc., Managing background data traffic in mobile devices (2012),
http://www.qualcomm.com/media/documents/
managing-background-data-traffic-mobile-devices

Xiao, Y., Siekkinen, M., Yla-Jaaski, A.: Framework for energy-aware lossless com-
pression in mobile services: The case of e-mail. In: 2010 IEEE International Con-
ference on Communications (ICC), pp. 1-6 (2010)

Dong, M., Zhong, L.: Chameleon: a color-adaptive web browser for mobile oled
displays. In: Proceedings of the 9th International Conference on Mobile Systems,
Applications, and Services, MobiSys 2011, pp. 85-98. ACM (2011)


http://www.aut.bme.hu/vmts/
http://www.qualcomm.com/media/documents/managing-background-data-traffic-mobile-devices
http://www.qualcomm.com/media/documents/managing-background-data-traffic-mobile-devices

Problems of Mutation Testing and Higher Order
Mutation Testing

Quang Vu Nguyen and Lech Madeyski

Institute of Informatics, Wroclaw University of Technology, WybrzezeWyspianskiego 27,
50370 Wroclaw, Poland
{quang.vu.nguyen, Lech.Madeyski }@pwr .wroc.pl

Abstract. Since Mutation Testing was proposed in the 1970s, it has been consi-
dered as an effective technique of software testing process for evaluating the
quality of the test data. In other words, Mutation Testing is used to evaluate the
fault detection capability of the test data by inserting errors into the original
program to generate mutations, and after then check whether tests are good
enough to detect them. However, the problems of mutation testing such as a
large number of generated mutants or the existence of equivalent mutants, are
really big barriers for applying mutation testing. A lot of solutions have been
proposed to solve that problems. A new form of Mutation Testing, Higher Or-
der Mutation Testing, was first proposed by Harman and Jia in 2009 and is one
of the most promising solutions. In this paper, we consider the main limitations
of Mutation Testing and previous proposed solutions to solve that problems.
This paper also refers to the development of Higher Order Mutation Testing and
reviews the methods for finding the good Higher Order Mutants.

Keywords: Mutation Testing, Higher Order Mutation, Higher Order Mutants.

1 Introduction

According to IEEE Std 829-1983 (IEEE Standard Glossary of Software Engineering
Terminology), software testing is the process of analyzing a software item to detect
the differences between existing and required conditions and to evaluate the features
of the software items. In other words, software testing is execution a program using
artificial data and evaluating software by observing its execution in order to find
faults or failures. It is worth mentioning that “testing can only show the presence of
errors, not their absence” which is often referred as Dijkstra’s law. Where, according
to IEEE Std 829-1983, error is a human action that produces an incorrect result, fault
is an incorrect step, process, or data definition in a computer program and failure is
the inability of a system or component to perform its required functions within speci-
fied performance requirements.

Software testing is always one of the important activities in order to evaluate the
software quality. However, the quality of the set of testcases is a problem to be dis-
cussed. In addition, there are many cases that testers have not mentioned in the set of
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testcases. Mutation Testing has been introduced as a technique to assess the quality of
the testcases.

Mutation Testing (MT), a technique that has been developed using two basic ideas:
Competent Programmer Hypothesis (“programmers write programs that are reasona-
bly close to the desired program”) and Coupling Effect Hypothesis (“detecting simple
faults will lead to the detection of more complex faults”), was originally proposed in
1970s by DeMillo et al.[1] and Hamlet[2]. While other software testing techniques
focus on the correct functionality of the programs by finding error, MT focuses on test
cases used to test the programs. In other words, the purpose of software testing is to
find all the faults in a particular program whilst the purpose of MT is to create good
sets of testcases. A good set of testcases is a set which is able to discover all the
faults. With MT, mutants of a program are the different versions of the program. More
specifically, each of which is generated by inserting only one semantic fault into origi-
nal program (Table 1 gives an example to mutant). That generation is called mutation
and that semantic fault is called mutation operator. It is a rule that is applied to a pro-
gram to create mutants, for example modify expressions by replacing operators and
inserting new operators. Mutation operators depend on programming languages, but
there are traditional mutation operators: deletion of a statement; replacement of boo-
lean expressions; replacement of arithmetic; replacement of a variable.

Table 1. An example of mutant (First Order Mutant)

Program P Mutant P’
while (hi<50) { while (hi>50) {
system.out.print (hi) ; system.out.print (hi) ;

hi = lo +hi; hi = lo +hi;
lo = hi -lo; lo = hi -lo;
} }

The process of MT can be explained simply in following steps:

1. Suppose we have a program P and a set of testcases T
2. Produce mutant PI from P by inserting only one semantic fault into P
3. Execute T on P and P1 and save results as R and R1
4. Compare R1 with R:
4.1 If R1 # R: T can detect the fault inserted and has killed the mutant.
4.2 If RI=R: There could be 2 reasons:
+ T can’t detect the fault, so have to improve T.
+ The mutant has the same semantic meaning as the original program. It’s
equivalent mutant (an example of equivalent mutant is showed in Table 2).
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MT evaluates a set of testcases T by Mutation Score (MS), will be between 0 and
1, which is calculated by the following formula:

MS = Number of killed mutants
Total mutants — Equivalent mutants

A low score means that the majority of faults cannot be detected accurately by the
test set. A higher score indicates that most of the faults have been identified with this
particular test set. A good test set will have a mutation score close to 100%. When
MS = 0, have no any testcase that can kill the mutants and when MS=1, we say that
mutants are very easy to kill.

Table 2.An example of equivalent mutant

Program P Mutant P’
int a =2; int a =2;
if (b==2) { if (b==2) {
System.out.print (b) ; System.out.print (b) ;
b=a+ b;} b =a * b;}

In the next section, we summarize main limitations of mutation testing. Section 3
shows the previous proposed solutions for solving the limitations of mutation testing.
Section 4 presents Higher Order Mutation Testing and its effectiveness. Section5
presents techniques to find good Higher Order Mutants. Section 6 presents conclu-
sions and future work.

2 Main Limitations of Mutation Testing

Although MT is a high automation and effective technique for evaluating the quality
of the test data, Mutation Testing has three main problems in our view.

The first limitation of mutation testing is a large number of mutants, because
program may have a fault in many possible places and with only one inserted seman-
tic fault we will have one mutant. Thus, a large number of mutants will be generated
in the mutant generation phase of mutation testing. Typically, this is a large number
for even small program. For example, a simple program with just a sentence such as
return a+b (where a, b are integers) may be mutated into many different ways: a—b,
a*b, a/b, a+b++, —a+b, a+-b, 0+b, a+0, etc. This problem leads to a very high execu-
tion cost because the test cases are executed on not only original program but also
each mutants. For example, assume that we have a program under test with 150 mu-
tants and 200 testcases, it requires (1+150)*200 = 30200 executions with their corres-
ponding results.

The second limitation of mutation testing is realism. Mutations are generated by
single and simple syntactic changes, hence they do not denote realistic faults. While
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according to Langdon et al.[9], 90 percent of real faults are complex. In addition, it is
not sure that we have found a large proportion of real faults present even if we have
killed all the killable mutants[4].This is one of big limitations for applying mutation
testing.

The third limitation of mutation testing is equivalent mutant problem[68]. In
fact, many mutation operators can produce equivalent mutants which have the same
behavior as original program. In this case, there is no testcase which could “kill” that
mutants and the detection of equivalent mutants often involves additional human ef-
fort. Madeyski et al.[68] manually classified 1000 mutants as equivalent or non-
equivalent and confirmed the finding by Schuller and Zeller[89] that it takes about12
minutes to assess one single mutation for equivalence. Therefore, there is often a need
to ignore equivalent mutants, which would mean that we are ready to accept the lower
bound on mutation score named mutation score indicator MSI [98][99][100][101].

3 Solutions Proposed to Solve Problems of Mutation Testing

In order to collect a complete set of all the techniques to solve the problems of MT
since the 1970s (after MT was proposed by DeMillo et al. [1] and Hamlet [2]) and
sort them in chronologic order, with search terms which have either “mutation test-

LERNT3 EL T3 2 LEINT3

ing”, “mutation analysis”, “mutants + testing”, “mutants + methods”, “mutants +
techniques”, “mutants + problems”, “mutation testing + improve”, “equivalent mu-
tants”, “mutants*”, “higher order mutants”, we searched papers that were published in
IEEE Explore, ACM Portal, Springer Online Library, Wiley Online Library, Cite-
seerx and journals or conference proceedings as IST (Information and Software
Technology), JSS (Journal of Systems and Software), TSE (IEEE Transactions on
Software Engineering), IET Software. After then, we continued to look at the refer-
ences of each paper to find other articles related to our purpose. In addition, we also
searched for Master and PhD theses that have contents related to “mutation testing”.
Figure 1 shows number of publications proposing techniques to solve the problems of

Mutation Testing.
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Fig. 1. Number of publications proposing techniques to solve the problems of MT
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We searched and listed techniques to solve the problems of MT as reduce the num-
ber of mutants and execution cost, solve the realism problem and solve the equivalent
mutant problem in chronologic order as follows:

3.1  Mutant and Execution Cost Reduction Techniques

Mutant Sampling approach[14-20] was first proposed by Acree[14] and Budd[15] in
1980. In this approach, a small subset of mutants are randomly selected from the
entire set. Some studies implied that Mutant Sampling is valid with a x% value higher
than 10% (x% is % of mutants were selected randomly).

Reduction number of mutation operators will leads reduction number of mutants.
This is idea of Agrawal et al.[23] and Mathur[24] and it was called Selective Mutation
by Offutt et al.[18][25]. This approach suggested finding a small operators set that
generate a subset of all possible mutants without losing test effectiveness. There are
many authors have been applied this approach to effectively reduce generated mu-
tants[20][26-32].

Instead of selecting mutants randomly, Husain[21] in 2008 used clustering algo-
rithms to choose a subset of mutants. There is a empirical study of this approach in
the work of Li et al.[22].

Second Order Mutation Testing[68][76][83][84[97] in particular and Higher Order
Mutation Testing[3][4][9][10][35] in general are the most promising solutions to re-
duce number of mutants. Basic idea of this approach is improvement of MT by insert-
ing two or more faults into original program to generate its mutants. For example, by
combining two First Order Mutants to generate Second Order Mutant[68][83][84[97]
or by using Subsuming Higher Order Mutants algorithms[3][4], the number of gener-
ated mutants can be reduced to about 50%.

Weak Mutation[36-42][93][94] was first proposed by Howden[36] in 1982 pro-
posed. This is the first technique to optimize the execution of Traditional Mutation
Testing (called Strong Mutation). Suppose that a program P is constructed from a set
of components C= {c,,..,c,}. And mutant m is made by changing c,,,. So, we need
only compare immediately the result of mutant m with the result of c,, execution to
say m be killed or not (immediately check after mutated component be executed).

In order to improve quality of Strong Mutation and Weak Mutation, Woodward et
al. [43][44] suggested an approach named Firm Mutation in 1988. This approach
provides a continuum of intermediate possibilities to overcome the disadvantages of
weak and strong mutation. In firm mutation, components may be groups of statements
and partial program executions may be considered rather than each separate compo-
nent execution as in weak mutation or the complete program execution as in strong
mutation. It combines the reduced execution cost of weak mutation with the greater
transparency of strong mutation.

In group of Run-time Optimization techniques, there are 6 techniques have been
proposed. Interpreter-Based technique was first proposed in 1987 by Offutt and
King[45][18] to reduce execution cost with idea: the original program is translated
into an intermediate form, and then mutants are generated from this intermediate
code. With Compiler-Based technique[46-48], each mutant is first compiled into an
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executable program, and then execute testcases on the compiled mutant. It is faster
because execution of compiled binary code takes less time than code interpretation.
Whilst main idea of Compiler-Intergrated[49][50] is designing an instrumented com-
piler to generate and compile mutants instead of compiling each mutant individually
in the Compiler-Based technique. In order to improve the Interpreter-Based tech-
nique, Mutant Schema Generation[51-54][95] approach has been proposed. All mu-
tants are encoded into a metaprogram, then the metaprogram is compiled and run with
faster speed, basically, compared to compile and execute each individual mutation.
Another technique is Bytecode Translation Technique[55-58] which was first pro-
posed by Ma et al.[56] in 2005 to reduce execution cost of MT by using bytecode
translation. Instead of from source code, mutants are generated from the compiled
bytecode of original program and that generated mutants can be executed directly
without compilation[55-58]. The last technique of this group is Aspect-Oriented Mu-
tation which has been proposed by Bogacki and Walter[59][60]. In this approach, do
not need to compile each mutant. An aspect patch is generated and each aspect will
run programs twice: First for the original program and then for mutants.

There are also some techniques to improve computational cost base on computer
architectures as SIMD (Single Instruction Multiple Data)[61-63], MIMD (Multiple
Instruction Multiple Data)[64][65] and Parallel[66][67].

In 2013, Lisherness et al.[96] suggested a new approach by using coverage dis-
counting for mutation analysis can reveal which functions are changed in the mutant,
and in turn what is not being adequately tested if the mutation is undetected.

3.2  Techniques to Solve the Realism Problem

There are many works have been demonstrated that the majority of real faults are
complex faults. E.g. in [34][35], it is known that 90%. Base on that suggestion,
Second Order Mutation Testing[68][77][84][85[97] in particular and Higher Order
Mutation Testing[3][4][9][10] in general have been considered as the most promising
solutions to solve the realism problem. That approaches have been suggested using
more complex faults to generate mutants by inserting two or more faults into original
program. In addition, Langdon et al.[9][35] introduced a new form of mutation test-
ing: Multi Objective Higher Order Mutation Testing (with Genetic Programming)[35]
in order to find higher order mutants that more realistic complex faults.

3.3  Techniques to Solve the Equivalent Mutant Problem

According to Madeyski et al.[68], the techniques to solve the equivalent mutant prob-
lem can be classified into 3 groups:

- Applying techniques to detect equivalent mutants such as Compiler Optimiza-
tion[69][70], Mathematical Constraints[71][90],Program Slicing[72], Semantic dif-
ferences in terms of running profile[73],Margrave’s change-impact analysis[74] and
Lesar model-checker[75].

- Applying techniques to avoid (or reduce) generating the equivalent mutants in the
process of mutants generation such as Selective mutation[77], Program dependence
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analysis[78], Co-evolutionary[79], Equivalency conditions[80], Fault hierarchy[81],
Semantic exception hierarchy[82], Higher order mutation testing[3], [83], [84], [68].

- Applying techniques in order to suggest the equivalent mutants such as Using
Bayesian-learning based guidelines[85], Examining the impact of equivalent mutants
on coverage [86], Using the impact of dynamic invariants [87], Examining changes
in coverage[88][89].

4 Higher Order Mutation Testing and Its Effectiveness

Second Order Mutation Testing in particular and Higher Order Mutation Testing in
general is an approach for generating mutants by applying mutation operators more
than once. The idea about Second Order Mutation Testing was first mentioned by
Offut[76] in 1992. After then, Polo et al. [100] in 2008, Kintis et al. [83] and M. Pa-
padakis and N. Mlevris [84] in 2010, and L. Madeyski et al.[68] in 2013 further
studied to suggest their algorithms to combine First Order Mutants to generate Second
Order Mutants (SOMs). With this approach, not only at least 50% mutants were re-
duced without loss of effectiveness of testing, but also the number of equivalent mu-
tants can be reduced (the reduction in the mean percentage of equivalent mutants
passes from about 18.66% to about 5%) and generated second order mutants can be
harder to kill [97][84][85][68].

In 2009, Higher Order Mutation Testing (HOM Testing) was first proposed by Jia,
Harman and Langdon[3][4]. According to them, mutants can be classified into two
types: First Oder Mutants (FOMs — used in Traditional Mutation Testing) - are gener-
ated by applying mutation operators only once - and Higher Oder Mutants (HOMs-
used in Higher Order Mutation Testing) — are constructed by inserting two or more
faults. A simple example is presented as Table 3:

Table 3. An example of higher order mutant

Program P FOM1

while ((hi < 50) && (hi>lo)){ | while ((hi > 50) && (hi>1lo)){

System.out.print (hi) ; System.out.print (hi) ;
hi = lo + hi; hi = lo + hi;
lo = hi - lo; } lo = hi - lo; }
FOM2 HOM (Createdfrom FOM1 and
FOM?2)

while ((hi < 50) && (hi<lo)){ | while ((hi > 50) && (hi<lo)){
System.out.print (hi) ; System.out.print (hi) ;

hi = lo + hi; hi = lo + hi;

lo = hi - lo; } lo = hi - lo; }
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The same as Second Order Mutants, the combination of faults of higher order mu-
tation testing can reduces the number of generated mutants and limits the number of
mutants and those generated mutants are harder to kill than any of the individual con-
stituent faults. E.g. in case of subsuming Higher Order Mutants [3][4].A subsuming
HOM was constructed from constituent FOMs and so that HOM is only killed by
subset of the intersection of testcases which kill each constituent FOMs. Therefore,
the quality of testcases will be better but the number of testcases will be reduced.
Fewer number mutants and fewer number of test cases lead to a fewer execution cost.
In addition, with the combination of faults, we also limit unrealistic and avoid gene-
rating equivalent mutants [3][68][76][83-84].

To be more clearly, let’s consider the example given in Table 3. In this case, we
have only one HOM created from FOM1 and FOM2 instead of FOMs. And there are
TWO test cases which kill FOM1: {hi<50 && hi>lo} and {hi>50 && hi>lo}, TWO
test cases which kill FOM2: {hi<50 && hi>lo} and {hi<50 && hi<lo}. But we need
ONLY ONE test case which kills HOM: {hi<50 && hi>lo} and this test case also
kills both FOM1 and FOM2. But the reverse is not true, the test case {hi>50 &&
hi>lo} does not kill HOM and the test case {hi<50 && hi<lo} also does not kill
HOM. And so, with HOM, we can reduce number mutants generated and number of
test cases without leading to loss of effectiveness during testing. Similarly, the com-
bination of two or more errors to generate mutants will cause limited number of gen-
erated equivalent mutants and number of “easy to kill” mutants.

Unlike some other techniques presented in part 3 that only solve individual prob-
lems of traditional mutation testing, higher order mutation testing could help us to
deal with three main problems of the traditional mutation testing at the same time.
That is why we choose higher order mutation testing to study. In the next part, we will
present more detail on this issue.

5 Finding the Good HOMs

5.1 Second Order Mutants (SOMs)

In 2008, with the results of their study, Polo et al.[97] believed that “mutant combina-
tion does not decrease the quality of the test suite”. They suggested[97] 3 algorithms
to generate second order mutants (mutants containing two simple faults are called
second order mutants). With the LastToFirst algorithm, assume that we have the list
of n mutants of First Order Mutants (FOMs), SOMs were generated by combining the
first FOM with the FOM number n, the second-FOM with the FOM number (n-1),
and so on. In the second one, DifferentOperators algorithm, SOMs were generated by
combining two FOMs generated by different mutation operators. And the last algo-
rithm, RandomMix, combines any two FOMs to generate SOMs. In their study, after
FOMs were generated from 6 programs under test (Bisect with 31 LOC-Line of Code,
Bub-54, Find-79, Fourballs-47, Mid-59 and TriTyp-61), the three combination algo-
rithms were used to generate SOMs. Number of test cases corresponding to each pro-
gram are 25, 256, 135, 96, 125, 216 were passed to the FOMs and the SOMs. Results
showed that the number of SOMs decreased about 50% compared with FOMs, and
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the mean percentage of equivalent SOMs is only about 5% compared with 18,66% of
equivalent FOMs [97].

Based on the algorithms of the Polo et al.[97], M. Papadakis and N. Malevris stu-
died and proposed five new strategies to combine FOMs: First2Last , SameNode,
SameUnit , SU_F2Last and SU_DiffOp[84]. They executed both of First Order Mu-
tation Testing strategies (Strong Mutation, Rand 10%, Rand 20%, Rand 30%, Rand
40%, Rand 50%, Rand 60%) and Second Order Mutation Testing strategies (Ran-
domMix, DifferentOperators, First2Last, SameNode, SameUnit, SU_F2Last and-
SU_DiffOp) with the same test programs[84]. With their empirical study[84], the
mean number of equivalent mutants with the First Order Mutation Testing strategies
is about 6237, and with the Second Order Mutation Testing strategies is about 2727.
Meanwhile, Second Order Mutation Testing strategies reduced the number of gener-
ated SOMs by about 50%, because of SOMs also were generated combining two
FOMs, and of course will lead to reduced execution cost.

In 2010, Kintis et al.[83] suggested two categories of Second Order Mutation Test-
ing strategies: The Second Order Strategies category includes RDomF and SDomF
strategy; The Hybrid Strategies category includes HDom(20%) and HDom(50%)
strategy. The results of their study indicates that the number of generated equivalent
mutants of Weak Mutation, RDomF, SDomF, HDom(20%) and HDom(50%) strate-
gies reduced about 73%, 85.4%, 86.8%,81.4% and 65.5% in turn compared with the
number of generated equivalent mutants of Strong Mutation. Meanwhile the Muta-
tion Scores are 99.94%, 99.99%, 99.91%, 99.91% for the RDomF, SDomF,
HDom(20%) and HDom(50%) strategies respectively. That mutation socres are high-
er than Mutation Score of Weak Mutation strategy (96.90%).

Most recently, in 2013, Madeyski et al.[68] introduced the JudyDiffOp algorithm
and NeighPair algorithm. JudyDiffOp algorithm is a modification of the DifferentO-
peratorsalgorithm[100] with the idea that “both constituent FOMs were used only
once for producing a SOM”. And NeighPair algorithm was introduced with idea
“generate SOM by combining FOMs which are as close to each other as possible”.
They experimented[68] 4 algorithms RandomMix, Last2First[97] and JudyDiffOp,
NeighPair[68] on programs under test Barbecue (7.413 LOC — Line of Code), Com-
mons 10 (16.283 LOC), Commons Lang (48.507 LOC) and Commons Math (80.023
LOC) with the number of test cases are 21,43,88,221 respectively. That algorithms
reduce the number of generated SOMs at least by half compared with generated
FOMs, especially JudyDiffOp algorithms over 60%. The mean reductions of equiva-
lent mutants number are about 47%, 58.5%, 66% for the RandomMix, Last2First
and JudyDiffOp in turn. And the NeighPair algorithm is not good in terms of equiva-
lent mutant reduction. However, “In most of the cases mutation score estimations
were higher for the SOM strategies than for FOM”[68].

5.2  Subsuming HOMs

In 2009, Jia and Harman[3] introduced the term “Subsuming HOMs” as follows: The
HOM is named “Subsuming HOM?” if it is harder to kill than their constituent FOMs.
And then they suggested some approaches to find the Subsuming HOMs by using
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some meta-heuristic algorithms[3]: Greedy Algorithm, Genetic Algorithm and Hill-
Climbing Algorithm. In order to find the Subsuming HOMs more effectively, they
introduced two definitions[3]: Fragility value, a value for measuring the ability of a
FOM or HOM can be killed and Fitness Function is the ratio of the fragility of a
HOM to the fragility of the constituent FOMs. In their approach, they used this Fit-
ness Function to evaluate the fitness of HOMs. They experimented with 10 bench-
mark C programs under test (14850 LoC and 35473 test cases in total) and the results
indicate that genetic algorithm is the most efficient algorithm for finding those sub-
suming HOMs, while the greedy algorithm and hill climbing algorithm can also be
used to improve the quality of the results[3].

5.3  Multi-object Genetic Programming

In order to find higher order mutants that are hard to kill and more realistic complex
faults, Langdon et al.[9][35] introduced a new form of mutation testing: Multi Objec-
tive Higher Order Mutation Testing (with Genetic Programming)[35]. They believed
that although there are a lot of number of FOMs was generated but most are simply
and do not denote realistic faults. So they suggested inserting faults that are semanti-
cally close to the original program instead of inserting faults that are syntactically
close to the original program in order to find higher order mutants that are syntactical-
ly similar to the original program under test. With this, multi objective Pareto optimal
genetic programming approach, the number of mutants grows exponentially with
order but the number of equivalent mutants fall rapidly with number of changes made
[35]. For example, with the chosen set of the C comparison operations (<,<=, ==, !=,
>=, >), and the program under test that contains 17 comparison operators (i.e. the
Triangle benchmark Triangle.c), there are 85 1st order mutants (17x5 programs with
one change), 3400 2nd order mutants (17x5x16x5/2 with two changes), 85000 3rd
order mutants(17x5x16x5x15x5/6 with three changes), and 1487500 4th order mu-
tants (17x5x16x5x15x5x14x5/24 with four changes),whilst respectively only 8, 28,
56, 70 equivalent mutants that pass all test cases and 7, 55, 189, 371 mutants that fail
just one test[35].

6 Conclusion and Future Work

Since was proposed in 1970s by DeMillo et al.[1] and Hamlet[2], Mutation Testing
has been considered as a powerful technique for evaluating the quality of the test
cases. Basically, there is still work to be done to improve the quality of mutation test-
ing. This paper reviewed a range of strategies that were proposed to solve three main
problems of mutation testing: a vast number of mutants (and also high execution
cost), realism of faults and equivalent mutant problem. Each technique has its own
advantages and disadvantages and we focus on Higher Order Mutation testing be-
cause this is not only a newest method but also a promising solution of three main
problems of the traditional mutation testing at the same time. However, the number of
mutants grows exponentially with order. So, in the future, we will research to improve
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and solve that problem for finding good HOMs by applying Multi-Object optimiza-
tion algorithm. Specifically we are going to:

- Use Java language programming and Judy mutation testing tool for Java
(http://madeyski.e-informatyka.pl/tools/judy/)[68][98].

- Search for strongly subsuming HOMs applying multi-objective optimization.

- Assess results, according to the criteria of solving the problems of traditional mu-
tation testing (reduce the number of mutants and execution cost, realism and the
equivalent mutant problem), and compare that results with the results of algorithms
that have been proposed previously.
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Abstract. This paper proposes an architecture for a test system frame-
work where the execution of the logic of test cases is decoupled from the
communications between a system under a test and the proposed test
framework. A proof of concept is demonstrated through an example.

1 Introduction

Telecommunication equipments and software products often go through inten-
sive conformance and performance testing processes to minimize a faulty opera-
tion and bugs. Test processes often include the following activities: requirement
specification [3], preparation and planning of test cases, preparation of a test
environment, carrying out test cases, inspection of captured data. These activ-
ities can be specified with various tools and languages [1] where an approach
to automate these processes can play a significant role in a cost reduction for
vendors and operators.

The most widely used technology in testing is TTCN-3 (Testing and Test
Control Nonation), which was standardized by the European Telecommunica-
tions Standards Institute (ETSI) [2,7]. TTCN-3 specifies the language itself, and
the interfaces of the test execution system. There are a number of open source
tools and commercial tools to execute test cases written in TTCN-3 (see [6]).

This paper presents a new approach for realizing a test system framework
using advanced software technologies. In our approach, abstract process graphs
are used to define the logic of test cases and embedded code snippets are applied
to express system specific behaviors.

In order to demonstrate the proof of concept, emerging software technologies
are exploited. To represent test cases, a business process management system
(jBPM) is used. We follow the principles of the system oriented architecture,
and apply an enterprise service bus solution to handle interactions. A prototype
of a lightweight testing framework is implemented with the use of several tools.
NetPDL language is selected for a protocol description, while the NetBee library
is selected to generate coding and decoding entities.

The rest of the paper is organized as follows. In Section 2 we describe the
architecture of a proposed test framework. In Section 3 we present the imple-
mentation details and demonstrate the operation of the realized prototype test
system. Finally, the paper is concluded in Section 4.
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Test System

v 1

System Under Test (SUT)

Fig. 1. General test configuration

2 A Proposed Test Framework

A general test configuration is depicted in Figure 1, where test cases can be
planned and executed with the help of a test system. A test case describes
the dynamic behavior of an intended test and the behavior of a System Under
Test (SUT) when a test case is executed. Responses that are triggered by the
execution of test cases from a System Under Test (SUT) are evaluated to to
check whether the SUT satisfies specified requirements.

2.1 Functionality

We present required functionality in the planning and execution phases in Fig-
ure 2. In the planning phase the specification, the requirements (e.g., the confor-
mance to specific standards and dynamic behaviors) and a high-level model of
a system shall be considered to design abstract test cases. Normally, each ATS
contains a number of test cases related to a particular function of the SUT. Each
test case contains only the logic (the flow of tasks) in the abstract level. That
is, each test case can be represented as a state machine workflow that contains
the states and transitions to specify the logic of the state machine.

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

planning/design i execution

System Under Test
Specification

Requirements

| | Verdict
I execute |

ATS | ETS

implement: translate |
|
i

design

Test Design

Fig. 2. Steps of the design and execution of tests

To execute the tests, the ATS is translated into an Executable Test Suite
(ETS) by the test system with a system specific information that contains the
details of interactions with the SUT (see Figure 3). The system specific informa-
tion determines how information in the high level ATS should be transformed
into an information that the SUT can interpret and includes a communication
procedure between the ETS and the SUT. It is worth emphasizing that the
decoupling of ATS and ETS enhances the reuse of test cases.
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ATS
(tt::tt(::sgg;) test data system specific parts
ETS

Fig. 3. ATS to ETS translation

2.2 Architecture

Based on the analysis presented in Section 2.1 and the aim of distributed testing
capabilities, the following layers are proposed:

1. Test Scenario Logic Layer: This layer represents the modelling, creation,
execution and management of test cases. To meet the requirements, stating
that test logic should be decoupled from system specific implementations,
and to represent the test cases as abstract as possible, we aim to handle
the test cases as processes, described by graphs. The nodes of the process
graphs should be configurable, which means that the concept of a keyword
driven testing should be applied here: decouple the test logic from low level
implementations at test case level, and use adaptor codes for specifying state
machine nodes’ operation.

2. Communication Layer: The main task of Communication Layer is to handle
the messaging and interaction between system entities. This layer is also
responsible for the test case based orchestration between the functionality
provided by system entities: to deliver operations coming from the test cases
to the proper underlying service or another test case.

Test Scennario Logic Layer

Communication Layer

Transportation Layer

System Under Test

Fig. 4. Layers
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3. Transportation Layer: The Transportation Layer is responsible for SUT spe-
cific communication and message transformation. This means the entities
composing this layer will be analogue to the TTCN-3 specific Codecs and
Adaptors. The Codecs handle the back and forth transformation of the test
data coming from test cases into the proper form, the SUT is capable han-
dling, while the Adaptors are responsible for the realization of concrete com-
munication with the SUT.

The introduced layers are divided into several entities, where each entity has
its own role in the given layer (see Figure 5).

Test Scennario Logic Layer

Graphical Test System Test
Testcase Processes Specific Execution
Editor Representation Code Parts Engine

Communication Layer

Services Configuration Engine

Transportation Layer

CoDecs Adaptors

System Under Test

Fig. 5. Detailed layers of the proposed test framework

— Graphical Testcase Editor: Test process abstraction is achieved by using
graphical testcase representation. This entity facilitates the modelling and
creation of testcase graphs.

— Test Processes Representation: After graphical modelling, test processes are
stored in a compact and representative format, which this entity represents.

— System Specific Code Parts: Test logic, and system specific parts are decou-
pled from each other. This entity represents the test specific actions.

— Test Execution Engine: Responsible for the execution of test processes, and
controlling other entities of the underlyig layers.
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The Communication Layer is responsible for messaging and interactions be-
tween other entities, and the orchestration of test processes. The entities of the
Communication Layer are:

— Services: The entity consists of the realized test system services. Services
encapsulate the test system entities.

— Configuration: Configuration specifies the virtual topology of the services’
connections.

— Engine: Represents the distributed execution engine.

Transportation Layer is responsible for the System Under Test (SUT) specific
interactions. This layer consists of the language implementations of test system
entities that are responsible for transportation tasks. There are two categories
of SUT specific components: Codecs and Adapters.

— Codecs: The Codec entities are responsible for the translation between test
system data and concrete SUT specific messages. The specific codecs are
generated by separate codec generator tools. The tools usually create the
source code of the codecs for a given protocol, then these codecs are compiled
into executable codes.

— Adaptors: Adaptors handle the concrete communication between the test
system and the SUT.

2.3 Choice of Technology

A number of decisions concerning the choice of software technology are taken as
follows:

— The logic of test cases is represented using the Business Process Management
(BPM) concept. The reason is the modeling and the execution phase of a
business process is separated. The process model consists of a directed graph
representing the different steps, completed using the system specific details
of the operations performed by each step. An internal workflow engine is
responsible for the execution of business processes, and the orchestration
between underlying services based on the process logic itself.

JBoss Business Process Management (jBPM) system, one of the most popular
open source systems, is chosen. jJBPM has detailed user guides for all versions,
and a proper API documentation hosted on their web site [4]. The engine is
created in Java as a library, and it supports several BPM languages: jPDL,
BPML, Pageflow. It can be extended with further languages, but it is not
an easy development task. jDPL language is highly customizable due to
embeddable actions, events, and the possibility of adding custom nodes.
Integration to ESB systems, such as Mule ESB, can be achieved by using
Spring framework.

Test Scenario Logic Layer (TSLL) is implemented by using a Business
Process Management System, the jJBPM. In jBPM, the modelling, jPDL,
and execution of processes are distributed in separate steps.
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— Bundle test system entities into services using the Service Oriented Archi-
tecture (SOA) concept. SOA is used to encapsulate the components of the
underlying infrastructure, hiding their concrete implementation, permit the
dynamic creation, and independent execution of their operations in the de-
sign of the test framework.

— Use an Enterprise Service Bus (ESB) framework to integrate the entities of
the test system Communication and interactions between test logic and sys-
tem components will be handled by an ESB subsystem, which will compose
the Communication Layer.

The selection of the proper ESB solution was inspired by a comprehen-
sive comparison of open source ESBs, presented in the book Open Source
ESBs in Action [5]. Mule ESB is chosen because it supports the most com-
plete ESB core functionalities and provides high level of flexibility through
configuration capabilities. Integration capability comes from the great num-
ber of supported transport protocols, and the support for Spring framework
enables integration with other solutions.

3 Illustration of Prototype Implementation

In this section the implementation details of the test system entities is presented
through an example taken from [7].

The test case contains several steps to test a Domain Name System (DNS) in
Internet:

1. first it sets up a DNS query, and sends it out to a DNS server (the SUT),

2. then waits for the response as a DNS answer,

3. it examines the content of the answer and checks if the queried domain name
is resolved correctly.

3.1 Implementation

Figure 6 shows the process graph of the DNS test case. Proto Start is the start
node of the process, where the initialization of the DNS query is done. The task of
Send Message node is to send out the DNS query, invoking the necessary mech-
anisms in the underlying infrastructure of the test system. Receive Message
handles the decapsulation of the received DNS answer. The Expected? node is
responsible for the decision, its task is to examine the received DNS answer, and
check if the resolved IP address is correct. Depending on the result, it directs
the execution of the test process into one of the Correct or Incorrect nodes.
The Correct and Incorrect nodes only display a message for the user about
the test result. In a more detailed test scenario, these states could be used to
determine the verdict.

System Specific Code Parts. The execution of a node in jJBPM consists of
different stages: enter node, execute, and leave node. During the execution of a
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Fig. 6. Test Process Example

test process, the jJBPM engine signals these stages using appropriate events. In
the jJPDL definition, the user-written actions can be assigned to these events.

To create any action, the ActionHandler interface of jJBPM has to be imple-
mented. The execute () method is associated to this interface. Developers can
write the system specific parts of their system by implementing the execute ()
method of their actions. The action handler can take parameters from the jPDL
process. The value of parameters are directly passed on to the member variables
in the implementing class. In jJPDL, parameters are specified as sub-elements of
the action.

The evaluation can be implemented by the process developer as a decision
handler. When the evaluation stage is reached, the decide () method of decision
handler is called. This method returns the label of the transition.

To permit the proper execution of DNS Tester test case, the following action
handlers are to be implemented:

— MessageActionHandler: Prints the received text to the standard output for
debug purposes.

— ProcessIncoming: Processes the received parameter, and stores into a con-
text variable of the test process. Used in the initialization stage of the pro-
cess, which happens in Proto Start.

— org.mule.transport.bpm. jbpm.actions.SendMuleEvent: This action
handler is implemented by Mule ESB. The task of this handler is to send a
message to the specified Mule endpoint.
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— org.mule.transport.bpm. jbpm.actions.StoreIncomingData: It waits for
a message from Mule ESB, and when received, stores the message into the
specified process variable.

Msg Dec Hndlr is the decision handler implemented for the "Expected?" de-
cision node. It decapsulates the answered IP address from the received DNS
message, and checks against the decision parameter. Returns ”Yes” for match,
and ”No” otherwise. The "Expected?" node handles the transition depending
on which label is returned by the decision handler.

Communication Layer

Services. To support the execution of test processes, and to integrate system
specific implementations to the test system, we created several services in Mule
ESB. All of these services have their own task, and together they compose a
communication system, which encapsulates system specific components (imple-
mented in Transportation Layer), and transports the requests sent by the test
logic to the appropriate system component.

startTest > fromBPM > encodeMessage > sendMessage > decodeMessage

: |

Fig. 7. Test system ESB services

Figure 7 shows the created services, and their relation to each other and to
the jJBPM process. The most important services are the following:

— startTestcase: This service is for initialization purposes.

— fromBPM: Handles the events sent to and from BPM processes.

— encodeMessage: It is responsible for encoding the messages sent by the test
process, where the Encoder class of the TL layer executes the encoding
operation. The service contains an instance of that class, as a Mule ESB
component.

— sendMessage: This service is responsible for handling the communication
with the SUT. It involves sending out the encoded message and waiting for
the response, which is returned to Mule ESB. Also, encapsulates an instance
of Communication Adapter class.

— decodeMessage: Responsible for decoding the messages sent by the SUT.
Similarly to the encodeMessage service, this service contains an instance of
Decode class as a component too.
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Configuration. Mule ESB configuration is set up in a separate XML file, which
contains every detail, related to the communicating system.

Before defining services, and setting up their configuration, some global enti-
ties has to be set:

— Connectors: Connectors specify the mechanisms of connecting external sys-
tems to Mule ESB. Several connectors are provided by Mule, whose details
can be configured in the configuration XML file. In the test system, a BPM
connector is used for connecting to jBPM, and a File connector was applied
to handle external file operations.

— Global endpoints: These elements are template endpoints, and their details
are specified in concrete service declarations. In our system, a global endpoint
was set up for endpoints that are connected to our jJBPM test process. The
name of the DNS tester process is a Prototype.

— Global transformers: Similar to global endpoints. These elements provide
templates for transformers. The only transformer used in our test system is
a file-to-string transformer.

— jBPM Spring Bean: Mule ESB and jBPM co-operation can be achieved using
Spring framework, where jJBPM environment is encapsulated as a spring
bean.

In service definitions, the endpoints, transformers, inbound and outbound
routers, components, and their configuration have to specified . Without config-
uring, Mule ESB will create a default service, which simply forwards all messages
from its incoming endpoint to its outgoing endpoint.

Endpoints can be created either from global ones, or by full specification.
Several properties can be set for an endpoint: its name, reference to the global
endpoint from which it was created, URI address to identify it for other services,
synchronous/asynchronous operation, connector reference, transformers to ap-
ply, and so on. In our approach, File, BPM and VM endpoints are used. BPM
is a global endpoint for BPM connectivity. VM endpoint is a Mule ESB default
using a virtual memory connector, and performs in-memory message commu-
nication. File endpoint uses a file connector, which handles file read and write
operations.

Mule ESB provides a number of default transformers and routers. The only
transformer used in our test system will be the globally defined FileToString
transformer. As the configuration of our services is quite simple (see Figure 7),
complex routing is not needed. This way, outbound pass through routers (passes
messages to the outbound endpoint without any interaction) and an endpoint
selector router (selects outgoing endpoint based on an expression) will be used.

Component is the part of a service, which processes and generates messages.
It means, that these elements contain the logic required for service operations.
The components of the test system will encapsulate Java classes.
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Transportation Layer

Codecs. Figure 8 shows the realization of the Codec entity built on NetPDL
tool.

Encoder Decoder
NetpdICodec
Process Handler

NetPDL | g:ﬁ:gg)'; | NetPDL
-
Eeehy definition (XML) e

Fig. 8. Realization of Codec entity with NetPDL

NetPDL coder is a PDML-to-binary, NetPDL decoder is a binary-to-PDML
message translator. These programs are implemented using the NetBee library,
and compiled into binary executable codes. During their operation, they first
parse the NetPDL protocol definition, then perform their task on the given
binary or PDML input files according to the protocol rules.

ProcessHandler is a Java class, and its role is to invoke an executable, pass
on command line parameters, handle its execution, and catch the output or error
response of it.

NetpdlCodec class is responsible for the execution of coding and decoding.
This class has 3 publicly accessible methods: init (), encode (), and decode().
The init () method is used to set up and configure the actually used encoder
or decoder, encode() method executes the encoding, and decode() method
handles the decoding based on the set up configuration.

Encoder and Decoder classes are the wrapper classes of the codec entity for
Mule ESB services. Mule ESB invokes them via their implemented onCall ()
method, when they get a message from another service. This message contains
the pdml file in case of the Encoder, or the binary PDU (Protocol Data Unit)
file in case of the Decoder. The role of these classes is to properly configure the
NetpdlCodec for the appropriate operation, pass the received files to process, and
manage the execution of encoding/decoding respectively. After the execution,
these classes return a calculated content for Mule ESB.

Adapters. A simple, straightforward adapter is created as part of our test suite:
the Communication Adapter class. This class realizes a simple UDP socket com-
munication. The onCall() method is invoked by Mule ESB, it sends out the
message which is passed on to the specific socket defined by parameters(ip ad-
dress:port), and then it waits for the response, and returns the received message.
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3.2 Execution

Initialization. Execution of the test scenario starts with the initialization of the
test system framework. This process is controlled by the configuration XML files.
The jBPM framework, ESB connectors, and ESB components are instantiated
based on the configuration.

4 Conclusions

We have proposed the architecture of a new test system framework. We have dis-
cussed general principles (decoupling and distributed testing) to design and re-
alize a test system framework. Three layers are proposed and advanced software
technology are applied to achieve decoupling and distributed testing capabilities.
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Abstract. In recent years, Collective Intelligence is one of the major research
subjects in Computer Science. Determining knowledge of a collective is one of
the most important issues and has been considered as a subfield of Collective
Intelligence. In this paper, we present a literature review on the research
progress related to determining collective knowledge from autonomous
indidviduals. For this aim, we will analyze some related works on determining
representation of a collective, team or group knowledge, and collective
intelligence. Finally, some conclusions and future directions are presented.

Keywords: collective knowledge, consensus theory, collective intelligence,
knowledge integration.

1 Introduction

Nowadays processing knowledge originating from autonomous and distributed source
is a very popular task not only for information retrieval systems like Internet search
engines, but also for humans. For some specific subjects people tend to look for
experts’ opinions or information from the internet through forums. Thus he/she has to
deal with some kind of collective knowledge, i.e. the knowledge determined on the
basis of knowledge of members of a group (collective). This is useful in providing a
proper opinion. However, it also causes a conflict because the opinions may be
different from each other [41]. The tools for automatic knowledge integration are still
poor and do not satisfy the requirements of their users. In addition, a very important
aspect is related to the number of sources which should be enough for a subject and
how the number of collective members can affect its knowledge. Owing to them one
can know how many experts to ask for a given issue. The number of jury members for
a competition or expert commissions would be set in a proper way, with clear rules.
As mentioned above, determining collective knowledge is considered as a subfield
of Collective Intelligence. Firstly, we need to know what Collective Intelligence is.
According to Newell [30], an intelligent collective is a social system, whether a small
group or a large formal organization, that is capable to act, event approximately, as a
single, rational agent. Collective Intelligence is considered as an intelligence that
emerges from the collaboration and competition of many individuals — an intelligence
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that seemingly has a mind of its own [22,50]; it is the collective process by which a
large number of people cooperate and act [56]; it is the general ability of a group to
perform a wide variety of tasks [65]. In other work, Hand book of Collective
Intelligence: Collective Intelligence is groups of individuals doing things collectively
that seem intelligent'. According to that way, in [57], authors have stated that the term
“Collective Intelligence” has appeared in recent years but maybe it has existed for a
very long time. Families, companies, and countries are examples of groups of
individual people doing things that at least sometimes intelligent. The other examples
of collective intelligence on the social insects are: beehives, ant colonies, even birds,
and shoal of fish.

Moreover, research works on collective intelligence are interdisciplinary. They are
related to biology [3], sociological media [53], computer science [23], complexity
sciences [52], psychological [66], cognitive studies [58], and etc. In addition, research
progress related to collective intelligence have been investigated from purely
theoretical [55], simulations [5], case studies [11], conceptual [25], and systems
design [61]. Because of interdisciplinary and diverse characteristic of collective
intelligence, in this work, we couldn’t cover all of works related to collective
intelligence. This aspect has been investigated by other authors: Collective
Intelligence on human [51], Swarm Intelligence in animals and humans [19], and
others. Instead, we present some basic concepts related to collective intelligence as
well as its applications in business. Then, a general view about determining collective
knowledge is considered as a subfield of collective intelligence which will be
presented. We will give an overview about the research progress related to
determining collective knowledge of autonomous individuals. That is the main
problem what we investigate in this work and we hope that it is useful for future
research on collective knowledge. For this aim, we analyze papers related to
collective intelligence, team or group performance, collective knowledge and
knowledge integration. These keywords could be considered as popular research
directions in recent years.

The remaining part of this paper is organized as follows: section 2 presents an
overview of related works to collective intelligence. In section 3, we present the
research progress on collective knowledge. In this section, base on their approaches,
we classify the related works to two categories as non-structured and well-structured.
Finally, conclusions and future works are presented in section 4.

2 Collective Intelligence

As mentioned above, the needs for collective intelligence processing have existed for
a long time for both human and animal environments. One of the previous attempts
tended to predict group performance based on some statistic involving members'
performances. According to Hackman, the interaction between a task and a team are
important [12]. It is significant for improving team performance. Then, group

! Definition is from
http://scripts.mit.edu/~cci/HCI/index.php?title=Main_Page
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performance is an average of individual performances [1,60]. This statement was
confirmed by Neuman and colleagues [29]. Another variable that is beneficial for
team performance is collective efficacy [15]; this is the result of exploring the
relationships among transactive memory system, collective mind, and collective
efficacy and the impact of these variables on team performance by Hue-Chen.
Similarly, through simulation Hutchins has confirmed that team knowledge can be
greater than external or internal knowledge of team members, and it is the
consequence of interactions of factors in the sociotechnical system [16]. In addition,
team knowledge is greater than the collection of knowledge of individual team
members and it emerges as a result of interactions among team members [18].
Woolley measured the collective intelligence in the performance of human groups
[65]. They experimentally proved that collective intelligence is not strongly correlated
with the average or maximum individual intelligence of group members but is
correlated with the average social sensitivity of group members, the equality in
distribution of conversational turn-taking, and the proportion of females in the group.
In the work published in Nature [6], Conradt suggested that the accuracy of a decision
often increases with the number of decision makers, a phenomenon exploited by
betting agents, Internet search engines and stock markets.

Additionally, applications of collective intelligence have been implemented in the
real world and brought significant benefits to business. One of the most popular
features that applied in business is prediction markets that are markets mainly used for
the purpose of making predictions. Some companies (such as: Hewlett Packard, Eli
Lilly, ArcelorMittal, Microsoft, Best Buy and etc) have applied prediction markets to
get more accurate predictions about future events such as: future sales, base-material
supply, store openings and product success [57]. Agora Market is a platform that used
prediction markets to improve the efficiency of internal information management and
strategic decision-making. This platform has been developed by researchers at
Experimental Economics Laboratory in the University Jaume I. Moreover, a nascent
project is leading by Mark Klein in the Center for Collective Intelligence to help deal
with the problems of global climate change. InnoCentive is the global leader in
crowdsourcing innovation problems to the world’s smartest people who compete to
provide ideas and solutions to important business, social, policy, scientific, and
technical challenges.

Furthermore, another intelligence form could be emerged from social insects, fish
shoal, birds beehives, ant colonies and mammals [3]. This form has been named by
“Swarm Intelligence” which is initially introduced by Beni and Wang [2].
Applications inspired from behavior of social insects have helped several companies,
including Southwest Airline, Unilever, McGraw-Hill, and Capital One, to schedule
factory equipment, divide tasks among workers, organize people, and even plot
strategy in more efficient ways [4]. According to Conradt [6], fish also uses “wisdom
of the crowd” effect. However, no mathematical model has been proposed to prove
this hypothesis. In addition, both speed and accuracy of decision making increase
with group size in fish shoal under predator threat [64]. In other work [14], authors
have identified three key rules for the social interactions of mosquitofish: attraction
forces are important in maintaining group cohesion; repulsion is mediated principally
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by changes in speed; although the positions and directions of all shoal members are
highly correlated, individuals only respond to their single nearest neighbor. Through
study on collective behavior in animal species, including humans through analyzing
captured of 5 socials species — ants, fish, frogs, chickens, and humans [9]. ISOMAP
(isometric mapping) — a machine learning method is used to analyze captured video
alongside with human observation. The result showed that according to humans and
ISOMAP: ants have ascribed the highest degree of interaction, while the least for
frogs.

3 Collective Knowledge

Up to now, the idea for processing collective knowledge remains controversial [48].
There exist many conceptions for processing collective knowledge such as: collective
knowledge is meant justified true belief or acceptance held or arrived at by groups as
plural subjects [49]; the sum of shared contributions among community members
[47]; the common state of knowledge of a collective as a whole [44], and etc. In the
process of consumption and creation of collective knowledge, individual plays an
important role in contributing the wealth of collective knowledge [24] while
communities in the knowledge-building process aim at producing new collective
knowledge by developing and improving ideas constantly [17]. In this section, we
analyze some related works to collective knowledge and classify them in two
categories by taking into account the structure of knowledge. They are non-structured
and well-structured. We assume non-structured knowledge is knowledge that doesn’t
exist in any specified structure. In other words, this is knowledge that gains from
forum, social network, Wikipedia, and etc. While well-structured knowledge aims to
mention collective knowledge that could be described by a specific structure.
Moreover, we can measure dissimilarity between components of knowledge based on
distance functions. Each kind of collective knowledge has its own strengths and the
combination of their strength could promise a novel result. Gruber [11] has proposed
a class of applications named Collective Knowledge Systems by combining the best
idea from the Social Web and Semantic Web. In what follows, we present two
categories of collective knowledge which is classified based on knowledge structure.

3.1 Non-structured Knowledge

In this kind, first of all we consider conceptions of authors Gilbert [10], Wray [67],
Rolin [49], and Ridder [48] about collective knowledge in scientific activities. Gilbert
has argued that scientific communities have collective knowledge. While according to
Wray, the necessary condition for groups to have collective knowledge is organic
solidarity. In authors’ view, research teams are capable of having collective
knowledge but scientific communities are not because they are lack of organic
solidarity. Then, in a similar research, Rolin has argued that collective knowledge is
not limited in research teams. In addition, author also showed that scientific
communities have an interest in collective knowledge by introducing a contextualist
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theory of epistemic justification. Collective knowledge is not merely research team
because the theory enables scientific communities to establish a context of epistemic
justification. In other work, through some characteristic features of contemporary
science survey, Ridder has stated that scientific knowledge is collective knowledge, in
a sense to be specified and defended.

In other area - organization theory [13], collective knowledge is considered as:
shared knowledge, complementary knowledge, and knowledge embedded in
collective artifacts. With the first conception, knowledge usually originates from
common experiences and knowledge-sharing activities. It is considered as intersection
of individuals’ knowledge. While the second concept, collective knowledge is
knowledge distributed among individuals interacting in a complementary way. Each
individual holds specified knowledge and together collective knowledge is not only
sum individuals knowledge and a “surplus” — this is knowledge inferred from the sum
of individual knowledge. The last one is a strange assumption. Author has assumed
collective knowledge which is existed in a tangible form such as documents and
databases. This kind of collective knowledge is implicitly embedded in manufacturing
technology, prototypes, products, formalized operating rules and organizing principles
— instances of artifacts.

Mentioning to collective knowledge, the important issue we couldn’t ignore is the
role of internet. Indeed, along with rapid development of internet, more and more data
gets dramatically produced especially for Internet and on Web [63]. Nowadays, when
encountering any problems, people have a habit of searching on internet to find out
the solutions. The addresses such as: forum, social networks, and Wikipedia are
reliable sources in almost situations. We don’t mention in all situations because
knowledge that gained from these sources sometimes aren’t acceptable by groups as
plural subjects [49]. Moreover, there is a lot of knowledge on internet, but knowledge
that called collective knowledge is the knowledge that accepted by all or almost
people in a collective. Collective knowledge is considered as resulting from social
activities in which a converging discussion has been reached [47]. Google, Wikipedia
are also considered as interesting examples of knowledge created by collectives of
Internet users [44]. In the case of Wikipedia, there are many contributions from a lot
of people around the world. However, each article could be called collective
knowledge if they reached a certain balance (i.e., it is no longer modified). In other
work, author has shown five ways an organization would benefit* from collective
knowledge and in these ways, the role of social networks is very important. They are
used to create, maintain, and provide access to knowledge that has not been available
before. Taking advantage of wisdom of crowd with a lot of things posted by experts
existing on internet [21], authors have introduced a method for intelligently growing a
list of relevant items. Authors used a collective of simple machine learning
components to find these experts and aggregate their lists to produce a single
complete and meaningful list. Moreover, collective knowledge has also been
investigated in emergency response systems. In [62], author has stated that it

2 http://www.stonecobra.com/
five-benefits-of-using-collective-knowledge/
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responded more effectively to the situation. In these systems, collective knowledge
gains from social networks such as: Twitter, blogs, wikis, and etc. In tagging systems
- conceptual knowledge of community [7], authors have shown that people harnessed
collective knowledge through navigation tag clouds.

3.2  Well-Structured Knowledge

With this kind of knowledge structure, the problem determining collective knowledge
is related to knowledge integration problem. In general, knowledge integration is
understood as determining a representation of a set of opinions from different sources
for an issue. In this section, we present an overview of the problems - knowledge
integration in which consensus choice methodology has been investigated. The
general meaning of consensus method is determining a representation of set of
opinions that should be maximally near (or similar) to the given opinions. This
method has been proved to be useful in solving conflicts and should be also effective
for knowledge inconsistency resolution and knowledge integration [36]. In what
follows, we consider the knowledge integration problems that have been solved and
deeply investigated for logical, relational structures and for ontology. However, first
of all, we consider a general model for knowledge integration investigated in
[41,42,44]. In these works, a formal mathematical model for knowledge integration
was presented. Besides, the consensus-based knowledge functions for generating
integration of knowledge have been defined.

By U we denote a set of objects representing the potential elements of knowledge
referring to a concrete real world. The elements of U can represent, for example, logic
expressions, tuples etc. Symbol 2 denotes the powerset of U that is the set of all
subsets of U. By II,(U) we denote the set of all k-element subsets (with repetitions)
of set U for k € N (N is the set of natural numbers), and let

nw = | Jmw
k=1

Thus (V) is the set of all non-empty finite subsets with repetitions of set U. A set
X € I(U) can represent the knowledge of a collective where each element x €
X represents knowledge of a collective member. Note that X is a multi-set. We also
call X a collective knowledge profile, or a profile in short. Set U can contain elements
which are inconsistent with each other. Two elements X,y € U are inconsistent if
they represent two states of knowledge, which cannot take place simultaneously in the
real world to which U refers. A set Z € U is called inconsistent if all the knowledge
states represented by its elements cannot take place in the real world to which U
refers, simultaneously, and Z is minimal in the sense that any proper subset of Z does
not have this property. Set Z € U is called consistent if any its subset is not
inconsistent.

Each X which belongs to I(U) is called a collective. Elements of U have 2
structures. They are: macrostructure and microstructure. Microstructure is considered
as the knowledge structure of elements in set U whereas macrostructure is understood
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as relationship between elements. In general, macrostructure is assumed as distance
functions for measuring difference between elements of a collective. The definition of
macrostructure of the set U is given as follows:

Definition 1. The macrostructure of the set U is some distance functions
d:UxU-[01]
which is:

e Nonnegative,ie. Vx,y € U:d(x,y) = 0,
e  Reflexive,i.e. Vx,y € U:d(x,y) =0 if x =y, and
o  Symmetrical,i.e. Vx,y € U:d(x,y) = d(y, x),

where [0,1] is the closed interval of real numbers between O and 1. Pair (U, d) is
called a distance space. The definition of a distance function is independent on the
structure of elements of U. Some distance functions for specified structures such as:
logic expressions [41,43], relational tuples [36], complex trees [26-27]have been
investigated. In Definition 1, function d is a half-metric. Metric conditions, including
transitivity, in many cases are too strong.

A collective represents the states of knowledge of its members about the same real
world. Now we would like to define the knowledge of the collective as a whole. The
knowledge of collectives is determined by so-called integration functions defined as
follows:

Definition 2. By an integration function in space (U, d) we call a function
LTI(U) - 2Y.

For a collective X € II(U) the value I(X) is called the knowledge state of
collective X. Let Int(U)denotes the set of all integration functions in space (U, d).
For X € II(U) and x € U et

A6 X) = ) d(x,y)

yeX
and

d2(x, X) = Z d2(x,y)

YEX
Below we define a set of postulates for knowledge functions.

Definition 3. An integration function 1 € Int(U) satisfies the postulate of

e  Unanimity (Un):
Ifnxx}) =x
foreachn € N and x € S.

e  Simplification (Si):
(Collective X is a multiple of Collective 'Y = I(X) = I(Y)
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e Quasi-unanimity (Qu):
x&Il(X)=>3aIneN:x el XU{n-x})
for each x € U where symbol U denotes the sum operation for multi-sets.
e Consistency (Co):

x€EIX)=>xel(XU{x})
for each x € U.

e  Proportion (Pr):
XL CEX )N EIXDANYEIX))=d(x,X) <dy, X,)
for any X;, X, € I1(V).
e 1-Optimality (O,): If X is inconsistent then
x €1(X) © d(x,X) = min,eyd(y,X)
for any X € II(U).

e  2-Optimality (O,): If X is inconsistent then
x € I(X) & d*(x,X) = minyeyd®(y, X)
for any X € II(U).

e Complexity (Cp): If X is consistent then X S I(X).

In [36,41], authors have developed a general model for consensus. The general
notion of consensus and postulates for consensus choice functions (in this work also
called integration function) were defined. Also in these works, authors have proved
that postulates O and O, play an important role in determining collective knowledge.
These postulates are well-known in Consensus Theory [33,36,41,42]. They are very
important criteria because of satisfying these postulates; it implies satisfying the
majority of other postulates. Concretely, when a knowledge function satisfying
criterion O;, then it also satisfies postulates Un, Si, Qu, Co, and Pr. Whereas a
knowledge function satisfying criterion O,, it also satisfies postulates Un, Si, Qu, and
Co. In addition, classes of consensus functions were defined and analyzed referring to
these postulates. However, with general model we couldn’t propose concrete distance
functions as well as algorithms serve for integration process. It is dependent on
specified structure of knowledge. Therefore, in the next section we consider some
microstructures of knowledge of collective. These structures mostly have been
mentioned by Nguyen in [36,41].

Firstly, Danilowicz and Nguyen [8] have proposed a method of determining a
representation of ordered partitions. Knowledge structure is elementary. Two metrics
are proposed for measuring difference between ordered partitions as well as criteria
for determining a representation of given ordered partitions have been presented.

Then, in [36,37,41], authors defined a relational structure for representing the
knowledge being integrated. The conditions of integration results have been specified
postulates for closure of knowledge, consistency of knowledge, superiority of
knowledge, and maximal similarity. All postulates have been analyzed and it has been
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pointed out that all postulates are not consistent in the sense that not for each profile
an integration satisfying all postulates exists. Additionally, some integration
algorithms have been worked out. The general idea of the integration method is based
on determining subprofiles for attributes and next for each subprofile determining its
integration. For determining integration for a subprofile it is possible to use different
algorithms for different structures of attribute values. For number intervals several
algorithms have been worked out in [34-35]; interval numbers with probability
structures have been investigated in [45-46].

Nguyen [31-33,41] also considered two logical structures representing knowledge
as a conjunction and disjunction. A knowledge state was represented by a standard
logic expression in the form of a conjunction or a disjunction of literals [39]. For
conjunction and disjunction the distance functions were defined and the consensus
problem was formulated. In [41], author has also presented postulates for consensus
function and analyzed them. Some heuristic algorithms for consensus determination
were developed. Similar works, for a fuzzy structure of knowledge [41], and for a
hierarchical structure [26-27] have been investigated.

The knowledge structure that can be treated as background of knowledge-based
system is ontology. In general, problem of ontology integration can be formulated as
follows: For given ontologies O, . . . ,0, one should determine one ontology which
best represents them [40-41]. In these works, authors have considered three levels of
ontology conflicts: instance level, concept level, and relation level. For each level the
integration problem was formulated and algorithms for its solving were proposed. The
advantages of the proposed algorithms were based on the fact that they are not
complex and can work for different structures of ontologies. They do not require well-
valuation of the parameters in ontologies. In addition, in [59], the authors have
presented a heuristic method for propagation of matchable concepts and using
consensus techniques for conflict resolution for fuzzy ontology integration fuzzy
ontology. All worked out methods were analyzed and it was pointed out that all
algorithms are not-complex and in case of heuristic methods they gave quite good
results.

Another aspect of knowledge integration is whether a conflict profile is susceptible
to consensus. In a real application, the determination of consistent knowledge for a
collective is often a complicated and a complex task. By analyzing the elements of a
profile we would like to know if it is susceptible to the consensus that is if it is
possible to get a compromise among collective members if their opinions are not
consistent. Let us consider a situation where the profile consists of only two opinions:
yes and no. It is obvious that neither yes nor no is a reliable state of knowledge and
could not be acceptable as a common opinion of the collective. For checking the
susceptibility to a consensus the following definition has been proposed [41]:

Definition 4. Collective X is susceptible to consensus iff

S(X) 2 Smin(X)

where:  §(X) = 22XV g () Z WyexOEN) g () = mingey 8,(X)

nn+1) n

n=card(X), i={1,2}.



196 V.D. Nguyen and N.T. Nguyen

The validation of susceptibility to consensus following from Definition 3 is not
easy and therefore we need a criterion (or criteria) that enables stating if a chosen
consensus is good enough and can be acceptable as a compromise. It’s not easy to
define criteria for general cases because of the dependence on structures of
knowledge state. Therefore, the mentioned problem will be investigated for concrete
structures of the knowledge state. Our preliminary researches pointed out that in many
cases the sufficient condition is the odd number of the cardinality of a collective
[36,38,41].

The problem of analysis could also be investigated by means inconsistency
functions if a chosen consensus was good enough and can be acceptable as the
solution for a given collective. It has been proved that, in many cases, the dependency
between the criteria for consensus susceptibility and the values of inconsistency
functions exist [41]. Owing to this kind of functions one can get to know to what
degree the opinions given by the collective members are consistent with each other.
Also in that work, author has defined postulates representing the intuitive conditions
for consistency degree which should be satisfied by knowledge functions.

In summary, the results of determining collective knowledge: collective knowledge
is not worse than the worst state among members of collective. A collective is more
intelligent than a single [54]. If all elements of collective have identical distances to
real state then, collective knowledge is better than all the members. The larger
inconsistency degree, the smaller is the distance between collective knowledge and
the real state. If the number of members of a collective is odd, then opinions of this
collective are most susceptible to consensus.

4 Conclusions and Future Works

In this paper, we have presented a literature review on research progress related to
collective knowledge that is considered as a subfield of collective intelligence. For
this aim, firstly, we have introduced some basic concepts about collective intelligence
on human and animal environments. Then, the related works to collective knowledge
have been analyzed. We classified them in two categories based on knowledge
structure. Because research on collective knowledge is multidisciplinary, we couldn’t
cover all of related works to all of its fields. However, we hope that this paper draws
out a general view about research progress of collective knowledge and it is useful for
future research on collective knowledge.

The following problems could be considered as future works: collective knowledge
is not normal sum of members’ knowledge [44] and it is also a “surplus” [13]. It can
be more or less than the sum of the individuals’ knowledge [20]. For some subjects,
the number of autonomous members (experts) need to achieve reliable opinions; the
relationship between increasing collective knowledge and number of autonomous
individuals. For this aim paraconsistent logics can be useful [28].
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Abstract. Smart TV media content can be embedded with available information
from the Internet and shared via the Social Web. An increasing number of social
videos are now available as well as traditional digital videos such as TV programs
and video on demand (VOD). However, it is difficult to find relevant content due
to a lack of semantic content. Therefore, there is a great need for multimedia con-
tent analysis techniques. In this work, we propose a framework of collaborative
semantic video annotation using consensus-based social network. The collabo-
rative video annotation process is organized via social networking. The media
content is shared with friends of friend who collaboratively annotate it. We use
ontologies to semantically describe the media content and share the media con-
tent amongst the users. A consensus choice is applied to conciliate conflicts on
annotation information among the participants. According to our experiments, a
consensus method is an effective approach that can be used to solve conflicts in a
collaborative annotation.

Keywords: Video Annotation, Social Network, Ontology, Consensus, Collabo-
ration.

1 Introduction

Ontologies are developed to provide machine-processable information sources. Ontolo-
gies allow users to organize information according to taxonomical concepts, with their
own attributes. With ontology, we can semantically describe the media content and fa-
cilitate the sharing of media content. Each media object can be considered as an instance
of a domain concept belonging to the multimedia ontology. It also offers advanced
search functionality that includes searches for similar or related information integrated
from different social media websites [23,24,25]. Several multimedia ontologies have
been developed: LSCOM ([7]; and (VERL) [12].

Generally, automatic semantic video annotation (also referred to as video concept de-
tection [28,21,11], video semantic analysis [29], or high-level feature extraction [27])

T.V. Do et al. (eds.), Advanced Computational Methods for Knowledge Engineering, 201
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can be performed using machine learning methods. Representative learning-based video
annotation methods are presented as follows. The collaborative semantic video annota-
tion methods focus on a web-based annotation interface. The participants collaborate to
create and share video annotations via social media networking. Several approaches are
presented as follows: The IBM Efficient Video Annotation (EVA) system [30],a server-
based tool for semantic concept annotation of large video and image collections, which
allows user access using web browsers; Video scene annotation based on a social web
activities system [31,32], which is a collaborative tagging for video annotation with two
features.

The aforementioned automatic semantic video annotation systems rely heavily on
the quality and availability of large training video collections. The annotation of large
collections, however, is a time-consuming and error-prone task, since it is mainly per-
formed by users. Therefore, collaborative video annotation is proposed to gain the ben-
efit from sharers’ skills and knowledge. However, the above-mentioned collaborative
approaches have not yet mentioned any collaborative criteria to evaluate the collabo-
ration process. They also have not explored the following problems: who should share
the annotating object in order to create the most opportunities for collaboration and gain
the greatest benefit from social user skills and knowledge? Conflicts among the anno-
tated versions of the object are unavoidable. How well can one integrate the conflicting
annotated versions of an object with contributions by participants in order to create the
best-annotated version of the object?

In this work, a collaborative semantic video annotation using social networking anal-
ysis (SNA) with consensus choice is presented. In particular, ontologies are exploited
to semantically describe the media content and facilitate the sharing of media content
among heterogeneous users or devices (e.g., smart phone, PDA, and so on). Two kinds
of ontologies are used. One is used to describe the visual features of the media object
such as color, texture, shape, motion, and position (called visual feature media ontology
such as that found in MPEG-7 [10]). The other ontology provides a knowledge-base of
a specific domain for annotating video content (called domain ontology). The domain
ontology used here is LSCOM [7], used for broadcast news video annotation. Each
media object in a specific video can be considered as an instance of a domain concept
belonging to the LSCOM. The annotator should choose a relevant concept to describe
the media object of interest. The collaborative video annotation process is organized via
social network. The video content is shared with a large network of friends of friends
who are all annotating it based on social networking analysis. Annotators only collab-
orate with reliable social users. Reliability is expressed through a trust value and other
collaborative criteria [9]. Once the annotator has a set of reliable social users, he/she
can benefit from their knowledge or skill to fill an annotation. When an annotator is not
sure about the annotation information, he/she asks reliable social users for their knowl-
edge/opinions and uses their trust values to decide whether or not the annotating object
is interesting for the user. We posit that reliable users provide pertinent opinions while
the whole collaboration process is evaluated using collaborative criteria, however they
may also give inadequate or conflicting knowledge. A consensus choice is applied to
conciliate conflicts regarding annotation information among the participants.
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2 Collaborative Semantic Annotation Using Consensus-Based
Social Network

2.1 Problem Definition

Collaborative video annotation is a process done amongst a group of participants con-
tributing annotations to a specific video of interest. It has been proven that the use
of collaboration in such systems improves performance. Annotation can be improved
via collaboration amongst participants, as since each participant can benefit from the
others’ skills and knowledge. However, how this collaboration is organized and how
it is done in order to satisfy collaboration criteria is pertinent. Effective collabora-
tion must be inclusive, egalitarian, interactive, coordinative, and trustworthy. Inclu-
sive in this instance means that there should be enough participants. Egalitarian in this
sense means that the participants should be afforded as much collaboration as possi-
ble. Interactive means that there should be an easy way to establish contact with every
other collaborator inside the collaboration group. Coordinated in this instance means
that the annotation information shared within the group should be easy to access. The
trustworthy in this sense means that the participants should be allowed to edit anno-
tations. Therefore the collaborative video annotation process has a complex workflow.
Fortunately, social networking analysis (SNA) has shown many relationships between
the collaboration criteria and SNA measure such things as Density, Degree Centrality,
Closeness Centrality, Between Centrality, and Flow Centrality [20]. If the collabora-
tive relationships in video annotation systems can be represented as a social network,
then these SNA measures can be used to organize the collaborative annotation and to
evaluate the collaboration criteria. For example, the closeness centrality measure can
be used to identify the annotators who are in more advantageous positions to obtain
support for annotating. The density and centrality measures are useful in evaluating the

gas station

point

direction of fire dispersion

hospital = "
gas station gas station

fire point
L7 N

Fig. 1. The annotation situation example
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conditions regarding accessing and sharing annotation information among collaborators
in a coordinated way.

We consider, as an example of the annotation process, a situation in which an Internet
television was live broadcasting a fire in San Francisco on September 27, 2011 at 4:30
pm (see Fig. 1). In order to evacuate the inhabitants of the fire location, a risk map
would have to be created to plan the evacuation and guide the rescue and firefighting
teams. First, Google Maps would be used to identify the necessary physical objects
such as the fire point, nearby hospitals, the nearest firemen, gas stations, and so on. The
collaborative annotation of the direction of fire dispersion, the capacity of the hospital,
the number of people at the site of the fire, and the number of potentially-affected people
are would be essential parts of this task.

The assumption of this work is that the semantic video annotation module uses a
domain ontology to semantically describe the media content. Each media object in a
specific video can be considered an instance of a domain concept belonging to the on-
tology. The annotator would choose a relevant concept to describe the media object of
interest. For example, an annotator would choose the concept Hospital to describe the
hospital nearest to the fire. In addition, the collaborative annotation is organized via so-
cial networking. The annotating object would be shared among the heterogeneous users
via social networking. Annotators only collaborate with reliable social users. Reliability
is expressed through the trust value with which each user labels its relationships. Once
the annotator has a set of reliable social users, he/she can benefit from their knowledge
or skill in order to fill in the annotations. When an annotator is not sure about the anno-
tation information, that annotator asks his/her social network for knowledge/opinions
and uses the trust values of the social network to decide whether or not the annotating
object is interesting for the user. In this manner, many social users can participate in the
collaboration. We suppose that reliable users provide pertinent opinions, but they may
also give inadequate or conflicting knowledge, e.g., some annotators predict that there
are around 300 potentially-affected people, but other ones guess different quantities.
Therefore, the object would be associated with various and conflicting versions of the
annotations created by individuals. The problems we solve in this work are as follows:

— How can annotation information be shared effectively between the users of a social
network, and how can the users adequately understand the shared annotation in
order to contribute to the collaboration?

— Who should share the annotating object to afford as many opportunities as possible
for the collaboration and to benefit as much as possible from the user’s social skills
and collaboration?

— Conflicts among the annotated versions of the object are unavoidable. How well
can the conflict-annotated versions of the object being contributed by participants
be integrated in order to obtain the best version of the annotations for the object?

How can annotation information be shared effectively between the users of a social
network, and how can the users adequately understand the shared annotation in order
to contribute to the collaboration? Ontologies have been developed to provide machine-
processable semantic information sources that can be communicated between different
agents (software and humans)[26]. The idea of ontologies is to allow users to organize
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information according to the concept taxonomies, with their own attributes, in order
to describe the relationships between the concepts. In this way, a multimedia ontology
is exploited to semantically describe the media content and facilitate the sharing of
media content among heterogeneous users. Each media object can be considered to be
an instance of a domain concept belonging to the multimedia ontology. It also offers
advanced search functionality that includes searches for similar or related information
integrated from different Social Media websites.

Who should share the annotating object to afford as many opportunities as possible
for the collaboration and to benefit as much as possible from the user’s social skills
and collaboration? To the best of our knowledge, there is no work exploring the afore-
mentioned problem. Here, the collaborative video annotation process is organized via
social networking. Beyond profiles, friends, comments, and private messaging, social
networking sites vary greatly in their features and user base. Some have photo-sharing
or video-sharing capabilities; others have built-in blogging and instant messaging tech-
nology. There are mobile specific SNSs (e.g., Dodgeball), but some web-based SNSs
also support limited mobile interactions (e.g., Facebook, MySpace, and Cyworld). For
these social networking advantages, the semantic media content can be shared with a
large network of friends of friends who are annotating on it based on their available so-
cial profiles. Through this, if a participant does not have enough knowledge/experience
to annotate an interesting object in a specific video, he/she will share the object to
his/her friends who are also interested in it. Thus, there may be many users participating
in the collaborative annotation workflow via social networking. However, the partici-
pant does not simply share the object of interest to every friend in his/her network. The
shared friends need to satisfy the collaboration criteria. Egalitarianism, one of the most
important criteria, means that participants need to be afforded as many opportunities for
collaboration as possible. To select an egalitarian candidate, we assume that each user
in the social network has a profile that describes his/her interests, knowledge, and ex-
perience. Therefore, the egalitarian degree of each user is determined by the similarity
between his/her profile with the annotating object profile. Another important criterion is
Trust. How can someone trust a social user’s contribution? That is why we do not allow
a participant to share the object annotation to everyone in their network. In addition, the
degree of trust is determined by the relationship between the annotating participant and
his/her friends. If they are more closed, they can better satisfy the Interactive criterion.

How well can the conflict-annotated versions of the object being contributed to by
participants be integrated in order to obtain the best version of the annotations for the
object? There may be many people annotating the same object in a specific video. This
means there may be many annotated versions/profiles of the same video being contributed
by participants. Even though these participants are trusted via social networking analysis,
the conflicts among the annotated versions are unavoidable. Fortunately, one well-known
conflict situation is called the conflict profile, and a consensus method is an effective
approach that can be used to solve this type of conflict. In a conflict profile, there are
different sets of knowledge that explain the same goal or elements in the real world. The
consensus aims to determine a reconciled version of knowledge which best represents
the given versions. Therefore, the consensus choice can be applied to determine the best
annotation of the object from the conflicting participants’ points of view.
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2.2 Solution Overview

System Architecture. A system architecture of the proposed approach is shown in Fig.
2. There are two kinds of ontologies used to annotate videos. One describes visual fea-
ture media objects such as color, texture, shape, motion, and position (i.e. visual feature
media ontology such as MPEG-7 [10]). The other one provides a knowledge-base of a
specific domain for annotating video content (called a domain ontology). The domain
ontology used here is LSCOM [7]. Each media object in a specific video can be con-
sidered as an instance of a domain concept belonging to the ontology LSCOM. The
annotator needs to choose a relevant concept to describe the media object of interest. In
this way, all of the collaborating partners are communicating using the same semantic
manner and so it becomes easier for them to understand one another. Using semantics
along with ontologies, we can specify, in a structured way, collaboration activities (blog
page editions, forum posts, etc.), people and domain knowledge, and arrange them in a
meaningful manner. The participant annotates information for the media object; the in-
formation is then passed to a matching component in order to generate his/her relevant
relationship users who are interested in the object. Annotators only collaborate with
reliable social users. Reliability is expressed through the trust value with which each
user labels its relationships. Once the annotator has a set of reliable social users, he/she
can benefit from their knowledge or skill to fill annotation. When an annotator is not
sure about the annotation information, he/she asks his/her reliable social users for their
knowledge/opinions and uses their trust values to determine whether or not the annota-
tion object is interesting for the user. Assume that a participant has just finished his/her
annotation for the object. This information will be passed to the Collaboration compo-
nent. This component checks the collaboration criteria. If the criteria are satisfied, all of
the participants’ annotations for the object will be passed to Consensus Choice in order
to make a consensual version among the participants for the object which is then stored
into Multimedia Ontology. Otherwise, the annotation information will be matched to
user profiles and shared to relevant users who are trusted by the social networking anal-
ysis. The information is afterward stored in the user’s profile. We suppose that reliable
users provide pertinent opinions, but they may also give inadequate knowledge or con-
flicting opinions. Therefore, an object can be associated with various and conflicting
versions of annotation being annotated by the individuals.

The Collaborative Annotation Algorithm. The collaborative annotation algorithm
based on consensus choice within social networking is briefly presented in Fig. 3. The
algorithm is divided into the following phases:

— Phase 1- Preparatory: The collaboration criteria are given in this phase. The criteria
are aimed at guiding and evaluating the collaboration process. In this phase, the
media object is also introduced to the participants.

— Phase 2- Contribution: Processes occur in rounds, allowing individuals to contribute
or change their opinions of the current version of the annotation information for the
object. A participant who is annotating the object can share the object to his/her
friends based on the social networking analysis and their profiles. They make a
group for collaboration and collaboratively annotate the shared object.
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— Phase 3- Controlled feedback: If the collaborative criteria are not satisfied, the com-
bination of previous versions will be used as a new version of the object, and the
system will show this new version of the group’s contribution to each participant in
the group. Phase 2 is repeated until the collaborative criteria are satisfied, afterward,
the consensus choice is applied to make the final version of the object annotation.

2.3 Consensus Choice for Conflict Resolution

Consensus is a collaborative process allowing an entire group to participate in decision-
making in which everyone consents to the decisions of the group. The goal of consensus
decision making is to find common ideas and explore these issues until everyone’s view-
point has been recognized and understood by the group. Discussions leading to consen-
sus aim to achieve mutual agreement by addressing all concerns. Consensus does not
require unanimity, but people must make a commitment to honest cooperation in order
to make final decisions. Consensus is not for individualists or people who want to dom-
inate or coerce others, rather, discussion continues until consensus is achieved. Consen-
sus is not a process for determining whose ideas are best. Rather, it is for searching for
the solution that is best for the entire group. Everyone must agree to accept the decision.
There are many areas in medicine for which decision-making and practice vary between
clinicians. Consensus is used to obtain a majority viewpoint where a range of opinions
about specific issues are likely to exist. Two of the methods are the Delphi method and
the Nominal Group Technique [38,39]. These have been used in a variety of healthcare
settings.

One well-known conflict situation is called a conflict profile, and a consensus method
is an effective approach that can be used to solve this conflict. In a conflict profile, there
is a set of different versions of knowledge that explains the same goal or elements in the
real world. The consensus aims at determining a reconciled version of knowledge which
best represents the given versions. In short consensus methods are useful in a process
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of solving conflict or data inconsistency. The scheme of using a consensus method can
be presented as follows [17]:

1. Defining the set of potential versions of data

2. Defining the distance function between these versions
3. Selecting a consensus choice criterion

4. Working out an algorithm for consensus choice

Defining the distance functions for potential versions of the data is a very important
task and is different for various data structures. For selecting a consensus choice crite-
rion there are two known consensus choice functions. The first is the median function
defined by Kemeny [16], which minimizes the sum of the distances between the con-
sensus and given inconsistent versions of the data. The second function minimizes the
sum of the squared distances from the consensus to the given elements [18]. As the
analysis has shown, the first function gives the closest representative of the given ver-
sions whereas the second gives a consensus that is a good compromise of the versions
[17]. Let us denote the consensuses chosen by these functions, the O1-consensus and
02-consensus, respectively. The choice of a consensus function should be dependent on
the conflict situation. If we assume that the consensus represents an unknown solution
of some problem then there are two cases [19]:

— In the first case the solution is independent on the given versions of the data. There-
fore the consensus should be the closest representative to the conflict versions of
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the data. For this case the criterion for minimizing the sum of distances between
the consensus and the conflict versions should be used, that is, the O1-consensus
should be determined.

— In the second case the solution is dependent on the given versions of the data.
Therefore the consensus should be a compromise which neither harms nor prefers
any of the given versions of the data. For this case an O2-consensus should be
determined. We will now try to use these consensus functions for collaborative
video annotation.

The conflict regarding video annotation can be formulated as follows.

Definition 1. Let O be (A, V)-based ontology. Let concept (c, A, V°) belong to the
ontology O and let the same media object i be annotated by two users 11 and up based
on the concept ¢ in the ontology (the instance i belongs to the concept ), that is (i,v1) €
Annotation(u1, ¢) and (i, v;) € Annotation(uy, ¢). There is a conflict if v1 # Us.

For solving conflicts in the aforementioned annotation, consensus methods seem to be
very useful. Different criteria, data structures, and algorithms have been determined
[Nguyen 2008]. For this kind of conflict, the consensus problem can be defined ny the
following:

Given a set of values X = {vy,...,v,} where v; is a tuple of type A°, that is:

vt A" > V¢ (D

fori=1,...,n;A° CA and V = [J,eu Vi we must find the tuple v of type A, such that
one or more selected postulates for consensus are satisfied [Nguyen 2008].
One popular postulate requires minimizing the following sum.

n n
Z 6,(0,0) = min Z 80", 0) @

where T(A°) is the set of all tuples of type A°.

This postulate is a standard condition for consensus choice and should be useful
in reconciling annotation. This criterion is very natural and popular in consensus de-
termining. Its justification is based on the requirement that the annotation of a media
object should best represent the given opinions of the participants for the object, thus it
should minimally differ from these opinions.

By using distance functions of type p or proportional distance functions of type 6
from [19] for a given profile it is possible to determine an integration which satisfies
all of the postulates simultaneously; in the general case we would have all of the postu-
lates satisfied except postulate P2. Therefore, it is very important to determine such an
integration which satisfies postulates P1 and P6.

Algorithm 1 presents an algorithm for integration. The idea of this algorithm is based
on determining subprofiles for the attributes and then for each subprofile determining
its integration.
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input : Given a set of values X = {vy,...,v,} where v; is a tuple of type A° and
distance functions 6, for attributes a € A°.
output: Tuple v* of of type A° which is best representation of tuples from X.
A=A
foreach each a € A° do
Determine a set with repetitions X, = {v;, : v; € Xfori =1,2,...,n};
end
foreach each a € A° do
Using distance function 6, determine a value v, such that
Z?=1 611(011/ vizz) = minv;(evu Z?=1 611(0;/ via);
end
8 Create tuple v* consisting of values v, for all a € A®;
9 Return((v"));

Algorithm 1. An algorithm for reconciling conflicts on annotation

A I R W N =
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3 Experiments

In the experiment, we evaluate our proposed approach in three respects: technique com-
parison between traditional collaboration and collaboration organized via Social Net-
working, collaboration evaluation using Social Networking analysis, and evaluation of
consensus choice for solving conflicts on annotation integration.

Data Sets Analysis. We consider three situations in which Internet television is broad-
casting regarding a fire at the EVN Twin Towers in Hanoi, Vietnam on December, 15,
2011 (see Fig. 4), the Keangnam Tower in Hanoi, Vietnam on August, 27t 2011 (see
Fig. 5), and a fire in San Francisco on September, 27t 2011 (see Fig. 1). In order to
evacuate the people in the fire, a risk map has to be created in order to plan the evac-
uation and guide the rescue and firefighting teams.The collaborative annotation of the
necessary physical objects such as the nearest hospitals and gas stations, the direction
of fire dispersion, the capacity of the hospital, the number of people at the fire, the num-
ber of potentially affected people, and so on, are essential pieces of information for this
task.

To do so, we created two collaborative groups, A (see Fig. 6) and B (see Fig. 7), for
video annotation. Each group includes thirty members. The difference is that the group
A had 43 relationships amongst the students whereas group B only had 30 relationships.
All members were asked to annotate all of the objects regarding the fires at the afore-
mentioned locations. The members could use any agents, their knowledge, or their own
predictions to provide the annotation information.

In both networks, the initial sharer was Thanh Hien. Each individual could only
share the annotation information to her relationship individuals. They had 50 minutes
to complete the assignments. A sample of the annotation information for the fire point-
EVN Twin Towers provided by group A is presented in Table 1.
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Fig.4. A fire at EVN Twin Towers in Hanoi

Table 1. The Fire House Annotation Information for EVN Twin Towers

Provider Causal Insiders Dispersion Floors Fire at
Floor

Thanh Hien  weld 40 W-11 33 -1
Dang Mai weld 40 W-11 33 1
Thanh Toan  weld 50 W-11 29 5

Le Tinh weld 30 W-11 33 3
Nguyen Thanh weld 40 W-11 29 5
Hoai Thuong weld 30 W-11 33 -1

Duc Huy weld 25 W-11 33 -1

Tri Dung weld 40 W-11 33 -1

Evaluation Method. The aforementioned social networking analysis measures were
used to analyze how the collaborations is done in the proposed methodology. The anno-
tation results of each collaborative group (called collaborative knowledge) are a consen-
sus among its member’s opinions. The real information concerning the fire provided by
responsible authorities is considered to be the proper knowledge. To compare the accu-
racy of annotation results between the two groups, we calculated the similarity between
the collaborative knowledge and the proper knowledge.
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The feature vector of annotation information is provided by user u can be denoted as
follows:

—
Fu = {w1/w2/w3/-'-/wm} (3)

where, w1y, Wy, w3, . . ., Wy, are the values of the corresponding attributes of the anno-
tating objectay, ap,as, . .., a,. F. denotes the collaborative knowledge (consensus) from
uy, Uy ..., uy. Fp denotes the proper knowledge.
The similarity between the annotation information being provided by user # and the
proper knowledge can be defined as follows:
(Fi, + Fi
sim(u, p) = sim(F_ﬁ,f}p) = i Fy) “4)

JEiE? « T3
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3.1 The Consensus Choice for Annotation Integration Evaluation

According to the experiment results, we found that there are many people who anno-
tate the same object in a specific video. Therefore, many annotated versions/profiles are
associated with the same object. Even though these participants are trusted via social
networking analysis, conflicts among the annotated versions are unavoidable (see Table
1). This conflict situation is called a conflict profile, and the consensus method [19]
is an effective approach that can be used to solve this conflict. The conflict situation
among the individuals in Table 1 is considered to be a conflict profile; there is a set of
different versions of knowledge that describe the same fire in the EVN Twin Towers.
The consensus aims at determining a reconciled version of the knowledge which best
represents the given versions. Therefore, consensus choice is applied to determine the
best reflect/representative version of annotation for the object from the conflicting par-
ticipants’ points of view. The consensual result of the annotation is better than most of
the individual annotations (see Fig. 8).

The consensual result of group A is more accurate than group B’s since the group A
satisfies a higher collaborative criteria (coordination, interaction) than group B does.

Fig. 9 shows the accuracy of consensual annotation for the fire in San Fransisco is
very low in comparison to the two other places. the EVN Twin Towers and Keangnam
Tower. This is because the members know the EVN Twin Towers and Keangnam Tower
well whereas San Fransisco is not familiar to them. Therefore, the accuracy of the con-
sensual result also depends on the collaborative group’s knowledge of the annotating
object.
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Abstract. Ontology plays an important role in the organization and manage-
ment of knowledge in the field of research and various applications. Ontology
research has attracted the attention of scientists worldwide. A traditional ontol-
ogy concept lacks the ability to represent fuzzy information in the field of
knowledge uncertainty. It turned out that fuzzy ontology is a good approach for
this matter. On the other hand the problem of fuzzy ontology integration is still
a problem with many challenges and requires research in both theory and appli-
cation aspects. This paper presents an overview of selected results of recent re-
search on the methods of resolving conflicts between ontologies in fuzzy ontol-
ogy integration approaches.

Keywords: Ontology, Fuzzy Ontology, Fuzzy Ontology Integration, Ontology
Conflict.

1 Introduction

The integration of heterogeneous information from different data sources will limit
ability to share, reuse, and the interaction between distributed systems. Ontology de-
sign and ontology integration are the approaches to solving this problem. Recently,
there has been much research on ontology management according to the different
approaches related to conflict management in the process of knowledge integration,
such as ontology matching/alignment [3, 4, 7, 15, 17] ontology merging [1, 6, 15] or
ontology mapping [2, 11, 21].

Ontology-based description of traditional logic is not enough to describe fuzzy in-
formation and may not fully represent and process uncertain knowledge in different
application domains. In 2006, Straccia [16] based on the platform of description logic
and fuzzy set theory of Zadeh [22], has represented fuzzy description logic to serve
handling uncertain knowledge on the Semantic Web. Since then, which describes
fuzzy logic as a basis for knowledge representation and reasoning has been pushed
forward. In their studies, Calegari and Ciucci [5] asserted that the method of describ-
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ing fuzzy logic integrated into the ontology to expand the traditional ontology is more
suitable for solving the problem of uncertainty and in which the authors clearly de-
fined the fuzzy description logic, fuzzy ontology, and fuzzy Web Ontology Language
(OWL).

Fuzzy ontology integration is important to handle uncertain knowledge on the Se-
mantic Web. However, the existing ontology integration techniques are not sufficient
to integrate fuzzy ontologies. Therefore, it is necessary to work out new approaches
for fuzzy ontology integration. The results of research on this problem was published
n[12], [17] - [20].

Methods for ontology integration can be applied in many practical situations. Par-
ticularly, fuzzy ontology enables representing uncertain knowledge, therefore integra-
tion aspect of this kind of ontologies should be very important. This paper presents
some results of research on fuzzy ontology integration based on consensus theory.
This overview can be useful for those who would like use the methods directly to
their practical needs.

The rest of this paper is organized as follows. The next section will present the is-
sues related to the methods of reasoning and ontology integration. Section 3 introduc-
es the theory of consensus, section 4 presents the definitions of fuzzy ontology and
the methods of resolving conflicts between fuzzy ontologies. Section 5 presents some
results of the algorithm settings which were recently published author in [12], [17] -
[20]. The last section concludes the paper with information on possible future work in
the area.

2 Ontology Integration

The problem of ontology integration had many interested researchers follow different
approaches. The recent study has proposed some methods integrate different ontolo-
gies: matching, mapping, alignment and merging in the research objectives and spe-
cific applications.

Integrated ontology is a process of finding the component similarities between
ontologies and create a new ontology to exchange and exploitation of knowledge
between systems based on the ontology [20]. To accomplish this, depending on the
target application and study, can be done using different tasks of integration can be
distinguished such as ontology matching/alignment, ontology mapping, and ontology
merging. However, the main task of ontology integration is often finding semantically
equivalent elements (objects), the aim of which is to determine an element best
representing the given. “Best representation” mentioned here means the following
criteria:

(1) All data included in the elements to be integrated should be in the result of in-
tegration. This criterion guarantees the completeness that all information included in
the component elements will appear in the integrated result.

(2) All conflicts appearing among elements to be integrated should be solved. It of-
ten happens that referring to the same subject different elements contain inconsistent
information. Such situation is called a conflict. The integrated result should not con-
tain inconsistency, so the conflicts should be solved.
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(3) The kind of structure of the integrated result should be the same as of the given
elements.

However, the fuzzy ontology contains fuzzy values that are correlations between
properties (attribute or relation) and their domain concepts. That means each property
belonging to a specific concept is associated with a fuzzy value. Therefore, conflict on
fuzzy ontology integration is also expressed by different associated fuzzy values for
the same property belonging to the same concept in different ontologies.

3 Introduction to the Theory of Consensus

Problems considered by consensus theory include [12, 20]:

e Problems in which a certain and hidden structure is searched,
e  Problems in which inconsistent data related to the same subject are unified.

Basic consensus problem: For a given set (with repetitions) of objects from some
universe, it is needed to determine an object which best represents these objects.

Definition 3.1. By a consensus (choice) function in space (U, d) we mean a function
C: I{u)- 2V

For a conflict profile Xe 7AU), the set C(X) is called the consensus of X, and an ele-

ment of C(X) is called a consensus of profile X.

Definition 3.2. A consensus choice function C & Con(U) satisfies the postulate of:
e Reliability

iff Cx) =&,
e Unanimity

iff C{n #x}) ={x}n e Nandx € U.

e Simplification
iff (Profile X is a multiple of profile Y) = C(X) = C(Y).
e Quasi-unanimity
iff xz CX) =(IneN:xeCX(n+*x)) Vxe U.
e  Consistency
iff(xe CX)) =(xeCX{x}))xel.
e Condorcet consistency
Iff (C(X1) NC(Xa) #2) = (C(X; UX3) = C(X;) NC(X2)) VXy, Xz € THU).
e General consistency

iff C(X1) N C(X2) S CX; UX;) € CX;) UCXa), VXy, X; € TIU).
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e  Proportion
iff X, cX, ax e CX) ny € CX,) = (d(xX,) <d(y, X))

e  Optimality C; :
iff (x € CO0) = (d(x, X) = minyey d(y, X)), for any X €11(V)

e  Optimality C,:
iff (x € (X)) = (d*(x, X) = minyey d*(y, X)), for any X € IU).

Optimality C;: which minimizes the sum of distances between the consensus and
the collective members’ solutions. Optimality requires the knowledge state to be as
near as possible to elements of the collective. The knowledge state generated by a
knowledge function satisfying this postulate plays a very important role because it can
be understood as the best representative of the collective.

Optimality C,: which minimizes the sum of squared distances between the con-
sensus and the collective members’ solutions. Optimality, also known in the Consen-
sus Theory [12] requires the sum of the squared distances between the knowledge
state and the collective elements to be minimal. Notice that the role of the collective
knowledge state is not only based on the best representing the knowledge of the col-
lective members, but it should also be ‘‘fair,”” - that is, the distances from the know-
ledge state of the collective to its elements should be uniform. This requirement is
very popular in choice theory and consensus theory [10].

Follow to the consensus theory [8, 13, 14, 25] have proved that postulates €; and
C, play a very important role: If €, and C, satisfy the remaining postulates satisfied.

4 Fuzzy Ontology Definition and Fuzzy Ontology Integration

4.1  Fuzzy Ontology Definition

We accept the assumption about a real world (A, V) where A is a finite set of attributes
and V is the domain of A.

Definition 4.1. (Fuzzy Ontology). A fuzzy (A,V)-based ontology is defined as a 4-
tuple: O=(C, R, I, Z), where:
e C is a set of concepts (classes). A fuzzy concept is defined as a 4-tuple:
concept =(c, A%, V¢, f€)
where c is the unique name of the concept, A is a set of attributes describing
the concept and V is the attributes domain: where is the domain of the the
attribute a and f€ is a fuzzy function: f¢: A°—[0,1] representing the de-
grees to which concept ¢ is described by attributes. Triple (A€, V¢, f€) is called
the fuzzy structure of concept c.
e R s a set of fuzzy relations between concepts, R ={R;, R,,..., Ry}, R; cC
X C X (0,1],i = 1,..m. A relation is then a set of pairs of concepts with a
weight representing the degree to which the relationship should be.
e [isaset of instances.
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e Zis a set of axioms, which can be interpreted as integrity constraints or rela-
tionship between instances and concepts. It means that Z is a set of restrictions
or conditions (necessary & sufficient) to define the concepts in C;

4.2  The Level of Conflict Fuzzy Ontology
Conflicts between fuzzy ontologies may also be considered on the following levels:

e Conflicts on concept level: The same concept has different structures in differ-
ent ontologies.

e Conlflicts on relation level: The relations between the same concepts are dif-
ferent in different ontologies.

e  Conlflicts on instance level: The same instance has different descriptions in dif-
ferent concepts or ontologies.

Integration on the Concept Level

The same concept has different fuzzy structures in different ontologies. On this level
we assume that two ontologies differing from each other in the structures of their
concepts. That means these ontologies can contain the same concepts but different
structures. The reason of this phenomenon is that these ontologies come from differ-
ent systems. Therefore, although they refer to the same real world, they can have dif-
ferent structures [12, 20].

Definition 4.2. (Conflict on concept level). For given fuzzy ontology O, and O,. Let
concept (¢, A1, V1, f1) belongs to 0; and (c, A%, V2, f2) belongs to 0,.We say
that a conflict takes place on concept level if A°1# A or V1 V2 or f1£f2).
Problem FOI-1: For given a set of fuzzy structures of the same concept X =
{(AL, VE FHI (AL VE £ is the fuzzy structure of concept ¢ in ontology for i=1,...,n}
it is needed to determine a triple ¢* = ¢ = (A%, V*, f*) which best represents the given
structures.

Integration on the Relation Revel

The relations for the same concepts are different in different ontologies. In works [13,
14]] the authors have defined conflicts on relation level between non-fuzzy ontolo-
gies: Two ontologies are in inconsistency on relation level if referring to a relation a
pair of concepts is in this relation in one ontology but in the second ontology it is not.
For fuzzy ontologies the definition is similar with taking into account the fuzzy func-
tions of concepts and the weights of relationships between them. Similarly as in [13,
14] we investigate two kinds of ontology inconsistency on relation level. The first
kind of inconsistency refers to situations where between the same concepts ¢ and c
different ontologies assign different relations. For example, concepts Man and Wom-
an, in one ontology they are in relation Marriage, in another ontology they are in rela-
tion Kinship. Notice also that within the same ontology two concepts may be in more
than one relation.
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Definition 4.3. (Conflict on relation level). Let 0, and O, be (A, V)-based ontology.
Let concepts ¢ and ¢’ belong to both ontologies. We say that an inconsistency takes
place on relation level if R;;(c,c") # Riy(c,c') forsome i € {I,...,m}.

Problem FOI-2: For giveni € {1,..,m} and set X = {Rij(c, ¢"),j = 1,..,n} of relation-
ships between two concepts ¢ and ¢’ in n ontologies it is needed to determine
R;(c,c"), of final relationship between ¢ and ¢’ which best represents the given rela-
tionships.

Integration on the Instance Level

Definition 4.4. (Conflict on instance level). For given fuzzy ontology O0; and O,.
Let concept (c, A°1, V1, f1) belongs to 0; and (c’, A, V2, f?) belongs to O,. Let
(i, v) € (04, ¢) and (i, v)e (0,, c'). We say that a conflict takes place on instance
level if v(a) # v'(a), ac A° N A°'

Definition 4.5. (Fuzzy instance). A fuzzy instance of a concept ¢ is described by the
attributes from set A¢ with values from set 2% (X = A°) and is defined as a pair:
instance = (i, v), where:
- iis the unique identifier of the instance in world (4, V)
- vis the value of the instance and is a tuple of type and can be presented as a
function: v: A—24° such that v(a) € 2"2,Va € A°

Definition 4.6. (Distance Function). Let @ & A be an attribute, distance function be-
tween two values of the same attribute a € A is defined as follows [13]:

d,:2Vax 2% 0,1]
Problem FOI-3: Given a set of instance descriptions X = {(i, v;),..., (i, v,)}, where
v; is a tuple of type A; S A that is vi: A; > v, i =1,..nand v; = Ugeq, Voo We
need to find a description (i,v) which best agreed set of consensus theory criteria is
called integration of the instances described.

5 Conflict Resolution on Fuzzy Integration Using Consensus

5.1 Conflict Resolution on Concept Level

The idea of this algorithm is to determine a best representation for similar concepts
with different structure. The redundant and non-consensual attributes are removed. It
also recalculates the fuzzy associated values for each remaining attribute based on
consensus criterion. The algorithm is briefly presented as follows [12, 20]:

Algorithms 1. Determining integration of fuzzy concepts
Input: Given set of fuzzy structures of a concept in n
ontology X = { (A%, VL fh |(AY, Vi, fi)is the fuzzy structure of
concept ¢ in ontology 0;,1i=1,..,n}

Output: ¢ = (A*, V¥, f*)which best represents the elements
from X meets the criteria of the consensus theory.
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Procedure:
BEGIN
Set A* =UlL 4;;
Set V* =; ?:1Vi/'
For each a € A* do

Begin
Determine multi-set
X, ={f(a): if f(a) exists and i=1,..,n};
Calculate f*(a) = mzlzexavi
End.
END.

Algorithm 1. Algorithm for solving conflict on fuzzy concept

The computation complexity of Algorithm 1 is O(n?). It is possible to prove that this
algorithm determines an integration satisfying - consensus function.

5.2 Conflict Resolution on Relation Level

The inconsistency referring to situations where between the same concepts and differ-
ent ontologies assign different relations was solved in [12, 20]. The conflict solution
mentioned here to solve the problem that the same pair of concepts can belong to the
same relation, but with different associated fuzzy value in different ontologies.

Algorithm 2. Determining integration of fuzzy relations.
Input: - Given set X = {R_.cCc C x Cx (0, 1]: 7 =1,..,n}
of relations of the same kind between concepts in ontolo-
gy.

- These relations are transitive.
Output: Relation R; € C x C x (0, 1] which best represents

the elements from X

Procedure:
BEGIN
Set R; = J;
For each pair (c,c’)€ C x C do
Begin
Determine multi-set
X..y = {v: <c,c’, v>€R, for 7 = 1,..,n};

Order set X, ., in increasing order giving
X = {Xl/ X2, RS Xk};
Set interval (Xin+1X|n+z))
=

Set v as a value belonging to the above defined
interval;

Set R; := R; U {<c, c’, v>}
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End;

For each (¢, c¢’, ¢’’) € C x C x C do

Begin

If <¢, ¢’, vi>€R;, <Cc, Cc’, Vy,>€R; and <c, c’, v3>ER;
then

vy = min {vy, Vs};

If only <c, c¢’, v;>€R; and <c, c¢’, V,>€ER; then
R; := R; U {<c, c’, v>}

where vi;= min{v;, vy},
end
END.

Algorithm 2. Algorithm for solving conflict on fuzzy relation

The computation complexity of Algorithm 2 is O(n?). It is possible to prove that in
general this algorithm determines an integration satisfying - consensus function. Be-
cause of the limited space for the paper, the proof will be included in an extended work.

53 Conflict Resolution on Instance Level

In order to integrate different versions of the same instance, we propose some criteria.
These criteria are used in order to verify the fulfillment of minimal requirements for
the integration process [20]. We define the following criteria for fuzzy instance inte-
gration:

e (,. Instance closure: Tuple t* should be included in the sum of given tuples, that
ist*< UL, t;

e C,. Instance consistency: The common part of the given tuples should be in-
cluded in tuple r*, thatis N ¢; < t*

o C3. Instance superiority: If sets of attributes T; (i = I,..,n) are disjoint with each
other then t* = [U}L, t;] 7+, where is the sum restricted to attributes from set 7

® C,. Maximal similarity: Let d, be a distance function values of attribute a & A
then the difference between integration ¢* and the profile elements should be mi-
nimal in the sense that for each a € T* the sum 3,z d(t;,7) should be mi-
nimal, where Z, = {r,,: eZ,i=1, 2,., n}. This is also standard function of con-
sensus theory.

Below we present an algorithm for instance integration which satisfies criteria
above. The idea of this algorithm is based on determining consensus for each of
attributes and next completing their values for creating the integration.

Algorithm 3. Algorithms for Fuzzy Instance Integration
Input:
- Set of n descriptions of an instance

X={r €TUPLE(T,) :T,c A, i = 1, 2,..,n}
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- Distance functions dg:2%ax2%—[0,1] for attributes a€A.
Output: Tuple t* of type T* & A which is the integration
of tuples from X being the proper description of the in-
stance.

Procedure:
BEGIN

1. A =UL,T;;

2. For each a €A determine a set with repetitions
X = {t,: t,eX for i = 1, 2,.., n};

3. For each a€A using distance function d, determine
value v, cV, such that

> daarid = min Y d(amio)

Tia€Xa Tia€Xa
4. Create tuple t* consisting of values v, for all a€A;
END.

Algorithm 3. Algorithm for solving Conflict on fuzzy instance

The most important step in the above algorithm is step 3: determine value of
attributes integration satisfying criterion C,. In that work a set of postulates for inte-
gration has been defined, and algorithms for its determining have been worked out.
We can prove that the integration determined by this algorithm satisfies all criteria
Cy,C,, Cs,and C,. The computational complexity of this algorithm is O(n?)

6 Conclusions

In this paper we present an overview of recent research results on fuzzy ontology
integration problem. We have noted that there are still missing clear criteria for this
kind of ontology integration. Most often proposed algorithms refer to concrete ontol-
ogies and their justification is rather intuitive than formal. The reason is that the se-
mantics of concepts and their relations are not clearly defined, but rather based on
default values. We also applied consensus method to solve conflict on fuzzy ontology
integration. In this paper, we survey the research on fuzzy ontology integration using
consensus theory has been proposed previous [12], [17] — [20], [24].

We can note for working out more effective integration algorithms for fuzzy ontol-
ogies one should find out methods for effective concept alignment. Now, these me-
thods are still missing. The difficulty is caused by the fuzzy functions on class
attributes and relationships between concepts. The future works should concern work-
ing out effective algorithms for this problem, and owing to them new approaches on
fuzzy ontology integration can be created. For solving conflicts in fuzzy ontologies
one can consider to use paraconsistent logic [23].
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Abstract. Frequent Pattern Tree (FP-tree) proposed by Han et al. is a data struc-
ture that is used for storing frequent patterns (or itemsets) in association rule
mining. FP-tree helps to reduce the number of database (DB) scans to only two,
and shrink down the number of candidates of frequent patterns. This paper pro-
poses to define some operations on the FP-tree in order to empower its applica-
tion. With the devised operations, we can: a) incrementally build the FP-tree
when only a subset of a DB is ready at a time; b) construct FP-tree in parallel
with low cost of communication; c¢) build local FP-trees independently based on
local database and then use them to construct the global FP-tree in a distributed
system; d) prune the FP-tree according to different values of minimum support
threshold for frequent pattern mining.

Keywords: Association rules, data structure, frequent pattern mining, FP-tree,
parallel processing.

1 Introduction

Frequent pattern mining is an important task because its results can be used in a wide
range of mining tasks, such as association rule [1], correlation [6], causality [14],
sequential pattern [3], etc. In association rule mining [1], it is proved that the step that
costs the most is to find frequent patterns (i.e. item sets). The famous algorithm to
find these patterns is Apriori [2]. However, this algorithm is slow since it suffers from
scanning the database many times and generating several redundant pattern candi-
dates. One effort to improve this algorithm is to parallelize it on a cluster of machines.
Another effort is to propose new algorithm [20]. Nevertheless, the above efforts still
suffer from scanning the database several times. Han et al. [7] overcame the above
mentioned challenges by proposing the frequent pattern tree (FP-tree) data structure
which is proved to have both completeness and compactness. FP-tree data structure
has been studied in lots of literature in both application and modification (or im-
provement) aspects as summarized in Section 2.

In this paper, we will propose to add one constraint and some operations on the FP-
tree data structure so that:

e [t is possible to build a FP-tree incrementally. That is, when only a subset of a
database is available at a time, we can incrementally update the FP-tree. When
the whole database is not ready, we can still get FP-tree corresponding to the
snap-short of the data, and get the frequent itemsets.

T.V. Do et al. (eds.), Advanced Computational Methods for Knowledge Engineering, 229
Advances in Intelligent Systems and Computing 282,
DOI: 10.1007/978-3-319-06569-4_17, © Springer International Publishing Switzerland 2014
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e it is possible to build a FP-tree in parallel with the minimum cost of communi-
cation among the threads of execution. Each thread of execution independently
(without communication) works on its part of the database to build the local
FP-tree. The only communication among the threads is at the end of the
process, when the slave threads send its local FP-tree to the master to construct
the final FP-tree.

e it is possible to build a global FP-tree in a distributed system where each serv-
er stores only its local transaction database.

e it is possible to mine frequent itemsets with different values of minimum sup-
port threshold (minsup) without running the algorithm on the database again to
rebuild the FP-tree with the new value of minsup.

The rest of the paper is organized as follows. Section 2 summarizes some typically
related work. Section 3 gives a short description about FP-tree data structure. New
operations are given in Section 4 and some case studies to demonstrate the application
of the newly proposed operations are discussed in Section 5. Section 6 will conclude
the paper and mention about the future directions.

2 Related Work

In this section, we will give a brief survey on typical work related to FP-tree. The first
branch of work is to directly apply FP-tree in solving a certain problem, while the
second one is to modify or improve this data structure so that it can be used in more
complicated problems.

Lin et al. proposed a resource prediction framework (RPF) to predict the resource
usage (i.e. the minimum number of virtual machines for a certain application) on a
cloud computing platform [11]. For evaluation, the authors parallelized the frequent
pattern growth (FP-growth) (i.e. the algorithm to extract frequent patterns on a FP-
tree), K-mean, and Particle Swarm Optimization (PSO) as the heavy load algorithms
on this platform in order to find out the suitable number of virtual machines. Kumar
and Rukmani used both FP-tree and Apriori for web usage mining problem [8]. In the
work of Suman et al., the authors claimed that FP-Growth algorithm suffers from
pattern extraction since it has to generate conditional tree [16]. Thus, the authors pro-
posed Apriori-Growth algorithm that is based on Apriori and FP-tree structure. In this
algorithm, the method of candidate generation step is based on Apriori algorithm,
then each candidate is checked against FP-tree to figure out whether is it frequent or
not. However, this work did not carry out any implementations to verify the power of
the proposed algorithm. Patro et al. proposed to use Huffman coding to compress FP-
tree [12]. Yen et al. proposed Search Space Reduced (SSR) algorithm to speed up the
pattern extraction from FP-tree [19]. Xu et al. mined associated factors about emo-
tional disease based on FP-tree growing algorithm [18]. Bernecker et al. added proba-
bility to FP-tree to mine uncertain databases [5]. Concretely, the authors proposed the
first probabilistic FP-Growth (ProFP-Growth) and associated probabilistic FP-Tree
(ProFP-Tree), which we use to mine all probabilistic frequent patterns in uncertain
transaction databases without candidate generation. Shrivastava et al. mined multiple
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level association rules based on FP-tree and co-occurrence frequent item tree (CFI)
[13]. Lin et al. proposed to add constraints on FP-tree for multi-constraint pattern
discovery [10]. When comparing with the multi-constraint Apriori-like algorithm, the
performance of the multi-constraint algorithm based on FP-tree data structure pre-
vailed. Wang et al. proposed an algorithm on FP-tree to find k-top frequent closed
itemsets [17]. In order to apply the FP-tree for large databases, Li et al. parallelized
the FP-tree construction procedure [17]. However, the cost of communication during
FP-tree construction is high and the threads of execution need to handshake three
times. Singh et al. also carried out experiments on FP-tree construction paralleliza-
tion, however, they confirmed that it was not successful due to the cost of communi-
cation [15].

3 FP-Tree Review

We would like to introduce the FP-tree described in [7]. Let I = {a,, a,, ..., a,} be the
set of items (which can be the list of goods in a supermarket), and a transaction da-
tabase DB=(T,, T, ..., T, ), where each 7, (1 * i * n) is a transaction which contains a
subset of I (T; € I). An example of a transaction 7, is the list of goods in a shopping
basket. Define the support (or the absolute occurrence frequency) of a pattern A
(A € I) is the number of transactions in DB that contains A. Note that, in some other
papers, the support is defined as relative occurrence frequency, i.e. the percentage of a
pattern in DB. In this paper the absolute occurrence frequency is used to make it easi-
er to follow the examples. Pattern A is called a frequent pattern (or frequent itemser)
if A’ support is greater than or equal a predefined minsup&. The task of finding the
complete set of frequent patterns in a DB with a minsup & is called frequent pattern
mining problem. This is the most time-consuming task, hence, it needs improving
its speed.

Han et al. [7] proposed the FP-tree data structure that can store the complete set of
frequent patterns using only two scans over the DB. The biggest contribution to speed
up the frequent pattern mining task is the reduction of the number of scans over the
DB down to only two, since the speed of reading data in the secondary storage is
slow. FP-tree is a tree structure as defined below:

1. It consists of one root labeled as “null”, a set of item prefix subtrees as the child-
ren of the root, and a frequent-item header table.

2. Each node in the item prefix subtree consists of 4 fields: item-name, count, par-
ent-link, and node-link, where item-name registers which item this node
represents; count registers the number of transactions represented by the portion of
the path reaching this node; node-link links to the next node in the FP-tree carry-
ing the same item-name (or null if there is none); and the parent-link links to the
parent node'.

! Though this field is not clearly mentioned in [7], it is important in forming the tree, so we list
it here for the sake of completeness
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3. Each entry in the frequent-item header table consists of two fields: (1) item-
name and (2) head of node-link, which points to the first node in the FP-tree carry-
ing the item-name.

An example of a FP-tree is given in Figure 1, and now we will study how to con-
struct the FP-tree in this figure. With the minsup £=3, based on the DB listed in Table
1. This table shows a simple database of transactions of a supermarket, where the
first column is the transaction identity, each row in the second column is the list of
items that were bought by a customer. The FP-tree construction is described briefly as
follows:

FP-tree construction starts with the first scan over the DB to find the list of fre-
quent items (frequent itemsets with the cardinality of 1 having the support not less
than &). The result of the scan over the DB in Table 1 is the list & of {((f: 4), (c:4),
(a:3), (b:3), (m:3), (p:3)), where the number after the colon “:” is the items’ support,
and the £ is sorted in support descending order denoted as L. & is used to build the
frequent-item header table (or header table for short), where each entry in the table
consists of the item-name and a pointer (called head of node-links) to the first (ap-
peared) node having the same item-name in the FP-tree as depicted in Figure 1. The
second scan will get the list of frequent items of each transaction, sort it according to
L, and insert it into the FP-tree. To make it easier to observe, this list of each transac-
tion is showed in the third column of Table 1. The tree construction algorithm is listed
in Algorithm 1.

Table 1. Transactions in DB and their frequent items

TID Items Bought (Ordered) Frequent Items
100 fa c d g i,mp f,c,a,mp

200 abcfl,mo f,c,a bm

300 b fhjo fb

400 bc ks p ¢ bp

500 af,celpmn f,c,a,mp

Algorithm 1: FP-tree_construction
Input: A transaction database DB and a minsup £.
Output: The frequent pattern tree F

1. Scan the DB to get the list L of frequent items, and
sort it in support descending order.
Create a FP-tree F Dby
Create the header table, and set all the
head-of-node-1links to null.
Create the root node T of the tree having the
item-name of null.
Set the parent-Ilink and node-link of T to null.
2. Scan the DB again
For each transaction Tran in DB do
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Get the list of frequent items.
Sort it according to the order L.
Let this list be [p|P], where p is the first item
and P is the remaining items.
Call insert_tree([p|P]l, T).
EndFor

where the insert_tree() procedure is defined as:

Algorithm 2: insert_tree

Input: the ordered list [p|P] of frequent items, and a
node T of a FP-tree.

Output: the updated FP-tree.

If T has a child node N such that the item name of N and
p is the same, Then
Increase the count of Nby 1 //(*) mark for later
reference
Else
Create a new node N.
Set the item _name of N to p.item name.
Set the count of N to 1. //(*)
Link the parent-link of N to T.
Set the node-link of N to null.
If the head-of-node-links of the item h in the header
table which has the same name as p is null Then
Set head-of-node-links of h to p;
Else
Traverse through the head-of-node-links of h to the
end of the list, and link the node-1link of the
end-node to p.
EndIf
EndIf
If P is not empty, Then
Let P=[p,|P,]
Call insert_tree([p,|P,], N).
EndIf

The insert_tree(.) algorithm is used for adding an itemset (having count=1), it is
easy to modify the algorithm to add a number of identical item sets (or the item set
with the count of m>1) by changing the lines marked by (*): we set the support count
to (or increase the support count by) m instead of 1.

Han et al. proved the FP-tree has both compactness and completeness [7]. Com-
pleteness means it preserves the complete information about transactions in DB for
frequent pattern mining, while compactness means it reduces the irrelevant infrequent
item sets.



234 T.-T. Nguyen and Q.-T. Ha

Header table Header table

head of head of
item node-link item node-link

_a7

f o f4 O
c O-.__ c:d O
a |o. a3 |0,
b |-t LI e Dh—
m |(Q, - m:3 (O
P Q™ p3 |Q

Fig. 1. (a) FP-tree corresponding to the DB in Table 1 (/eft); (b) Header table with support field
in a FP-tree (right)

4 New Constraint and Operations on FP-Tree

In this section, we will define a new constraint and some operations (or algorithms)
on the FP-tree data structure to make it more powerful as mentioned in Section 1.
More details of their application will be clearly discussed in Section 5.

4.1 Constraint on FP-Tree Data Structure

Header Table Constraint. the frequent items in the header table must be sorted on
support descending order.

Though the FP-tree in Figure 1 (a) is constructed following this constraint, it is not
stated clearly in [7]. This constraint is important for later operations, since it helps to
make the operations faster. Before defining the operations, let’s exploit some more
properties of the FP-tree data structure besides those discussed in [7].

4.2  Property on FP-Tree Data Structure

Frequency Retrieval Property. given a FP-tree, we can retrieve the occurrence fre-
quency of all the items in the tree.

Rationale. Since nodes having the same item-name are linked via node-link structure,
we simply follow the node-link to calculate the sum of the count of these nodes. The
sum is the occurrence frequency of the corresponding item.

Since the occurrence frequency of each item is identified after the first scan, if we
modify the header table by adding one more field to hold this frequency as depicted in
Figure 1(b), then there is no need to traverse the tree to get this information.

Frequent Item List Recovery Property. the frequent item list of all transactions in
DB can be restored from its corresponding FP-tree.
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Rationale. Based on the FP-tree construction steps, the frequent item list of each
transaction in DB is mapped to one path in the FP-tree. Therefore, we simply traverse
the tree to extract these lists. When inserting a list into the FP-tree, the list is sorted in
support descending order, so the lowest support item is always the leaves of the tree.
Based on this characteristic, we can traverse the FP-tree from the lowest item (which
always points to leaf nodes) to extract the frequent item list of each transaction as
described in the below transaction_extraction() procedure.

Algorithm 3: transaction_extraction

Input: a FP-tree

Output: the ordered frequent item list of a transaction
in DB and the updated FP-tree after removing this trans-
action.

If the header table is not empty Then
Let h be the lowest support item in the table.
Let p be the node pointed by h.head-of-node-links.
Traverse the path from p to the root node via its par-
ent-1link to get the list 1 of items.
For each node g in the path Do
Decrease g.count by 1.
If g.count =0 Then
Remove g out of the path and update parent-link and
node-link structure to maintain the connectivity of the
remaining path.
EndIf
End For
If p is removed, and it is the last node having the
same item-name as h’s Then
Remove h out of the header table.
EndIf
Return 1 and the updated FP-tree.
EndIf

Note that the returned list / is sorted in support ascending order. In addition, the
header table constraint helps to make the algorithm faster, since we can directly
access the lowest support item without searching the whole header table.

An example of transaction extraction is described in Figure 2. Given the FP-tree in
Figure 1 (b), the first call to transaction_extraction() will result in the FP-tree in Fig-
ure 2 (a) and the extracted list is [p, m, a, c, f]. The second call to this procedure will
produce the FP-tree in Figure 3-b and the list [p, m, a, c, f]. Since the two calls to the
procedure return the same list, we can easily modify the algorithm to return the list
with a count (i.e. the number of identical lists). For example, a call to the procedure
can return [p, m, a, c, f] with the count of 2, then we can reduce the number of calls to
this procedure. This is very critical (in term of performance) when the count big (e.g.
in a FP-tree constructed from dense database which has many identical transactions).
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Fig. 2. The updated FP-tree during frequent list extraction: (a) First extracted [p, m, a, c, f] list
(left); (b) Second extracted [p, m, a, c, f] list (right)

4.3 New Operations on FP-Tree Data Structure

Assume the set of items I be fixed in this paper. We propose two operations (algorithms)
on FP-tree data structure which make FP-tree more powerful as described in Section 5.

FP-Trees Combination Operation

Given two FP-trees F, and F, that were constructed independently on two different
databases, i.e., DB, and DB,, the problem is how to combine the two trees into one
FP-tree F. Since F, and F, were built based on its local database, the ordered list of
frequent items of the F, is different from that of F,. This means we can not update
either tree to be the combined one. Our proposal is to construct a new Tree F from the
lists extracted from the two given FP-trees. Recall that the construction of a FP-tree
needs two scans the database, the first scan is to find the list of frequent items, and the
second scan is to get the frequent list of each transaction to insert into the tree. In
solving this problem, we strictly follow the original FP-tree construction algorithm,
however, we “scan” the two FP-trees F'| and F, instead of a transaction database. Sup-
pose we add the support field in the header table of FP-tree as in Figure 1(b), the FP-
tree construction algorithm can be seen as follows:

Algorithm 4: FP-tree_combination
Input: Two FP-trees: F, and F,
Output: The combined FP-tree F
1. Go through the header tables of both F, and F, to get
the list of all items along with their support, and sort
it in support descending order denoted as L.
Create the output FP-tree F by
Create the header table, and set all the
head-of-node-1links = null.
Create the root node T of the tree having
item-name=null.

Set the parent-Ilink and node-link of T to null.
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2. For each FP-tree t in [F,, F,] do

Let p=transaction_extraction(t) be a list extracted
from the FP-tree t

Sort p according to the order L.

Call insert_tree(p, T).

EndFor

FP-Tree Pruning Operation

Given a transaction database DB, and a minsup &1, we can build a FP-tree F, what if
we want to build another FP-tree from DB with another minsup &, (where &, > )? We
propose to modify (or prune) F to yield the expected FP-tree.

Pruning Lemma. Given a FP-tree F' that was constructed from a transaction database
DB with the minsup &, if we want to build the FP-tree from DB with another minsup
&, (where &, > &), we simply remove nodes that are not frequent (i.e., their support is
less than &) in F.

Rationale. Based on the FP-tree construction process, when we build the FP-tree F,
and F, from DB with corresponding minsup &, and &, (€, > &), the difference between
the two trees is that the items whose support is not less than &, and less than &,, will
only appear in F,. Items, whose support is not less than &, will appear in both trees
with the same structure (i.e., the position in the tree and the link among these nodes).
That means we can produce F,by removing the different nodes (i.e. nodes of item
whose support is less than &) in F,.

Since the header table is sorted in support descending order, in order to remove
nodes whose support is less than &,, we scan the header table from the lowest support
item to remove its linked nodes till we find an item whose support is not less than &,.
Note that the lowest support item always links to the leaves of FP-tree. The pruning
algorithm is described as follows:

Algorithm 5: FP-tree_Pruning

Input: A FP-tree F and minsup £&.

Output: The updated FP-tree F after removing nodes whose
support is less than &

Let p be the lowest support item in the header table of F
If p.support >= £ Then
Exit
Else
Follow the node-link structure via
p. head-of-node-links to remove nodes having the same
item name as that of p.
Remove p from header table
If header table of F is not empty Then
Call FP-tree_Pruning(F, &)
EndIf
EndIf
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Fig. 3. The updated FP-tree during pruning: (a) Item p is removed (left); (b) Item m is removed
(right)

Given the FP-tree in Figure 2, now we prune the tree with new minsup £=4, Figure
3 depicted the updated FP-tree when two item p and m are removed.

5 Case Studies for FP-Tree Operations

In this section, we will present some case studies where the proposed operations can
be applied.

5.1 Incremental Frequent Pattern Mining

In many real world applications (or systems), e.g. the sale management application of
a supermarket, the transactions are added to their database day by day. Thus, we can-
not wait until the database stops increasing to start the frequent pattern mining
process. It is reasonable to start mining on a snapshot of the database, i.e. the database
after daily operation. Let the set of transactions of day i be DB,, then on day N we

have the snapshot of the database of DB = Uil DB, .

When we build the FP-tree with a minsup £ on a snapshot of the database DB of
day N", we have to read all the previous DB, (i<N). That means that we do not inherit
the mining process of day i". By exploiting the proposed operations, we can define an
incrementally frequent pattern mining algorithm that can inherit the scans over the
previous snapshot of the database. In other words, in order to build the FP-tree of the
today database snapshot, we only need to scan DB, (i.e. the transaction set added
today), other transactions are retrieved from the FP-tree built from yesterday’s snap-
shot. The algorithm is described as bellow:

Algorithm 6: Incrementally Frequent_Pattern_Mining
Input: A transaction set DB,, a minsup £, and another FP-
tree F-reuse
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Output: The corresponding FP-tree F, and the updated F-
reuse (for later reuse)

If N=1 Then //This is the first day
F-reuse=FP-tree_construction(DB,, 1) //Note minsup=1

Else
F..,=FP-tree_construction (DB, 1) //Note minsup=1
F-reuse=FP-tree_combination(F-reuse, F__)

EndIf

F=FP-tree_pruning (F-reuse, &)

In this algorithm, we use one more FP-tree (i.e., F-reuse) to store the compact da-
tabase snapshot for later reusing. In order to avoid constructing F, ., we can easily
modify the algorithm to build F-reuse directly from F-reuse and DB, with the same
idea.

5.2  Frequent Pattern Mining Parallelization

Frequent pattern mining parallelization is a good solution for a large transaction data-
base DB, and it is possible to apply FP-tree structure with the above proposed opera-
tors to solve this problem as follows:

Algorithm 7: Parallel_ Frequent_Pattern_Mining

Input: A large database DB and a minsup ¢

Output: The corresponding FP-tree F

1. Divide DB into N roughly even subsets DB, (i=1..N) such

that DB, N DB, = & for ie«j and UZDBI_=DB, where N is the

number of processors, and each DB, is assigned to a pro-
cessor.
2. Allow each processor to build the local FP-tree F, cor-
responding to its assigned DB, with the minsup of 1.

F, =FP-tree_construction(DB,, 1)
3. Combine the local FP-trees F, into the final tree F in
a master processor:

//Processors have handshake at this point

F=F,

For i=2 to N Do

F=FP-tree_combination (F, F,)

EndFor

4. Prune F with the expected minsup ¢&:

F=FP-tree_Pruning(F, ¢

In this algorithm, the only point the processors need to handshake is Step 3 where
the slave processors send its local FP-tree to the master processor to construct the
final one.
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5.3 Distributed Frequent Pattern Mining

In some situations, we want to mine frequent patterns from multiple databases
(sources). For example, a heavy web application that must be load balanced across a
number of web servers which even are distributed in different geographical locations.
If it is desirable to mine frequent patterns from all the log of each web server, then we
can define a distributed mining algorithm as follows:

Algorithm 8: Distributed_Frequent_Pattern_Mining
Input: Transaction database DB, of N parties (servers),
and minsup ¢&

Output: The corresponding FP-tree F of DB:U{VIDBI_
i=

1. Each party i constructs the local FP-tree F, from its
DB,

i

F, =FP-tree_construction(DB,, 1) //Note minsup = 1
2. Each party i sends F, to all other parties and receives
the local FP-trees from these parties
3. Each party constructs the global FP-tree from local
FP-trees
F=F,
For j=2 to N Do
F=FP-tree_combination (F, F,)
EndFor
F=FP-tree_pruning (F-reuse, &)

Since the frequent patterns may be exploited in each party, the algorithm allows
each party to have the global FP-tree. In addition, on each party, new transactions are
added to the local database DB, day by day, so we can use “Incrementally frequent
pattern mining” algorithm on each party to speed up the performance.

5.4  Frequent Pattern Mining with Different minsup Values

Another possible application of the new operations on FP-tree is to support frequent
pattern mining with different minsup values. In practice, users may be impossible to
find a suitable minsup value at the beginning, so it is a good idea to try different val-
ues of minsup to figure out which is the most appropriate one. Thanks to the “FP-tree
pruning” algorithm, we build the FP-tree with minsup=1, then we can use FP-tree
pruning algorithm to create appropriate FP-tree with different minsup values without
scanning the database again.

5.5 Discussion

FP-tree usually has a smaller size than the original transaction database due to the
nature that many transactions can have the same prefix, hence, share the same nodes
on FP-tree. When the transaction database is dense, its corresponding FP-tree size is
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much smaller than the database’s, and subsequently, our proposed operations will
expose its powerfulness.

Though there may be many other applications of the new operations on FP-tree da-
ta structure, we just pick up some to make examples. However, the algorithms pre-
sented in this Section can only work when the number of items is small enough so
that the corresponding FP-tree with minsup=1 can fit into the main memory for per-
forming desired operations.

6 Conclusion and Future Work

Though FP-tree has been studied intensively to apply in many problems, in this paper,
we proposed some more operations on FP-tree data structure to make it more power-
ful. With the new operations we can employ FP-tree to solve many problems, such as
incremental FP-tree construction, parallel FP-tree construction, distributed FP-tree
construction and frequent pattern mining with different minsup values. In the next
direction, we will apply these new operations in real applications. We also plan to
continue studying to add more operations on FP-tree for other applications. One more
possible future direction is to explore the space complexity of FP-tree in some do-
main, and its effect on the proposed operations.
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Abstract. City-scale data marts are requested to help local policy mak-
ers to identify viable and efficient solutions. In this context, the Regional
Federated Data warehousing Framework (RFDW), which has been in-
troduced in our previous literatures, is extended and used to develop
such city-scale data marts. Afterwards, a case study, namely GAINS-
City China, will be presented as a city scale manifested data mart to
approve our concepts.

Keywords: Regional Federated Data warehousing Framework (RFDW),
policy by policy, Data Mart, Greenhouse Gas - Air Pollution Interactions
and Synergies (GAINS).

1 Introduction

Federated Data warehousing approach is a very promising solution for many
problems in area of business decision supports [10]. According to [7], there are
two types of federation possible in a federated data warehouse, i.e. Regional
federation (or more appropriately regional versus corporate/global federation),
and Functional federation.

In our current research [12,13], we are focusing on regional federated data
warehousing systems, in which data marts are designed for regional analytical
requirements and a global data warehouse for global requirements. The data
flow from regional data marts to the global data warehouse is defined as upward
federation and the data flow from global data warehouse to regional data marts as
downward federation. In this context, the RFDW has focused on large (global,
regional, national) scale application while the city-scale data marts and their
policy options or packages require some additional development, i.e., adding
specific source categories, extending multi dimensional schemas down to regional
levels of data granularities [11].

In this paper, first we introduce a city scale extension of REDW [13]. After-
wards, city scale win-win policy by policy requirements will be specified in very
formal manner as policy options and packages. By inhering the data structure
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and functions from global model, the city-scale data marts will be built based
on the REDW with its just-specified city scale policy options and packages. In
the case study context, two major adjustments has been proposed: the source
categories of original GAINS model, i.e. regional dimension is extended to city
level,i.e. activity pathway data is disaggregated based on city scale; and updating
the emission factor database according to local measurements. These improve-
ments would make the GAINS-City model more suitable for city-scale emission
estimation and co-benefits assessment.

The rest of this paper is organized as follows: section 2 introduces some re-
search approaches and projects related to our work; in section 3, GAINS-City
concepts and the policy by policy analytical approach will be presented. Section
4 will show our development as well as implementation results in term of the
GAINS-City China Data Mart. At last, section 5 gives a summary of what have
been achieved and future works.

2 Related Work

Our approach is focusing on using of federated data warehousing technologies
to specify and build a class of virtual as well as manifest data marts, especially
at city scale level. With the amount of data generated increasing continuously,
delivering the right and sufficient amount of information at the right time to the
right business users has become more complicated and critical [19,20].

According to [10], data warehouse federations are a very promising solution for
many problems in area of business decision supports. The authors have moved
the idea of federation proposed by [16] to the area of data warehouses.

In our current research within the GAINS model [1,2], we are focusing on
regional federated data warehousing systems, in which data marts are designed
for regional analytical requirements and a global data warehouse for the corpo-
rate requirements. As presented in our previous literature [6,12,13], the painful
processes of implementing and maintaining such federated system, including a
global data warehouse and its related data marts have been indicated in [18].
In order to improve building and maintaining federated data warehousing sys-
tems, we propose a regional federated data warehousing framework (RFDW),
including global data warehouse and its virtual data marts in the clouds [13].

In the context of modeling emission at city scale level, according to [11],
there have been several attempts to consider scientific advice in the process
of development of local air quality strategies where elements of climate change
policy would be integrated. However, the previous studies provided a rather
general evaluation of policy package at a sector level [8,9], which ignored the
individual reduction potential of policy and lacked detailed information to guide
policy-by-policy decisions.
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3 GAINS-City Concepts and Policy by Policy Analytical
Approach

In [13], the cloud-based federated multidimensional data model is formally de-
fined, with the objectives of setting design alternatives in the context of multi-
dimensional data model [4,5,17].

3.1 Regional Federated Multidimensional Data Model(RFDW)

According to [13], the REFDW includes: the global data warehouse, formulated
as G = (D, L,V,C); a set of dimensions denoted by D = {Ds, .., D,, D,.}. The
emphasis here is on the regional aspect, presented by regional dimension D,..
The specification presented in [13] also allows us to define a set of regional data
marts M® = (D* L* V® C%), which initially are virtual or manifested stand-
alone versions.

3.2 Data Mart Platform-as-a-Services

In the context of the RFDW, there are two main services, namely MSchema and
MData are defined follows:

— MSchema(M?*) =< D*,L*,V* > where:

e DY C DJIL*CLV*CV.

e Furthermore, VDY € D*,3D; €D, and DS? = DS; N L”.
— MData(M*)=C* C C.

3.3 Policy by Policy Analytical Approach for Modeling GAINS-City
Data Marts

By using the RFDW, first the GAINS global data warehouse, according to
[14,15,17], has been defined as follows :

— Region, Fuel activity, Sector, Pollutant, Technology dimensions are denoted
by D ={R,F,S,P,T,Y}

— A (Activity Data), T (Technology-specific Activity data), X (Application
Rates of technologies), E (Emissions) are variables or facts.

— Activity pathway, Emission are data cubes

Hereafter, the data mart platform-as-a-services are used to generate a classes of
city scale data marts, namely GAINS-City, which has also been specified and
developed based on the policy by policy analytical approach. In this context,
data from GAINS data warehouse have been selected and disaggregated to fulfill
GAINS-City data mart requirements, i.e. city level has been added to regional
dimension. Afterwards, by simulating the modification of Fuel activity data R
and technology T penetration induced by a specific policy and policy package,
the GAINS-City data mart can assess the further reduction potential of emission
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[11]. For example, the policy installation of SCR in 80% of newly-built coal-fired
power plants can be directly converted into the penetration rate of SCR in the
GAINS-City model and reduces NOX emissions. However, some simulation needs
to involve various parameters and consider potential feedbacks on the energy
balance.

Policy Options and Policy Packages. A set of policy options P = {p1, .., px}
have been defined to fulfill city scale requirements. For example, p; =Fuel switch
process is one of policy options [11]. In this context, emission reduction AFE of
p; was calculated by:

AE = AABefefBef,t,p-’L‘Bef,t,p - (AABefeffBef/effPost)efPost,t,pxPost,tp (1)
Where:

— Bef is baseline (Before) policy activity type, e.g. coal,

Bef is (Post) policy activity type, e.g. natural gas

t is technology, p is pollutant

— AA represents the activity difference inferred from the baseline and the post
policies.

Each policy package is a subset of P, which may have significantly contribution
to cities.

Ranking Policies or Policy Packages by Using Emission Reduction
Index. Having emission under baseline scenario, the priority of single policies
or policy packages could be ranked based on emission achieved as follows:

index = Z AE;/E; (2)

where i stands for species, AFE presents the emission reduction and E presents
the total emission under baseline scenario. The rank is meaningful for picking
up high efficiency policy and searching for win-win solutions at city scale level.

4 GAINS-City Data Mart Development

GAINS-City data marts are built on the experience of the regional GAINS model
application. It inherits its model structure and functions, but emphasizes the
evaluation of co-benefits on GHGs (Greenhouse Gases) and air pollutants of
climate-friendly air quality management policies in urban areas [11].

4.1 GAINS-City Requirement Analysis Based on Policy by Policy
Analytical Approach

In section 3, policies or policy packages can be ranked by using Emission Re-
duction Index. Sensitivity analysis is important for such policy making process
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and helps understanding the reasons for discrepancy in emissions among differ-
ent policy implementation processes, policy packages, and target species. The
priority of policy is an important factor worth consideration can be calculated
as shown in equation 2. In the context of GAINS City China project, we have
specified top 15 policies which should be considered as system requirements as
presented in table 1.

Table 1. 15 policy by policy options and packages

Emission reduction in 2030,
Rank Remark Index Gg (Tg for CO2)

SO2 NOX PM25 CO2

Proportion of coal-fired boiler replaced
1 by natural gas-fired boiler in fuel cons- 0.39 40.67 34.40 5.77 8.47

sumption: 70% in 2020 and 90% in 2030
Incressing rate of energy efficiency:
10% in 2020 and 20% in 2030
3 Policy impl. 2013, expand cement plant 0.23 4.88 12.82 15.77  3.66
Policy impl. 2015,
install. FF in cement plant
Policy impl. 2015, substitution of indust.
natural gas-fired kilns for coal-fired ones
Proportion of coal consumption replaced
6 by natural gas in fuel consumption: 0.17 15.52 2.77 8.32 1.89
70% in 2020 and 90% in 2030
Proportion of electricity generated
outside city boundary from 2020:85 %
for newly-built plants
and 2015 for old plants
Proportion of coal-fired boiler replaced
9 by district heating in fuel consumption: 0.13 12.91 0.08 6.91 0.86
60% in 2020 and 80% in 2030
Increasing rate of energy efficiency:%
10% in 2020 and 20% in 2030
Policy impl. 2015 standard, e.g. China VI

0.25 9.58 26.33 4.96 16.55

0.23 0.00 0.00 23.38  0.00

0.19 22.21 6.81 6.86 0.00

0.17 6.56 18.03 3.40 11.34

0.16 0.00 52.19 0.00 0.00

10 0.13 4.97 13.65 2.57 8.58

1 for heavy duty diesel vehicles 006 0.00 17.63 0.82 0.00

12 Policy 1m'p1. 2015: Installation of FF in 0.04 0.00 0.00 4.39 0.00
newly-built coal-fired power plants

13 Folicy impl. 2012 0.03 0.00 9.80 0.00  0.00

Installation of LNB in power plants

Proportion of gas vehicles in fuel

consumption from 2020:25%; Proportion of
14 alternative energy public bus and taxiin =~ 0.02 0.13 1.96 0.37 2.46
numbers: 30% in 2020 and 40% in 2030;
Policy impl. 2014 for new standards:

15 e.g. 2014 for China V and 2020

0.01 0.00 1.83 0.08 0.00
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4.2 Designing and Deploying GAINS-City Using the RFDW

The following steps show how to design and develop GAINS-City using the
RFDW as illustrated in figure 1.

Federated DW Application Framework

— = —
e =

|

Policy Requirements.

ACTIVITY DATA Data Cube Services: extending activity

pathway data: bas o
Data Cube Sel i
pathway data, e.g. air quality scenario

Emission Factor
Control Strategy

L 4

Definitions

Data Cube Services: Extending and
Specifying emission factors, control
strategies

Business Intelligent
Calculating emissic

e /

Fig.1. GAINS City Developing Processes

Setting up GAINS-City. This step is used to start up a GAINS-City data
mart M by using Data Mart Schema as a Service M Schema(M¢Y). As
a result we have M Schema(M¢) =< D [ty ety > where D
are 6 GAINS dimensions, but L of Region dimension is All Regions >~
RegionGroups ~ Regions related to the cities in this step.

Geographical cities. This step specifies R (regions) dimension of GAINS-City.
The dimension is defined by three hierarchical levels: All Country Cities >
Province > City. In this case, GAINS RegionGroups and Regions will be
mapped to the new GAINS-City R dimension, then the City level will be
added to the just-mapped hierarchy.

Policy Requirements. The specific (15) policies and packages are selected
in this step based on the local urban requirements as shown in table 1. In
this context the T (Technology), F (Fuel activity), S(Sector) dimensions will
be justified according to selected policies and packages as shown in table 1.
For example, according to policy 12 Policy impl. 2015: Installation of FF
in newly-built coal-fired power plants, the sector IN BO will be transformed
to three su