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Abstract. In this paper, we present a derivative of Midimew connected
Mesh Network (MMN) by reassigning the free links for higher level in-
terconnection for the optimum performance of the MMN; called Derived
MMN (DMMN). We present the architecture of DMMN, addressing of
nodes, routing of message and evaluate the static network performance.
It is shown that the proposed DMMN possesses several attractive fea-
tures, including constant degree, small diameter, low cost, small average
distance, moderate bisection width, and same fault tolerant performance
than that of other conventional and hierarchical interconnection networks.
With the same node degree, arc connectivity, bisection width, and wiring
complexity, the average distance of the DMMN is lower than that of other
networks.

Keywords: Massively Parallel Computers, Interconnection Network,
DMMN, MMN, and Static Network Performance.

1 Introduction

Interconnection network is one of the crucial parameters for modern high perfor-
mance computing. After the introduction of packet switching [1], it has become
the ”Performance determining factor” for massively parallel computers (MPC)
[2] and dominates the performance of a computing system [3,4]. Current research
suggests that MPCs of next decade will contain 10 to 100 millions of nodes [5]
with computing capability at the tens of petaflops or exaflops level. With this
huge amount of nodes conventional topologies for MPC possess a large diam-
eter, hence completely infeasible for next generation MPCs. The hierarchical
interconnection network (HIN) provides a cost-effective way in which several
network topology can be integrated together [6]. Therefore, HIN is a plausible
alternative way to interconnect the future MPC [6] systems. A variety of hyper-
cube based HINs found in the literature, however, its huge number of physical
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links make it difficult to implement. To alleviate this problem, several k-ary
n-cube based HIN have been proposed [7,8]. Nevertheless, the performance of
these networks does not yield any obvious choice of a network for MPC. No one
is clear winner in all aspect of MPC design. As the performance improvement
of an interconnection network is likely related to smaller diameter, the problem
of designing interconnection network with low diameter with scalability of net-
work size is still desirable [8,9]. A TESH network [10,11] is a k-ary k-cube HIN
aiming for large-scale 3D MPC systems, consisting of multiple basic modules
(BMs) which are 2D-mesh networks. The BMs are hierarchically interconnected
by a 2D-torus network to build higher level networks. Additionally, MInimal DIs-
tance MEsh with Wrap-around links (midimew) network is an optimal topology
[12,13]. With this key motivation, to find a network which is suitable for in-
terconnecting a large number of nodes while keeping small diameter, we have
replaced the higher level 2D-torus of a TESH network by a 2D midimew network.
To use the free ports in the periphery of the 2D-mesh network for higher level
interconnection, we kept the basic module as 2D-mesh network same as TESH
network. Hence the TESH network becomes Midimew-connected Mesh Network
(MMN). The horizontal free ports of the BM are distributed for symmetric tori
connection and vertical free links are used for diagonal wrap-around connec-
tion. This new HIN, thus allowing exploitation of computation locality, as well
as providing scalability up to a million of nodes. In our previous research [15]
we arranged the free links of Basic Module (BM) in a specific manner. To the
thirst of more efficient way to interconnect the higher level networks for better
performance, we derived the free links of BMs in a particular way. Hence we call
it Derived MMN (DMMN).

The remainder of the paper is organized as follows. In Section 2, we present
the basic architecture of the DMMN. Addressing of nodes and the routing of
messages are discussed in Section 3 and Section 4, respectively. The static net-
work performance of the DMMN is discussed in Section 5. Finally, in Section 6,
we conclude this paper.

2 Architecture of the DMMN

Derived Midimew connected Mesh Network (DMMN) is a hierarchical intercon-
nection network consisting of multiple basic modules (BM) that are hierarchi-
cally interconnected to form a higher level network. Basically the DMMN has
two major parts of its architecture, the basic module (BM) and higher level net-
works. The BMs act as the basic building blocks of DMMN whereas higher level
networks determines the construction of DMMN from BMs.

2.1 Basic Module of DMMN

Basic Module of DMMN is a 2D-mesh network of size (2m × 2m). BM consists
of 22m processing elements (PE) with 2m rows and 2m columns, where m is a
positive integer. Consideringm = 2, a BM of size (4×4) is portrayed in Figure 1.
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Each BM has 2(m+2) free ports at the contours for higher level interconnection.
The usability of free ports of DMMN is defined by the number of higher levels and
denoted by q. All ports of the interior nodes are used for intra-BM connections.
All free ports of the exterior nodes, either one or two, are used for inter-BM
connections to form higher level networks. In this paper, BM refers to a Level-1
network.
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Fig. 1. Basic Module

2.2 Higher Level DMMN

Successive higher level networks are built by recursively interconnecting 22m im-
mediate lower level subnetworks in a (2m×2m) midimew network. In a midimew
network, one direction (either horizontal or vertical) is symmetric tori connected
and other direction is diagonally wrap-around connected. We have assigned the
vertical free links of the BM for symmetric tori connection and horizontal free
links are used for diagonal wrap-around connection. As portrayed in Figure
2, considering (m = 2) a Level-2 DMMN can be formed by interconnecting
2(2×2) = 16 BMs. Similarly, a Level-3 network can be formed by interconnecting
16 Level-2 sub-networks, and so on. Each BM is connected to its logically adja-
cent BMs. It is useful to note that for each higher level interconnection, a BM
uses 4× (2q) = 2q+2 of its free links, 2(2q) free links for diagonal interconnections
and 2(2q) free links for horizontal interconnections. Here, q ∈ {0, 1, .....,m},, is
the inter-level connectivity. q = 0 leads to minimal interlevel connectivity, while
q = m leads to maximum interlevel connectivity. For example the (4×4) BM has
2(2×2) = 16 free ports as shown in Figure 1. If we chose q = 0, then 4× (20) = 4
of the free ports and their associated links are used for each higher level intercon-
nection, 2 for horizontal and 2 for diagonal interconnection. Among these 2 links,
one is used for incoming link and another one for used for outgoing link, i.e., a
single links is used for diagonal in, diagonal out, horizontal in, and horizontal
out.
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Fig. 2. Higher Level Network

A DMMN(m,L, q) is constructed using (2m × 2m) BMs, has L levels of hi-
erarchy with inter-level connectivity q. In principle, m could be any positive
integer value. However, if m = 1, then the network degenerates to a hypercube
network. Hypercube is not a suitable network, because its node degree increases
along with the increase of network size. If m = 2, then it is considered the most
interesting case, because it has better granularity than the large BMs. If m ≥ 3,
the granularity of the family of networks is coarse. If m = 3, then the size of
the BM becomes (8 × 8) with 64 nodes. Correspondingly, the Level-2 network
would have 64 BMs. In this case, the total number of nodes in a Level-2 network
is N = 22×3×2 = 4096 nodes, and Level-3 network would have 262144 nodes.
Clearly, the granularity of the family of networks is rather coarse.In the rest of
this paper we consider m = 2, therefore, we focus on a class of DMMN(2,L,q)
networks.

The highest level network which can be built from a (2m×2m) BM is Lmax =
2m−q + 1 with q = 0 and m = 2, Lmax = 5, Level-5 is the highest possible level.
The total number of nodes in a network having (2m × 2m)) BMs is N = 22mL.
If the maximum hierarchy is applied then number of total nodes which could be
connected by DMMN(m,L,q) is N = 22m(2m−q+1). For the case of (4 × 4) BM
with q = 0, a DMMN network consists of over 1 million nodes.

3 Addressing of Nodes

Nodes in the BM are addressed by an address block, consisting of two digits,
the first is representing the horizontal coordinate and the next is repre-
senting the vertical coordinate. The address of the nodes are expressed by
the base-4 numbers. In case of higher levels, 1 address block is used for each level.
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Again the blocks are consists of two digits with base-4 numbers. More generally,
in a Level-L MMMN, the node address is represented by:

A = ALAL−1AL−2 ... ... A2A1

= an−1 an−2 an−3 an−4 ... ... a3 a2 a1 a0

= a2L−1 a2L−2 a2L−3 a2L−4 ... ... a3 a2 a1 a0

= (a2L−1 a2L−2) (a2L−3 a2L−4) ...... (a3 a2) (a1 a0) (1)

Here, the total number of digits is n = 2L, where L is the level number. AL is the
address of level L and (a2L−1a2L−2) is the co-ordinate position of Level-(L− 1)
for Level-L network. Pairs of digits run from group number 1 for Level-1, i.e., the
BM, to group number L for the L-th level. Specifically, l-th group (a2l−1a2l−2)
indicates the location of a Level-(l − 1) subnetwork within the l-th group to
which the node belongs; 1 ≤ l ≤ L. In a two-level network the address becomes
A = (a4a3)(a1a0). The first pair of digits (a4a3) identifies the BM to which the
node belongs, and the last pair of digits (a1a0) identifies the node within that
BM.

The address of a node n1 encompasses in BM1 is represented as n1 =
(a12L−1 a12L−2 a12L−3 a12L−4 ... ... a13 a12 a11 a10). The address of a node n2 encom-
passes inBM2 is represented as n

2 = (a22L−1 a
2
2L−2 a

2
2L−3 a

2
2L−4 ... ... a

2
3 a

2
2 a

2
1 a

2
0).

In DMMN, the node n1 in BM1 and n2 in BM2 are connected by a link if the fol-
lowing condition is satisfied.

∃i{a1i (a2i ± 1)mod 2m ∧ ∀j(j �= i → a1j = a2j)}
where i%2 = 0, i, j ≥ 2 ;

∃i{a1i = (a2i ± 1) ∧ ∀j(j �= i → a1j = a2j)}
where a1i = 2m − 1, i%2 = 1, i, j ≥ 2 ;

∃i{a1i = (a2i ± 1)mod 2m ∧ ∀j(j �= i → a1j = a2j + 2)}
where i%2 = 1, i, j ≥ 2

The assignment of inter-level ports for the higher level networks has been done
quite carefully so as to minimize the higher level traffic through the BM. The
address of a node n1 encompasses in BM1 is represented as . The address of a
node n2 encompasses in BM2 is represented as . The node n1 in BM1 and n2 in
BM2 are connected by a link if the following condition is satisfied.

4 Routing of DMMN

Routing of messages in the DMMN is simple, top to bottom fashion in
order[10,11]. Routing of highest level is done first, the lower level routing at
last. BM has outlet/inlet port for higher levels. When a particular transaction
of packet is set up from a source to destination, first the shortest path is cal-
culated. Based on the shortest path, outlet port for source and inlet port for
destination are fixed. The packet uses the outlet port to reach at highest level
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Fig. 3. Routing of DMMN

sub-destination and continue to move through the sub-network to lower level
sub-destination until it reaches its final destination. Horizontal routing is per-
formed first, once the packet matches the destination column then diagonal
routing starts.

Figure 3 illustrates a routing between level-2 DMMN. Let us consider, a packet
is to be routed from source node 0000 to destination node 1323. For this trans-
action, three routing path is shown. For routing path 1, first the packet moves
to outlet node 0030 for level 2. Then it enters to node 1002 and the horizontal
BM address is matched. Now the packet will move to the vertical direction us-
ing a wraparound link and match vertical BM address by entering destination
node 1323. Hence the order of routing is followed by deterministic strategy. The
other routing paths are followed by same manner. 9 hops, 11 hops and 22 hops
are needed for the packet to reach destination through routing path 1, 2 and 3
respectively. Thus the routing path 1 is shortest and will be followed by packet
for routing. Here we assumed that, all the links of DMMN are bidirectional
full-duplex links.

5 Static Network Performance

Several topological properties and performance metrics of interconnection net-
work are closely related to many technological and implementation issues. The
static network performances do not reflect the actual performance but they have
a direct impact on network performance. In this section we discuss about sev-
eral performance metrics. For the performance evaluation, we have considered
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mesh, torus, TESH network, MMN and the proposed DMMN. Some performance
metrics like diameter and average distance of MMN, DMMN and TESH were
evaluated by simulation, the other metrics like Wiring Complexity, cost were
evaluated by their corresponding equations.

5.1 Node Degree

Node degree is the maximum number of neighbor nodes are directly connected
with a node. It refers to the number of links at a node. Constant node degree is
preferable for networks. Network with constant degree is easy to expand. Also
the cost is related to the node degree proportionally. For fair comparison, we
have consider degree 4 network. It is shown in Table 1 that the degree of the
mesh, torus, TESH, MMN, and DMMN are equal, it is 4 are independent of
network size.

5.2 Diameter

Diameter refers to the maximum distance between any pair of source and desti-
nation. In other words the number of maximum links to cross for any transaction
with a pair of nodes in a given network. Diameter indicates the locality of the
network. Latency and message passing time depend on the diameter. Small diam-
eter gives better locality to the network. Hence smaller diameter is convenient.
We have evaluated the diameter of the TESH, MMN and DMMN network by
simulation and mesh and torus network by their static formula and the results
are presented in Table 1. Clearly, the DMMN has a much smaller diameter than
that of TESH and mesh networks; equal to MMN and a slightly large diameter
than that of torus networks.

5.3 Cost

Cost is one of the important parameter for evaluating an interconnection net-
work. Node degree and diameter effect the performance metrics of the intercon-
nection network including message traffic density, faulttolerance and inter-node
distance. Therefore, the product (diameter×node degree) is a good criterion to
indicate the relationship between cost and performance of a parallel computer
systems [16]. The cost of different networks is plotted in Table 1. The DMMN
is less costly than mesh and TESH, same to MMN and a slightly higher than
torus network.

5.4 Average Distance

The average distance is the average of all distinct paths in a network. Aver-
age distance reflects the ease of communication within the network i.e. average
network latency. A small average distance results small communication latency.



210 M.R. Awal et al.

Table 1. Comparison of Static Network Performance of Various Networks

Network Node Diameter Cost Average Ark Bisection Wiring
Degree Distance Connectivity Width Complexity

2D-Mesh 4 30 120 10.67 2 16 480

2D-Torus 4 16 64 8 4 32 512

TESH(2,2,0) 4 21 84 10.47 2 8 416

MMN(2,2,0) 4 17 68 9.07 2 8 416

DMMN(2,2,0) 4 17 68 8.56 2 8 416

In store and forward communication which is sensitive to the distance, small av-
erage distance tend to favor the network [17]. But it is also crucial for distance-
insensitive routing, such as wormhole routing, since short distances imply the
use of fewer links and buffers, and therefore less communication contention. We
have evaluated the average distances for DMMN, MMN, and TESH network by
simulation and mesh and torus networks by their corresponding formulas and
the results are tabulated in Table 1. It is shown that the average distance of
DMMN is lower than that of MMN, mesh and TESH networks, and slightly
higher than that of torus networks.

5.5 Bisection Width

The Bisection Width (BW) refers to the minimum number of communication
links that must be removed to partition or segment the network into two equal
halves. Small BW impose low bandwidth between two parts. Nevertheless large
BW requires lots of wires and is difficult for VLSI design. Hence moderate BW is
highly desirable. BW is calculated by counting the number of links that must to
be eliminated from Level-L DMMN. Table 1 is showing that, BW of the DMMN
is exactly equal to that of the MMN and TESH network and lower than that of
mesh and torus network.

5.6 Arc Connectivity

The arc connectivity of a network suggest the minimum number of arcs that
must be removed from the network to break it into two disconnected networks.
It measures the robustness of a network and the multiplicity of paths between
nodes over the network. High arc connectivity improves performance during
normal operation, and also improves fault tolerance. A network is maximally
fault-tolerant if its connectivity is equal to the degree of the network. From
Table 1 it is clear that for DMMN, MMN and TESH, the arc connectivity is
exactly equal. Nonetheless arc connectivity of torus is equal to its degree, thus
more fault tolerant than others.

5.7 Wiring Complexity

The wiring complexity of an interconnection network refers to the total number
of links required to form the network. It has a direct correlation to hardware
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cost and complexity. A (16 × 16) 2D-mesh and 2D-torus networks have
{Nx × (Ny1) + (Nx1)Ny = 16× (161)+ (161)× 16 = 480} and (2×Nx ×Ny =
2× 16× 16) = 512 links, respectively. Ni represents the number of nodes in the
ith dimension. The wiring complexity of a Level-L DMMN, MMN, and TESH

networks is [# of links in a BM × k2(L1) +
L∑

x=2
2(2q) × k2(L1)i]. Considering,

m = 2, a BM of DMMN, MMN, and TESH network have 24 links. Hence the
total number of links of a Level-2 DMMN, MMN, and TESH are 416. Table 1
is showing that the total number of links of DMMN is lower than that of mesh
and torus network and exactly equal to that of MMN and TESH network.

The static network performance is claiming that torus network is better than
DMMN except in the term of wiring complexity. Now, torus network has Nx+Ny

long wrap-around links, where Nx ×Ny is the network size. In case of DMMN,
from Level-2 to Level-L, each level contains (2m/2)+ (2m/2) wrap-around links.
Also the wrap-around links of DMMN do not increase with network size, instead
they increase with higher levels. But in torus they increase with network size.
Hence the implementation of DMMN is easier than torus.

6 Conclusion

A new derivative of MMN, called DMMN, is proposed for the future generation
MPC systems. The architecture of the DMMN, addressing of nodes, and routing
of message have been discussed in detail. We have evaluated the static network
performance of the DMMN, as well as that of several other networks. From
the static network performance, it has been shown that the DMMN possesses
several attractive features, including constant node degree, small diameter, low
cost, small average distance, and better bisection width. We have seen that with
the same node degree, arc connectivity, bisection width, and wiring complexity,
the average distance of the DMMN is lower than that of MMN, TESH, and
mesh networks. Also, DMMN has slightly higher diameter and average distance
to that of torus network. The DMMN yields better static network performance
with low cost, which are indispensable for next generation MPC systems. This
paper focused on the architectural structure and static network performance.
Issues for future work include the following: (1) evaluation of static network
performance considering different value of m; L; and q and (2) evaluation of
dynamic communication performance using dimension order routing algorithm.
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