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Abstract. This paper contributes to deductive verification of language
based secure information flow. A popular approach in this area is self-
composition in combination with off-the-shelf software verification sys-
tems to check for secure information flow. This approach is appealing,
because (1) it is highly precise and (2) existing sophisticated software ver-
ification systems can be harnessed. On the other hand, self-composition
is commonly considered to be inefficient.

We show how the efficiency of self-composition style reasoning can be
increased. It is sufficient to consider programs only once, if the used ver-
ification technique is based on a weakest precondition calculus with an
explicit heap model. Additionally, we show that in many cases the num-
ber of final symbolic states to be considered can be reduced considerably.
Finally, we propose a comprehensive solution of the technical problem of
applying software contracts within the self-composition approach. So far
this problem had only been solved partially.

1 Introduction

In the last years, there has been an increasing interest, both in research and indus-
try, in checking programs for unintended leakage of secret information. Language-
based non-interference is one of the most prominent concepts promoted in this
area and a number of theories and tools have been developed to support it. In
Sect. 6 we will present a detailed summary of the different approaches and their
relation to our contribution. The approach we follow is called self-composition
as pioneered by [6,8]. To check that the high variables h in program a do not
interfere with its low variables ¢ a syntactic variation o’ of a is considered by
replacing every program variable v by a new primed version v’. Then it has to be
proved that when program «; o’ is started in any state where the values of £ and
" coincide it terminates in a state where the values of £ and ¢ again coincide.
The advantages of this approach are its high degree of precision and the fact
that off-the-shelf SMT-solvers or theorem provers can be harnessed. In our case
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we used KeY, a software verification system for full sequential JAVA. On the
other hand, disadvantages of the self-composition approach are that (1) naive
implementations are quite inefficient and (2) it does not easily lend itself to
modular verification.

The efficiency issue arises from two facts. Let n be the number of paths
through a program a.

1. Analysis based on self-composition consider the same program at least twice.
(Really naive analysis might consider the same program even 1 + n times.)

2. The self-composed program «; o’ has n? final symbolic states in which the
low values have to be compared to each other.

As a first contribution we show that self-composition approaches based on
weakest precondition calculi [9] need to consider a only once: we show in Theo-
rem 1 that the problem can be rephrased in self-composition style such that the
weakest precondition of a; o’ can be constructed from the weakest precondition
of a, because a and o’ do not interfere with each other and the weakest precon-
dition of o/ and ¢’ is the same as the one of « and ¢ except for the names of the
program variables.

As a second contribution, inspired by the compositional reasoning of security
type systems and specialized information flow calculi, we show that the number
of final symbolic states to be considered can be reduced considerably if « is com-
positional with respect of information flow. In this case only O(n) final symbolic
states have to be considered. Depending on the structure of the program, this
number can be reduced further up to O(log(n)).

The latter approach relies on compositional / modular reasoning: If program
a calls a block b, we (sometimes) do not want to look at its code but rather
use a software contract for b, a contract that had previously been established by
looking only at the code of b. This kind of modularization can also be applied
to methods instead of blocks and is essential for the scalability of all deductive
software verification approaches. With self-composition b is not only called in «,
but ¥’ is called in . This poses the technical problem of somehow synchronizing
the calls of b and b’ for contract application. This has already been pointed out
in the paper by Naumann [16], who also gave hints to a possible solution. Dufay,
Felty and Matwin [10] present a partial solution using ghost code, see Sect. 6.

As a third contribution we show how software contracts can be applied in self-
composition proofs based on weakest precondition calculi. An important feature
of our approach is the seamless integration of information flow and functional
reasoning allowing us to take advantage of the precision of functional contracts
also for information flow contracts, if necessary.

Structure. In the next two sections, we fix notation and recall the formalization of
conditional non-interference. Based on this, Sect. 4 discusses two efficiency prob-
lems with self-composition and presents two orthogonal approaches to overcome
these problems. Sect. 5 presents modular reasoning at the block level which the
second approach relies on. Sect. 6 discusses related work and Sect. 7 concludes
the paper.
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2 Notation

Assertions like pre- and postconditions are formulated in typed first order logic.
Among others, constant and function symbols are available for local program
variables as well as instance and static fields. Terms ¢ and formulas ¢ are induc-
tively defined as usual. We use M to refer to interpretations of first order logic,
and t™M, oM to denote the interpretation of term ¢ and formula ¢ in M. The
data type heap is modeled by the theory of arrays [13,19]. The current heap of
a program is given by an implicit program variable heap. A state is a mapping
from program variables (including heap) to values of proper types. As a conse-
quence of the theory of arrays the values of the local variables X together with
the value of heap completely determine the state of a program.

Let M be an interpretation and s a state. We denote by M** the inter-
pretation which coincides with M except for the interpretation of the program
variables heap and &; these are interpreted according to s as heap™™ = = s(heap)
and ¥M"" = 5(). As usual, a formula is said to be universally valid iff it is true
in every interpretation M.

@[z + '] denotes the substitution of z by 2’ in ¢. We use @[z + 2/, y < ¢/] as
abbreviation for (¢[z < 2'])[y < y']. The weakest precondition [9] of a program
a and a postcondition ¢ is denoted by wp(a, ¢). For simplicity we consider only
terminating programs. Hence, wp(«, ¢) always exists.

In self-composition proofs any program variable x has a primed counterpart,
denoted by x’. Accordingly, o/ denotes the program which is constructed from
a by replacing all program variables by their primed counterpart. Similarly, ¢’
denotes the formula constructed from ¢ by replacing all program variables by
their primed counterpart and the term ¢’ denotes the counterpart of t.

Let « be a program and let s1, so be states. In the following, “« started in s;
terminates in so” is denoted by s1 5 8g.

3 Formalizing Conditional Non-interference

We use the following quite general, passive attacker model. In our setting attack-
ers may not only observe the values of program variables, but more generally
the values of so called observation expressions. Observation expressions can be
thought of as a generalization of side-effect free JAVA expressions:

Definition 1. An observation expression can be:

A program variable (including method parameters).

e.f for e an expression of type C and f a field declared in C'.

elt] if e is an expression of array type, and t of integer type.

op(er,...,ex) if op is a data type operation and e; expressions of matching
type.

5. The usual conditional operator b 7 e1 : ea (e1, ez have to be of the same
type).

o~
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6. The sequence definition operator seq{i}(from, to,e). Its semantics is defined
by

(seq{i}(from, to,e))M
= ((e[i & n])M, (ei <= n+1DM, ..., (e[i < m — 1])™M)

if from™ =n < m = to™, and (seq{i}(from, to,e))M = () else.
We denote the concatenation of two observation expressions Ry and Rs by Ry1; Rs.

Attackers can observe the values of a set of (low) observation expressions in
the initial and final state of a program run: for any expression an attacker can
see the expression and the corresponding evaluation. An attacker can compare
observed values as by using the == operator of JAvA. Additionally we assume
that attackers know the program-code.

Let us describe this scenario a bit more formally. Let R be an observation
expression an let M be any interpretation. If s is the initial or the final state of
a program run, then attackers are able to observe the tuple (R, RMM), where
RM™" = (eM™7 . eM™YVif R = (e, ..., ex). Thus, an attacker knows that
eZMH is the value of the expression ¢; in state s (for 1 < ¢ < k) and they
can compare any two values, elMH = eéw_'g/, for any pair of initial or final
states s and s’. Knowing the program-code is formalized by the assumption that
attackers know which initial state of a program run relates to which final state.

Definition 2 (Agreement of states). Let R be an observation expression
and let M be an interpretation. Two states s,s’ agree on R in M, abbreviated

by agree (R, s,s'), iff RM™" = RM™" |
Thus two states agree on R if an attacker cannot distinguish them.

Definition 3. Let R be an observation expression using the local variables x and
the variable heap. Let heap,, X2 and heap, X, be two copies of these program
variables. We will use the following abbreviation

0bsEq(X2, heap,, X5, heapy, R)
= R|heap + heap,, % < %3] = R|heap + heap),x < X5

We note that for any interpretation M we have
0bsEq(%2, heap,, %b, heaph, R)M = tt iff agree™ (R, sa, sh)
for s2(%) = 2!, sa(heap) = heaps?, sh(x) = 5™, sh(heap) = heapi™.

Definition 4 (Conditional Non-Interference). Let o be a program with pro-
gram variables heap and X, let R1, Ro be observation expressions and let ¢ be a

formula. Further, let heap and X be the only program variables occurring in Ri,
Ry and ¢.
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Program « allows information to flow only from Ry to Ry when started in s1
under condition ¢, denoted by flow(s1, «, R1, Ra, ¢), iff for all interpretations M

and all states s, sa, sh such that s; ~ sy and s} <5 s, we have
if oM =tt, oM7Y = 1t and agree (Ry, s1,5,) then agree™(Ra, s, s5).

flow(a, Ry, Ra, ¢) denotes the case that flow(s1, o, R1, Ra, @) holds for all states
S1.

We think of R;, Ro as the publicly observable information of a state of the
system. In the simplest case what goes into R; is determined by explicit decla-
rations of which program variables and which fields are considered low. In more
sophisticated scenarios the R; may be inferred from a multi-level security lattice
(see for instance [20]). Usually we will have R; = Ry. But, there are other cases:
to declassify an expression egeq;, for instance, one would choose Ry = Ra; €geci-

Lemma 1 (Compositionality of flow). Let oy, aa be programs and let ;00
be their sequential composition. If flow(s1, a1, R1, Ra, ¢1), flow(sa, as, Ra, R3, ¢2)
and (¢1 = wp(al,qbg))MHl = tt hold for all interpretations M and all states
S1, S2, S3 such that s1 ~> so and sy %3 s3 then flow(s1, a1; a9, Ry, R3, ¢1) holds.

« [e3
Proof. Let s, sb, s5 be a second set of states such that sj ~ s, sh ~3 s, and

(p1 = wp(aq, (bg))MH/l = tt. Assume that the precondition ¢; holds in s; and

$2. In other words, assume ¢{V‘Hl = {t and ¢{V‘Hl = {t. Additionally, assume

agree™ (R, s1,5)). By (¢1 = wp(oq,@,))MHl = ttand (¢1 = wp(oy, ¢))M™
= tt we infer (bé‘/‘mr‘\ = tt and ¢§V‘H2 = tt. In other words, we infer that ¢o
holds in sp and sb. By flow(s1, a1, R, R, ¢1) we get agree™ (Ry, s2, s5). Further,
by agreeM(Ry, 52, s5), o312 = tt, %\AH/Q = tt and flow(sy, ag, R, R3, ¢2) we
get agree™ (R3, 53, 85), as desired. O

4 Efficient Self-composition

The Problem. We illustrate the efficiency issues of self-composition approaches
by an example. Consider the following program a:

1 1 =1+ h;
2 if (h !'=0) {1 =1 - h; }
3 if (1 > 0) { 1--; }

Let 1 be a low variable and let h be a high variable. Then « has no information
leak: the value of 1 after line 2 is the same as the initial value of 1. Thus the
value of 1 after line 3 depends only on the initial value of 1. The control flow
graph of « is sketched in Figure 1(a).

In the self-composition approach a copy o’ of « is constructed by replacing
all program variables by renamed ones. We decided to rename 1 to 12 and h to
h2. This leads to the following self-composed program a; o’
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(a) (b)

Fig. 1. Sketch of the control flow graphs of (a) the original program and (b) the self-
composed program

1 =1+ h;

if (h '=0) {1 =
if (1 > 0) { 1--;
12 = 12 + h2;

if (h2 '= 0) { 12 12 - h2; }
if (12 > 0) { 12--; }

o
I
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The control flow graph of ;o is sketched in Figure 1(b).

h does not interfere with 1 in «, iff a;a’ started in any state with 1 = 12
terminates in a state where 1 = 12 holds. Hence, in the self-composition approach
essentially the outcome of any path through « has to be compared to the outcome
of any path through o'. If n is the number of paths through «, this results in
O(n?) comparisons of the low variables. In contrast, specialized information flow
calculi, which consider « only once, have to check only the outcome of the n
paths through «. This is one reason why self-composition often is considered to
be inefficient. The other reason is that the computation of a weakest precondition
for a; @’ is at least twice as costly as the calculation of a weakest precondition
for a.

Reducing the Cost for the Weakest Precondition Calculation. We tackle the sec-
ond problem first by showing that it is possible to show non-interference in self-
composition style with the help of only one weakest preconditions calculation
on «.

Let heap, and %2 be a set of fresh program variables. wp(«, heap = heap,Ax =
X2) characterizes the initial state s such that « started in s terminates in the
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state described by heap, and %». Further we observe that wp(¢/, ¢') = wp(a, ¢)’
holds. Therefore, wp(a/,heap’ = heap), A X' = X5) can be constructed from
wp(a,heap = heap, A X = X2) by the renaming of heap, %, heap, and X2 to
heap’, ¥, heap,, and ), respectively.

During the construction of wp(a,heap = heap, A X = X2) fresh (skolem)
symbols might be introduced (see Sect. 5). Let ¢’ be a fresh (primed) sym-
bol for any fresh symbol ¢ introduced during the construction of wp(«,heap =
heap, A X = X2) such that ¢’ does not occur in wp(«,heap = heap, A X = Z2).
Let wp’(o/,heap’ = heap, A ¥’ = x/) denote the formula which results from
wp(a’, heap’ = heap, A X = x4) by renaming all fresh symbols to their primed
counterparts. Given these weakest preconditions, non-interference can be proved
as follows:

Theorem 1. Let a be a program with program variables heap and X, let Ry, Ro
be observation expressions and let ¢ be a formula. Let heap and X be the only
program variables occurring in Ri, Ry and ¢. Let further heap’ and %', heap,
and %o and heap, and X, be three copies of the program variables of «; let o
and ¢' be the primed counterparts to a and ¢, respectively.

Let Wy 2 Ry, R.,6 be defined by

Po g Ri ko = (¢ A wp(e, (heap = heap, A X = X2)))
A A up (o, (neay! = heap) A % = £5))
A 0bsEq (%, heap, %', heap’, Ry)
= 0bsEq (%2, heap,, X5, heaps, Ra)

The formula Yoz Ry Ry ¢ 15 universally valid iff flow(a, R1, Ra, ¢) holds.

Proof.

“=" Let Wq xR, R,,¢ be universally valid. We have to show flow(a, R1, Ra, ¢).
Consider an arbitrary structure M and let s1, s2, s}, s, be the states given
by si(Z) = M, si(heap) = heap!, s}(z) = (7}), si(heap) = (heap;)™.
According to Definition 4, we have to show that s; ~> so, s/ ~% sb, oM =,
M = 1t and agreeM (Ry, s1, sh) imply agree™ (Ra, s2, 55).

Assume s 5 59, 8§ > s, M7 =4, M7 = tt and agree™(Ry, 51, 5)).
Then there exists a structure M’ such that (1) M’ differs from M only in the
interpretation of the fresh symbols and (2) the formulas wp(«, (heap = heap, A
X = X)) and wp’(d/, (heap’ = heap, AX’ = &})) hold in M’. Because ¢ and ¢’ do
not contain fresh variables, pM" ™" = pM' ™" = ¢t and ¢M<_Sl1 = ¢MH_S/1 = tt.
Therefore, the first two lines of ¥y 3 R, R,,¢ are valid in M’.

Further we get by the remark to Definition 3 that line 3 evaluates to true
iff agreeM/(Rl, s1, $2) holds. Because 0bsEq(%,heap, %', heap’, R;) does not con-
tain fresh variables, this is the case iff agree (Ry, s1, s2) holds. Thus, the formula
0bsEq(z,heap, %', heap’, R;) is valid in M’. Now we get by the universal validity
of ¥, 5 Ry, Rs,e that line 4 has to hold in M’, too. Again, by the remark to Def-
inition 3 agree™’(Ry, 5o, s5) holds and because 0bsEq(%z, heaps,, Xy, heap), Ry)
does not contain fresh variables agree™ ( Ry, s2, s5) holds, too.
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Fig. 2. Reducing the verification overhead by compositional reasoning

“«<": Let flow(a, R1, R, ¢) hold. We have to show that ¥, z r, Rr,,¢ is universally
valid. Again, consider an arbitrary structure M and let s1, s, 7, s5 be the states
given by s;(z) = 7}, si(heap) = heap;"!, 5{(z) = (z})™, s}(heap) = (heap))™".
We have to show that ¥, g R, R,,¢ is valid in M.

Assume that the first three lines of ¥, z g, r,,¢ are valid in M (otherwise we
are already done). We have to show that obsEq(Xz,heap,, X5, heaph, Rs) is valid
in M, too. As before, we ge§ by the validity of the first three lines that s; ~> so,
s S sh, oM = tt, pMT = 1t and agree™ (Ry, 51, 5}) hold. Therefore we get
by flow(c, Ry, Ra, ¢) that agree™ (Ra, sq,s5) holds, too. As before, this implies
that obsEq (%2, heap,, X5, heap), R2) holds in M. O

Altogether we have shown that it is possible to prove non-interference in self-
composition style with the help of only one weakest precondition calculation
on «.

Note 1. Because wp(a, (heap = heap, A X = Xg)) occurs on the left hand
side of an implication, it may not be approximated in the usual manner by
a formula % such that ¢y = wp(«, (heap = heap, A X = X2)) holds. Instead,
wp(cv, (heap = heap, A X = X2)) = 9 needs to hold. Because we consider deter-
ministic programs, the usual wp-calculus can still be used to calculate % in the
following manner: instead of calculating a condition under which the state so
given by heap, and X is definitely reached we have to calculate a condition tnet
under which ss is definitely not reached. v is then the negation of ¥,0¢. In other
words, wp(a, (heap = heap, A X = X2)) and wp’(¢/, (heap’ = heap) A X' = x}))
in Theorem 1 have to be replaced by —wip(a, (heap # heap, V X # X2)) and
—wlp'(a’, (heap’ # heap), V ¥’ # %)), respectively, if approximations are in-
volved. The intuition behind this replacement is that 1,04 characterizes a set
Shot of initial states such that « started in any s € Syt does not terminate in so
and, thus, ¥ characterizes a set S of initial states such that if there is an initial
state s1 such that « started in s; terminates in so, then s; is an element of S.

Reducing the Number of Comparisons. The second problem, reducing the num-
ber of comparisons, can be tackled with the help of compositional reasoning, if
the structure of the program allows for it. Reconsider the initial example:
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1 1 =1+ h;
2 if (h '= 0) {1 =1 - h; }
S
4 if (1 > 0) { 1--; }

As discussed above, the first part, lines 1 and 2, and the second part, line 4, are
non-interfering on their own. Therefore, by Lemma 1, the complete program is
non-interfering. As illustrated in Fig. 2, checking the two parts independently
from each other results in less verification effort: the control flow graph of each
self-composed part on its own contains only four paths. Thus, altogether only
eight comparisons have to be made to prove non-interference of the complete
program. Checking the complete program at once would require (about) 12 com-
parisons.! We summarize the above observation in the following lemma.

Lemma 2. Let a be a program with m branching statements.

If a can be divided into m non-interfering blocks with at most one branching
statement per block, then non-interference of o can be shown with the help of
self-composition with 3m comparisons.

Proof. Using symmetry, for any block at most 3 paths have to be considered.
Hence, for m blocks 3m comparisons are sufficient.

Because a program with m branching statements has at least n = m + 1 paths,
Lemma 2 shows that the verification effort of self-composition approaches can
be reduced from O(n?) comparisons to O(n), if the program under consideration
is compositional with respect to information flow. In the best case, a program
with m branching statements has 2(2™) paths. In this case the verification
effort reduces to O(log(n)) comparisons, if the program under consideration is
compositional with respect to information flow.

Unfortunately, the separation is not always as nice as in the example above.
Consider for instance the following program:

if (1 > 0) { if (1 % == 1) {1--; } }

The program can be divided into blocks b; = if (1 % 2 == 1) { 1--; } and
bo = if (1 > 0) { b1 }. To conclude that bs is non-interfering, it is necessary to
use the fact that b; is non-interfering in the proof of by. Unfortunately, the self-
composition approach does not easily lend itself to such compositional / modular
verification. In the next section the problem of compositional / modular reasoning
will be discussed.

5 Modular Self-composition with Contracts

In the context of functional verification, modularity is achieved through method
contracts. We want to extend this approach to the verification of information
flow properties. We define information flow contracts on the basis of [20]:

! By symmetry the number of comparisons can be reduced further in both cases: in the
first case 2-(2+1) = 6 comparisons are sufficient, in the second case 4+3+2+1 = 10
comparisons are enough.
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Definition 5 (Information Flow Contract). An information flow contract
(in short: flow contract) to a block (or method) b with local variables X :=
(x1,...,%n) of types A := (A1,...,Ay) is a tuple Cy 5.5 = (Pre, R1, Ry), where
(1) Pre is a formula which represents a precondition and (2) Ry, Ry are obser-
vation expressions which represent the low expressions in the pre- and post-state.

A flow contract Cy, 5.4 = (Pre, Ry, Ry) is valid iff for all states s the predicate
flow(s,b, Ry, Ra, Pre) is valid.

The difficulty in the application of flow contracts arises from the fact that

flow contracts refer to two invocations of a block b in different contexts.

Example 1. Consider the example if (1>0) {1++;if (1% 2==1) {1--;}}
again, with blocks by =if (1% 2 == 1) { 1--; Yand by = if (1>0) { 1++; by }. Let
Cy, 2.4 = Cp, 5.4 = (true,1,1) be flow contracts for by and by. To prove Cy, ;.. 1 by
self-composition,

wp(if (1>0) {1++; b1}; if (1'>0) {1'++; vj}, 1=1") (1)
has to be computed. Application of the wp-calculus yields:

(1>0= wp(b,(1’ >0= wp(b], 1L =11« 1" +1]))[1 + 1+1])
AL1<0=(1">0=wp(bl, 1=1)1" +1"+1]))
AL1>0= wp(b,('<0=1=1"))1« 1+1])
Al<0=(1'<0=1=1"))

(2)

If 1 = 1/ is valid, then the last three lines of (2) are obviously fulfilled. To see that
also the first line is fulfilled, C;, 5.4 needs to be used to remove the remaining
wp’s—but it is not obvious how this can be done, because the wp’s are nested.
A similar problem occurs if Theorem 1 is used to prove Cp, z..4-

The main idea of the solution is a coordinated delay of the application of flow
contracts. The solution is compatible with the optimizations of Section 4 and
additionally allows the combination of flow contracts with functional contracts.

Let b be a block with the functional contract Fy ;.. 1 = (Pre, Post, Mod) con-
sisting of: (1) a formula Pre representing the precondition; (2) a formula Post
representing the postcondition; and (3) a term Mod representing the modifies
clause for b. We introduce the formula

Pre A (Post = ¢)[Subst anon] (3)

Here, Substanon = (heap < anon{heap, Mod,h},% < Z’) is an anonymising
substitution setting the locations of Mod (which might be modified by b) and
the local variables which might be modified to unknown values; h of type Heap
and T’ of appropriate types are fresh symbols. We require Pre to entail equations
heap,,, = heap and X,,. = X which store the values of the program variables
of the initial state in program variables heap,,, and X, such that the initial
values can be referred to in the post-condition. Additionally, we require that Pre
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and Post entail a formula which expresses that the heap is wellformed. For the
sake of simplicity we do not handle exceptions here.

If b fulfills the contract Fy 5.4 = (Pre, Post, Mod), then formula (3) approxi-
mates wp(b, ¢) in the following sense:

Lemma 3
Pre A (Post = ¢)[Substanon] =  wp(b, @)

is valid in any interpretation M.
Proof. See for example [12].

We introduce a new two-state predicate Cy(Z,h,Z’,h') with the intended
meaning that b started in state (%, heap) — (Z, h) terminates in state (X, heap) —
(', ). This predicate can be integrated into the approximation (3) of wp(b, @)
as follows:

Pre A ( Co(%,heap, 7', 1)
A (heap = b/ A% = Z')[Subst 4non)

= (Post = ¢)[Subst anon]

)

where b’ of type Heap and Z’ of types A are fresh function symbols. By Lemma, 4
below, formula (4) implies wp(b, ¢) and therefore is also a correct approximation
of wp(b, ). The introduction of C,(Z,h,z’, k') (by approximating wp(b, ¢) by
(4) ) allows us to store the initial and the final state of b for a delayed application
of information flow contracts: as we show in Theorem 2 below, if two predicates
Co(Z1, h1, Ty, b)) and Gy (Za, he, Th, hY) are true in a structure M, then they can
be approximated by an instantiation of a flow contract Cy, 5.1 = (Pre, R1, Ra)
for b by

(4)

Prelheap < hq,% < Z1] A Pre[heap < hg,X < T2]

5
= (obsEq(El,hl,i’l, 1, R1) = 0bsEq(Z2, ha, T5, ’Q,Rg)) . )

Ezample 2. Let F, ;.41 = (true, true, allLocs) be the trivial functional contract
for by. Applied on our example, the first line of (2) can be simplified as follows.
First wp (b}, 1 = 1')[1’ < 1’ 4 1] can be approximated by (4) by

( Cy, (1, heap’, ¢', 1)
A (heap’ = I/ A1 = ') [heap’ < hypns 1 4 Lo
= (1 =1")|[heap’ < "pon> 1 < £ron)
1 +1]
= G, (1 + 1,heap’, 0, ') AR/

N /
anon h A ganon

Similarly, wp(b1, (1’ > 0= ¢’))[1 < 1 + 1] can be approximated by

1" >0A Gy, (1 + 1,heap, 4, h) A hanon = b ALanon =€ = ¢on (8)
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with ¢/,.,, = &' [heap < hanon, L < Lanon]. Therefore (2) can be approximated
by

1>0=( 1">0A Gy (1+1,heap,,h) A hanon = b ALlanon = ¢
= ( Cp, (1" + 1,heap’, ¢', h')
/\ h,(lTLOTL = h/ /\ K’CLTLOTL = El

= Zanon =/

anon

)

= 1>0A Gy, (1+1,heap,,h) A hanon = h A Lanon =4

AL >0A Cy, (1 + 1,heap’, O/, B YANK, 0 =R AL, =1 (10)
= Lanon = Lanon
Application of C, 5..4 by Theorem 2 yields
= 1> 0A hanon = h Algnon =4
ANY >0AR,0n =0 Non =1 (1)

AN1+1=1V+1=10=1)
:>‘€anon:‘€/

anon
which is obviously true if 1 = 1'.
Formally, Cy(Z, h,Z’, h') is valid in structure M iff
wp(b, heap = W' Ax = 7')[X + T,heap + h]
is valid in M. In the following we show that the above approach is sound.

Lemma 4. Let b be a block which fulfills the functional contract Fy ;.1 =
(Pre, Post, Mod).
wp(b, ¢) is valid if (4) is valid.

Proof. Because of Lemma 3 it suffices to show that (4) is valid iff (3) is valid.
If (3) is valid then by simple propositional logic also (4) is valid. So, we assume
that (4) is valid and set out to show that (3) is true in an arbitrary structure M.
By assumption Pre is true in M. We assume Post[Subst gpnon| is true in M with
the aim to show that @[Substanen] is also true in M. Since the new constant
symbols b/ and ' do not occur in Post[Subst 4non] we find a structure M’ that
differs from M only in the interpretation of these symbols such that in M’ both
Post[Subst gnon] and Gy (X, heap,z’,h') A (heap = b/ A X = Z')[Substanon] are
true. This may be achieved by choosing M’ such that the state so presented
by (h’M/,fc’M/) is the final state of b when started in the state s; presented
by (heap™, x™). By validity of (4) we obtain that ¢[Substanon] is true in M.
Since @[Subst gnon| does likewise not contain the new symbols it is also true in
the orignal structure M. O
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Theorem 2. Let b be a block fulfilling the flow contract Cy 3.5 = (Pre, Ri, Ra).
(5) is valid if Co(Z1,h1,Z),h)) and Co(T2, he, Th, hh) are valid.

Proof. We need to show, that under the given assumptions the implication (5) is
true in any first-order structure M. So we assume that the left-hand side of (5) is
true in M, i.e. Pre[heap ¢ hy,% + 71| = tt and Pre[heap < hg, % + Zo]M =
tt. By assumption Gy (Z1,h1,Z},h}) and Gy, (Z2, he, Th, hY) are true in M, which
by definition says wp(b, heap = h} A % = #})[X < Z1,heap < h;]M = tt and
wp(b, heap = hy A X = TH)[X < Ta,heap ¢ ho]™ = tt. The assumption that
the flow contract C, ;.5 = (Pre, Ry, Ry) is fulfilled implies via Theorem 1 that
Wb %,R1, R, Pre 1S true in M. Inspection of this formula shows that in the present
situation it implies that obsEq(Z1, h1,Z, b}, R1) = 0bsEq(ZTa, ha, T4, b, R2) is
valid in M, as desired. O

6 Related Work

The most popular approaches to check for non-interference of programs are ap-
proximative methods like security type systems (a prominent example in this
field is the JIF-System [14]), the analyses of the dependence graph of a program
for graph-theoretical reachability properties [11], specialized approximative in-
formation flow calculi based on Hoare like logics [1] and the usage of abstraction
and ghost code for explicit tracking of dependencies [17,7,21]. These approaches
are efficient, but do not have the precision of self-composition nor do they allow
for as fine-grained specifications as they are possible with the help of observation
expressions (Section 3). Nanevski, Banerjee and Garg [15] formalise information
flow properties in a higher-order logic and use Coq for the verification of those
properties. This approach seems to be extremely expressive, but comes with the
price of more and more complex interactions with the proof system.

Almost all so far mentioned approaches check for unconditional information
flow. There are only few approaches which study conditional information flow
and in particular information flow contracts. One of the first contributions on
conditional information flow was by Amtoft and Banerjee [2]. They developed a
Hoare logic for compositional intraprocedural analyses of conditional information
flow. This approach was the basis for a contribution on software contracts for
conditional information flow for SPARK Ada [4]. The latter approach works on a
relatively simple while-language including method calls. The handling of arrays
was added in a later contribution [3]. Object orientation is not supported. One
advantage of our approach is that information flow and functional contracts can
be combined easily. This results in arbitrary precision whereas [4] introduces
fixed over-approximations.

Finally self-composition [6,8] is a popular approach to state non-interference
and use off-the-shelf software verification systems to check for it, as we do. The
approach has been applied to full-fledged programming languages like Java.

To the best of our knowledge there are only very few contributions aiming
at an improvement of the efficiency of the self-composition approach. A very
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recent approach by Phan [18] uses bounded symbolic execution (symbolic exe-
cution without inductive invariants) and a formulation of (non-conditional) non-
interference based on symbolic traces which is quite near in spirit to the one
which we pioneered in [20] and which we reformulated for the wp-calculus in
Theorem 1. Phan found that with this formulation it is sufficient to symbolically
execute a program only once. Independently of [18]|, we found that the same
holds if the wp-calculus or Dynamic Logic is used (Section 4). Therefore, our ap-
proach is not restricted to bounded programs. Additionally, we showed how the
approach can be used to check for conditional non-interference and with more
fine grained specifications. Barthe, Crespo and Kunz [5] build product programs
to increase the level of automation in relational reasoning, which can also be
used for information flow verification, but their focus is mainly on increasing the
degree of automation and less on increasing efliciency.

Compositional / modular self-composition reasoning is also studied rarely: A
contribution by Naumann [16] duplicates each variable, field, parameter and
method body in the Java source code and uses standard JML method contracts
to state non-interference with the help of the duplicates. The contracts are ver-
ified with the help of ESC/Java2. This approach has the drawback that there
is no obvious translation of JML annotations from the non-duplicated source to
the duplicated source: an object invariant invariant (\sum Object o;; 1) < 10;
for instance might evaluate differently in the duplicated code than in the non-
duplicated one. The paper mentions vague how modularity on the method level
could be achieved, but thorough investigation is left for future work. Another con-
tribution by Dufay, Felty and Matwin [10] introduces new JML-keywords which
directly define relations between the program variables of two self-composed ex-
ecutions. In particular two keywords to distinguish the variables of the two runs
are defined. The approach uses ghost code to store the return value and the
values of parameters of the first run in order to use those values during the
application of non-interference contracts in the second run. As the authors men-
tion themselves, the approach is limited in case arrays are involved in method
invocations. We do not see how even more complex data structures or equiva-
lently complex heap manipulations can be tracked with ghost code. Hence, the
proposed usage of ghost code seems to be a serious limitation of the approach.
Resolving such limitations is mentioned as an aim of future work. Our approach
on compositional reasoning overcomes such limitations: it does not use additional
ghost code and is not limited by its usage.

7 Conclusions and Future Work

We presented two optimizations of self-composition style reasoning for weakest
precondition calculi with explicit heap model which overcome two of the main ef-
ficiency issues with self-composition reasoning. Firstly we showed in Theorem 1
how self-composition can be rephrased such that it is sufficient to consider a
program « only once in the weakest precondition calculation. The weakest pre-
condition for o/ can be extracted from the one of a by the renaming of program
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variables. Secondly we showed how the number of final states to be considered
by a self-composed program can be reduced considerably by compositional infor-
mation flow reasoning.

For the second optimization, compositional self-composition reasoning is
essential. We presented an approach how weakest precondition calculi can be
extended such that they can be used to construct fully modular and feasible
self-composition proofs. The approach can be extended to information flow loop
invariants. The main obstacle in the application of information flow loop in-
variants compared to flow contracts is that it has to be taken care that the
self-composed programs execute the loop body equally often. An important fea-
ture of our approach is that (1) approximations are involved only at points where
modular information flow reasoning is applied and (2) that our verification tech-
nique can get arbitrarily precise in those cases by the usage of preconditions and
sufficiently strong functional contracts, if necessary. Further, our approach does
not suffer from limitations of other approaches, like the ones of [10].

The presented approaches can easily be adopted to Dynamic Logic and other
Hoare like logics. We implemented them (including information flow loop
invariants) in the KeY-system on the basis of Java Dynamic Logic. Our im-
plementation can handle the full subset of JAvA which can be handled by the
non-extended KeY-system. This subset explicitly covers exceptions, object cre-
ation and static initialisation. It mainly does not cover concurrency, floating
point arithmetic and generics. The implementation has been tested on several
smaller case-studies. The tool itself as well as examples can be found on our
web-side (http://www.key-project.org/DeduSec/).
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