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Abstract. The semi-trusted servers in cloud environment may outsource
the files of their clients to some low expensive servers to increase their
profit. To some extent, such behavior may violate the wishes of cloud
users and impair their legitimate rights and interests. In this paper, a
probabilistic challenge-response scheme is proposed to prove that the
clients’ files are available and stored in a specified cloud server. In or-
der to resist the collusion of cloud servers, common cloud infrastructure
with some reasonable limits, such as rational economic security model,
semi-collusion security model and response time bound, are exploited.
These limits guarantee that a malicious cloud server could not conduct a
t-round communication in a finite time. We analyze the security and per-
formance of the proposed scheme and demonstrate that our scheme pro-
vides strong incentives for economically rational cloud providers against
re-outsourcing the clients’ data to some other cloud providers.

Keywords: Cloud storage, Economical server collusion, Storage secu-
rity, Probabilistic scheme.

1 Introduction

In the cloud computing environment, the Cloud Storage Providers (CSPs) offer
paid storage space on its infrastructure to store customers’ data. Since the CSPs
are not necessarily trusted in cloud storage system, efficient and secure schemes
should be built to constrain their malicious activities.

For sensitive data, legitimate concerns are necessary when using cloud stor-
age services. The failure of cloud storage server at Amazon results in the per-
manent loss of customer data [4]. Also, there are a variety of economical and
legal restrictions that may compel a customer to choose to store data in a spe-
cific cloud storage provider. For example, many companies are willing to store
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their sensitive data in the same cloud storage server and many privacy laws
in Nova Scotia, British Columbia, Australia and EU [8] require personal data
stored within a political border or other nations with comparable protections.
Further, the cross server deduplication will greatly reduce the storage overhead
of cloud servers, which will reduce the costs of the service providers and en-
hance their competitiveness. However, the data deduplication may violate the
intention of users and undermine the interests of them. Therefore, we see that
it is necessary to constrain the activity of the CSPs and verify that their ac-
tivity meet the storage obligations. Since the clients data is stored in remote
server without a local copy, it is very difficult to provide transparency to the
users that their sensitive data is correctly handled by the cloud provider. We
need to use challenge-response scheme to provide an efficient method to prove
the malicious storage re-outsourcing activity. However, the existing challenge-
response scheme could not provide a proof that the data of clients stored in a
semi-trusted remote cloud storage is not re-outsourced in the economical server
collusion network model [6, 7].

In this paper, we demonstrate that it is possible to design a challenge-response
protocol which imposes a strong incentive onto the cloud providers to store
their clients’ data at rest. In particular, we present a probabilistic challenge-
response scheme where semi-collusion bound, communication and computation
bound and response time bound are adopted. A malicious cloud server S who
has re-outsourced its client data to some other cloud server S′ should conduct
a t-round communication with S′ to generate a correct response. If t is large
enough, the malicious server could not generate the response in time even if with
unlimited computation power. It is demonstrated that our scheme is secure under
cryptography assumption and our analysis shows that as long as the designed
communication round t is large enough, TIMER scheme will provide a strong
incentive for the rational economic cloud providers to store the data of their
clients in their storage servers.

2 Related Works

Provable Data Possession: To protect the availability of the clients’ files
stored in remote data storage server, Ateniese et al. [1] proposed a formal-
ized model called Provable Data Possession (PDP). Unlike the low efficiency
deterministic schemes [10, 14, 23] and probability scheme [22], PDP could effi-
ciently check whether the clients’ files stored in remote server have been tam-
pered or deleted with very high probability. Several variations of their proposed
scheme, such as static PDP schemes [11,18,24] and limited dynamic or dynamic
schemes [2,13], are proposed to achieve efficient proof of remote data availability.

Secure Deduplication: Conducting deduplication will reduce the data stor-
age burden and maintenance cost, which can promote price reductions of data
storage service and enhance the competition of CSPs. Recent researches on stor-
age deduplication [12, 25] show that deduplication achieves a higher level of
scalability, availability, and durability. However, Harnik et al. [16] point out that
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client-side deduplication introduces security problems that an attacker is able to
get the entire file from the server by learning just a small piece of the hash value
about the file. Therefore, Halevi et al. [15] proposed a scheme called Proofs of
Ownership (PoWs), where a client proves to the server that it actually holds a
copy of the file and not just some short information about it based on Merkle
trees [20] and specific encodings.

Location Sensitive Services: In data storage system, users’ data is impor-
tant for some location sensitive services. Some schemes [19, 26] proposed to use
semi-trusted landmarks to provide geolocation solutions for data storage. Also,
to provide the security against the colluding of adversaries, hidden landmarks
are used in geolocation system [5] in wireless networks. Bowers et al. [4] pro-
posed an hourglass scheme to verify a cloud storage service provider is duplicate
data from multiple drives through the measurements of network delay. Gondree
and Peterson proposed a provable data geolocation and they detect the network
delay of different distance and they point that their system could be built on
any exiting PDP scheme.

The PDP relevant solutions are proposed to realize efficient data availability
check on remote data storage servers. The data storage deduplication relevant
solution PoWs is proposed to protect against an attacker from gaining access
to potentially huge files of other users based on a very small amount of side
information. However, all these schemes focus on the authentication of data
integrity and availability problems between clients and servers, which could not
prevent a semi-trusted server from re-outsourcing clients’ data to some other
servers to save its storage space or increase its profit. Such behavior may reduce
the security and availability guarantee of clients’ data and the benefit of the
clients may be violated in this situation.

3 Problem Statement and Design Goals

3.1 System and Threat Model

In cloud storage environment, the clients’ data may be re-outsourced multiple
times and stored in some unknown servers with low quality of service, which will
cause some serious economical and security problems in cloud storage outsourc-
ing service.

Conspiracy to Profit: A CSP may offload the clients’ data to some other
CSPs when the sum of their payment is lower than that from its clients. Thus,
on one hand, the CSP will be able to enlarge its profit by the difference between
the payment of itself and the sum payment of all the other CSPs. Also, data
re-outsourcing may be used to save the storage space to store the data from
other clients. On the other hand, the colluded CSPs will get payment from the
CSP. As a result, the conspiracy to profit model will promote the collusion of
CSPs driven by the interests.

Storage Location Security: In the multiple time storage re-outsourcing
scenario, the data owner will not be able to control the data re-outsourcing
behavior of the malicious CSP and the location of its data is uncontrollable.
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Therefore, the clients’ data may be stored in some servers controlled by its
competitors or in some servers beyond the scope of legal protection. Then, some
data security and privacy issues will arise.

Low Service Quality: If the cloud storage service is provided in a multi-hop
mode in storage re-outsourcing scenario, the CSPs may not be able to respond
the request from their clients in time. Worse still, the CSPs will not be able to
respond the clients when any CSP in the storage re-outsourcing chain is out of
service. Also, the client’s data will be stored in a lower payment data store which
usually provides lower data security and quality of service guarantee.

3.2 Design Goals

To design a secure and practical TIMER scheme, our system should achieve the
following security and performance guarantees.

1. Correctness: Any cloud server that faithfully follows the mechanism must
produce an output that can be decrypted and verified by the customer.

2. Soundness: No cloud server can generate an incorrect output that can be
decrypted and verified by the customer with non-negligible probability.

3. Efficiency: The local computations done by customer should be substantially
less than the whole data.

4 Proposed Scheme

In this section, we first present the bounds of our scheme. Then, we introduce
the definition and designing detail of our scheme.

4.1 Construction Overview

As the first idea, we have to make a cryptography design where the challenges
from the client C could not be responded correctly in time, when a cloud server
S storing the client’s files F colludes with some other cloud server S′ and re-
outsources F to it. Thus, we propose probabilistic TIMER scheme based on
communication time delay to prove that the client data is available and stored
in specified data store. The proposed scheme adopts cryptographical assump-
tion and network delay to restrict the collusion re-outsourcing behavior of cloud
servers. We properly parameterize some bounds on the protocol as follow:

Semi-Collusion Bound (SC-Bound): In TIMER scheme, every cloud
provider runs the public key generation algorithm and produces a pair of keys
(pk, sk). The cloud provider then publicizes its public key pk and keeps its pri-
vate key sk secret. It should be emphasized that a cloud provider will not conduct
a full proxy signature delegation activity [28] with any other cloud server even
in the collusion situation.

Communication and Computation Bound (CC-Bound): The cloud
providers are rational. They would not like to sign for every possible combination



350 T. Jiang et al.

of u tags, chosen from n tags, beforehand and outsourcing all the clients’ files
with these singed tags.(Actually, it is impossible for a cloud provider to conduct
this kind of activity when u and n are relative large.)

Time Bound (T-Bound): The time for a cloud storage provider to compute
the proof TC is much less than the time to conduct a 1-round challenge-response
commutation TT . The maximum time delay for an honest server to response
the client in the TIMER scheme is Δt. S and S′ could not conduct t-round
communication in Δt, even if they collude with each other.(Since multi-hop re-
outsourcing needs much more response time than the 1-hop re-outsourcing, we
only need to analyze the 1-hop re-outsourcing security in our scheme.)

With the above bounds, we could provide an explanation of our TIMER
scheme based on network delay. On one hand, Papagiannaki et al. [21] showed
that the single-hop average communication delay of packet in the backbone expe-
rience is around 0.1ms. On the other hand, Jansma et al. [17] showed that 10ms
is needed to compute an RSA signature on an Intel P4 2.0GHz machine with
512MB of RAM. As in T −Bound, we assume that the cloud storage providers
have much powerful computation ability which makes the time to generate a
proof TC much less than the time TT . Thus the maximum time for an honest
server S to response the challenge in TIMER scheme is T ime1 = TT + tTC+Δt
where TC is the proof computation time of S. The minimum time for a dishon-
est server S, who has re-outsourced file F to another server S′, to response the
challenge is T ime2 = (t+1)TT + tTC′ where TC′ is the joint computation time
of server S and S′. According to the T −Bound, TC and TC′ is much less than

TT and Δt is smaller than tTC. We obtain that Time2
Time1

= (t+1)TT+t×TC′×TC+Δt
TT+t

and the challenger C will be able to prove that its file F is not stored in the
data storage server S.

In general, TIMER scheme is a challenge-response scheme based on PDP
and it forces S to conduct a t-round communication with S′ when the file F is
offloaded from S and stored at S′. The colluded servers S and S′ would not be
able to generate a correct proof in a time delay Δt if t is chosen properly.

4.2 TIMER Scheme

In this section, we present the constructions of TIMER scheme. We start by
introducing some additional notations used by the constructions. Let p = 2p′+1
and q = 2q′+1 be secure primes and let N = pq be an RSA modulus. Let g be a
generator of QRN , the unique cyclic subgroup of Z∗

N of order p′q′. We can obtain

g as g = a2, where a
R← Z∗

N such that gcd(a± 1, N) = 1. All exponentiations are
performed modulo N , and we sometimes omit writing it explicitly for simplicity.
Let h : {0, 1}∗ → QRN be a secure deterministic hash function that maps
strings uniformly to QRN . Let k, l, λ be security parameters (λ is a positive
integer) and let H be a cryptographic full domain hash function as used in the
provably secure FDH signature scheme [3, 9]. We get H : {0, 1}k → Z

∗
N . In

addition, we make use of a pseudo-random function (PRF) f and a pseudo-
random permutation (PRP) π that f : {0, 1}k × {0, 1}log2(n) → {0, 1}l and
π : {0, 1}k × {0, 1}log2(n) → {0, 1}log2(n).



TIMER: Secure and Reliable Cloud Storage against Data Re-outsourcing 351

We write fk(x) to denote f keyed with key k applied on input x. The algo-
rithms of TIMER scheme are described in Algorithm 1. We are able to maintain
1-round communication cost between C and S with a combined value ρ, and
verification materials Tl and ρl(0 ≤ l ≤ t− 1).

As previously defined, let f be a pseudo-random function, π be a pseudo-
random permutation and H be a cryptographic hash function.

According to the TIMER algorithms in Algorithm 1, We construct the TIMER
system in two phases, Setup and Challenge:

Setup: The client C runs GenC(1
k) → (pkC , skC), stores (skC , pkC) and sets

(NC , g) = pkC , (eC , dC , v) = skC . C then runs Tag(pkC , skC , bi, i) → (Ti,bi ,Wi)
for all 1 ≤ i ≤ n and sends pkC , F and TAG = (T1,b1 , ..., Tn,bn) to S for storage.
C may now delete F and TAG from its local storage.

Challenge: C requests proof of possession for c = ut distinct blocks of the file
F (with 1 ≤ c ≤ n):

1. C generates the challenge CHAL = (r, k0, k
′, gs, u, t), where k1

R← {0, 1}k, k′
R← {0, 1}k, gs = gs mod N, s

R← Z
∗
N , CT1 is the machine time when C sends

the challenge, u and t are used to decide the number of blocks to verify and
the round number that S has to sign the intermediate results and Δt is the
upper bound of time for S to respond a challenge. C sends CHAL to S and
stores the current system time CT1.

2. S runs GenS(1
k) → (pkS , skS) and then runs Prof(pkC , skS , F, CHAL, TAG)

→ V and sends to C the proof of possession V .
3. When C receives the response from S, it stores the current system time CT2.

Then C sets CHAL = (k1, k
′, u, t, s, CT1, CT2, Δt) and checks the validity

of the proof V by running Vrfy (pkS , pkC , skC , CHAL,V).

It is obvious that, the additional tags do not change the storage requirements
for the server, since the size of the file is O(n). Considering the efficiency of the
proposed scheme, we need to remark that 2t + 1 values are needed among the
communication between C and S. It means that the client needs to conduct t
times signatures verification in each request. In the TIMER system, we consider
a 1024-bit modulus N . In the Challenge phase, C sends to S 5 value with total
298 bytes (r and gs are both 128 bytes, k0 is 16 bytes, k′ is 20 bytes, u is 4
byte and t is 1 byte). The values contained in the server’s response are related
with the communication round t and the total length is (148t + 20) bytes (
Tl(0 ≤ l ≤ t − 1) is 128 bytes, ρl(0 ≤ l ≤ t − 1) is 20 bytes and ρ is 20
bytes). The communication rounds t is decided according to Δt in full data
re-outsourcing situation. However, in partial data re-outsourcing, it will grow
when the allowed percent of the re-outsourced data becomes smaller, and we
will provide a detailed analysis in the next section. According to out TIMER
system above, we only need to send a small number of values and the server
does not need to send back to the client the file blocks. The storage of a client
is O(1), and the communication overhead and computation overhead of a client
are both O(t).
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Algorithm 1. The TIMER Algorithms

GenC(1
k):

1. Generate pkC = (N, g) and skC = (eC , dC , v), such that eCdC ≡ 1( mod
p′Cq

′
C), eC > λ is a large secret prime and dC > λ, g is a generator of

QRN and v
R← {0, 1}k.

2. Output (pkC , skC).

GenS(1
k):

1. Generate pkS = (N, eS) and skS = (N, dS), such that ed ≡ 1( mod p′Sq
′
S),

eS > λ is a large secret prime and dS > λ, g is a generator of QRN .
2. Output (pkS , skS).

Tag(pkC = (N, g), skC = (dC , v), b, i):

1. Generate Wi = v||i. Compute Ti,b = (h(Wi) · gb)dC mod N .
2. Output (Ti, b,Wi).

Prof(pkC = (N, g), skS = dS , F = (b1, ..., bn), CHAL = (r, k0, k
′, gs, u,

t), TAG = (T1,b1 , ..., Tn,bn)):

1. Let c = ut.
for 0 ≤ l ≤ t− 1 do

for 1 ≤ j ≤ u do
Compute coefficients:al,j = fk′(ul + j) ; Compute the indices of
the blocks for which the proof is generated: il,j = πkl

(ul + j);

Compute Tl = (h(Wil,1 )
al,1 · ... · h(Wil,u)

al,u · gal,1bil,1+·...·+al,ubil,u )dC ;

Compute ρl = (H(Tl||r))dS . let kl+1 = ρl;

2. Compute ρ = H(
�t−1

l=0 g
al,1bil,1+·...·+al,ubil,u
s mod N);

3. Output V = (ρ, T0, ..., Tt−1, ρ0, ..., ρt−1).

Vrfy(pkS = eS , pkC = (N, g), skC = (eC , v), CHAL = (r, k0, k, u, t,
s, CT1, CT2, Δt),V = (ρ, T0, ..., Tt−1, ρ0, ..., ρt−1)):

if CT2 − CT1 < Δt then

Compute T = T0· ... · Tt−1 = (
�t−1

l=0 h(Wil,1 )
al,1 · ... ·

h(Wil,u )
al,ugal,1bil,1+...+al,ubil,u ); for 0 ≤ l ≤ t− 1 do

Compute H(Tl ‖ r) = θl Let kl+1 = ρl and τ = T eC . for 1 ≤
j ≤ u do

Compute al,j = fk′(ul + j);// Compute il,j = πkl
(ul +

j),Wil,j = v||il,j , and ;

if θl = (ρl))
eS (0 ≤ l ≤ t− 1) and H(τs mod N) = ρ then

Output Accept.

else
Output reject.
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5 Security and Performance Analysis

In this section, we present the security and performance analysis of our TIMER
scheme.

5.1 Security Proof of TIMER Scheme

We suppose that the maximum time delay that a client allows the server to
respond the proof is Δt. According to the T − Bound, when the file F is re-
outsourced to S′ from S, the collusion servers would not conduct a t round
communication between each other. However, S will be able to forge a proof of
possession V for the blocks indicated by CHAL without conducting a t-round
interaction with S′. Thus, we have to prove that the colluded servers could forge
a valid proof in each phase Phi(0 ≤ i ≤ t− 1) with a negligible probability.

The initial key k0, used to choose the blocks, is from the client while the phase
key used to choose the blocks in each phase is generated from the result of the
previous phase of the current phase. Thus, we have to prove that a Probability
Polynomial Time (PPT) adversary will forge each phase key kl(1 ≤ l ≤ t − 1)
with only a negligible probability. If the PDP scheme [1] adopted in our scheme
is secure under the RSA and KEA-r assumption [27], we could start the security
proof for TIMER system by the phrase key unforgeability. We construct the
phase key generation scheme according to our TIMER scheme as follow:

The Phrase Key Generation Scheme

Let f and π be the pseudo-random function and pseudo-random permutation
respectively as defined before and some other parameters r, k0 k′, F and TAG are as
defined in TIMER algorithms.

Key Generation: Compute(N, e, d) ← GenRSA (1k) and the public key is (N, e) and
the secret is d. Let H : {0, 1}k → Z

∗
N be a hash function.

Phrase Key Generation: When kl(1 ≤ l ≤ t − 1) is needed to compute, the pa-
rameter Tl−1 has been computed as defined in TIMER algorithms. Then compute
ρl = (H(Tl||r))dS mod N and kl+1 = ρl. At last, output (r, k0, k

′, {T0, T1, ..., Tt−1},
{k1, k2, ..., kt−1}).

Phrase Key Verification: Input (r, k0, k
′, {T ′

0, T
′
1, ..., T

′
t−1}, {k′

1, k
′
2, ..., k

′
t−1}) and

check whether all the ρ′l
eS ?

= H(T ′
l ‖ r) and k′

l+1 = ρ′l where 0 ≤ l ≤ t− 1.

Theorem 1. If the PDP scheme is provably secure under the RSA and KEA1-r
assumption, and H and h are modeled as random oracles, the construction of
the Phase Key Generation Scheme is unforgeable under adaptive chosen-message
attack.

Proof. On one hand, the PDP scheme is secure under RSA and KEA1-r as-
sumption, which assures that an adversary can forge T0 with only a negligible
probability. On the other hand, the RSA-signature is a trapdoor permutation
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and H is assumed to be a full-domain hash function, which guarantees that the
output of the signature scheme in the phrase key generation scheme has a unique
signature. Then, we get that the probability for an adversary to forge a phase
key k′1 = ρ′0 and ρ′0

eS = H(T ′
0 ‖ r) is negligible. As a result, if a PPT adver-

sary could forge the key k′l with only a negligible probability, the probability
that k′l+1 can be correctly generated is negligible. Consequently, the phase key
{k1, k2, ..., kt−1} is unforgeable when the phase key seed k0 is determined.

Theorem 2. For any phase Phl(0 ≤ l ≤ t − 1), on input dS , {k0, k1, ..., kl−1}
and {T0, T1, ..., Tl−1}, the probability that S could forge a signature Tl =

(h(Wil,1 )
al.1 · ... · h(Wil,u )

al,u · gal,1bil,1+...+al,ubil,u )dC is negligible without inter-
acting with S′; On input F = b1, ..., bn, W and {k0, k1, ..., kl−1}, the probability
that S′ could forge the phase key kl+1 is negligible without interacting with S.

Proof. We model h as a random oracle. Then, the block identity il,j =
hkl−1

(j)(1 ≤ j ≤ u) is uniform distribution. Since S has re-outsourced F =
b1, ..., bn to S′, S could not compute a value Tl = (h(Wil,1 )

al.1 · ... · h(Wil,u )
al,u ·

gal,1bil,1+...+al,ubil,u )dC from a random set of u blocks without communicating
with S′. Then, we have to prove that S′ could not forge Tα(l + 1 ≤ α ≤ t − 1)
without communicating with S.

According to the SC − Bound, S would not conduct a full proxy signa-
ture with S′. Thus, S′ will not get the secret key dS of S. Under the as-
sumption SC − Bound, We consider a game in which a challenger generates
an RSA key (N, e), chooses random m ∈ {0, 1}k and r ∈ Z∗

N , and sends
(N, e, y = h(m||r) ∈ Z∗

N ) to adversary A. The goal is for A to compute y1/e

mod N . Assume that A can query the random oracle H : Z∗
N → Z∗

N at
any sequence of points x1, ..., x� ∈ Z∗

N receiving in return the output values
y1 = H(x1), ..., y� = H(x�) and, without loss of generality, these points are dis-
tinct. The challenger then gives to A the value y1/e mod N for all i, assuming
that the challenger knows the factorization of N and can compute these values.
We claim that A still can not compute a signature σ = y1/e mod N except with
negligible probability. We construct the following adversary A′ which computes
y1/e mod N with the same probability at A, but without any additional help
from the challenger:

Algorithm 2. Algorithm A′

Given (N, e, y) as input, and its goal is to compute y1/e mod N .

1. Run A on input (N, e, y).
2. Oracle Query:

for each random oracle query H(xi) of A do
Choose Ri ← Z∗

N . Answer the query using yi := Re
i mod N .

3. Give R1, ...R� to A, output whatever value is output by A.
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According to Theorem 1 and Theorem 2, if server S has re-outsourced F to
S′, it must conduct a t-round interaction with S′ to generate a correct proof.
Combining with T − Bound, they will not respond in time and the client will
detect the malicious behavior of server S.

5.2 Probabilistic Analysis of Data Re-outsourcing

Our TIMER scheme is a probability scheme, where server S may re-outsource
x blocks of the n-block file F to S′ to break through the T − Bound. Let u be
the number of different blocks for which client C asks proof in each phase of a
challenge. Let X be a discrete random variable that is defined to be the number
of blocks chosen by C that matches the blocks deleted by S. We could compute
the probability PX that at least one of the blocks picked by C matches one of
the blocks re-outsourced to S′ by S in each phases. We have:

PX =P{X ≥ 1} = 1− P{X = 0}
=1− n− x

n
· n− x− 1

n− 1
· ... · n− u+ 1− x

n− u+ 1
.

(1)

Since n−i−x
n−i ≥ n−i−1−x

n−i−1 , we get:

1− (
n− x

n
)u ≤ PX ≤ 1− (

n− u+ 1− x

n− u+ 1
)u (2)

If x blocks of F are offloaded to S′ from S, PX indicates the probability that a
challenger C will detect the misbehavior of server S, when it asks proof for u out
of n blocks. Since secure parameter t is the maximum communication rounds in
a finite time delay Δt according to T −Bound, we have to guarantee that server
S should conduct the communication rounds not less than t from the viewpoint
of probability. Then, we get the relation between ideal communication rounds t
and the actual communication rounds t′ as t′ × PX = t. That is:

t′ =
t

PX
≥ t

1− (n−x
n )u

. (3)

Then, we assume that S re-outsources y out of n blocks of file F . Let Y be a
discrete random variable that is defined to be the number of blocks chosen by C
and matches the blocks destroyed by S. The probability PY that at least one of
the blocks picked by C matches one of the blocks destroyed by S in each phase
can be computed. We have:

PY =P{Y ≥ 1} = 1− P{Y = 0}
=1− n− y

n
· n− y − 1

n− 1
· ... · n− u+ 1− y

n− u+ 1
.

(4)

We define the probability P that, in all the t′ phases, at least one of the blocks
picked in each phase matches one of the blocks destroyed by S. we get:

P = 1− [1− PY ]
t′ . (5)
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Then we have:

1− (
n− y

y
)ut

′ ≤ P ≤ 1− (
n− u+ 1− y

n− u+ 1
)ut

′
. (6)

Let c = ut′ be the number of blocks chosen for the proof of data availability in
PDP [1]. The lower bound of inequalities (5) is the same as detection probability
expressed in PDP. If y equals to 1% of n, then C needs to ask for ut = 460 blocks
and ut = 300 blocks in order to achieve P of at least 99% and 95%, respectively.
Fig.1 shows the relation between t′ and t when the total blocks asked by C are
460 and 300 respectively.
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Fig. 1. Relationship between the ideal communication round t and the actual commu-
nication round t′ when different percents of file are re-outsourced

According to Fig. 1, it is obvious that t′ = t when F is re-outsourced from
S to S′. However, when only a part of F is re-outsourced from S to S′, the
TIMER scheme should also be able to tolerate a t-round communication delay.
Thus, t′ rounds communication needs to be adopted to prevent from partial data
re-outsourcing and the relation between t and t′ is shown in Fig. 1. We need to
choose appropriate t′ to prevent against different percent of data re-outsourcing,
because the smaller t′ is , the more efficient our scheme will be. If t′ is relatively
small, it means the allowed response delay Δt is not very large compared with a
1-round communication time delay in the network. From this point of view, the
efficiency of our scheme, to some extent, depends on precise measurement of the
maximum response delay Δt.

TIMER scheme is efficient when t′ is relative small and the total challenge
block number c = ut′ is fixed. However, to detect the malicious activity of S,
when only a small percent data is re-outsourced, 1 percent or even smaller, t′

may become too large compared to t. As a result, u = c/t′ may become a relative
small number and the package composition number Cu

n may not be large enough
as a secure parameter. In this situation, we need to fix u and compute the relative
t′. Therefore, the total number of random blocks that C challenges will be linear
correlation with the actual communication rounds t′.
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6 Conclusion

Server side clients’ data re-outsourcingmay cause some security problems in cloud
storage environment. In this paper, the proposed probabilistic TIMER schemewill
provide an efficient way to detect this malicious behavior of cloud servers. It adopts
cryptographic assumptions and network delay to prevent servers from collusion in
cloud storage, which will provide a strong incentive for the economically rational
cloud server to store clients’ data in their stores.We provide a security and perfor-
mance analysis of our scheme. The analysis shows that our scheme is secure and
efficient. The storage overhead of clients in TIMER scheme isO(1) and the compu-
tation and communication overhead are both O(t) in full data re-outsourcing sce-
nario and the client storage overhead, computation and communication overhead
become O(1), O(t′) andO(t′), respectively. However, t and t′ will become relative
large when only a small percent of clients’ data is re-outsourced. In the future, we
will explore some new methods to construct a scheme with constant computation
and communication overhead.
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