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Preface

The 10th International Conference on Information Security Practice and Expe-
rience (ISPEC 2014) was held in Fuzhou, China, during May 5-8, 2014. The
conference was hosted by Fujian Provincial Key Laboratory of Network Security
and Cryptology, Fujian Normal University.

This year the conference received 158 submissions. They were evaluated on
the basis of their significance, novelty, technical quality, and practical impact.
Each paper was reviewed by three Program Committee members and the review-
ing process was double-blind. After careful reviews and intensive discussions, 36
papers were selected for presentation at the conference and inclusion in this
Springer volume (LNCS 8434), with an acceptance rate of 23%.

In conjunction with ISPEC 2014, there was a “Huawei Information Secu-
rity Practice and Experience Forum” sponsored by Huawei. The forum con-
sisted of seven keynote speeches being delivered to the ISPEC 2014 participants.
The seven keynote speakers were Dieter Gollmann, Miroslaw Kutylowski, Javier
Lopez, David Naccache, Mark Ryan, Pierangela Samarati, and Yang Xiang. The
proceedings also contain the invited papers from the keynote speakers.

There is a long list of people who volunteered their time and energy to put
together the conference and who deserve special thanks. Thanks to the Program
Committee members and external reviewers for their hard work in evaluating
the papers. We are also very grateful to all the people whose work ensured a
smooth organization process: Honorary Chair Fegn Bao, General Chairs Robert
Deng and Li Xu, Publication Chair Ying Qiu, Publicity Chairs Cheng-Kang Chu
and Yu Wang, and Organizing Chair Wei Wu.

Last but certainly not least, our thanks go to all the authors who submitted
papers and all the attendees.

May 2014 Xinyi Huang
Jianying Zhou



ISPEC 2014

10th Information Security
Practice and Experience Conference

Fuzhou, China
5-8 May 2014

Organized by Fujian Normal University, China

Sponsored by Huawei Technologies Co., Ltd.

Honorary Chair

Feng Bao Huawei, Singapore

General Chairs

Robert Deng Singapore Management University, Singapore
Li Xu Fujian Normal University, China

Program Chairs

Xinyi Huang Fujian Normal University, China
Jianying Zhou Institute for Infocomm Research, Singapore

Publication Chair

Ying Qiu Institute for Infocomm Research, Singapore

Publicity Chairs

Cheng-Kang Chu Huawei, Singapore
Yu Wang Deakin University, Australia

Organizing Chair

Wei Wu Fujian Normal University, China

Program Committee

Cristina Alcaraz University of Malaga, Spain
Basel Alomair KACST, Saudi Arabia
Man Ho Au University of Wollongong, Australia



VIII ISPEC 2014

Joonsang Baek KUSTAR, UAE
David Chadwick University of Kent, UK
Songqing Chen George Mason University, USA
Xiaofeng Chen Xi’dian University, China
Chen-Mou Cheng National Taiwan University, Taiwan
Sherman S.M. Chow Chinese University of Hong Kong, Hong Kong
Cheng-Kang Chu Huawei, Singapore
Mauro Conti University of Padua, Italy
Xuhua Ding Singapore Management University, Singapore
Yong Ding Guilin University of Electronic Technology,

China
Josep Ferrer-Gomila Universitat de les Illes Balears, Spain
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Access Control in and Around the Browser

Dieter Gollmann

Hamburg University of Technology
diego@tuhh.de

Abstract. We conduct an analysis of access control mechanisms in the
browser and note that support for mashups and defences against cross-
site scripting attacks are both moving from ad-hoc measures towards
solutions where the browser enforces access control policies obtained from
a host (CORS and CSP respectively). We also point out the degree of
trust these solutions have to take for granted.

1 Introduction

Once Netscape 2.0 had furnished the browser with the means for processing ex-
ecutable elements in HTML pages, the browser had to implement a reference
monitor regulating how code arriving in a page might use client side resources.
Resources include objects managed by the browser, objects managed by the
underlying operating system, and outgoing connections. Initially, executable el-
ements in HTML pages were so-called applets written in Java. Today, JavaScript
has become the favourite language for writing client-side scripts in web applica-
tions, with the Document Object Model (DOM) used for representing web pages
in the browser and XMLHttpRequest used for exchanging data with a server.

Reference monitors enforce a security policy. The Same Origin Policy (SOP)
had been introduced in Netscape 2.0 and was adopted as the de facto standard by
browser developers. SOP in its various flavours remains highly influential today.
This paper will trace how SOP became an impediment when the development
of web applications progressed towards mashups, and how attackers found ways
around this defence to execute unwanted code at the client. (To explain how
to interpret “unwanted code”, we still need to discuss who actually decides the
policy enforced in the browser.) This paper will also analyze the approaches
developed for dealing with these two issues. Our discussion will be conducted
within the framework of access control. It will steer clear of most browser specific
details, relevant as they are for practical deployment, but lay out a systematic
way for analyzing access control in the web. It is not our goal to study the
idiosyncrasies of different browsers and browser versions.

2 Access Control

The principles of access control can be expressed using the terms principal,
subject, object, and access operation [4].

X. Huang and J. Zhou (Eds.): ISPEC 2014, LNCS 8434, pp. 1–7, 2014.
c© Springer International Publishing Switzerland 2014



2 D. Gollmann

A principal is an entity that can be granted access to objects or can make
statements affecting access control decisions [3].

Principals are thus the entities security policies refer to. We use authorization to
denote the act of granting an access right to a principal, i.e. of setting a policy1.
A subject is an active entity within an IT system that speaks for a principal.
Subjects are the entities sending access requests to (the implementation of) the
reference monitor. An object is the passive entity an access request refers to.
Objects can be accessed by various access operations. Authentication binds a
subject to a principal. In the words of [6],

if s is a statement authentication answers the question “Who said s?”
with a principal. Thus principals make statements; this is what they are
for.

This terminology has its origin in the area of operating systems. Principals were
user identities, referring in the main to persons who had an account on a system.
Processes were the subjects speaking for principals, take the real uid and effective
uid of processes on a Linux system as examples. From the operating system
perspective, authentication is the step whereby a new process bound to certain
user identities is created. The objects were resources managed by the operating
system. Typical access operations were read, write, and execute.

This kind of identity-based access control is still the familiar paradigm of
access control, to the extent that it on occasion obscures the view on the general
picture. It is not the type of access control applicable to web applications. Here,
we need a decision criterion other than the user who had started a process
for defining access control rules. Web pages are loaded from hosts; hosts can
be addressed in the browser by entering host names. SOP follows this line of
reasoning and uses host names as its principals. Informally, SOP rules state
that a script may only connect back to the host it had been loaded from, and
may only read and modify data loaded from that host. The rules typically also
consider the scheme (protocol) and the port used for communicating with the
server. The combination of scheme, host name, and port is known as origin. Note
that policies on reading and sending data control data flow out of the client.

The term origin is intuitive but can be misleading. Formally, a reference mon-
itor applies its rules to requests coming from subjects (considering, of course,
the principals they speak for). In browsers, the Document objects in a browsing
context play the rôle of subjects. By convention, the document.domain property
in a Document denotes the principal it is speaking for. The terminology adopted
suggests that code in a page was loaded from this origin. Section 4 will analyze
to which extent this is true.

1 In the research literature on access control, authorization also stands for evaluating
whether a requestor has been granted the access rights required for a given request.
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2.1 Cross-Windows Attacks

There exist exceptions to SOP. Frame navigation, i.e. modifying the location
property of a frame, may be governed by different rules. Without restrictions on
frame navigation, users can be deceived about the host that will receive data
they are entering in a frame in a browser window [1]. Assume a user has opened
two windows, one to the attacker’s host and a second to some other host, in
the following called the target. A script in the attacker’s window navigates a
frame in the target window to the attacker’s host. Data the user enters in that
frame, e.g. user name and password in a login frame, would now be passed to
the attacker.

The same window policy (Mozilla, 2001) restricts frame navigation so that
frames may only navigate frames within their own window. Cross-windows at-
tacks will be blocked but the attack would still be possible if the attacker’s web
frame had been included in the target’s window by design. The descendant policy
adopted in HTML 5 restricts the permission to navigate frames even further. A
frame can only navigate its own descendant frames.

Cross-windows attacks are termed escalation (elevation) of privilege attacks
in [1]: a frame takes control of a region outside its bounding box. The object
of access control is a region in the browser screen. By including a frame, the
parent delegates the permission to use part of its region to the child frame. With
the same window policy, it also delegates the permission to navigate within the
entire window containing the parent frame. With the descendant policy, a frame
cannot step up and across within – or out of – the logical structure of a window.

3 Mashups

Mashups are web applications where an integrator combines gadgets from mul-
tiple hosts. Integrator and gadgets may be intended to exchange data. Gadgets
can be included in a way that treats them as separate subjects isolated by SOP.
Iframes have been used for that purpose. Malicious gadgets could not attack the
integrator but SOP would also get in the way of intended interactions between
integrator and gadgets.

Gadgets can be included in a way that lets them speak for the integrator,
e.g. by including script tags loaded from the gadget’s site. When script tags
are not subject to SOP, code in the gadgets would run with the permissions of
the integrator. Interaction between integrator and gadgets is possible but the
integrator has to trust the gadgets. Gadgets are trusted if they can hurt the
integrator! This is the original meaning of trust in computer security.

Both approaches are unsatisfactory, albeit in different ways. We desire isola-
tion of subjects (integrators, gadgets), but we also want selected communications
channels. Mashup developers found that fragment identifiers could be used as
a workaround for communication between frames. Return, for a moment, to a
technical issue in access control. At which stage of an attempted frame naviga-
tion would SOP be evaluated? Assume, for the sake of the argument, that this
happens after the location property has been changed and when the frame is
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1. page request
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�
2. response page, includes script

requesting to connect to Host B

3. Origin request

4. Access-Control-Allow-Origin header

5. page request
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� �

�

�

Host A

Host B

client

Fig. 1. Preflighted cross-origin resource sharing

reloaded from its new location. Frames are not reloaded when only the fragment
identifier is changed, hence SOP will not be invoked, and frame identifiers become
a message passing channel from the navigating frame to the frame navigated.

Later, the postMessage API was introduced, now part of HTML 5, as a dedi-
cated message passing channel whereby a sending frame could post messages to
a target origin2 and a receiving frame could register events listening for messages
from a specified sender. Advice on building secure communications channels on
top of fragment identifiers and the postMessage API can be found in [1].

3.1 Cross-Origin Resource Sharing

With the postMessage API, the policy on who is authorised to send data to a
frame is defined by the listening events in the frame itself, i.e. the policy is part
of the code. From a design perspective it is desirable to separate policy and
code. The W3C Recommendation on cross-origin resource sharing [8] provides
this separation.

Figure 1 sketches the steps in a so-called preflight request. In steps 1 and 2
the client loads a page from Host A that contains a request for a resource on
Host B. In step 3, the client asks Host B to authorize this request by sending an
Origin request header indicating the origin of the request, Host A in our case.
If the Origin header is missing or contains a value not in the access control list
(list of origins) of Host B, the request cannot be authorized and the protocol run
is terminated. If the request can be authorized, an Access-Control-Allow-Origin
header and further headers specifying relevant policy rules are sent to the client
(step 4). Steps 5 and 6 conclude the cross-origin request.

Employing the terminology of XACML [7], Host B serves as Policy Informa-
tion Point in this example and initially also as Policy Decision Point. The client

2 Here, the decision to refer to the triple (scheme, host, port) as origin leads to language
that may appear counter-intuitive.
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is the Policy Enforcement Point. The client furthermore caches the policies re-
ceived from the server and may later act as a Policy Decision Point for requests
that match a policy rule in its cache.

4 Cross-site Scripting

In a cross-site scripting (XSS) attack the client is deceived about the true source
of a script and executes the script in a context it has not been authorized for.
The effect is an elevation of privilege attack where the attacker’s script gets
executed with the permissions of a “trusted” server. Here, trust implies that the
server is a principal that has permissions not granted to the attacker by the
browser’s security policy. In the context of SOP, it may just mean that server
and attacker have different origins. Trust must no be mistaken as a statement
about the server’s trustworthiness.

To appreciate the possible attack patterns, consider the method the browser
uses to authenticate subjects, i.e. for setting the value of document.domain in a
Document in the browser context. When a page gets loaded, scheme, host, and
port define the origin of that page. Any script in the DOM of that page gets the
access rights of this origin. This authentication mechanism implicitly assumes
that every script in the DOM of the page has been authorized by the host.

Access control can be broken by breaking this assumption. Dynamic web pages
may be created by server-side scripts that include HTTP request parameters and
data items from backend servers when constructing a response page. In reflected
XSS the attacker’s script is passed as an HTTP request parameter to the server
(and the victim has to be tricked into sending the request so that the response
is sent back to the victim). In stored XSS, the attacker’s script is placed in a
suitable data item held on a backend server. The client just has to load the
vulnerable page to load the attacker’s script.

DOM-based XSS exploits certain dynamic aspects of building the DOM in the
browser. There exist document properties that do not correspond to the body
of a web page but, e.g., to its location or URL. Frames in a web page may refer
to such properties. Script elements injected in such a property would then be
added to the DOM when the DOM is constructed and later be executed with
the access rights of the web page.

4.1 Content Security Policy

Considering the mode of these attacks we observe that code gets injected and
might defend against code injection attacks by applying filtering and blocking
rules on the values that may serve as input to the construction of a web page.
This can be tricky because it is up to the browser to interpret the data in
the pages it receives. Server-side defences might not be aware of all client-side
interpretations. Code-injection defences try to maintain the implicit assumption
that all code in a page has been authorized to be there.
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Content Security Policy (CSP) [2] makes authorization explicit and moves
the removal of injected scripts to the browser. The server sends policy rules, so-
called directives, in an HTTP header to the client. The client enforces the policy.
For example, the script-src directive defines a white list of origins scripts are
authorized to be loaded from. All in-line scripts are blocked. Only scripts loaded
from the white listed origins will be included in the DOM and executed. Script
tags or scripts sourced from the attacker’s site can be injected at the server into
a web page or into a URL passed to the browser but will not be included in the
DOM and executed at the client.

The attacker could inject unintended scripts from white listed sources. This
does not amount to an elevation of privilege attack, scripts will be using the
rights they are authorized for, but the functionality of the web page would be
altered. This can be viewed as a kind of confused deputy attack [5].

5 Conclusions

When the browser is asked to enforce origin-based policies on scripts, it has to be
able to authenticate the origin of scripts. Authentication must be done in such a
way that scripts authenticated as having a particular origin are indeed authorized
to speak for that origin. The current authentication mechanism assumes that all
scripts received in a page are authorized to speak for its origin. XSS attacks
inject scripts either directly at the client into the DOM of a web page or at the
server from where they are propagated into the DOM. CSP is a clean solution in
terms of access control. The browser rejects all in-line scripts – their true source
is uncertain – and loads scripts only from origins authorized by the host. The
host is the Policy Information Point, the browser the Policy Enforcement Point.

When a browser enforces SOP, its security policy is too restrictive for mashups.
The clean solution in terms of access control is to relax SOP and let the site
targeted by a cross-origin request state its policy on sharing resources (CORS).

In both cases the browser enforces policies obtained from a server. From the
user’s angle, why should the server be trusted on policies? From the server’s
angle, why should the client be trusted on enforcement? CSP trusts the server
to tell the truth and assumes that the white listed sources are not corrupted.
Enforcement is in the user’s interest as attacks may threaten the user’s sensitive
data such as cookies. CORS policies reflect the server’s interest and the server
trusts the client on enforcement.

This duality between CSP and CORS can be linked to different answers to
the question “who owns the data in the browser”. Data capturing the user’s
browsing history and access credentials belong to the user. Protecting these data
is a privacy issue. Data loaded from a server may be the intellectual property
of the hosting organization. Protecting these data is a matter of commercial
confidentiality.

Next steps in the development of access control mechanisms for web applica-
tions could go in the direction of reducing trust in the other party and towards
formal models of this access control system that has grown over the past twenty
years.
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Équipe de cryptographie, 45 rue d’Ulm, f-75230 Paris cedex 05, France

given name.name@ens.fr
2 Morpho

11 boulevard Gallieni, f-92130 Issy-les-Moulineaux, France
given name.name@morpho.com

3 Diskrete Security llc
1679 S. DuPont Highway, Suite 100, Dover, DE 19901. Kent County, USA

julienja@gmail.com

Abstract. This talk will illustrate how standard cryptographic tech-
niques can be applied to real-life security products and services. This
article presents in detail one of the examples given in the talk. It is in-
tended to help the audience follow that part of our presentation. We
chose as a characteristic example a little noticed yet ingenious Microsoft
patent by Thomlinson and Walker. The Thomlinson-Walker system dis-
tributes encrypted patches to avoid reverse engineering by opponents
(who would then be able to launch attacks on unpatched users). When
the proportion of users who downloaded the encrypted patch becomes
big enough, the decryption key is disclosed and all users install the patch.

1 Introduction

In a little noticed yet ingenious patent [11], Thomlinson and Walker describe
a very original software patching system. Tomlinson and Walker describe their
invention as follows:

”. . . Computer programs are complex systems, and they typically have vul-
nerabilities that are not discovered until after the software is released. These
vulnerabilities can be addressed after the initial software is released by dis-
tributing and installing an update to the software, which is designed to remedy,
or protect against, the vulnerability. Typically, the vulnerability is discovered by
the program’s manufacturer, support entity, or partner before the vulnerability
is generally known to the public.

One problem with an update is that the update can normally be reverse engi-
neered to reveal the existence of the vulnerability that the update is attempting
to fix, which can be an invitation to attackers to try to exploit the vulnerabil-
ity on machines without the fix applied. If updates could be delivered to every
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machine at the same time, then the fact that the updates reveals the vulnera-
bility would not be a significant problem, since all machines would be protected
against the vulnerability at the same time that attackers learned of the vulnera-
bility’s existence. However, updates often take the form of large files, and there
is not sufficient bandwidth, or other physical resources, to distribute the update
to every machine at the same time. Thus, there is a window of time during which
the update (and the vulnerability that it both fixes and reveals) is known to the
public, but a significant number of machines are unprotected. It is desirable to
update programs in such a manner that all, or a large number, of machines are
protected very soon after the update is first made known to the public.

Updates can be provided in an encrypted form, such that being able to use
the update (or to read it for reverse engineering purposes) requires a decryption
key. The key can then be delivered after certain conditions have been met –
e.g., only after the encrypted update has been delivered to a sufficient number
of machines to ensure widespread protection, and/or after the update has un-
dergone sufficient testing to ensure that it effectively remedies the vulnerability
that it is designed to address. Since the key is small the key can be delivered to
a large number of machines in a relatively short amount of time, as compared
with how long it takes to distribute the update itself. Once the key is received
by the machines on which the update is to be installed, the update, which has
already been delivered in encrypted form, can be decrypted and installed. Since
the update is encrypted, the update can be presumed not to be known to the
world until the key is delivered. And, since the widespread distribution of the
key takes a relatively short amount of time, the amount of time between when
the update is first known, and the time at which a large number of machines
are protected, is reduced, as compared with the time period that would exist if
updates were distributed in unencrypted form . . . ”

While perfectly functional and useful, Tomlinson-Walker’s original proposal
suffers from two shortcomings:

Single Editor Support: Each software editor must manage his own keys.
i.e. two editors cannot share keys without compromising the confidentiality of
their respective patches.

Memory Increase: The list of published keys grows linearly with the number
of updates. This is not a real-life problem because the number of software updates
is usually small. However, it would be nice to come up with a system requiring
only O(1) or O(logc n) memory for managing n updates1.

The following sections will show how to improve Tomlinson-Walker’s original
proposal using standard cryptographic building-blocks such as one-way trapdoor
functions, identity based encryption and tree-based hashing. The contribution
of this invited talk is therefore the illustration of known techniques (e.g. [7,9])

1 Note that throughout this paper complexities are expressed as a function of the
number of updates and not as a function of the system’s security parameter as is
customary in cryptography. This is why, for instance, in Section 4, an IBE decryption
operation is considered to require constant-time.
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using a new problem rather than the design of new protocols. Throughout this
paper τ denotes the moment at which the key is disclosed.

Related Work: The timed release of information is a widely researched area
with an abundant bibliography. We do not overview these reference here but
refer the reader to the excellent introduction found in [7].

2 Single Editor, Constant Memory, Linear Time

We first present a single-editor patch management method that requires constant
storage from the editor but claims from the client O(n) time.

Let N be an RSA modulus [8] generated by the editor. Let 3d = 1 mod φ(N).
The editor picks a random integer r0 ∈ Z∗

N . Everyday the editor computes
ri = rdi−1 mod N and updates the information on his website to (only) {N, ri}.
To retrieve the key of day t < i the client (who knows the current date i) simply
cubes ri modulo N i − t times to reach rt. Note that exactly for the reasons
described in [9], the client cannot speed-up computations and must spend O(i−t)
time to compute rt from ri.

This idea is also similar in concept to the reverse Canetti-Halevi-Katz [2]
scheme suggested in section 5.4 of [1].

3 Single Editor, Polylogarithmic Memory,
Polylogarithmic Time

We now use a hashing tree to achieve O(logc n) time and storage. Instead of for-
mally describing the algorithm, we illustrate the scheme’s operation during 15
days. Pick a random r and derive a key tree by successive hashes as shown in Fig-
ure 1. The algorithm governing the management of this tree is straightforward.

4 Multiple Editors, Linear Memory, Constant Time

We will now extend Thomlinson-Walker’s concept to multiple editors. As a typ-
ical example Microsoft, Google and Apple may want to use the same key distri-
bution server for deploying patches for Windows, Chrome and iTunes without
sharing any secret material. A technique for doing so was published by Mont et
alii in [6]. [6] uses Identity Based Encryption (IBE). The concept of IBE was
invented by Shamir in 1984 [10]. It allows a party to encrypt a message using
the recipient’s identity as a public key. The corresponding private-key is pro-
vided by a central authority. The advantage of IBE over conventional public-key
encryption is that it avoids certificate management, which greatly simplifies the
implementation of secure communications between users. With an IBE scheme,
users can simply use their email addresses as their identities. Moreover, the re-
cipient does not need to be online to present a public-key certificate before the
sender encrypts a message, and the sender does not have to be online to check
the validity of the certificate.

More formally, an IBE scheme consists of four algorithms :
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on day reveal keys

1 r000
2 r000, r001
3 r00
4 r00, r010
5 r00, r010, r011
6 r00, r01
7 r0
8 r0, r100
9 r0, r100, r101

10 r0, r10
11 r0, r10, r110
12 r0, r10, r110, r111
13 r0, r10, r11
14 r0, r1
15 r

r

r0 = h(r, 0)

r00 = h(r0, 0)

r000 = h(r00, 0)

r001 = h(r00, 1)

r01 = h(r0, 1)

r010 = h(r01, 0)

r011 = h(r01, 1)

r1 = h(r, 1)

r10 = h(r1, 0)

r100 = h(r10, 0)

r101 = h(r10, 1)

r11 = h(r1, 1)

r110 = h(r11, 0)

r111 = h(r11, 1)

Fig. 1. Key tree example for 15 days

Setup generates the system’s public parameters π and a private master key μ.

KeyGeneration takes as input an identity v and computes v’s private key dv
using μ.

Encrypt encrypts messages for an identity v using π.

Decrypt decrypts ciphertexts for identity v using π and the private-key dv.

[6] considers time information as strings (e.g. [5]) and treats them as identities.
A Trusted Third Party (TTP) generates π and maintains public list to which a
new di is added every day. In other words, on day i the TTP reveals the keys
d1, . . . , di. This allows different patch editors to encrypt patches into the future.
The TTP also allows to preserve the editor’s anonymity until τ . Indeed, an editor
can post a patch on the TTP’s website without indicating to which specific
software the patch will be applied. This method forces all users to consult the
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list at date τ but increases operational security because it prevents the opponent
from knowing in which software he has to look for flaws.

5 Multiple Editors, Polylogarithmic Memory,
Polylogarithmic Time

Finally, it would be nice to combine all the previous desirable system features
and provide memory-efficient and time-efficient multi-editor support. This can
be achieved using Hierarchical IBE (HIBE) [4,3,1]. HIBE generalizes IBE and
allows to structure entities in a hierarchy. A level-i entity can distribute keys
to its descendants but is unable to decrypt messages intended to ancestors and
collaterals.

Just as an IBE, a HIBE comprises the algorithms Setup, KeyGeneration, En-
crypt and Decrypt. However, while in IBE identities are binrary strings, in a
HIBE identities are ordered lists. As in IBE, Setup outputs {π, μ}.

KeyGeneration takes as input an identity (I1, ..., Ik) and the private key
d[(I1, ..., Ik−1)] of the parent identity (I1, ..., Ik−1) and outputs the private key
d[(I1, ..., Ik)] for identity (I1, ..., Ik).

Encrypt encrypts messages for an identity (I1, ..., Ik) using π and Decrypt
decrypts ciphertexts using the corresponding private key d[(I1, ..., Ik)].

We can hence adapt the tree construction of Section 3 as shown in Figure 2.
We conveniently illustrate this idea for a week starting on Sunday and ending
on Saturday.

6 How Long Should We Wait?

A last interesting question, totally unrelated to the above cryptographic discus-
sion, is the determination of the optimal key release date τ . A plausible model
can be the following: As an encrypted patch is announced, the opponent starts
looking for the flaw. Let ρ(t) be the probability that the vulnerability will be
discovered by the opponent before t. Let v(t) denote the proportion of users who
downloaded the patch at time t. Here ρ(0) = v(t) = 0 and ρ(∞) = v(∞) = 1. It
is easy to see that the optimal τ is the value that maximizes (1 − ρ(t))v(t). It

Table 1. Optimal τ values solved for various p, q probabilities

Device
connectivity

low exploit
complexity
q = 0.1

average exploit
complexity
q = 0.01

high exploit
complexity
q = 0.001

permanent p = 0.8 5 14 24

usual p = 0.6 3 8 12

intermittent p = 0.2 2 3 5
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on day reveal keys

Sunday d00
Monday d00, d01
Tuesday d0
Wednesday d0, d10
Thursday d0, d10, d11
Friday d0, d1

Saturday μ

Saturday

ID0 = Saturday|Tuesday

ID00 = Saturday|Tuesday|Sunday

ID01 = Saturday|Tuesday|Monday

ID1 = Saturday|Friday

ID10 = Saturday|Friday|Wednesday

ID11 = Saturday|Friday|Thursday

Fig. 2. HIBE tree example for 7 days. dX denotes the secret key of identity IDX .

may be reasonable to assume that v(t) � 1−pt where p is the probability that a
computer is not turned on by its owner during a day and ρ(t) � 1−(1−q)t where
q is the probability to independently discover the flaw after a one day’s work.
Resolution for this simplified model reveals that for most ”reasonable” values
(e.g. 1/6 ≤ p ≤ 2/3 and 10−4 ≤ q ≤ 0.1) τ would typically range somewhere
between 1 and 20 days (Figure 3).

To see what this model imply in practice, we consider three typical device
categories: permanently connected devices (e.g. mobile telephones), usually con-
nected devices (e.g. PCs, tablets) and intermittently connected devices (e.g.
smart-cards). Exploits of different technical difficulties were assigned the q val-
ues given in Table 1.

Table 1 confirms the intuition that (for a fixed p) τ increases with the exploit’s
complexity, i.e. the model takes advantage of the exploit’s non-obviousness to
spread the patch to more devices. In addition, (for a fixed q) τ increases with
the device’s connectivity as it appears better to patch only some devices rather



14 M. Abdalla et al.

Fig. 3. Optimal τ for ρ(t) = 1− (1 − q)t and v(t) � 1 − pt. Solved for 1/6 ≤ p ≤ 2/3
and 10−4 ≤ q ≤ 0.1

than let v(t) slowly grow and maintain the entire device community at risk. We
do not claim that this very simplified model accurately reflects reality.
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Abstract. Wireless sensor networks (WSNs) are exposed to many dif-
ferent types of attacks. Among these, the most devastating attack is to
compromise or destroy the base station since all communications are ad-
dressed exclusively to it. Moreover, this feature can be exploited by a
passive adversary to determine the location of this critical device. This
receiver-location privacy problem can be reduced by hindering traffic
analysis but the adversary may still obtain location information by cap-
turing a subset of sensor nodes in the field. This paper addresses, for the
first time, these two problems together in a single solution.

Keywords: Wireless sensor networks, location privacy, traffic analysis,
node capture.

1 Introduction

Wireless sensor networks (WSNs) are highly distributed networks composed of
two types of devices namely, the sensor nodes and the base station [1]. The sen-
sor nodes are matchbox-sized computers which have the ability to monitor the
physical phenomena occurring in their vicinity and to wirelessly communicate
with devices nearby. To the contrary, the base station is a powerful device that
collects all the information sensed by the sensor nodes and serves as an interface
to the network. These networks are extremely versatile, making them suitable
for countless application scenarios where sensor nodes are unobtrusively embed-
ded into systems for monitoring, tracking and surveillance operations. Many of
these applications are critical and thus security and privacy become essential
properties.

Privacy problems in WSNs can been categorised as content-oriented or context-
oriented [14]. Content-oriented privacy focuses on protecting the privacy of the
packet contents. Therefore, the data to be protected may be the actual sensed
data [21] or the queries issued to the network [8] by a user. Context-oriented
privacy refers to the protection of the metadata associated with the measure-
ment and transmission of data. These data include the time at which sensitive
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information is collected (i.e., temporal privacy [13]) and the location of the nodes
involved in the communication (i.e., location privacy [15]).

Similarly, there are two main types of location privacy problems affecting
sensor networks: source- and receiver-location privacy. The former is concerned
with hiding the area where a particular type of data messages are generated.
This property is important in applications where these messages are related to
the behaviour of individuals, business or valuable assets [12]. On the other side,
receiver-location privacy solutions are focused on preventing an adversary from
reaching the base station. This is essential for the survivability of the network
since an adversary with physical access to this critical device may take control
over the network or even render it useless by destroying it.

Preserving receiver-location privacy is especially challenging because all the
traffic generated in the network is addressed to this single device using single-
path multi-hop communications. This introduces obvious traffic patterns that an
attacker can analyse to determine the location of the base station. Several traffic
normalisation techniques [5,20,16] have been proposed to hinder traffic analysis
but these solutions can only provide some means of protection when the attacker
is passive. More sophisticated adversaries may also be able to capture a subset
of sensor nodes, exploiting the fact that each node stores a routing table that
contains information on the location or distance to the base station.

This paper presents a novel receiver-location privacy solution consisting of
two complementary schemes that prevent the leakage of information about the
location of base station in the presence of traffic analysis and node capture at-
tacks. The first scheme uses a probabilistic approach to guide data packets to
the base station and introduces controlled amounts of fake traffic to hide this
flow of information. The second scheme consists of a tuneable routing table per-
turbation algorithm that reduces the negative effects of node capture attacks
while ensuring the delivery of data to the base station. To the best of our knowl-
edge there is no solution in the literature that considers both types of attacks
to receiver-location privacy simultaneously.

The rest of this paper is organised as follows. Before describing our solution,
some related works in the area are analysed in Section 2. Section 3 presents the
network and attacker models together with the main assumptions adopted for
the rest of this work. Section 4 first overviews the solution and then gives more
details about the internals of each of the two schemes that comprise it. Next,
Section 4 briefly discusses the benefits and downsides of the proposed solutions.
Finally, some conclusions and future lines of research are sketched in Section 6.

2 Related Work

Receiver-location privacy solutions can be classified according to the capabilities
of the adversary, which has traditionally been considered to be passive (with a
local or global eavesdropping range). This classification can be further divided
according to the main techniques used to counter these adversaries, as shown in
Fig. 1. Since this work focuses on local adversaries, we only review these solutions
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Fig. 1. Classification of Receiver-Location Privacy Solutions

but we refer the reader to [17] for a more exhaustive analysis of location privacy
solutions in WSNs.

Deng et al. [6,5] were the first to propose a set of anti-traffic analysis tech-
niques to protect the base station. They present a set of basic countermeasures
consisting of applying hop-by-hop re-encryption, de-correlating packet sending
times and establishing a uniform sending rate across the network. These so-
lutions have some limitations and the authors try to alleviate them with the
Multi-Parent Routing (MPR) scheme. The idea behind this scheme is balance
the traffic load while reducing the distance to the base station at each hop.
To that end, each node selects the next node uniformly at random from all its
neighbours closer to the base station than itself. However, this countermeasure is
insufficient to prevent parent-child correlation and the authors propose to make
every node decide whether to send the packet to a random parent or to a random
neighbour based on some probability.

A similar approach is proposed by Jian et al. [10,11]. They suggest to make
each sensor node divide its neighbours into two groups: closer and further neigh-
bours. Later, data packets are sent with higher probability to nodes belonging
to the group of closer neighbours. This results in a traffic pattern biased towards
the base station, which can be noticed by an attacker after a sufficient number
of observations. This problem is reduced by injecting fake packets in the oppo-
site direction with some probability. However, the attacker can still determine
whether a packet is fake in some situations and therefore he is able to determine
that the base station is on the other direction.

Some other approaches try to introduce more randomness in the communica-
tion pattern. Deng et al. [7,5] further improve MPR by generating fake paths of
messages with some probability when a node observes the transmission of data
packets in their vicinity. As a result, the random path grows fake branches. The
main problem of this scheme is that nodes near the base station generate much
more fake branches than remote nodes. To address this problem, the authors
suggest that sensor nodes may adjust their probability of generating fake traffic
based on the number of packet they forward.
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Another scheme based on the injection of fake traffic is devised in [19]. Data
messages are sent along the shortest path to the base station and when two
of these paths converge at some point, the intersection node sends two fake
packets to two fake data sinks after a given period of time. The idea is to have
several points in the network that receive a similar number of packets. The main
limitation is that the attacker gets a good intuition of the direction to the base
station while tracing the shortest path before the first intersection point. This
problem is also present in the Bidirectional Tree Scheme [3], which sends data
messages along the shortest path and creates several branches of fake messages
that flow into and out of the path.

Finally, sink simulation approaches try to emulate the presence of the base
station at different locations. These techniques are also based on the generation
of fake traffic but addressed to particular network areas. This results in areas with
high volumes of traffic (i.e., hotspots) that are intended to draw the adversary
away from the real base station. In [2], the base station selects the hotspots by
sending some special messages to random locations which are at least h hops
away from it. During data transmission, when a node receives a real packet it
generates a fake message and forwards it to its closer maelstrom. Deng et al. [7,5]
also devised a similar solution but hotspots are created in a decentralised way by
keeping track of the number of fake packets forwarded to each neighbour. New
fake traffic is more likely to be sent to neighbours who have previously received
more fake traffic. The main drawback of hotspots is the high overhead needed
to deceive local adversaries.

The solution presented in this paper is an evolution of our previous work
[16], which can be classified as a biased random walk solution with fake packet
injection. In the new version we introduce a new mechanism capable of increasing
the safety time of the base station in the presence of node capture attacks. None
of the solutions in the literature have considered this problem as a threat to
receiver-location privacy.

3 Problem Description

This section presents the main assumptions as well as the network model and
the capabilities of the attacker adopted for the rest of this paper.

3.1 Network Model

This work considers sensor networks deployed for monitoring purposes. These
networks are usually deployed in vast areas and they are composed of a large
number of sensor nodes and a single base station.

We assume that the connectivity of the network is relatively high and each
node knows its neighbours based on some topology discovery protocol. This
allows sensor nodes to build their routing tables in such a way that the node is
aware of the distance of each of its neighbours to the base station. During data
transmission the node may select the next communication hop from neighbours
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which are one hop closer, at the same distance than itself, or one hop further
away from the base station. We denote these groups of nodes as LC, LE and LF ,
respectively.

Finally, we assume that every node shares pairwise cryptographic keys with
each of its neighbours, which enables hop-by-hop re-encryption as well as the
identification of fake messages.

3.2 Attacker Model

The adversary is considered to be mobile and capable of performing both traffic
analysis and node capture attacks. Its hearing range is limited to a portion of
the network, which we represent as ADVn being n the number of hops controlled
by the adversary. In the literature, the adversary is usually considered to have
a monitoring range similar to an ordinary sensor node (i.e., ADV1).

A passive adversary decides its next move based on its observations. He may
choose between a time-correlation or a rate-monitoring attack. In the former,
the attacker observes the sending times of a nodes and its neighbours. Since a
node forwards a packet immediately after it is received, the attacker may learn
which neighbours are closer to the base station. The other attack is based on
the assumption that nodes near the base station have a higher forwarding rate.
Therefore, the attacker observes which node in its vicinity sends more packets
and moves towards it.

An active adversary is interested in capturing nodes in order to retrieve their
routing tables since these contain information on the distance to the base station.
There are some works in the literature [4,18] devoted to the modelling and
mitigation of node capture attacks but they are focused on the protection of
the key distribution mechanisms. Some authors consider a random node capture
strategy while others consider the capture of nodes in a particular area. In this
work we consider that the attacker starts by capturing nodes at the edge of the
network and moves according to the information he obtains. We also assume
that the attacker cannot compromise all sensor nodes without being discovered.
Only a fraction of the routing tables in the network can be captured.

4 Base Station Cloaking Scheme

This section presents our approach for protecting receiver-location privacy. We
start by giving an overview of the two mechanisms comprising our solution and
then we describe them in detail.

4.1 Overview

The devised solution consists of two complimentary schemes, a traffic normali-
sation scheme and a routing tables perturbation scheme. The former is intended
to hinder traffic analysis attacks while the latter is used to diminish the threat
of node capture attacks.
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During data transmission, whenever a node has something to transmit, it
sends two packets to different random nodes. One of the packets is more likely to
be received by a node closer to the base station while the other packet is received
by a neighbour at the same distance or further away with high probability. These
probabilities are adjusted in such a way that every neighbouring node receives
on average the same amount of traffic. Consequently, one of the packets can be
used to carry real data and the other one as a mechanism to hide the data flow.

The second scheme complements the first one by introducing some perturba-
tion to the routing tables. In this way, if an adversary is capable of capturing
a node and retrieving its routing table he cannot be certain of which nodes in
the table are closer to the base station. A parameter is introduced to control the
degree of perturbation of the tables since modifying the routing tables affects
the efficiency of the data transmission protocol.

4.2 Traffic Normalisation

The transmission protocol must satisfy a series of properties to ensure the secu-
rity and usability of the system. First, it must guarantee the convergence of data
packets to the base station. For this purpose, the expected value of the distance
between the data sender and the base station must be larger than the expected
value of the distance between the next node and the base station. This is a prop-
erty for the usability of the system. Second, the protocol must ensure that the
traffic generated by a node is evenly distributed among its neighbours. In other
words, the average number of messages received by any pair of neighbours must
be similar. This property is intended to locally normalise the traffic and thus
make it difficult for the adversary to make a decision on its next move based on
his observations. Finally, since the protocol sends pair of messages, we impose a
third property to make sure that each of them is sent to a different node.

Sensor nodes always send two packets when they have something to trans-
mit. Usually, real packets are sent out in conjunction with fake packets to hide
the direction of the data flow because they are indistinguishable to an external
observer. We devised a lightweight mechanism that ensures the three properties
described above. This mechanism is based on the combinations without rep-
etition of two elements from the routing table. If the routing table is sorted
according to the distances of the neighbours to the base station (see Fig. 2a),
we achieve that with high probability, any resulting combination has its first
element from the list of closer nodes LC. Consequently, if real packets are sent to
the first element of the combination the convergence property is satisfied. Addi-
tionally, if combinations are picked uniformly at random, the node balances its
transmission among all its neighbours since all the elements in the routing table
appear in exactly l− 1 combinations, where l is the number of rows of the table.
The combinations resulting from the routing table of node x are depicted in
Fig. 2b, where we additionally count the number of combinations where the first
and second element of the combination, n1 and n2 respectively, belong to each
of the groups. From this figure it is easy to see that the probability of sending
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Fig. 2. Neighbours Selection Process

Algorithm 1. Traffic normalisation

Input: packet ← receive()
Input: combs ← combinations(sort(neighs), 2)
Input: FAKE TTL
1. {n1, n2} ← select random(combs)
2. if isreal(packet) then
3. send random(n1, packet, n2, fake(FAKE TTL))
4. else
5. TTL ← get time to live(packet)− 1
6. if TTL > 0 then
7. send random(n1, fake(TTL), n2, fake(TTL))
8. end if
9. end if

a data packet towards the base station, i.e., P(n1 ∈ LC) = 9/15, is much higher
than in order directions.

Since fake traffic is injected in the network, its propagation must be controlled
in some way to minimise its impact on the lifetime of the network. In other words,
fake traffic must be dropped at some point but this action must not give location
information to the adversary. The whole process is represented in Algorithm 1.
Upon the reception of a packet, the node first checks whether the packet contains
actual data. In case the packet is real, the node selects two neighbours using the
above mentioned mechanism and generates a new fake packet that contains a
time-to-live value. The data packet is sent to node n1 and the fake packet to node
n2. If the packet received is fake, the node must behave in the same way, that is,
the node sends two packets. However, now both packets are fake. The time-to-
live value is decremented at each hop and if the value reaches 0 no packets are
forwarded. The initial value of this parameter is globally defined by the network
administrator based on the eavesdropping power of the adversary. The goal is
to allow fake traffic to propagate beyond the reach of the adversary.

This protocol works correctly under the assumption of highly connected net-
works where the number of further neighbours do not outnumber the number of
closer neighbours. In [16] we showed this conditions are met even for randomly
deployed sensor networks since the number of neighbours closer to the base sta-
tion is roughly the same to the number of nodes further away. Still, the speed of
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convergence of data packets is affected by these values. The speed increases as
the number of elements in LC grows for the nodes in the path.

4.3 Routing Tables Perturbation

Routing tables are a fundamental component of almost any data transmission
protocol. They contain relevant information regarding the location or distance
to the data sink. Our traffic normalisation protocol relies on the table order1

to determine suitable combinations of neighbours that satisfy the usability and
privacy of the system. However, if an adversary gains access to the routing tables
he is able to determine which nodes are closer to the base station regardless of
the use of traffic analysis techniques.

We propose a routing table perturbation scheme that rearranges the elements
of the table to generate some uncertainty on the adversary instead of giving him
direct access to this privacy-relevant information. Since the perturbation affects
the resulting combinations, it must be carefully tuned in such a way that the
convergence property holds. Formally, we must ensure that P(n1 ∈ LC) > P(n1 ∈
LF). In other words, the routing table must continue to be biased towards the
base station after the rearrangement of its elements.

The perturbation degree or bias is an important variable in this scheme be-
cause it determines both the speed of convergence of data packets to the base
station and the uncertainty level of the attacker. We define the bias of a routing
table r, bias(r) ∈ [−1, 1], as the probability of sending data packets in the di-
rection of or in the opposite direction to the base station. The closer the bias is
to 1 the greater it is the probability that data packets are sent to nodes in LC .
Likewise, a bias value close to -1 implies that it is highly likely that the resulting
combinations have their first elements from LF . Consequently, the bias can be
defined as the difference between the probability of sending the data packet to
a node in LC and the probability of sending it to LF .

bias(r) = P(n1 ∈ LC)− P(n1 ∈ LF) (1)

Note that these probabilities depend on the positions of each of the elements
in LC and LF in the routing table because the position determines the number of
combinations that have a particular neighbour as the first element. For example,
if we number the rows of the routing table in Fig. 2a from bottom to top,
starting from 0, we can see in Fig. 2b that there are no combinations where the
first element is F while A is the first element of 5 combinations. Therefore, we
can generalise the probabilities in Equation 1 for any subset of elements in the
table L as:

P(n1 ∈ L) =
1

C

∑
n∈L

pos(n) (2)

where C is the total number of combinations resulting from the table. These
equations allows us to check that bias(r) = −1 when the table is comprised

1 Knowing the actual distance, as shown in Fig. 2b, is not necessary.
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Algorithm 2. Perturbation Algorithm

Input: br ← {LC , LE , LF}
Input: bias, MAX ITER
1. E ← energy(bias, br)
2. i ← 0
3. while (i < MAX ITER)∧ (E �= 0) do
4. br′ ← swap(br)
5. E′ ← energy(bias, br′)
6. if (E′ < E) then
7. br ← br′

8. E ← E′

9. end if
10. i ← i+ 1
11. end while
12. return br

solely of elements in LF since C =
∑

n∈LF pos(n). Likewise, if all the elements
in the table are closer to the base station, then bias(r) = 1. In general, the bias
must be greater than 0 in order to enable the eventual delivery of messages to
the base station.

Finding a particular arrangement of the table that satisfies a particular bias
value may be time consuming and may not always be feasible. This problem
is conditioned by the number of elements of each group in the original table.
Therefore, our perturbation scheme (see Algorithm 2) is modelled as an optimi-
sation algorithm that receives as input a desired bias and the routing table, and
returns the closest match. Our algorithm is inspired on evolutionary strategies
[9] where simple mutations are applied to the routing table in order to minimise
the distance to the desired bias. More precisely, we swap two elements from the
routing tables and check whether this reduces the energy (i.e., the distance to the
desired solution). In case the new state of the table reduces the energy we keep
this arrangement. The process is repeated for a maximum number of iterations
or until the energy is zero, which means that the optimal solution is found.

The main advantage of these solutions compared to deterministic algorithms
is that the time to find a (pseudo-) optimal solution to the problem is reduced.
The search space may be large for very dense network configurations where the
routing tables contain a large number of nodes. In these cases, the computation
time may be reduced several orders of magnitude. The main downside is that
the desired solution is not always found although it converges to it.

The non-deterministic nature of the algorithm provides an additional means
of protection to reversing attacks. Since the algorithm does not always reach the
same solution, the attacker may not be able to undo the perturbation even if he
learns the bias used by the algorithm. Nonetheless, it is more secure to completely
remove this value from the node after use since it is no longer necessary for the
operation of the data transmission protocol.
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5 Discussion

A local eavesdropper eventually finds a data source and starts analysing the
traffic it generates. If the attacker chooses to perform a time-correlation attack
he moves to the neighbour who forwards the first packet, which may be real or
fake. If the packet is real, the attacker is highly likely to reduce its distance to
the base station but the probability of following a real packet is lower than the
probability of following a fake packet. The reason is that the ratio of fake to real
packets is greater or equal to 1 for typical attackers. Also, note that the adversary
can only be sure that he followed a fake packet when it is no longer propagated
but since they flow in any direction, this provides the attacker2 with no relevant
information. If the strategy is to perform rate monitoring, the attacker moves
to the neighbour receiving the larger number of packets but our transmission
protocol evenly distributes the traffic, which hinders this attack.

Dealing with an attacker capable of capturing sensor nodes and retrieving its
routing table is an ambitious task. First, note that making the nodes store fake
routing tables provides no protection to the real table. The reason is that the
node must keep a pointer to the real table and the adversary may also have
access to it. Even if this information is obfuscated in some way, the adversary
can identify which table is in use in various ways. For example, if the node is
transmitting packets, the adversary can observe which pairs of neighbours are
actually receiving messages. Also, since the routing tables are updated after
each topology discovery phase the fake routing tables should take into account
topology changes to prevent the attacker from easily distinguishing the real
table. The fact that routing tables are periodically updated, also implies that
the perturbation must be performed by all nodes. If the decision is determined
probabilistically, the adversary could compromise a set of nodes and wait until
the next discovery phase to check whether the routing tables changed. In view
of this, the attacker could identify which tables are real. In general, keeping the
real tables in its original form within the nodes is unsafe.

The main drawback of our perturbation algorithm is that it negatively im-
pacts the performance of the network by slowing the speed of convergence of
data packets. However, it is the price to pay for protecting the location of the
most important device of the network. Still, the attacker has an advantage that
depends on the degree of perturbation introduced to the routing table. Since
the resulting table must be slightly biased towards the base station in order to
allow data packets to be delivered, the adversary can reproduce the behaviour
of the node and generate pairs of messages whose first element is closer to the
base station with higher probability. But this is true for any system where the
attacker has access to all the secrets. Nevertheless, introducing the perturbation
algorithm is much better than not modifying the routing tables. In the latter
case, the adversary simply needs to move always to the first neighbour in the

2 We are assuming that the network is configured correctly and thereby the adversary
does not control the whole path of fake messages.
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routing table and will reach the base station within the minimum number of
captures.

6 Conclusions

This work presents a novel receiver-location privacy solution that reduces the
chances of an attacker reaching the base station. The devised solution consists of
two complementary schemes that hinder both traffic analysis and node capture
attacks. The first scheme is a traffic normalisation protocol that injects controlled
amounts of fake traffic to hide the flow of real data packets. This protocol satisfies
several usability and security properties that ensure the eventual delivery of data
packets to the base station while it is protected from being traced. The second
scheme is an evolutionary algorithm that perturbs the routing tables of the nodes
to interfere with adversaries capable of gaining location information about the
base station after capturing a node. The algorithm is guided by a bias value,
which determines the perturbation degree of the tables. This value introduces
a tradeoff between the protection against these attacks and the mean delivery
time of data packets.

As future work we aim to investigate new mechanisms to reduce the overhead
introduced by the traffic normalisation scheme especially when the hearing range
of the adversary is large. We also want to explore and develop more sophisti-
cated attacker models and check the robustness of our solution against them.
Additionally, we are working on the design of a privacy-friendly topology discov-
ery protocol since traditional solutions reveal the location of the base station.
Our final goal is to develop an integral solution capable of protecting both from
attackers interested in finding the base station and data sources.
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Abstract. Achieving data security and privacy in the cloud means
ensuring confidentiality and integrity of data and computations, and pro-
tection from non authorized accesses. Satisfaction of such requirements
entails non trivial challenges, as relying on external servers, owners lose
control on their data. In this paper, we discuss the problems of guar-
anteeing proper data security and privacy in the cloud, and illustrate
possible solutions for them.

Keywords: Cloud computing, confidentiality, integrity, honest-but-
curious servers, data fragmentation, inferences, private access, shuffle
index, query integrity.

1 Introduction

Cloud computing has emerged as a successful paradigm increasingly appeal-
ing to individuals and companies for storing, accessing, processing, and sharing
information. The cloud provides, in fact, significant benefits of scalability and
elasticity, allowing its users to conveniently offer and enjoy services at reduced
costs thanks to the economy of scale that providers can exploit. Relying on the
cloud for storing and managing data brings, together with all the benefits and
convenience, also new security and privacy risks (e.g., [20,25,27,34]). In this pa-
per, we address in particular the problems related to the protection of data and
of computations on them. On one hand, cloud providers can be assumed to em-
ploy basic security mechanisms for protecting data outsourced to them, maybe
even employing controls that would not be affordable by most individuals or
small companies. On the other hand, however, relying on external parties for
storing or processing data, users lose control on such data hence leaving them
potentially exposed to security and privacy risks. Data could be sensitive and
should be maintained confidential even with respect to the cloud provider itself
that, while trustworthy for providing services, should not be allowed to know
the actual data content (honest-but-curious servers). Even the integrity of data
– or of computations on them – can be at risk as providers might behave not
correctly (lazy or malicious servers).
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Protecting data and computations entail then ensuring both confidentiality
and integrity. Confidentiality issues arise since data externally stored or man-
aged can contain sensitive information, or information that the owner wishes to
maintain confidential. Confidentiality should be guaranteed also with respect to
the server storing or processing data, hence introducing complications in query
execution and in the enforcement of possible access restrictions. In addition to
the stored data, even users’ accesses on them may need to be maintained con-
fidential. Integrity issues arise since external servers storing or processing data
could misbehave. Guaranteeing integrity requires providing users with the ability
of assessing that data are stored correctly, computations are performed correctly,
and returned results are correct.

This paper is organized in two main sections. Section 2 illustrates confidential-
ity issues, presenting solutions for guaranteeing confidentiality of data in storage,
enforcing access restrictions, and guaranteeing confidentiality of accesses over
data. Section 3 illustrates integrity issues, presenting solutions for guaranteeing
integrity of data as well as of computations on them.

2 Confidentiality of Data and Access Control

Guaranteeing confidentiality in the cloud entails ensuring confidentiality to the
stored data (Section 2.1), enforcing of access restrictions on the data (Section 2.2),
andmaintaining confidentiality of the accesses performedon the data (Section 2.3).

2.1 Encryption and Fragmentation

A natural solution for protecting data confidentiality consists in encrypting data
before releasing them to the external server for storage. Encryption can be ap-
plied at different granularity levels. In particular, when data are organized in
relational tables, encryption can be applied at the level of table, attribute, tu-
ple, and cell [7,22]. Encryption at the level of tuple appears to be preferred as
it provides some support for fine-grained access while not requiring too many
encryption/decryption operations. Also, for performance reasons, symmetric en-
cryption is usually adopted.

A complication in dealing with encrypted data is that, since the server storing
the data should not know the actual data content, data cannot be decrypted
for query execution. A possible solution to this obstacle consists in evaluating
queries on the encrypted values themselves. For instance, homomorphic encryp-
tion solutions provide such a capability but support limited kinds of queries
and suffer from high performance overhead. An alternative solution consists in
associating with the encrypted tuples some metadata, called indexes , which can
be used for query execution (e.g., [7,22]). Intuitively an index column can be
specified for every attribute on which conditions need to be evaluated. Condi-
tions on plaintext values, known at the trusted client side, are then translated
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Patient
SSN Name YoB Job Disease Treatment

123-45-6789 A. Allen 1971 hairdressing eczema ointments
635-98-3692 B. Brown 1954 painter asthma bronchodilator
820-73-0735 C. Clark 1985 plastic worker dermatite corticosteroids
838-91-9634 D. Davis 1962 miners silicosis oxygen
168-87-4067 E. Evans 1977 lab techn hepatitis antiviral drug
912-83-7265 F. Fisher 1960 nurse tuberculosis antibiotics

(a)

Patiente

tid enc In Iy Ij Id
1 τ n1 y1 j1 d1

2 σ n2 y1 j2 d2

3 λ n3 y1 j2 d1

4 ρ n4 y2 j3 d2

5 α n5 y3 j1 d2

6 δ n6 y3 j3 d2

(b)

Fig. 1. An example of plaintext relation (a) and of corresponding encrypted and in-
dexed relation (b)

into conditions on index values to be evaluated at the server side. Figure 1 il-
lustrates an example of relation and its corresponding encrypted and indexed
version, where indexes have been defined over attributes Name, YoB, Job, and
Disease of the plaintext relation. Query execution is enforced by: a query to be
executed by the server over the index values and a further query to be executed
by the client on the server’s result once decrypted, to evaluate further condi-
tions and producing the actual result. Index values should be well related to the
plaintext values to provide effective in query execution, while at the same time
not leak information on the plaintext values behind them. Different indexing
functions have been proposed that differ in how plaintext values are mapped
onto index values, such as [15]: direct indexing, providing a one-to-one mapping
between plaintext values and index values; hash and bucket-based indexing, pro-
viding a many-to-one mapping between plaintext values and index values (thus
generating collisions); and flattened indexing, providing a one-to-many mapping
between plaintext values and index values (to not expose the indexing function
to frequency-based inferences). All these types of indexing functions differ in the
offered protection guarantees, the kinds of queries supported, and the perfor-
mance overhead suffered. For instance, direct indexing allows precise evaluation
of equality conditions, and even of range conditions if indexes are ordered but is
also the one most exposed to inference attacks compromising the confidentiality
of the indexing function.

As encryption makes query evaluation more complex or not always possible,
alternative solutions have been devised trying to limit encryption, or depart
from it. In particular, when what is sensitive are not the data values themselves
but their association, confidentiality can be guaranteed breaking the association
(i.e., its visibility) by storing the involved attributes in separate data fragments .
The association is then protected by restricting visibility of the fragments or en-
suring their un-linkability. A sensitive association can be represented as a set of
attributes whose joint visibility (i.e., whose association) is sensitive. Attributes
whose values are sensitive are also captured in such representation as they cor-
respond to singleton sets. Figure 2(a) illustrates an example of relation and
confidentiality constraints over it. Different fragmentation paradigms have been
proposed differing in the use of encryption and in the assumptions required to
ensure protection of the sensitive associations.
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Patient
SSN Name YoB Job Disease Treatment

123-45-6789 A. Allen 1971 hairdressing eczema ointments
635-98-3692 B. Brown 1954 painter asthma bronchodilator
820-73-0735 C. Clark 1985 plastic worker dermatite corticosteroids
838-91-9634 D. Davis 1962 miners silicosis oxygen
168-87-4067 E. Evans 1977 lab techn hepatitis antiviral drug
912-83-7265 F. Fisher 1960 nurse tuberculosis antibiotics

c1 = {SSN}
c2 = {Name,Disease}
c3 = {Name,Job}
c4 = {Job,Disease}

(a) Original relation and confidentiality constraints

F1

tid Name YoB Treatment SSN1e Disease1e

1 A. Allen 1971 ointments α η
2 B. Brown 1954 bronchodilator β ρ
3 C. Clark 1985 corticosteroids γ σ
4 D. Davis 1962 oxygen δ π
5 E. Evans 1977 antiviral drugs ε φ
6 F. Fisher 1960 antibiotics θ ε

F2

tid Job SSN2e Disease2e

1 hairdressing χ ξ
2 painter τ η
3 plastic worker η ζ
4 miners ν λ
5 lab techn μ �
6 nurse ω ι

(b) Two can keep a secret

F1

salt enc Name YoB
s11 Δ A. Allen 1971
s12 ν B. Brown 1954
s13 ρ C. Clark 1985
s14 σ D. Davis 1962
s15 ε E. Evans 1977
s16 π F. Fisher 1960

F2

sal enc Disease Treatment
s21 β eczema ointments
s22 γ asthma bronchodilator
s23 δ dermatite corticosteroids
s24 μ silicosis oxygen
s25 ε hepatitis antiviral drug
s26 χ tuberculosis antibiotics

F3

sal enc Job
s31 ψ hairdressing
s32 ω painter
s33 Σ plastic worker
s34 Π miners
s35 λ lab techn
s36 ι nurse

(c) Multiple fragments

Fo

tid SSN Name Job
1 123-45-6789 A. Allen hairdressing
2 635-98-3692 B. Brown painter
3 820-73-0735 C. Clark plastic worker
4 838-91-9634 D. Davis miners
5 168-87-4067 E. Evans lab techn
6 912-83-7265 F. Fisher nurse

Fs

tid YoB Disease Treatment
1 1971 eczema ointments
2 1954 asthma bronchodilator
3 1985 dermatite corticosteroids
4 1962 silicosis oxygen
5 1977 hepatitis antiviral drug
6 1960 tuberculosis antibiotics

(d) Keep a few

Fig. 2. A sample relation with confidentiality constraints and its fragmentation with
different paradigms

– Two can keep a secret [1]. Data are split in two fragments stored at two
independent external servers which are assumed to not communicate and
not know each other. Sensitive attributes are obfuscated (e.g., encrypted).
Sensitive associations are protected by splitting the attributes among the
two servers. In addition to sensitive attributes, other attributes may be ob-
fuscated if their plaintext storage at any of the two servers would expose
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some sensitive associations. The two fragments have a tuple identifier in
common, allowing the data owner to correctly reconstruct the original re-
lation. Figure 2(b) illustrates a sample fragmentation in two fragments for
relation Patient of Figure 2(a), subject to the reported confidentiality con-
straints. Note that, while not sensitive by itself, attribute Disease is obfus-
cated since its plaintext storage in any of the two fragments would violate
some constraint (c2 for fragment F1 and c4 for fragment F2).

– Multiple fragments [4,6,10,13]. It does not impose any assumption on the
external servers or on the number of fragments. Sensitive attributes are
stored in encrypted form. Sensitive associations are protected by splitting
the involved attributes among different fragments. Fragments are assumed
to be complete (every attribute is represented either in plaintext or in the
encrypted chunk) and to not have attributes in common (to ensure their un-
linkability). The encrypted chunk is produced with salts to avoid exposure
of values with multiple occurrences. Figure 2(c) illustrates a sample frag-
mentation with multiple fragments for relation Patient; the use of three
fragments permits to represent in plaintext form all attributes that are not
sensitive by themselves.

– Keep a few [5]. It assumes the data owner (or a trusted party) to store a
limited portion of the data and completely departs from encryption (i.e., all
attributes are stored in plaintext form). Sensitive attributes are stored at the
owner side. Sensitive associations are protected by ensuring that, for each
constraint, at least one of the attributes in it is stored at the owner side.
A tuple identifier is maintained in both fragments to allow the owner to
correctly reconstruct the original relation. Figure 2(d) illustrates a sample
fragmentation for relation Patient with this approach, where Fo is the
fragment stored at the owner side.

The advantage of fragmentation over encryption is the availability of data
in the clear and therefore the ability of the server to evaluate any condition
on them; by contrast encrypted data or indexes provide limited support for
evaluating conditions. In any of the strategies above, fragmentation should be
enforced trying to maximize the availability of attributes in the clear and to
minimize the fragmentation enforced. Also, additional criteria could be taken
into account such as the query workload or possible visibility requirements.

Fragmentation approaches assume fragments to not be linkable (and therefore
associations to be protected) when they have no common attributes. In other
words, attributes are assumed to be independent. However, often dependencies
may exist among attributes introducing inferences from some attributes over
others that indirectly expose otherwise not visible attributes or enable linking
among fragments [11]. To illustrate, consider the set of attributes and constraints
in Figure 3(a), also represented as a graph with one node per attribute and
constraint and with multi-arcs connecting attributes to constraints. A fragmen-
tation reporting, Birth, Zip and Disease in one fragment (light gray in the
graph) and Treatment, Premium, and Insurance in the other (dark gray in the
graph) appears to satisfy the constraints (note that attributes appearing dotted
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R(SSN, Birthdate, Zip, Name, Treatment, Disease, Job, Premium, Insurance)

c1 = {SSN}
c2 = {Name, Disease}
c3 = {Zip, Premium}

(a)

d1 = {Birth, Zip}�Name
d2 = {Treatment}�Disease
d3 = {Disease}�Job
d4 = {Premium, Insurance}�Job

(b)

Fig. 3. An example of exposure of sensitive associations due to data dependencies

in the graph are not represented in the clear in any of the fragments). In fact,
no sensitive information is exposed in the fragments and not having attributes
in common the fragments cannot be linked. This reasoning would be perfectly
fine if attributes where independent. However, dependencies might exist and
some information be inferable from other, allowing an observer to: from the
Birthdate and Zip reduce uncertainty over the Name; from the Treatment infer
the Disease; from the Disease reduce uncertainty over the Job; and from the
Premium and the Insurance infer the Job. Such derivations due to dependen-
cies can indirectly expose information and leak sensitive information or enable
linking. Figure 3(b) extends the graph with multi-arcs representing dependen-
cies (from the premises to the consequence) and illustrates such inferences by
propagating colors from the premises to the consequence. More precisely, if a
given color appears in all the attributes of a premise, it is propagated to the
attribute in the consequence (in the graphical representation, propagated colors
are reported in the bottom half of the nodes). Multi colored attributes represent
(indirect) violations of the constraints.

2.2 Access Control Enforcement

In many scenarios access to data is selective, meaning that different users, or
groups of them, should have different views/access on the data. With data out-
sourced to external servers, the problem therefore arises of how to enforce access
control. In fact, the data owner cannot mediate every access request, as the
advantages of delegating the management of data to an external server would
be lost. On the other hand, the server storing the data may not be trusted for
the enforcement of the access control policy, which could also be sensitive and
should be protected from the server’ eyes.

A possible solution to have access control enforced without requiring the data
owner intervention at every access consists in combining access control with
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acl(r1) = {A}
acl(r2) = {A,B}
acl(r3) = {A,B,C}
acl(r4) = {A,B,C}
acl(r5) = {B,C,D}
acl(r6) = {B,C,D}

(a)

A ���� ��
�� �	A ��

����
���

� r1

B ���� ��
�� �	B ��

����
���

���
���

���
� �� ��

�� �	AB ��

����
���

� r2

C ���� ��
�� �	C ��

�����
����

����
� �� ��

�� �	ABC �� r3, r4

D ���� ��
�� �	D ���� ��

�� �	BCD �� r5, r6

(b)

Fig. 4. An example of access control policy (a) and key derivation hierarchy (b) en-
forcing it

encryption, wrapping the data with a (self-enforcing) protecting layer. Some
solutions in this direction rely on attribute-based encryption (ABE), possibly
combined with other cryptographic techniques (e.g., [30]). An alternative inter-
esting approach combines access control with encryption by selectively encrypt-
ing resources based on the authorizations on them [12]. Intuitively, data are
encrypted with different keys and users are given only the keys for data which
they are authorized to access. This solution introduces some challenges related to
key management: users would like to have a single key (regardless of the number
of resources for which they have access), and data should be encrypted at most
once (i.e., different replicas with different keys should be avoided). These re-
quirements can be satisfied by adopting a key derivation approach [2], by which
users can derive keys from a single key assigned to them and public tokens. Ac-
cess control can then be enforced by properly organizing the keys with which
resources are encrypted in a hierarchy reflecting the authorizations on the re-
sources, or better their access control lists (ACLs), where the key corresponding
to an ACL allows deriving, via one or more tokens, the keys associated with all
ACLs that are superset of it. This way a user is able to derive, from her key and
public tokens, all (and only) the keys that are needed to access resources that
she is authorized to access according to the access control policy. Figure 4(a)
reports an example of access control policy involving four users (A, B, C, and
D) and six resources (r1, r2, r3, r4, r5, r6). Figure 4(b) reports a corresponding
hierarchy for keys, including one key for each user and one key for each non sin-
gleton ACL appearing in the policy. Dotted lines connect users to their keys, and
keys to resources encrypted with them. Tokens, represented as continuous line,
allow users to derive from their own key the keys of all and only resources for
which they are authorized. This hierarchy-based approach can also be extended
to support write privileges [9], and subscription-based scenarios [8].

As the key with which resources are encrypted depends on their ACL, in
principle any change to the authorization policy would require downloading, de-
crypting, re-encrypting, and re-uploading the involved resources. This process
can be avoided assuming some cooperation of the server in enforcing authoriza-
tion changes by over-encrypting resources to make them not accessible to non-
authorized users who know the key with which resources have been encrypted by
the owner. Intuitively, every resource is subject to two layers of encryption [12]:
a base encryption layer (BEL) applied by the data owner reflects the access
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control policy at initialization time; a surface encryption layer (SEL) applied on
top of the BEL by the server takes into account possible changes in the access
control policy. A user will be able to access a resource only if she can pass both
layers of encryption.

2.3 Private Access

In some scenarios what can be sensitive might be not (or not only) the data stored
at the external server but (also) the accesses that users make on such data. In
particular, the fact that an access aims at specific data (access confidentiality) or
that different accesses aim at the same data (pattern confidentiality) should be
maintained confidential, even to the server providing access itself. Traditional
approaches addressing these issues are based on private information retrieval
(PIR) techniques, which however assume that data are stored in the clear, and
suffer from high computation costs, thus limiting their applicability (e.g., [32]).
Alternative solutions are based on the Oblivious RAM structure (ORAM) [21]
and on dynamic data allocation techniques (e.g., [17,18,35]). These solutions pro-
vide access and pattern confidentiality by encrypting data and changing their
physical allocation at every access so to destroy the, otherwise static, correspon-
dence between data and physical blocks where they are stored. In particular,
Path ORAM [35] maintains some data in a local cache (called stash) and some
data in an external tree structure where nodes contain, in addition to actual
blocks, also dummy blocks (to provide uniformity of the size of all nodes). Every
access entails reading a path of the tree (containing the searched block) and
bringing the nodes in the path in the stash. Then, the nodes in the tree path
read are rewritten back (possibly moving out from the stash nodes mapping to
leaves intersecting the path).

The shuffle index also assumes a local cache but maintains at the external
storage the complete data structure (so providing also more resilience in case of
failures and accommodating concurrent accesses or distributed scenarios [18,19]).
The data stored externally are organized with a B+-tree whose nodes are en-
crypted and that has no pointer between leaves (to avoid leaking to the server
information on the order of values stored). The advantage of a key-based hierar-
chical organization is that it allows supporting range queries. To protect pattern
confidentiality, for every search operation, the client asks retrieval of more values:
the actual target and some covers (which provide uncertainty for the server on
the block to which the client actually aims). Also, the client performs a shuffling
among nodes in the cache and those retrieved by the search, then rewriting the
involved blocks (whose content have been changed by the re-allocation enforced
by the shuffling) on the server. Figure 5(a) illustrates an example of nodes for
a shuffle index where, for readability, we have omitted the pointers from a node
to its children; the parent-child relationship is however understandable from the
label assigned to nodes in the figure, as leaf nodes have as prefix the label of
their parent. The figure shows a sample execution with target c1 and cover b2,
assuming a1 (and then the path to it) be in cache. The dotted arrows in Fig-
ure 5(a) illustrate a possible shuffling that changes the data allocated to blocks
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Fig. 5. An example of logical shuffle index with cache/target/cover and shuffling op-
erations due to an access (a), logical shuffle index at the end of the access (b), and
server’s view on the access (c)

as in Figure 5(b). Figure 5(c) illustrates instead the view of the server on the
access.

3 Data and Computation Integrity

Another issue that needs to be considered when storing – or processing – data at
external servers is the ability to assess the correct behavior of the servers. This
implies verifying that data are maintained correctly and that queries performed
on them are correctly executed.

As for data storage, typical solutions are based on hashing and digital signa-
ture schemas (e.g., [23,31]). Signature-based approaches provide a deterministic
guarantee of data integrity but impose an overhead not always acceptable in
cloud scenarios. Alternative solutions, which provide probabilistic (i.e., not cer-
tain) guarantees of data integrity, are Proof of Retrievability (POR) approaches
(e.g., [28]), which apply to encrypted data, or Provable Data Possession (PDP)



Data Security and Privacy in the Cloud 37

J

clean up/check integrity

��

J∗

decrypt

��

��Client

J∗
k

��

��

������������

������������
L∗
k R∗

k

encrypt

��

encrypt

��
Computational

server Cs

L∗ R∗

salts&buckets/twins/markers

��

salts&buckets/twins/markers

��

L R

Storage server Sl Storage server Sr

Fig. 6. Join execution and integrity controls

approaches (e.g., [3]), which apply to generic datasets. They are based on con-
trol sentinels hidden among the encrypted data (for POR) or on homomorphic
verifiable tags (for PDP) whose presence and correctness can be verified by the
owner or other trusted parties.

As for query computation, guaranteeing integrity requires to provide users
with mechanisms to verify the correctness , completeness , and freshness of com-
putations. Correctness means that the result has been performed on the original
data and the computation performed correctly. Completeness means that no
data is missing from the result. Freshness means that the computation has been
performed on the most recent version of the data. Similarly to data storage so-
lutions, also solutions assessing integrity of computations can be distinguished
in deterministic and probabilistic. Deterministic solutions are based on the use
of authenticated data structures and allow assessing integrity of query results
based on a verification object which the server should return together with the
results. Different approaches can different with respect to how data are orga-
nized and the verification object computed. For instance, signature chaining
schemas (e.g., [33]) organize tuples in a chain while Merkle tree and its variation
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(e.g., MB-Tree) [29,38] organize data in a hash-based tree structure. Determin-
istic solutions permit to detect integrity violations with certainty but offer such
a capability only for queries with conditions on the attribute/s on which the
structure has been defined.

Probabilistic solutions accommodate a more general control, while provid-
ing only a probabilistic guarantee of detecting violations (e.g., [14,36,37]). For
instance, the proposal in [14] permits to assess the integrity of join queries per-
formed by a non trustworthy computational server. The approach is based on
the insertion, in the encrypted data passed to the computational server, of fake
tuples (not belonging to the original relations) representing markers (newly gen-
erated tuples) and twins (replicas of existing tuples). To flatten the distribution
of tuples participating in a join, tuples can be organized in buckets by using salts
in the encryption, and possibly inserting dummy tuples. A violation is detected
if an expected marker is missing or a twinned tuple appears solo. Of course,
the more the markers and twins inserted, the more the offered guarantee. While
the guarantee is only probabilistic, a confident assurance can be provided with
limited performance overhead. Figure 6 illustrates a high level representation of
the working of this technique.

4 Conclusions

The use of external cloud services for storing and processing data offers tremen-
dous benefits to companies as well as users. Such a convenience introduces how-
ever inevitable risks on the data, and the need to provide techniques for ensuring
confidentiality and integrity of data as well as of computations on them. This
paper discussed these needs and some solutions addressing them.
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22. Hacigümüş, H., Iyer, B., Li, C., Mehrotra, S.: Executing SQL over encrypted data in
the database-service-provider model. In: Proc. of the ACM SIGMOD International
Conference on Management of Data (SIGMOD 2002), Madison, Wisconsin, USA
(June 2002)
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Abstract. Designing a cryptographic protocol for practical applications is a chal-
lenging task even for relatively simple scenarios. The usual approach is to design
a protocol having in mind some simple attack scenarios. This produces clean de-
signs but many security problems might be ignored. Repeatedly, the development
in this area was a sequence of steps: many protocols have been proposed and
subsequently broken by presenting realistic attack situations not covered by the
original security model. The resulting situation is an abundance of models, which
are less and less intuitive, hard to compare and to understand.

Our goal is to provide a simple and intuitive framework that would help us
to capture the key properties of the real world architectures and attack scenarios.
Motivated by the smart card design, the main idea is to build the system architec-
ture in the way that resembles the courts of the Emperor’s Palace in the ancient
China. There are many internal courts and strict rules how to cross the boundaries
between these separate areas. The crucial part of the model is specifying what the
adversary can do in each part of the system.

Keywords: cryptographic device, security model, adversary, attack, PACE, ac-
tive authentication.

1 Introduction

One of the major components of cryptography in practice are the cryptographic devices
that implement somehow the crucial components of the cryptographic protocols. In fact,
there is no way other than special purpose devices to enforce the following rules:

– the keys are protected so that their secrecy is guaranteed,
– the protocol is executed according to its specification.

The standard operating systems do not guarantee these properties. One can try to solve
this problem by redesigning the operating system (e.g. Chinese project Kylin), or by se-
curing isolated components by hardware means. The last approach resulted in a number
of practical solutions and massive deployment of cryptographic protocols. The most
spectacular solutions are: SIM cards used for cellular telecommunication, biometric
passports and other electronic identity documents, signature smart cards, TPM mod-
ules, HSM devices, and general purpose smart cards such as Java Card.
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These examples show that the deployment of cryptography is far away from the
initial stage. On the other hand, we can see that there are quite clear design tendencies.
In all cases the cryptographic suite is built from small components, with strictly defined
functionalities and hardware level protection. Almost always, they are single purpose
devices; they may serve as secure components of general purpose and programmable
systems.

On the other hand, it turns out that even for such devices, very simple in principle,
formal security analysis comes quite late or is incomplete and presented for bureau-
cratic reasons only. Nevertheless, there are many excellent designs of cryptographic
devices constructed by security engineers. On the other hand, there are examples of
painful mistakes. May be the most spectacular case are the early electronic voting ma-
chines, designed and deployed rapidly due to political pressure, ignoring the warnings
of security specialists.

In out opinion, the common lack of systematic approach and realistic security anal-
ysis is not due to negligent attitude of system designers, but rather to a gap between
system design problem and realistic threats on one hand, and theoretical models for
security that became to live their own life in the academic community.

Paper Contents. The goal of this paper is to present a different view on the protocol
design methodology. We think that it might be much easier to address the practical
security questions, if the model becomes closer to the technical reality.

This paper presents only a sketch of the approach. It does not present new proof
techniques but rather tries to organize the proof steps. This is quite important since the
number of details even for a very simple protocol might be abundant and it is easy to
overlook some issues.

The second important twist in our approach are the adversary models. In the cryp-
tographic literature there is a tendency to either underestimate the adversary and make
idealistic assumptions that cannot be fulfilled in practice, or to overestimate the adver-
sary and create too complicated algorithms to meet unrealistic threats.

More details will be presented in the forthcoming journal version of this paper.

2 Traditional Methodology

Standard Approach. Typically a party running a protocol is regarded as a univer-
sal computing machine such a Turing Machine. It runs a program performing internal
computation on available data: static secrets, ephemeral secrets, and data received from
other participants. When terminated correctly it usually has to be in an accepting state.
In case of AKE protocols it results with a session key shared with the peer party device.
The attacks on the protocol functionalities may affect:

Authentication: each party identifies and checks its peer within the session;

Consistency: if two parties A and B, establish a common session key K , then A be-
lieves it communicates with B, and B believes it communicates with A;



44 M. Kutyłowski et al.

Secrecy: if a session is established between two honest peers, then no adversary should
learns any information about the resultant session key and the messages encrypted
with this key.

In case of other functionalities, like creating electronic signatures, attacks may be tar-
geted at a simple forgery. In case of more sophisticated schemes like group signatures
the attack may aim violating anonymity of the signatory.

Abstract models of adversary measure its strength as the probability of breaking the
required functionality of the device. Usually the adversary is given the power:

– to control communication between devices
• intercept messages
• change/generate messages

– get the internal data stored on the device (long term static secrets – LongTermRe-
veal, ephemeral secrets – EphemeralReveal).

The ability to learn the party’s data by the adversary is modelled by abstract oracles.
There are oracles associated with each party running an instance of the protocol, called a
session. The adversary can query the party’s oracle in a given session to get the required
data. The most widely accepted models Canetti-Krawczyk (CK), extended Canetti-
Krawczyk (eCK), strengthen extended Canetti-Krawczyk (seCK) differ by details how
the adversary may learn the internal state of the protocol parties. As an example we
provide below a chart with some oracles available for these protocols:

CK eCK seCK (model 1) seCK (model 2)

Send sends a message to
party Pj on behalf of Pj .
The oracle returns Pj ’s re-
sponse to the message.

Send sends a message to party
Pj on behalf of Pj . The or-
acle returns Pj ’s response to
the message.

Send sends a message to party
Pj on behalf of Pj . The or-
acle returns Pj ’s response to
the message.

State-Reveal returns the
ephemeral session key, but
not the long-term secret state.

Ephemeral Key Reveal re-
veals an ephemeral key of a
party

Ephemeral Key Reveal re-
veals an ephemeral key of a
party

intermediate results reveals
intermediate results of com-
putation (which may involve
using secret values)

Long-Term Key Reveal re-
veals static secret key of a
party

CorruptSC returns the entire
internal state including long-
term secrets.

CorruptSC returns the entire
internal state including long-
term secrets.

Corrupt returns the entire in-
ternal state including long-
term secrets.

realized by Long-Term Key
Reveal, Ephemeral Key Re-
veal, Reveal

Session-Key-Reveal reveals a
session key of a completed
session.

Reveal reveals a session key of
a completed session

SessionKeyReveal reveals a
session key of a completed
session.

SessionKeyReveal reveals a
session key of a completed
session.

Of course if too many informations are revealed, then trivially security of a session
may disappear. So the authors introduce the concept of fresh sessions. A session is fresh
if it is not exposed, i.e. if secret data, which would trivially be used by the adversary
to break the security of the protocol, is not leaked. Therefore in the above-mentioned
models, to provide the freshness of the session in the security game, the adversary is
not allowed to query the following oracles:

CK eCK seCK (model 1) seCK (model 2)

Session-Key-Reveal Reveal SessionKeyReveal SessionKeyReveal
Corrupt Long-Term Key Reveal,

Ephemeral Key Reveal of one
party

CorruptSC , Ephemeral Key
Reveal of one party

intermediate results on
CorruptSC , and Ephemeral
Key Reveal of one party
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The protocol under attack is modelled by a sequence of executions of oracles. So the
approach is adversary-centric and at very high level of abstraction. In order to define
a uniform framework and comparable results the number of different kinds of oracles
should be kept low. This is hard, as there are different requirements for different pro-
tocols may and the framework built for one occasion is not suitable for the other one.
Even for a quite focused problem of AKE our experience is that there is an abundance
of models, oracles and their relations are at least unclear for the laymen.

Attacks Not Covered. Unfortunately, the general models still may not reflect all attack
possibilities. So we have to deal with adding new models all the times. For instance, we
believe that in certain cases the adversary can execute AlterData oracle: he can change
the internal data of a protocol participant or even replace it by the chosen value without
knowing the value changed. The possibilities what can be changed and how may differ
very much from case to case.

2.1 Demonstration of the Attacks

Signature Based Attacks. Consider the smart-card device realizing of the signature
functionality based on the Schnorr’s scheme:

1. choose k ∈ [1, q − 1] uniformly at random,
2. r := gk,
3. e := H(M ||r),
4. s := k − x · e mod q,
5. return (r, s).

Obviously, the adversary that queries the oracle Ephemeral Key Reveal (and thereby
gets k) can derive the static secret x from the signature (r, s). However, a similar at-
tack can be mounted without the use of Ephemeral Key Reveal oracle. We consider the
malicious card implementation that can mount the following attack in two subsequent
functionality executions (say E1, E2) with the AlterData oracle: In E1 the value k is
not erased after Step 2. In E2 Step 1 is not executed - instead the stored value k from
execution E1 is used. Now the secret static key can be derived from signatures: (e1, s1)
over the message M1, and (e2, s2) over the message M2, obtained from E1 and E2
respectively: x := (s1 − s2)/(H(M1||r)−H(M1||r)).

The attack might be feasible due to a wrong implementation of the PRNG component
that executes Step 1 (it produces two the same outputs in subsequent runs), or due to
the wrong implementation of the control flow (not erasing the previous k, and skipping
Step 1 in the next execution).

The attack discussed above can be used not only for signature functionality itself,
but for any protocol that uses that signature scheme as a building block.

Password Based Attacks. We just mention a single simple example. Password authen-
tication protocols aim to protect against unauthorized usage of a device - the attacker
should not be able to use the device without knowing the password. Now consider the
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malicious implementation that would store the password internally on the device dur-
ing the first protocol run in a secure memory section, and use that stored value since
then. Now after stealing a device the adversary can use it for authentication. Again
the attacked value - the password in this case - is not learned by the attacker, but the
functionality of the protocol implemented on the device is affected in a substantial way.

3 Forbidden City Model

The main problem with the traditional approach is that it separates the algorithm design
from the security proof. The other problem is that the algorithm design may disregard
crucial elements of the protocol implementation. In this section we present the method-
ology of co-design of a cryptographic scheme with it security model.

3.1 Model Components

Component. The component is the fundamental concept of the Forbidden City model.
A basic component C consists of

– the main subcomponent containing the code executed by the component and logic
necessary to perform the input and output operations,

– component’s input and output gates,
– optionally: a subcomponent as memory of the component.

A component may contain more subcomponents inside – we shall discuss it later.

Read-write memory

R/WM MAIN

data
logic

(a)

Read-only memory

ROM MAIN

data
logic

(b)

Fig. 1. A basic component: (a) with read/write memory, (b) with read-only data

Component’s Code. When activated, a componentC executes the code from its MAIN
component. Each component executing code may communicate with other components
using MPI mechanisms – sending and receiving data via output and input gates.

Thereby, we regard a cryptographic protocol as a distributed algorithm, where each
container is one of the (independent) protocol participants. As always for distributed
algorithms, we do not assume that there is a priori synchronization between different
components, their executions might be inconsistent. In most cases, the code executed
by a component is a simple sequential program with a very straightforward control flow.
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Nesting. The idea of nesting the components is the central concept of the Forbidden
City model. Each component may contain any number of subcomponents. In turn, an
internal component may contain its own subcomponents, and so on.

For instance, we may concern a smart card with the operating system on a ROM
memory which directly operates the input and output of the smart card. The smart card
may have another components, like a cryptographic coprocessor and a (pseudo)random
number generator inside the cryptographic coprocessor. The main memory is the part
that is open for uploading and running user’s applications.

Component

applets

PUBLIC

secret keys

Crypto co-proc. MAIN-OS

operating 

system

Fig. 2. An example of a nested component architecture – a smart card with the operating system
on ROM, a cryptographic coprocessor and an area for uploading and running applets

Examples: A Communication Channel. Fig. 3 describes a situation of a smart card
and a card reader with the user entering a PIN on the keyboard of the computer con-
nected to the smart card reader via a wireless channel. In order to model the system
behavior the wireless channel is a separate component where the MAIN subcomponent
may be used to describe physical properties of the communication channel.

3.2 Adversary Model

An adversary is defined by the access methods to the data and code separately for each
component. The examples of access rights are: erase, replace by a fixed
content, replace by a content of choice, read, . . .

Note that erasing and replacing need not to come together with the read access. Each
operation might by a partial one – instead of erasing a given block of memory the adver-
sary may erase each bit of this block with some probability. Similarly, a read operation
for D may return the value f(D), where f is a (randomized) operation corresponding
to the technical reality.
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Smart 
Card

Wireless 
Communication

Reader PC Keyboard

Other 
Device

Other 
Device. . .

. . .

Fig. 3. A smart card and a reader with a wireless interface

The adversary can exercise his access rights during the attack in a malicious way.
In particular, he may influence execution of the components, where he can change the
code or the values of the control variables.

Note that our approach may lead to a large number of adversary models, describing
different attack conditions. The traditional approach is different – an attempt to find a
single attack scenario that covers all possible cases. Note also that we separate access
rights of the adversary (that follow from the technical reality) from the attack strategies
(which are inventions of the attackers). Surprisingly, in our approach it might be easier
to cover all cases. The main idea is based on the following observation that holds for a
wide range of attacks1:

If in some adversary model the attack is infeasible, then it is infeasible in all
cases when the adversary has weaker access rights.

So, it suffices to consider only maximal elements in the partial order of access rights in
the set of access right that should not lead to a successful attack.

4 Examples

In this section we discuss two specific applications: creation of Schnorr signatures and
the issues of authentication for an electronic identity document establishing communi-
cation with a reader.

4.1 Secure Signature Creation Device

Architecture for Schnorr Signatures. Let us consider the Schnorr signature scheme
recalled in Sect. 2.1. While this is a complete description concerning algebraic oper-
ations, it leaves crucial details necessary to evaluate the protocol’s security. There are
problems with two parts of the specification: the first is realization of “choose k uni-
formly at random”. The second one is computing the hash value Hash(M ||r).

Choosing a number at random is a nice abstract step, but it cannot be executed di-
rectly by a standard circuitry. For computing Hash(M ||r), the problem might be the

1 Surprisingly, this is not always the case, see the discussion on the privacy issues in [8].
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size of M . So, it seems that the signing algorithm is executed by a signing component
consisting of at least three components: RNG responsible for generating random ele-
ment k, HASH responsible for hashing (M ||r), and the SIGN component implementing
the operations involving the secret key x. Moreover, the communication between RNG
and SIGN has to be well protected, since leaking k reveals immediately the signing
key. In order to simplify the communication, one can use block hashing for computing
Hash(M ||r), and prepare the intermediate result for M outside the signing component
and finalize the computation with r inside. Therefore, it seems to be reasonable to em-
bed RNG inside SIGN, and two HASH components (see Fig. 4).

Signing device for Schnorr

Sign-RNG

RNG

MAIN

HASH

PC

x

Fig. 4. Basic model of a device creating Schnorr signatures

Security Conditions. The basic conditions required for a signature scheme are key
secrecy (meaning that it is impossible to derive the key from signatures created) and
unforgeability (meaning that it is impossible to create valid signatures without the pri-
vate key). These two properties can be viewed as abstract versions that have to guarantee
the following concrete condition:

Definition 1. Let C be a component implementing creation of electronic signatures.
Then C guarantees unforgeability for the adversary model A, if with an overwhelming
probability the adversary A cannot create a valid signature σ on a message M of his
choice without running the SIGN subcomponent of C storing the signing key so that it

delivers σ. Before attempting to create the signature σ, the adversary may run C
many times, possibly performing the attacks according to the model A. In particular,
the adversary may create signatures for arbitrary messages, but σ has to be different
from all these signatures.

Remark 1. Note that the above definition refers to a successful termination of the sig-
nature creation by the component SIGN that stores the signing key. So we can claim
that in case of execution interruption no signature can be derived. This solves nicely
many legal issues.
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Remark 2. Definition 1 admits that unforgeability refers only to a given adversary
model. In particular, the situation may be quite different in the case when the adversary
may influence the protocol execution of the signing device – the standard definitions
assume that the adversary can change the protocol execution only when acting as a
different protocol participant.

Remark 3. The attack strategy might be to derive the secret signing key x. Once it
succeeds, it is possible to use x outside SIGN in order to derive a new signature σ.

Note also that we do not necessarily demand that no data about the signing key x is
leaked. The main point is that, as long as the holder of the device implementing SIGN is
the only party that can create signatures, the signing scheme is considered to be secure.
This is an application centric approach, where the physical token plays the main role
and the private signing key is the mean to achieve unforgeability. The secrecy of x is
not the goal itself.

Problems with RNG. For the RNG there are the following adversary scenarios:

– the adversary may replace or influence the internal parts of RNG so that its output
is no more “uniformly random” from the point of view of the adversary,

– instead of influencing the source of physical randomness the adversary may attack
the output gate and inject there some other values.

In this case when k is not uniformly random, it might become predictable by the
adversary. This leads directly to the disclosure of the signing key via the equality
s = k − x · e mod q. Note that the standard tests (like the NIST suite) can detect
the attacks only if RNG becomes severely and permanently damaged. So, the SIGN
component cannot really test the output received allegedly from RNG.

There is a large variety of practical possibilities leading to such attack situations. The
RNG has to be implemented by a separate hardware module embedded in the signing
chip. So the manufacturers of the SIGN and RNG might be different and the manu-
facturer of RNG might be tempted to install a back-door via a hardware Trojan (like
indicated in [2]). The problem is that proving non-existence of the back-door might be
very hard or even impossible. On the other hand, we have to take into account physical
attacks (like exposing the chip to extreme temperatures) that would change the physical
properties of the RNG without switching off the electronic parts.

Due to the problems with the RNG sketched above one may consider to implement
the Schnorr signatures in a slightly different way. Let us describe an idea based on
distributed generation of Schnorr signatures [13]. We split the signing key x into two
parts x1, x2, where x = x1 + x2 mod q (the public key is still y = gx, where g is
the group generator). The algebraic description of the signing procedure takes now the
following form:

1. choose k1 ∈ [1, q − 1] uniformly at random
2. r1 := gk1

3. count := count+ 1
4. k2 := PRNG(z, count) mod q



Forbidden City Model 51

5. r2 := gk2

6. r := r1 · r2
7. e := Hash(M ||r)
8. s1 := k1 − x1 · e mod q
9. s2 := k1 − x2 · e mod q

10. s := s1 + s2 mod q
11. return (e, s)

In the description above the parameter z is a secret key embedded in the signing device,
count is an internal counter, and PRNG is a pseudorandom number generator.

From the external point of view, the result (e, s) is the Schnorr signature created
with exactly the same probability distribution as the Schnorr signatures created in the
traditional way. It can be implemented as described by Fig. 5 and in Table 1. The idea
is that there are two parts of the execution: one of them is vulnerable to attacks on
RNG. The other part is deterministic and is immune to physical attacks aimed to limit
randomness of the k component. However, it might be vulnerable to an attack by a
dishonest manufacturer retaining z.

Signing device for Schnorr

Sign-RNG

Sign-PRNG

RNG

PRNG

MAIN

HASH

PC

x1

x2count
z

Fig. 5. A distributed implementation of Schnorr signatures

We may consider an adversary model that any physical random generator may be
influenced so that the outcome of random number generators can be guessed. This has a
dramatic impact on the RNG contained in C1 but no impact on C2. We may assume that
the adversary knows k1, but the attack fails: s = k1 + k2 − x · e mod q, but still there
are two unknowns k2 and x. Moreover, if PRNG is well chosen, then we may assume
that its output is indistinguishable from the output of a real random number generator.
The Achilles Heel of C2 is the secret z. If in turn the adversary can read the memory of
PRNG or replace it in some way, then k2 becomes exposed. So we see that the scheme
does not protect against forgery if both C1 and C2 are exposed, but the attacks against
C1 and C2 require different capabilities of the adversary.
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Table 1. A modified realization of Schnorr signatures - the code executed by the components

code executed by SIGN-RNG: code executed by SIGN-PRNG:

activate upon request from MAIN activate upon request from MAIN
choose k1 ∈ [1, q uniformly at random send a request to PRNG
r1 := gk1 receive k2 from PRNG
send r1 to MAIN r2 := gk2

receive e from MAIN send r2 to MAIN
s1 := k1 − x1 · e mod q receive e from MAIN
send s1 to MAIN s2 := k1 − x2 · e mod q
reset send s1 to MAIN

reset

code executed by MAIN: code executed by PRNG:

send a request to SIGN-RNG receive request from SIGN-PRNG
send a request to SIGN-PRNG count := count+ 1
receive r1 from SIGN-RNG k2 := PRNG(z, count) mod q
receive r2 from SIGN-PRNG send k2 to SIGN-PRNG
r := r1 · r2
receive pre-hash h from the external HASH
send h, r to the internal HASH
receive e from the internal HASH
send e to SIGN-RNG
send e to SIGN-PRNG
receive s1 from SIGN-RNG
receive s2 from SIGN-RNG
s := s1 + s2
send (s, e) as the output

Issues Related to Hashing. The main problem with the hashing operation is that the
length of M may prevent performing the hash operation inside a well protected com-
ponent. This may create a problem: if the hashing is performed directly by a PC, then
the adversary may influence creation of the hash value e in an arbitrary way. Luckily,
the hash functions are not monolithic – usually we have iterative constructions, each
built upon some compression function. That is, the message to be hashed is divided into
blocks, and the compression function is applied iteratively to the output of the last iter-
ation and the current message block (as the initial ,,output”, the initial vector defined in
the specification of the hash function is utilized). Hence in case of Schnorr signatures
all but the last message blocks could be compressed on a PC, and then the compression
result and the last message block are transferred to the smart card. The smart card ap-
plies the last iteration of the compression function and obtains Hash(M ||r) (note that
in this way manipulations on e are prevented). Then only at this point:
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1. the exponent k is generated,
2. r := gk is calculated in the secure area,
3. the next compression function is applied to the compression result already obtained

and to the value r, hence e := Hash(M ||r) is calculated,
4. k, e, x are used to obtain s.

To sum up, the construction e := Hash(M ||r) used in [14], [6, Sect.4.2.3] may be
utilized to achieve a kind of atomic operation composed from the sequence of steps
1-4, all executed in the secure area of the smart card. Note that no output dependent on
k leaves the smart card until the complete signature is generated, and the time between
the first and the last step of the sequence above is minimized. Hence the time when
k is exposed to changes (for example some changes made by loss of power or by a
deliberate attack aimed e.g., at setting a fixed value) is minimized. See that in some
way the ephemeral key k might be more precious for the adversary than the private key
x! Indeed, knowledge of k is equivalent to the knowledge of x, but setting the value of x
to the one known to the adversary would destroy the key, whereas setting the value of k
may yield a successful attack. That is, existence of k may open new possibilities for the
adversary. Consequently, the key k should be protected very carefully and its existence
time frame should be minimized, and, before revealing the results of computations, a
consistency check [4] should be performed in a reliable manner (by reliable we mean
a check which does not accept a signature which is invalid). Note that sometimes a
check could be bypassed by a powerful adversary – cf. the attack on a checkcast
instruction when ClassCastException should be thrown [1, Subsect.4.1].

See that the atomic operation considered above is rather hard to achieve in the con-
struction e := Hash(r||M) used in [12], [9], [10]. In the latter construction the exponent
k is generated at first, r = gk is transferred to the PC, and then the smart card (which
usually possesses no clock) waits for the response from the PC. . . What is more, a re-
liable signature verification (which is one of possible consistency checks) is infeasible
for the smart card without an honest assistance from the PC (at least for large M )!

However, the construction e := Hash(r||M), due to the randomizer r put in front of
the message, makes collision attacks on Hash more difficult [12]. Hence from purely
theoretical point of view the construction seems to be more suitable than the version
with e := Hash(M ||r). But which construction should be implemented in practice? Is
the optimal answer possible without considering the details above? Maybe advantages
of both constructions could be combined? This seems to be an interesting problem of
applied cryptography.

Security Model for the Main Component. The important thing that we learn from the
Forking Lemma proof is that “freezing” the RNG by a physical attack or overwriting
the value of k in SIGN by a fixed value makes it possible to derive the signing key
and thereby break unforgeability. So we see that SIGN has to fulfill the property that its
memory must be resistant not only against leaking k, but also against possibly a broader
class of attacks against memory manipulations.

As we see, a big disadvantage of the Schnorr signatures (and many other signature
schemes based on the Discrete Logarithm Problem) is that the computation of s involves
k and x in a way such that any of them and s immediately reveal the other one. But can
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we do any better? It turns out that it is possible. For signatures like BLS [5], there are no
values like k that might endanger the secret key x and the exponentiation operation with
x can be performed in the innermost component. In such an architecture the component
of the signing key is like the Emperor’s Pavilion in the Forbidden City.

4.2 Authentication of Identity Documents

In this section we focus on two protocols executed when a wireless smart card reader
starts communication with an identity document on a smart card, called from now on
eID. The goal of these protocols is to protect the communication in the following sense:

Password Authentication: the eID admits to establish a session if it becomes con-
vinced that the reader knows the password,

Active Authentication: the reader obtains a proof that the eID holds the secret key
corresponding to the declared identity of the eID.

The protocol yields also a session key shared by the eID and the reader.

Security Model. The main objectives of the protocols presented above is as follows:

Definition 2 (Security of Password & Active Authentication). Let I be a component
modelling an eID. Let x be the private key installed in I and y be the corresponding
public key. Let π be the password assigned to I .

We say that a password and active authentication protocol is secure if upon the
protocol termination:

– if a reader R and an eID J share a session key, none of them has aborted the
protocol, and R regards y as the public key associated with the session partner,
then with a high probability J = I ,

– if a reader R and the eID I share a session key, and none of them has aborted the
protocol, then with a high probability R knows the password π.

The above definition is closely related to the matching sessions concept and security of
AKE. However, we define session ID as the private session key and adopt the definition
to what we are supposed to achieve regarding the reader. Namely, we cannot believe
that the reader connected with the eID is the same reader where the holder of eID has
entered the password. Indeed, at exactly the same time another reader knowing π may
start communication with the eID and may succeed to establish the connection.

For the sake of completeness let us mention that in case of the protocols discussed
privacy protection is another crucial condition. It can be formulated as follows (this
general definition consumes both privacy requirements stated in [8]):

Definition 3 (Privacy in Password & Active Authentication). A protocol guarantees
privacy if the adversary cannot decide if a given session has been executed by an eID
component I , even if the reader presents to the adversary private data allegedly used
during the protocol. The only exception from this situation is when the adversary runs
the reader himself and the eID does not abort the protocol.
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The phrase “cannot decide” means here that the probability distribution to provide
the correct answer cannot differ in a non-negligible way from the probability distri-
bution where the adversary has no access to the data from the protocol execution con-
cerned for the decision. Before the guessing phase starts, the adversary may observe the
interactions and itself may execute the protocol with any eID. Some executions might
be faulty and the adversary may take advantage of the access rights defined by the
adversary model.

Example Protocols. Let us now recall protocols that merge password authentication
(PACE) with an active authentication. We discuss PACE|AA [3] and SPACE|AA pro-
tocols [8] (also presented later as PACE|CA during INTRUST 2013 by J. Bender et
al.). In both cases the eID holds a password π and a secret key x, for which y = gx

is the public key (as before, the operations are executed in a group G of order q where
Discrete Logarithm Problem is hard). The reader obtains π via an independent chan-
nel (read optically from the eID card surface or entered by the eID holder). Below we
describe operations executed during the protocol execution (with some details skipped).

Operations executed by the eID: Operations executed the reader:

reset
Kπ := Hash(0||π) Kπ := Hash(0||π)
choose s < q uniformly at random
z := ENC(Kπ, s)
send z receive z

s := DEC(Kπ, z)
choose yA < q uniformly at random choose yB < q uniformly at random

PACE|AA version
YA := gyA YB := gyB

SPACE|AA version
t := gyA YB := gyB

YA := tx

receive YB send YB

send YA receive YA

PACE|AA version
h := Y yA

B h := Y yB
A

SPACE|AA version
τ := Y yA

B h := Y yB
A

h := τx

ĝ := h · gs ĝ := h · gs
choose y′

A < q uniformly at random choose y′
B < q uniformly at random

Y ′
A := ĝy

′
A Y ′

B := ĝy
′
B

receive Y ′
B send Y ′

B

send Y ′
A receive Y ′

A

K := Y ′
B

y′
A K := Y ′

A
y′
B

KENC := Hash(1||K) KENC := Hash(1||K)
K′

SC := Hash(2||K) K′
SC := Hash(2||K)

KMAC := Hash(3||K) KMAC := Hash(3||K)
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K′
MAC := Hash(4||K) K′

MAC := Hash(4||K)
TA := MAC(K′

MAC , Y
′
B)) TB := MAC(K′

MAC , Y
′
A))

receive TB send TB

abort if TB invalid
send TA receive TA

abort if TA invalid
PACE|AA version

σ := yA + Hash(5||YA||Y ′
A) · x

send ENC(K′
SC , σ||cert(y)) receive and decrypt ENC(K′

SC , σ||cert(y))
check certificate cert(y)

abort if gσ �= YA · yHash(5||YA||Y ′
A)

SPACE|AA version
w := yA
send ENC(K′

SC , w||cert(y)) receive and decrypt with K′
SC

check certificate cert(y)
abort if yw �= YA

PACE|AA and SPACE|AA are relatively simple communication protocols, never-
theless it is quite difficult to track down all details. We do not aim to explain them but
rather wish to illustrate some design decisions and security issues.

Architecture of PACE|AA and SPACE|AA. Below we discuss how to organize each
protocol as an interaction of components. First observe that protecting π in a secure
memory does not make sense. Indeed, an adversary holding an eID may try the pass-
words one by one attempting to establish communication. On the other hand, x has to
be well protected, otherwise it would be possible to clone the eID component.

Definitely, we may implement random number generation via a separate component
RNG. Upon request RNG generates an element in the range [0, q − 1] uniformly at
random.

In case of SPACE|AA one can implement x in a separate component EXP. Given an
input γ the component responds with γx. There are no other operations available. In
case of PACE|AA the situation is more complicated due to interaction between ya, σ
and x. In this case it is necessary to embed signature generation in a separate compo-
nent SIGN-EXP which additionally may perform exponentiation. This is definitely a
complication as this does not look as a standard component to be reused elsewhere.

Attacking Randomness. In order to show profound differences between PACE|AA
and SPACE|AA we discuss the situation where the adversary may reduce the entropy
of randomness by attacking the component responsible for choosing random exponents.

First consider PACE|AA. If the adversary guesses yA, then from the public parame-
ters YA, Y ′

A and σ he can easily derive x by the equality σ = yA+Hash(5||YA||Y ′
A) ·x.

If the adversary is not running the reader that interacts with the eID (and therefore does
not receive σ directly), then the attack is slightly harder. First the adversary has to guess
the exponent y′A and computes the candidates for K , K ′

SC , decrypt the ciphertext and
checks if the result is of the form σ||cert(y). Getting π requires more effort: having
y′A and Y ′

A one can derive ĝ = (Y ′
A)

y′−1
A mod q . By guessing yA we get candidates for
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eID for PACE|AA

Sign-EXP MAIN

PC

x

RNG

eID for SPACE|AA

EXP

RNG MAIN

PC

x

Fig. 6. eID of PACE|AA and SPACE|AA

h = Y yA

B and then for gs = ĝ/h. Then for each candidate password π is suffices to de-
crypt z and check whether the obtained plaintext s satisfies the equality ĝ = h ·gs. Once
the adversary gets π and x, he can create a clone of the eID and thereby the properties
from Definition 2 are violated.

In case of SPACE|AA let us assume that the adversary has seized control over the
whole eID component except for the component EXP. However, in this case all what
the adversary can do is to run EXP as an oracle for raising to power x. Therefore,
under standard assumptions the adversary cannot derive x. However, SPACE|AA is
still insecure regarding Definition 2. Indeed, after guessing y′A it is possible to deriveK
and thereby the session key. Afterwards it is possible to hijack the session.

Finally, let us note that the situation is the same for the model where the ephemeral
keys are revealed, as already stated in [8].

Attacks by Manipulating the Code Component. The second adversary model con-
cerned here is the situation that the adversary can manipulate the code in the MAIN
eID component (e.g. the malicious manufacturer). Now we assume that the adversary
cannot read any ephemeral data, but can eavesdrop the communication channel between
the eID attacked and the reader.

Below we show that the adversary may gain the access to the session key and can hi-
jack the session for PACE|AA. Thereby, the protocol is insecure regarding Definition 2,
as the second condition is violated. The manipulated code executed by the manipulated
eID component is as follows (the new code line is underlined):

Kπ := Hash(0||π)
choose s < q uniformly at random
z := ENC(Kπ, s)
send z
choose yA < q uniformly at random
YA := gyA

receive YB

send YA

h := Y yA
B , ĝ := h · gs

choose y′
A < q uniformly at random

y′
A := Hash(ZyA) mod q
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Y ′
A := ĝy

′
A

receive Y ′
B

send Y ′
A

. . . (continue without changes)

In the above code Z = gα is an element for which the discrete logarithm α is known
only to the adversary manipulating the code.

In order to obtain the session key, the adversary recomputes y′A using the property

y′A = Hash(Y α
A ) mod q. Then the adversary may computeK := Y ′

B
y′
A and the remain-

ing keys using exactly the same operations as the eID component.
Let us summarize the attack properties:

– The attack idea is in fact borrowed from [15]. It takes advantage of the fact that the
PACE algorithm creates powers for randomly chosen exponents twice.

– Reverse engineering the code component may reveal the parameter Z to the third
parties. However, Z does not suffice to perform the attack on the session keys.

– The attack does not require any non volatile memory to store some extra values.
The attacker requires neither the private key x nor the password π.

– The manipulated values Y ′
A cannot be distinguished from the values Y ′

A produced
by the original protocol. This follows from the fact that (YA, Z, Z

yA) is a Diffie-
Hellman triple and the last element cannot be distinguished from a random group
element. Of course, we require also that it is infeasible to distinguish the random
source of elements from [0, . . . , q − 1] from a source that chooses a group element
R at random and outputs Hash(R) mod q.

Finally note that

– The attack works without any change against the plain PACE protocol.
– For SPACE|AA the only modification in the attack to be done is that the adversary

has to fix Z for which Z = yβ and β is known to the adversary. As before, instead
of generating y′A at random the manipulated code takes y′A := Hash(ZyA) mod q.
The recovery of y′A by the adversary is possible thanks to the equality ZyA = Y β

A .

The lesson to be learnt is that it is hard to design a protocol without any potential
implementation weakness. In case of PACE based protocols the problem is that after
reset of the smart card the protocol executes Diffie-Hellman key exchange protocol
twice and thereby has to use two randomly chosen exponents. This makes room for the
SETUP technique from [15]. However, what we really need here is not randomness,
but unpredictability for the adversary observing the protocol execution. This problem
can be solved by using signatures instead of random exponents, as proposed in [7].
However, thereby we may fall back into some problems as the extended execution code
may give rise to new security traps. Another strategy could be to abandon double Diffie-
Hellman key exchange and return to the idea of SPEKE [11] despite patent problems.
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Abstract. CAPTCHAs are a standard security mechanism used on
many websites to protect online services against abuse by automated pro-
grams, or bots. The purpose of a CAPTCHA is to distinguish whether
an online transaction is being carried out by a human or a bot. Unfor-
tunately, to date many existing CAPTCHA schemes have been found
to be vulnerable to automated attacks. It is widely accepted that state-
of-the-art in text-based CAPTCHA design requires that a CAPTCHA
be resistant against segmentation. In this paper, we examine CAPTCHA
usability issues and current segmentation techniques that have been used
to attack various CAPTCHA schemes. We then introduce the design of a
new CAPTCHA scheme that was designed based on these usability and
segmentation considerations. Our goal was to also design a text-based
CAPTCHA scheme that can easily be used on increasingly pervasive
touch-screen devices, without the need for keyboard input. This paper
also examines the usability and robustness of the proposed CAPTCHA
scheme.

Keywords: Text-based CAPTCHA, segmentation resistance, optical char-
acter recognition.

1 Introduction

CAPTCHAs (Completely Automated Public Turing test to tell Computers and
Humans Apart) are essentially automated reverse Turing tests that are com-
monly used by online services to distinguish whether an online transaction is
being carried out by a human or an automated program, i.e. a bot [24]. Since its
inception, many diverse CAPTCHA schemes have been proposed, and to date,
CAPTCHAs have become a standard Internet security mechanism for deterring
automated attacks by bots and other malicious programs. Of the different types
of CAPTCHAs (e.g. text-based, image-based, audio-based) that are currently
used in practice, text-based CAPTCHAs are the most prevalent form in use.
Chellapilla et al. [12] attribute the popularity and pervasiveness of text-based
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CAPTCHAs to its human friendliness, intuitiveness, ease of use, low implemen-
tation cost, etc. In general, a traditional text-based CAPTCHA challenge con-
sists of a word or a random sequence of characters, which may consist of letters
and/or digits, that are embedded within an image. The user’s task is to solve
the CAPTCHA challenge by entering the appropriate sequence of characters in
the correct order.

Unfortunately, while there are numerous existing CAPTCHA schemes that are
currently deployed on a vast number of websites, many of these schemes have
been found to be insecure. The vulnerability of these schemes stem from various
design flaws that can be exploited to break these CAPTCHAs. Over the years, re-
searchers have documented many techniques that can be used to break a variety
of CAPTCHA schemes at high success rates [1,3,4,7,13,16,19,21,20,28,29]. Fur-
thermore, attacks against CAPTCHA schemes are not only limited to traditional
text-based CAPTCHAs, as techniques to break other forms of CAPTCHAs
have also been documented. These include techniques for breaking animated
CAPTCHAs [23,27], 3D-based CAPTCHAs [22], image-based CAPTCHAs [31],
audio-based CAPTCHAs [5], etc. As such, the design of a CAPTCHA scheme
that is robust against automated attacks is an important and open research
problem. In addition, the challenge of designing a secure CAPTCHA scheme is
further complicated by the fact that not only must the resulting CAPTCHA be
secure against automated attacks, it must also be easily usable by a human.

This paper presents the design of a new CAPTCHA scheme along with a
discussion on the security and usability of the proposed scheme. It is widely
accepted that state-of-the-art in CAPTCHA design requires that a CAPTCHA
be segmentation-resistant [1,12], as once a CAPTCHA can be segmented into its
constituting characters, the scheme is essentially deemed to be broken [11]. In
this paper, we first examine CAPTCHA usability issues and current segmenta-
tion techniques that have been used to attack a variety of existing CAPTCHAs,
in order to identify the various factors that must be considered when designing
a robust CAPTCHA scheme. This will then be followed by a discussion on the
design of our proposed scheme in relation to these usability and segmentation
considerations. In addition, this paper presents the results of a user study that
was conducted to ascertain the usability of the proposed CAPTCHA scheme,
followed by an analysis on the robustness of the scheme.

Our Contributions. In this paper, we present and discuss the design of a
new text-based CAPTCHA scheme that is robust against current segmentation
techniques. The proposed CAPTCHA scheme is also usable on touch-screen in-
terfaces, without the need to enter text via a physical or on-screen keyboard.
Our proposed approach alters the traditional challenge posed by conventional
text-based CAPTCHAs in which the user’s task is to answer the question of
“What is the text?”, into a question of “Where is the text?”. Hence, the user’s
task is to recognize and identify the locations of characters in the CAPTCHA
challenge. Furthermore, this paper outlines and examines the various usability
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and security issues that must be considered in the design of a robust CAPTCHA
scheme.

2 Background

2.1 Usability versus Security

The fundamental requirement of a practical CAPTCHA scheme necessitates that
humans must be able to solve the CAPTCHA challenges with a high degree
of success, while the likelihood that a computer program can correctly solve
them must be very small. This tradeoff between the usability and security of
a CAPTCHA scheme is a hard act to balance. Security considerations push
designers to increase the difficulty of the CAPTCHA scheme, while usability
requirements compel them to make the scheme only as difficult as they need to
be, but still be effective in deterring automated abuse. These conflicting demands
have resulted in the ongoing arms race between CAPTCHA designers and those
who try to break them [10,15].

The design of a robust CAPTCHA must capitalize on the difference in natural
human ability and the capabilities of current computer programs [10]. This is
a challenging task because on one hand, computing technology and algorithms
that can be used to solve CAPTCHAs are constantly evolving and improving
(e.g. Optical Character Recognition (OCR) software), while on the other hand,
humans must rely on their inherent abilities and are unlikely to get better at
solving CAPTCHAs. In addition, it has been shown that several key features
that are commonly employed to increase the usability of CAPTCHA schemes
can easily be exploited by computer programs.

The use of color is a major factor that has to be considered in CAPTCHA
design. Color is used in CAPTCHAs for a variety of reasons. From a usability
perspective, color is a strong attention-getting mechanism, it is appealing and
can make CAPTCHA challenges interesting, appropriate use of color can facili-
tate recognition and comprehension of a CAPTCHA, and so on [2]. However, it
has been shown that the imprudent use of color can have a negative impact on
both CAPTCHA usability and security [1,30].

To aid usability, text-based CAPTCHA challenges that are based on dictio-
nary words are intuitive and easier for humans to solve because humans find
familiar text easier to perceive and read [25]. However, CAPTCHA challenges
that are based on language models are susceptible to dictionary attacks. Rather
of trying to recognize individual characters, which may be difficult if the charac-
ters are overly distorted and/or overlapping, researchers have successfully used
holistic approaches to recognize entire words for CAPTCHA schemes that are
based on language models [4,21].

Instead of using actual dictionary words, it is possible to take advantage of
text familiarity using “language-like” strings. Phonetic text or Markov dictionary
strings are pronounceable strings that are not words of any language. Experi-
ments have shown that humans perform better when solving CAPTCHAs with
pronounceable strings in contrast to CAPTCHAs which contain purely random
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characters [25]. Nevertheless, the disadvantage of using this approach is that cer-
tain characters (i.e. vowels) will appear at higher frequencies in pronounceable
strings compared to other characters. The higher frequencies of certain charac-
ters makes the resulting CAPTCHA more vulnerable to attacks.

In addition, for usability purposes text-based CAPTCHAs should avoid the
use of confusing digits and letters like the digit ‘0’ and the letter ‘O’, the digit ‘1’
and the letter ‘l’, etc. Confusing character combinations like ‘W’ and ‘VV’, ‘m’
and ‘rn’, etc. should also be avoided. Furthermore, if letter case is important,
then confusing characters include upper and lower case pairs like ‘S’ and ‘s’, ‘Z’
and ‘z’, etc. [30].

2.2 Segmentation Resistance

Chellapilla et al. [11,13] demonstrated that machine learning algorithms can
successfully be used to break a variety of different CAPTCHA schemes. In doing
so, they also showed that computers can outperform humans at the task of
recognizing individual characters. The task of solving a text-based CAPTCHA
consists of two main challenges; namely, a segmentation challenge, followed by
a recognition challenge. The segmentation challenge refers to the identification
and separation of a sequence of characters into its constituting characters in the
correct order, and the recognition challenge involves recognizing the individual
characters. As such, it follows that once a computer program can adequately
reduce a CAPTCHA to the problem of recognizing individual characters, the
CAPTCHA is essentially broken. Hence, it is widely accepted that a secure
CAPTCHA scheme must be designed to be segmentation-resistant [1,10].

Broad classifications of three of the mainstream segmentation-resistant meth-
ods that are currently employed by a number of CAPTCHA schemes to deter
segmentation, as defined by Bursztein et al. [7], are described as follows:

– Background Confusion: CAPTCHA schemes that use this approach to
prevent segmentation attempt to blend the CAPTCHA text with the back-
ground. There are three main ways of achieving this; namely, by using a
complex background image, by using a background with very similar col-
ors to the text, or by adding noise. Some CAPTCHA schemes employ a
combination of these techniques.

– Using Lines: In this approach, random line(s) that cross over multiple
characters are drawn over the CAPTCHA text. This is done to help prevent
segmentation because characters in the CAPTCHA challenge are connected
together by the lines.

– Collapsing: This approach typically involves removing the space between
characters, tilting characters and/or overlapping them, which in effect crowds
the characters together. The notion behind this approach is to make segmen-
tation difficult because the characters are either very close or joined together.
While this is considered to be the most secure anti-segmentation mechanism,
often design flaws in the CAPTCHA scheme allow attackers to exploit these
flaws in order to perform segmentation [7]. Some of these attacks are de-
scribed in the next section.
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2.3 CAPTCHA Segmentation Techniques

While it is widely accepted that a robust CAPTCHA scheme must be designed to
be segmentation-resistant, many existing schemes that adopt anti-segmentation
mechanisms have in fact been found to be insecure. This is mainly due to certain
design flaws in the scheme that can be exploited by the attacker to segment the
CAPTCHA. Over the years, researchers have documented a variety of different
techniques that can be used to segment various CAPTCHA schemes. Among
others, several key segmentation techniques are described as follows:

– De-noising Algorithms: De-noising techniques are mainly used to remove
random noise from a CAPTCHA. Of the various de-noising techniques that
have been proposed over the years, the Markov Random Field technique,
a.k.a. Gibbs algorithm [18], has been found to be very effective [7]. The algo-
rithm works by computing the energy of each pixel based on its surroundings
and removing pixels that have an energy below a certain threshold. This is
performed iteratively until there is no more pixels to remove.

– Histogram-Based Segmentation: Histogram-based segmentation is a
popular CAPTCHA segmentation technique that projects a CAPTCHA’s
pixels to their respective X or Y coordinates [3,7,19,28,29]. By producing a
histogram of the number of pixels in the X or Y dimension, in general, sec-
tions that contain a large pixel count contain characters, while sections with
a low pixel count are potential positions that can be used to segment the
characters. For CAPTCHAs where the characters are only joined slightly
or connected using small lines, this method is effective in segmenting the
CAPTCHA. In other CAPTCHA attacking methods, this technique is effi-
cient in separating groups of characters or potential groups prior to the use
of other segmentation techniques.

– Color Filling Segmentation (CFS): The basic idea behind this technique
is identify a foreground color pixel (i.e. a pixel with a color associated with
the text) and to trace all the neighboring pixels with the same color which
are connected to this pixel, in effect performing a flood fill algorithm, to
identify a chunk of connected pixels. This process is repeated until all chunks
in a CAPTCHA have been identified [3,29]. The end result of using this
method is that an attacker can identify individual characters or groups of
characters. This method is often used in conjunction with other segmentation
techniques.

– Opportunistic Segmentation: This technique relies on making educated
guesses based on prior knowledge about the CAPTCHA scheme. The tech-
nique exploits regular and predictable features of a CAPTCHA scheme in
order to approximate where the segmentation cuts should be. For example,
CAPTCHA schemes that use a fixed number of characters per challenge,
where characters are usually placed at certain fixed locations, and all char-
acters have roughly the same width, are susceptible to opportunistic segmen-
tation. The reason for this is because it is easy to make an educated guess
as to where the segmentation cuts are likely to occur [7,10].
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– Segmentation Based on Patterns and Shapes: In this segmentation
approach, attackers try to identify certain patterns and shapes that typi-
cally characterize some characters. For example, characters like ‘a’, ‘b’, ‘d’,
‘e’, ‘g’, ‘o’, ‘p’, ‘q’ all contain loops or circular regions, characters like ‘i’,
‘j’, ‘l’ typically consist of small vertical blocks of pixels, etc. [3,16]. Once
these patterns are determined, these particular features can be identified in
the CAPTCHA which in turn allows the attacker to ascertain appropriate
locations to segment the text.

The techniques described here are some generic methods that have been
adopted to attack a number of different CAPTCHA schemes. There are also
other specialized segmentation methods that have been used to attack spe-
cific CAPTCHA schemes [1,28]. While to date there is no comprehensive seg-
mentation solution that can be used to break all CAPTCHA schemes, many
CAPTCHA segmentation attacks use a combination and/or variations of the
techniques described above.

3 Design of the Proposed CAPTCHA Scheme

Many of the existing CAPTCHA schemes that adopt anti-segmentation mech-
anisms have actually been broken through the use of using various segmen-
tation techniques, including those described in the previous section. As such,
in designing a CAPTCHA scheme, it is imperative to examine the use of anti-
segmentation mechanisms and to consider the resulting CAPTCHA’s robustness
against current segmentation techniques. Since a CAPTCHA scheme’s robust-
ness is determined by the cumulative effects of its design choices [10], we will
discuss the reasons and security issues that were considered in the design of our
proposed CAPTCHA scheme.

In general, the use of background confusion techniques as a security mecha-
nism has been deemed to be insecure. For one thing, human usability considera-
tions require that the text stand out from the rest of the background, otherwise
a human will not be able to adequately solve the CAPTCHA, and for this rea-
son it is likely that any background can be processed, filtered and removed. It
has therefore been recommended that backgrounds only be used for cosmetic
purposes [7]. In addition, using lines to connect characters as a segmentation-
resistant technique has also been found to be inadequate in preventing the re-
sulting CAPTCHA from being segmented. This is because there are a variety of
techniques that can efficiently detect and/or remove lines, for example, through
the use of line detection algorithms such as the Hough transform [17], erosion
and dilation techniques [26], as well as histogram-based segmentation techniques.

Collapsing techniques such as crowding and overlapping characters together
are considered to be the most secure anti-segmentation approach to date. How-
ever, an increasing number of CAPTCHA scheme that have been designed with
these techniques have been successfully broken because attackers have managed
to exploit design flaws in the various schemes [3,7]. One of the reasons for this
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is due to the fact that current text-based CAPTCHAs crowd and overlap char-
acters in the horizontal dimension only. This has allowed attackers to identify
predictable features in the CAPTCHA schemes and to approximate where the
segmentation cuts should occur.

In this paper, we propose the design of a text-based CAPTCHA scheme that
is robust against current segmentation techniques. One of our goals was to also
design a scheme that can easily be used on the increasingly popular and per-
vasive touch-screen devices, without having to rely on the need to input text
using a physical or on-screen keyboard. As such, unlike conventional text-based
CAPTCHAs which deal with the question of “What is the text?”, our approach
alters this into the question of “Where is the text?”. Examples of our proposed
CAPTCHA scheme are depicted in Figure 1.

(a) Colored version (b) Black and white version

Fig. 1. Examples of the proposed CAPTCHA scheme

There are two slightly different versions of our proposed scheme. Figure 1(a)
shows an example of a colored version of the proposed CAPTCHA, while Figure
1(b) shows a black and white version. Note that the use of color in our scheme
is not for any security reasons, but rather it is primarily used for reasons of
usability. This is in line with recommendations that color be used in CAPTCHAs
for usability rather than for security [2]. The colored version of our scheme
was implemented to ascertain whether or not it would facilitate human visual
perception, by making it easier for humans to distinguish characters from the
background, instead of having to solely rely on the outlines of characters. To
help answer this question, a user study was conducted and the findings of the
experiment are discussed in Section 4.1.

For each CAPTCHA in our proposed scheme, a user is provided with a chal-
lenge character set (the list of characters at the bottom of the CAPTCHA)
and an image that contains these specific characters, along with a whole lot



A CAPTCHA Scheme Based on the Identification of Character Locations 67

of other non-relevant characters. To solve the CAPTCHA, the user’s task is to
find the locations of the characters provided in the challenge character set in
the image, then drag-and-drop each challenge character onto the correct char-
acter in the image. This can easily be done using a mouse, a pointing device
or on a touch-screen. Figure 2(a) and Figure 2(b) show examples of an incor-
rect answer and a correct answer respectively1. Note that the correct characters
in the CAPTCHA are only highlighted after the solution has been submitted.
Drag-and-drop CAPTCHAs are not new and have previously been proposed,
for example, for identifying images of 3D text objects [9]. Others have proposed
clickable CAPTCHAs for mobile devices [14].

(a) An incorrect solution (b) A correct solution

Fig. 2. Example answers

The design of the proposed CAPTCHA scheme mainly relies on the collapsing
technique for preventing segmentation. However, unlike conventional text-based
CAPTCHAs, it can be seen from the examples shown in Figures 1 and 2 that
our approach not only crowds, tilts and overlaps characters in the horizontal
dimension, it also does this in the vertical dimension. In addition, our approach
uses many more characters than is actually contained in the challenge character
set. For conventional CAPTCHAs that adopt the crowding characters together
approach, each character only has a maximum of two neighboring left and right
characters that it can overlap with. Our approach allows for center characters to
overlap with a maximum of eight neighboring characters. Obviously, characters
at the sides have less neighboring characters. As such, it can easily be seen that
our approach effectively prevents segmentation techniques like histogram-based
segmentation, color filling segmentation or methods that try to identify character
patterns and shapes to determine where the text should be segmented, because
the text cannot simply be segmented using single lines.

1 Animated examples depicting user interaction with the proposed scheme can be
found at: http://www.uow.edu.au/~wsusilo/CAPTCHA/newCAPTCHA.html

http://www.uow.edu.au/~wsusilo/CAPTCHA/newCAPTCHA.html
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The challenge character set in the proposed scheme consists of random char-
acters instead of dictionary words, and is therefore not affected by dictionary
attacks. Rather than using a fixed number of characters per challenge, the num-
ber of characters in the challenge set can be randomized. Furthermore, for all
characters in the image, their rotation angles, positions and sizes, as well as the
number of characters, can all be randomized within a certain range of values.
This prevents other segmentation techniques like opportunistic segmentation,
because the randomization makes it difficult to predict where individual charac-
ters are located. Also, since color in our scheme is not used for security, attackers
cannot use color filtering to identify the locations of individual characters in the
image.

From a usability perspective, the proposed CAPTCHA scheme is based on
Gestalt principles of visual perception. By removing the outlines of characters
wherever they overlap in the image to deter segmentation, a human can still
solve the CAPTCHA because humans perceive objects as a whole and the vi-
sual system fills in the missing areas. Our implementation was programmed to
avoid the use of confusing character combinations within the same CAPTCHA
challenge. In our scheme, each unique character only occurs once per challenge.
Also, although the characters are crowded together, unlike many conventional
text-based CAPTCHAs which rely on character warping or distortion to de-
ter automated attacks, the characters in our approach are not distorted. This
is because the security mechanism of our approach does not rely on character
warping or distortion, which in turn makes the task of recognizing undistorted
characters easier for humans. Only upper case letters and digits are used in the
current implementation.

4 Results and Discussion

4.1 User Study

User studies with human participants are the best method of establishing the
human-friendliness of a CAPTCHA scheme [10]. As such, a pilot user study
was conducted to determine the usability of the proposed CAPTCHA scheme.
The study was also done to ascertain whether the use of color in one of the
CAPTCHA versions would make a significant difference for a human. A total of
42 volunteers, 33 male and 9 female, took part in the experiment. Participants
were aged between 18 and 58 (average ∼32.9, standard deviation ∼1.05). None
of the participants had ever seen or had any prior knowledge about the proposed
CAPTCHA scheme.

Method. For the study, a total of 30 CAPTCHA challenges were generated.
Of this, 15 were the colored version and the other 15 were the black and white
version. For each version, the challenge character set consisted of 3 characters
for 7 of the CAPTCHAs, while the challenge character set for the remaining 8
CAPTCHAs consisted of 4 characters. The order in which the CAPTCHAs were
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presented to the participants was randomized. In order to compare results, the
same experimental conditions were maintained for all participants. Hence, each
participant was required to solve the same set of 30 CAPTCHAs.

Before the experiment, each of the participants was given instructions about
the experimental task and what they were required to do. Their task was simply
to view each challenge and solve the CAPTCHA using a mouse. The duration
of the experiment was designed to be short to avoid participants loosing concen-
tration. The total time required by each participant to complete the experiment
varied between individuals, but took no longer than 15 minutes. During the ex-
periment, we recorded the time taken by each user to complete each CAPTCHA
challenge as well as all their answers. Participants were not provided with any
information regarding the correctness of their answers. At the end of the exper-
iment, participants were also given a post-experiment questionnaire that con-
tained questions about their subjective opinions in relation to the usability of
the proposed CAPTCHA scheme.

Results. Table 1 shows the results of the experiment. It shows the difference
in accuracy and average completion time between the colored version of the
CAPTCHA and the black and white version. For good usability and to avoid
users getting annoyed, Chellapilla et al. [10] state that the human success rate
of a good CAPTCHA should approach 90%. It can be seen from the user study
results that the success rate of both versions of our proposed CAPTCHA satisfies
this benchmark.

Table 1. Average completion time and the success rates

Accuracy (%) Average Time (s)

Colored version 96.35 18.97

Black and white version 93.81 26.24

In addition, the experimental results suggest that the use of color has an effect
on the overall usability of the CAPTCHA scheme. In Table 1, one can see that
the accuracy for the colored version was higher than the black and white version.
However, a Chi-square test did not reveal a significant difference. The results also
show a difference in the average completion times. Upon further analysis, a t -test
showed a significant difference in the average completion time for the black and
white version (M = 26.24s, SD = 18.26s) and the colored version (M = 18.97s,
SD = 7.60s); t(841) = 9.22, p < 0.001. This suggests that perceptually the use
of color to distinguish characters from the background makes the CAPTCHA
easier for a human to solve. Table 2 shows the breakdown of average completion
times based on the number of characters per challenge. Not surprisingly, the
more challenge characters in a CAPTCHA, the longer it took participants to
solve the CAPTCHA.
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Table 2. Average completion time based on the number of challenge characters

Average Time (s)
3 characters 4 characters

Colored version 17.70 21.52

Black and white version 20.67 31.12

It should be noted that overall the time taken by participants to complete our
proposed CAPTCHA scheme appears to be longer than that required to solve
other image CAPTCHAs. In a large scale evaluation study by Bursztein et al.
[6] where they tested a variety of CAPTCHA schemes, they reported an average
solving time of 9.8 seconds for image CAPTCHAs and 28.4 seconds for audio
CAPTCHAs. The lengthy duration required to solve our proposed CAPTCHA,
especially the black and white version, is probably due to two factors. First, users
have to search the image in order to identify the locations of the appropriate
characters. A task that appears to be more difficult in the case of the black and
white version. Second, users may spend more time when trying to accurately
drag-and-drop characters to the appropriate locations in the image, compared
to traditional text-based CAPTCHAs where they would simply input text via a
keyboard. Figure 3 is an example of a plot which shows the locations of where
the participants’ “dropped” each of the individual challenge characters when
attempting to solve the CAPTCHA.

In one of the questions on the post-experiment questionnaire, participants
were asked to rate the ease of use of the proposed CAPTCHA scheme using a 7-
point Likert scale, with 1 being very difficult to use and 7 being very easy to use.

Fig. 3. Example showing the locations of where participants’ “dropped” the respective
challenge characters in the CAPTCHA
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(a) CAPTCHA challenge

(b) Skeleton image (c) Edge detection

(d) X and Y histogram projections
of text outlines

(e) X and Y histogram projections
of text regions

Fig. 4. Image processing results on a CAPTCHA challenge
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The average participant response to this question was 5.14. When asked to rate
the usability of the proposed CAPTCHA scheme as compared to other existing
CAPTCHAs that they had used in the past, the average response was 4.65,
where 1 was much harder to use and 7 was much easier to use. This indicates
that in general, the majority of participants had a positive opinion about the
usability of the proposed scheme.

4.2 Security

Figure 4 shows example images resulting from a number of typical techniques
that are often used to attack CAPTCHA schemes. The CAPTCHA challenge it-
self is shown in Figure 4(a). Figure 4(b) shows the CAPTCHA image’s skeleton.
Skeletonization is a process that is used to thin a shape while preserving the gen-
eral pattern of the shape. Skeleton images have been used to attack CAPTCHAs
as the skeleton thins the characters to a single pixel thickness, which may poten-
tially be used to identify geometric features of the characters [3]. It can be seen
in the figure that because characters in the proposed CAPTCHA are overlapped
in both the vertical and horizontal dimensions, the skeleton image does not re-
sult in useful information that can be used to segment or to identify individual
characters. Figure 4(c) shows the results of processing the CAPTCHA using a
Canny edge detection filter [8]. In the proposed CAPTCHA scheme, the edge
detection filter merely highlights the outlines of the overlapping characters, but
does not facilitate the task of separating the characters.

Histogram-based segmentation is a commonly used approach that projects
CAPTCHA pixels in the X and Y dimensions in order to identify potential loca-
tions to segment the text. Figure 4(d) shows the results of histogram projections
that project the pixels that form the outlines of the overlapping characters in
the X and Y dimensions respectively. X and Y histogram projections of the in-
ternal regions of the characters are shown in Figure 4(e). It can be seen that
both histogram projection approaches do not provide enough information that
can be used to adequately segment the CAPTCHA challenge.

5 Conclusion

In this paper, we presented the design of a new CAPTCHA scheme that was de-
veloped to be segmentation-resistant. To achieve this, this paper first examined
the various usability and security issues that have to be considered when design-
ing a robust CAPTCHA scheme, then described how the proposed CAPTCHA
scheme satisfied these issues. The CAPTCHA scheme introduced in this paper is
based on the concept of identifying character locations, rather than merely rec-
ognizing characters, and can easily be used on touch-screen devices without the
need for a keyboard. In addition, this paper also presented the results obtained
from a user study that was conducted to ascertain the usability of the proposed
CAPTCHA scheme.
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Abstract. Botnet has become one of the most serious threats to In-
ternet security. According to detection location, existing approaches can
be classified into two categories: host-based, and network-based. Among
host-based approaches, behavior-based are more practical and effective
because they can detect the specific malicious process. However, most of
these approaches target on conventional single process bot. If a bot is
separated into two or more processes, they will be less effective. In this
paper, we propose a new evasion mechanism of bot, multiprocess mecha-
nism. We first identify two specific features of multiprocess bot: separat-
ing C&C connection from malicious behaviors, and assigning malicious
behaviors to several processes. Then we further theoretically analyze why
behavior-based bot detection approaches are less effective with multipro-
cess bot. After that, we present two critical challenges of implementing
multiprocess bot. Then we implement a single process and multiprocess
bot, and use signature and behavior detection approaches to evaluate
them. The results indicate that multiprocess bot can effectively decrease
the detection probability compared with single process bot. Finally we
propose the possible multiprocess bot architectures and extension rules,
and expect they can cover most situations.

1 Introduction

Botnet has become one of the most serious threats to Internet security. A bot
is a host compromised by malwares under the control of the botmaster through
Command and Control (C&C) channel. A large scale of bots form a botnet. The
botmaster can utilize botnets to conduct various cyber crimes such as spread-
ing malwares, DDoS attacks, spamming, and phishing. Bots always try to hide
themselves from detection tools to accomplish malicious behaviors.

According to detection location, existing approaches can be divided into two
categories: host-based and network-based. (1) Host-based approaches mainly in-
clude signature- and behavior-based approaches [1]. Signature-based approaches
mainly extract the feature information of the suspicious program to match with
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a knowledge database [2]. Behavior-based detection approaches monitor the ab-
normal behaviors on hosts to detect bot [3–6]. (2) Network-based approaches
mainly analyze network traffic to filter out bot host [7–9].

Among host-based detection approaches, behavior-based approaches are more
practical and effective because they can detect the specific malicious process.
However, most behavior-based approaches are based on single process or related
family processes. If a bot is separated into two or more processes, these ap-
proaches will be less effective. Multiprocess bot has two specific features as we
proposed in this paper: (1) It can separate C&C connection from malicious
behaviors; (2) It can assign malicious behaviors to several processes. As we
know, the biggest difference between bot and other malwares is the C&C in-
frastructure. If the C&C connection is separated from malicious behaviors, the
detection approaches correlating network behaviors with malicious behaviors will
be less effective. Similarly, if malicious behaviors are assigned to several processes
and each process only performs a part of malicious behaviors, the suspicion
level may drop to the same with benign process. Thus, malicious behaviors
detection approaches will be less effective. If bot can successfully evade exist-
ing behavior-based detection approaches, it will cause more threats to Internet
security.

Multiprocess malware has been analyzed by some researchers. Ramilli M et
al. propose the idea of multiprocess malware and prove that the malware divided
into several processes will effectively evade the detection of most anti-virus en-
gines [10]. Lejun Fan et al. define three important architectures of multiprocess
malwares, relay trace, master slave, and dual active mode [11]. Weiqin Ma et al.
present a new attack, namely “shadow attacks”, which divides a malware into
multiple “shadow processes” [12]. Experiments indicate that multiprocess mal-
wares can effectively evade the detection of behavior-based detection approaches.
Multiprocess bots have been discovered [13], while they have not been studied in
detail. If multiprocess bots really explodes, we know nothing about their archi-
tectures, communication mechanisms, and other critical knowledge, then they
will cause great threats. Thus analyzing them will be very significant.

Our work makes the following contributions:
(1) We identify two specific features of multiprocess bot: separating C&C

connection from malicious behaviors, and assigning malicious behaviors to sev-
eral processes. Then we theoretically analyze why existing behavior-based bot
detection approaches are less effective with multiprocess bot according to four
categories of behavior-based approaches.

(2) We present two critical challenges of implementing multiprocess bot, and
implement a single process and multiprocess bot from a simplified version of
Zeus. We use signature and behavior based detection approaches to evaluate
them. The results indicate that multiprocess bot can effectively decrease the
detection probability. Then we propose other multiprocess bot architectures and
extension rules, and expect they can cover most situations.
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2 Evasion Mechanism of Multiprocess Bot

We first present the two specific features of multiprocess bots, then analyze why
they are able to evade behavior bot detection approaches.

2.1 Specific Features of Multiprocess Bot

There are two specific differences between multiprocess and conventional bot:
separating C&C connection from malicious behaviors, and assigning malicious
behaviors to several processes. Lejun Fan et al. propose a typical multiprocess
architecture master slave mode [11]. We rename it as star architecture using the
terminology of network topology. In star network topology, each host is connected
to a central hub with a point-to-point connection. Similarly, as shown in Figure
1, process P1 acts as the central hub, connects with C&C server S and other
malicious processes P2, P3, and P4. In Figure 1, the circle denotes benign process,
the hexagon denotes malicious process, S denotes C&C server, and Pi denotes
different processes. We will analyze the two features using star architecture.

S

3P

1P
2P 4P

Fig. 1. Star Architecture of Multiprocess Bot

Feature 1: Separating C&C Connection from Malicious Behaviors. The
first feature of multiprocess bot is separating C&C connection from malicious
behaviors. It means that the process communicating with C&C server has no
other malicious behaviors, and the malicious processes do not communicate with
C&C server directly. We regard this specific process as server process. We will
analyze this feature using the star architecture as shown in Figure 1.

In star architecture, P1 is the server process that establishes C&C channel
with server S. P2, P3, and P4 are the malicious processes. Suppose the botmas-
ter sends a command to the multiprocess bot and we will explore the whole
execution procedure. C&C server S sends a command to P1. In order to evade
track techniques like taint analysis [14], the server process can transform data
flow dependence into control flow dependence or other obfuscation techniques.
After the transformation, the server process sends the command to a certain
process using process communication mechanisms. This process performs mali-
cious behaviors in accordance with the command. After execution, the malicious
process sends the result data to the server process. The malicious process can
also use obfuscation techniques to better evade track techniques. After receiving
the result data, the server process sends them to the C&C server.
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In this feature, the server process P1 only has network behaviors, and the
malicious processes P1, P2, and P3 only perform a part of all malicious behaviors.
Some behavior-based bot detection approaches detect the process which only
has network behaviors as benign, and the process without network behaviors
will be neglected. Through transforming data flow dependence into control flow
dependence or other obfuscation mechanisms, the server process is separated
from other malicious processes. Thus this feature is able to evade the detection
approaches correlating network behaviors with malicious behaviors. However it
may not be able to evade approaches which only detect host malicious behaviors.

Feature 2: Assigning Malicious Behaviors to Several Processes. The
second feature is that malicious behaviors are assigned to several processes.
Thus, each process only performs a small part of whole malicious behaviors.
This feature can effectively evade malicious behavior detection approaches with
well designed number of malicious behaviors each process has. Thus, the number
becomes a critical challenge. We will use three phases to explain how to define
the number and prove that multiprocess bot is able to evade behavior detection.

We utilize the notations in Table 1 to explain this feature. In Table 1, C
denotes the critical system call set, ai denotes the ith system call, and there are
k system calls in total. fi denotes the ith behavior which has num(fi) system
calls, and each one of them is denoted as aij . num1i denotes the number of critical
system calls of each behavior fi, and num2i denotes the number of behaviors
that critical system call ai is in.

Table 1. Notations of system calls and behaviors

Description Set
critical system call set C = {a1, . . . , ai, . . . , ak}

system call set of each behavior fi = {ai
1, . . . , a

i
j , . . . , a

i
num(fi)

}
number of critical system calls

of each behavior fi
Num1 = {num11, . . . , num1i, . . . , num1n}

number of behaviors that
critical system call ai is in

Num2 = {num21, . . . , num2i, . . . , num2k}

Phase 1: Suppose we extract the system calls of known malicious behaviors
to build the system call set fi of each behavior. We build the critical system call
set C using the similar methods of building Common API in [15]. The system
calls in the critical set are frequently called by these malicious behaviors.

Phase 2: We match every system call aij of each set fi with critical set C to
generate num1i, and after matching all we can get set Num1. It denotes the
number of critical system calls of each behavior. We match every system call ai
of critical set C with each set fi to generate num2i, and then Num2. It denotes
the number of behaviors that call a specific critical system call.

Phase 3: Based on set Num1 and Num2 we can get two assignment mecha-
nisms: behavior level and system call level assignment mechanism. In behavior
level assignment, we sort the behaviors in descending order in setNum1. The top
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behaviors represent the most frequent behaviors. We can separate the top behav-
iors with each other to average the critical behavior numbers of each process. In
this way, we can decrease the malicious grain size of each process. We can assign
the sorted set to the processes in S shape, and other assignment mechanisms like
arithmetic, random walk, etc. can also be used. Set Num2 is about system call
level assignment mechanism. We also sort the system calls in descending order.
We assign top system calls to different processes or even a process only perform-
ing one critical system call. This assignment mechanism is more complicated than
behavior level.

We summarized the whole procedure in Algorithm 1. A multiprocess bot using
either of them will significantly improve the evasion probability. If a multiprocess
bot uses both of them, it will be very difficult to detect. Thus this feature can
effectively evade behaviors detection approaches.

Algorithm 1. Process Assignment Algorithm

1. build the system call set fi for each malicious behavior
2. build the critical system call set C
3. match each system call set fi with C to generate Num1
4. match critical set C with each system call set fi to generate Num2
5. t = number of processes
6. sort Num1 in descending order
7. for i from 1 to t do
8. assign behavior i, 2 ∗ t+ 1− i, 2 ∗ t+ i, . . . to process i
9. end for
10. sort Num2 in descending order
11. for i from 1 to t do
12. assign system call i, 2 ∗ t+ 1− i, 2 ∗ t+ i, . . . to process i
13. end for

2.2 Evading Behavior-Based Bot Detection Approaches

According to detection targets, we classify existing behavior-based bot detec-
tion approaches into 4 categories: detecting C&C connections, detecting mali-
cious behaviors, detecting bot commands, and detecting bots (correlating C&C
connection with malicious behaviors). Based on the two specific features, we uti-
lize an example approach of each category to analyse why behavior-based bot
detection approaches are less effective with multiprocess bot.

Detecting C&C Connections. In this category, detection approaches detect
bots based on C&C connections on host and JACKSTRAWS [16] is a typical
one. It associates with each network connection a behavior graph that captures
the system calls that lead to the connection and operate on returned data.
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We use star architecture in Figure 1 to present the evasion procedure. The
server process P1 establishes connection with C&C server S and it will be cap-
tured by JACKSTRAWS. P1 can transform data flow dependence into control
flow and distributes the corresponding data to appropriate processes using pro-
cess communication mechanisms. The malicious processes P2, P3, and P4 perform
fine-grained malicious behaviors which have nothing to do with network connec-
tions. After finishing the malicious behaviors, they will send the result data to
P1. Then P1 will upload them to C&C server. In this way, multiprocess bot can
separate network connection from malicious behaviors.

According to JACKSTRAWS, the captured network connection alone is not
enough for being detected as malicious C&C. What’s more, if the connection
is encrypted, the detection will be more difficult. They mention three failed
detection cases and the first is that the bot process did not finish its malicious
behaviors after receiving commands. In this way, multiprocess bot can evade this
detection approach.

Detecting Malicious Behaviors. Approaches in this category detect bots
based on host malicious behaviors. Martignoni et al. propose an typical approach
using hierarchical behavior graphs to detect malicious behaviors.

This approach is less effective with multiprocess bot. First, it monitors the
execution of one single process, while in multiprocess bot, there are several pro-
cesses performing malicious behaviors. Specifically, multiprocess bot can evade
taint analysis from transforming data flow dependence into control flow, thus
this approach is not able to detect any relationship between processes.

Second, the first feature of multiprocess bot is separating C&C connection
from malicious processes. As shown in star architecture, S only communicates
with the server process P1. Based on this feature, P1 only has network behaviors,
thus in behavior graphs it is similar with benign network processes. The other
malicious processes perform a part of malicious behaviors without C&C connec-
tion, thus in behavior graphs they may not be the same with malicious behavior
graphs. However, if a process still performs critical malicious behaviors, it can
also be detected.

Third, the second feature is assigning malicious behaviors to several processes.
As we discussed before, there are two separation mechanisms: behavior and
system call level. A multiprocess bot using these two mechanisms can make the
event sequence of each process different from any malicious behavior graph. Thus
this approach is less effective with multiprocess bot.

Detecting Bot Commands. In this category, detection approaches detect
bots based on bot commands. BotTee [15] is a typical approach of identifying
bot commands by run time execution monitoring.

BotTee can effectively detect conventional bot commands. However, it has
two obvious drawbacks: it monitors the execution of single process; it highly
relies on network related system calls. The first drawback is opposite with the
second feature of multiprocess bot which assigns malicious behaviors to several



A Mulitiprocess Mechanism of Evading Behavior-Based Bot 81

processes. BotTee detects bot commands in system call level thus behavior level
assignment mechanism is ineffective, while system call level assignment is still
effective. The second drawback is opposite with the first feature which separates
C&C connection from malicious behaviors. This is a fatal blow to BotTee because
they suppose bot command begins with recv or other network reception system
calls and ends with send or other network sending system calls.

We use an example to present the evasion procedure. In star architecture,
suppose S sends a command to P1. After P1 received the command, Deviare
API [17] captures the recv command and begins to monitor process P1. P1

assigns the command to appropriate process, for example P2. Then P2 performs
malicious behaviors and sends the result to P1. Then P1 sends the result to S,
while Deviare API captures the command and triggers Bot Command Identifier.
Then Bot Command Identifier analyses the system call sequences between recv
and send. And then the sequence will be sent to other components. Thus the
sequence of P1 does not includes malicious behaviors and it will be detected as
benign. In this way, multiprocess bot can evade BotTee.

Detecting Bots. Detecting bots means the detection approach correlates ma-
licious behaviors with C&C connection. BotTracer detects bots through three
phases: automatic startup, establishment of C&C channel, and information har-
vesting/dispersion [18].

BotTracer highly relies on the behaviors of a bot process, and multiprocess
bot can effectively evade them. We will present the evasion mechanism using
star architecture. After the bootstrap phase, P1, P2, P3 and P4 are flagged as
suspicious processes. All the processes of multiprocess bot have to be started
automatically, thus they are not able to evade this phase. In the C&C estab-
lishment phase, only the server process P1 establishes C&C channel and other
processes communicate with P1. Thus only P1 is regarded as suspicious and oth-
ers can effectively evade this phase. In the last phase, the server process P1 only
communicates with other processes and the C&C server. Thus it can evade this
phase because it does not perform malicious activities. In summary, the server
process P1 can evade BotTracer in the last phase, other malicious processes can
evade in the C&C establishment phase. Thus multiprocess bots can effectively
evade this kind of detection approaches.

3 Critical Challenges of Multiprocess Bot

Although multiprocess bot is able to evade behavior-based bot detection ap-
proaches, it still has many critical challenges. We will present two of them:
bootstrap mechanism, and process communication mechanism.

Bootstrap Mechanisms. Conventional bots can be started automatically by
modifying the bootstrap process list or Registry entries [18]. This is essential for
bot to actively initialize C&C channel.Conventional bot which has one process
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only needs to start itself, while multiprocess bot need to start all the processes.
Multiprocess bot may run in the hosts stealthily, while the bootstrap of all the
processes is not easy to accomplish stealthily. If the bootstrap mechanism is not
well designed, multiprocess bot may be detected at the startup stage. Thus the
design of bootstrap mechanisms becomes a critical challenge of multiprocess bot.

Process Communication Mechanisms. Each process of multiprocess bot
has to communicate with others to accomplish malicious behaviors together. The
communication methods mainly include Interprocess Communications (IPC) and
covert channel communication.

IPC mechanisms are common and mainly include clipboard, Component Ob-
ject Model (COM), data copy, Dynamic Data Exchange (DDE), file mapping,
mailslots, pipes, Remote Procedure Call (RPC), and Windows sockets. Covert
channel is a computer security attack that can transfer information between pro-
cesses that are illegal to communicate by the computer security policy. Covert
channels are classified into storage and timing channels [19]. A variety of covert
channels have been proposed. Aciiçmez et al. propose an attack named Sim-
ple Branch Prediction Analysis (SBPA) [20], which analyzes the CPU’s Branch
Predictor states through spying on a single quasi-parallel computation process.
Percival demonstrates that shared access to memory caches provides not only
an easily used high bandwidth covert channel between threads, but also permits
a malicious thread to monitor the execution of another thread [21].

IPC data may be easy to capture, while it may not be easy to identify the
suspicious data from the variety benign IPC data. Covert channels are difficult
to detect and changeable. Thus the process communication mechanisms make
the detection more difficult.

4 Experiments

In order to evaluate the above analyses, we develop a prototype of multiprocess
bot from Zeus bot[22]. First, we develop a single process bot, named Mini Zeus,
which is a simplified version of Zeus. Then, we develop a multiprocess version of
Mini Zeus. We use signature and behavior analysis to evaluate them.

4.1 Prototype Architecture

Mini Zeus is a simplified version of Zeus bot. It has 4 major behaviors: (1) It
uses bootstrap mechanisms to make the bot process automatically started. (2)
It establishes C&C channel. Thus it can receive commands, execute commands,
and send information. (3) It captures http requests of Internet Explorer and
sends them to C&C server. (4) It will copy itself to the directory of system32,
and replace its time stamp with the time stamp of ntdll.dll.

The single process version of Mini Zeus is shown in Figure 2(a). Mini Zeus.exe
is the bot infection process. Once started, it will modify Registry to make it au-
tomatically start. Then it will use remote thread injection to make Explorer.exe
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Fig. 2. Architecture of Mini Zeus

load HookCreateProcess.dll, and Svchost.exe load BotClient.dll. When HookCre-
ateProcess.dll is loaded, it will hook function CreateProcess. When users try to
launch IE browser, HookHttpLib.dll will be injected to iexplorer.exe. This dll will
inject function HttpSendRequest, thus the information of post operation will be
injected and sent to C&C server. When BotClient.dll is loaded, Svchost.exe will
create a thread to communicate with C&C server. In summary, Mini Zeus.exe
is the initial process and Svchost.exe is the running bot process.

Multiprocess version of Mini Zeus is shown in Figure 2(b). Mini Zeus.exe is
the bot infection process. Once started, it will use remote thread injection to
make Winlogon.exe load Schedule.dll. Schedule.dll firstly modify the Registry
to make Mini Zeus.exe automatically started. It has three other major behav-
iors: (1) It will create NamedPipeServer.exe. (2) It will inject Communication.dll
into Svchost.exe. (3) It will inject HookCreateProcess.dll into Explorer.exe. Af-
ter these three steps, NamedPipeServer.exe will establish a named pipe server
and is responsible for receiving and sending information. Svhost.exe will cre-
ate process SendInfo.exe. SendInfo.exe will establish a named pipe to connect
with NamedPipeServer.exe. It also establishes C&C channel with C&C server.
When HookCreateProcess.dll is loaded by Explorer.exe, it will hook function
CreateProcess. Once users try to launch IE browser, HookHttpLib.dll will be
injected to iexplorer.exe. This dll will inject function HttpSendRequest and es-
tablish a named pipe, thus the information of post operation will be injected
and sent to NamedPipeServer.exe. In summary, Mini Zeus.exe is the initial bot
process, and NamedPipeServer.exe, SendInfo.exe, and the controlled iexplore.exe
are the running bot processes.

4.2 Signature Analysis

We use VirusTotal to take a signature analysis of single process Mini Zeus and
multiprocess Mini Zeus. The results are shown in Table 2, the URL in the table is
the ID number and the real url is https://www.virustotal.com/en/file/URL/
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Table 2. Signature analysis results

File / URL Detection ratio
Single Mini Zeus.exe

71e82907ae2a45fc51071910b7db39a62675b190f26e444b796eb81dbdfad77f
28 / 47

SendInfo.exe
5d86d1fabefb094034e192039a5d75d5f982205b1149f5684bf3e74dc6e63224

6 / 33

NamedPipeServer.exe
edb8897344e40b237c7d99ed6f5177f39c0b99f693a7b619e168c667058f0d55

2 / 47

Mini Zeus.exe
0647dcd190af0e7519f2a4f003a6502e6186776be609c5494fe23cd6335fada5

13 / 47

analysis. For example, the result of the first url is https://www.virustotal.co
m/en/file/71e82907ae2a45fc51071910b7db39a62675b190f26e444b796eb81d

bdfad77f/analysis/.
The single process Mini Zeus is detected as malicious by 28 of 47 antivirus

engines, benign by 19 antivirus engines. Mini Zeus is detected as benign because
it has different signatures with Zeus bot, it is a simplified version and only has
the basic functions, and we distribute some malicious behaviors into dll files. In
Multiprocess Mini Zeus, the main processMini Zeus.exe is detected as malicious
by 13 of 47 antivirus engines, as benign by 34 antivirus engines. The other two
processes are detected as malicious by 6 and 2. The main process is detected
as malicious because it uses remote thread injection. This injection mechanism
is a little obvious for antivirus engines, and we believe the number can further
decrease if we use different injection mechanisms. These two analysis reports
are able to indicate that multiprocess bot can effectively decrease the detection
probability compared with single process bot.

4.3 Behavior Analysis

In behavior analysis, we use host-based behavior analysis tool ThreatFire.
ThreatFire is a host-based behavior detection tool, we use it to comparatively

analyze our single process and multiprocess version of Mini Zeus bot. The bot

Fig. 3. Behavior analysis results
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host has the following configurations: Intel Q6600 quad-core processor, 2.40GHz,
2GB RAM, and Windows XP SP3 operating system. ThreatFire and Process
Hacker are installed. The server host has the same configurations, with XAMPP
and Google Chrome installed. We perform the following experiments:

1. We ran ThreatFire and adjusted its sensitive level to 5 (highest) in the bot
host. We ran our bot server program in the server host.

2. For each bot, we ran it to evaluate the kinds of alerts. We all click ”Allow
this process to continue” to make the bot started.

3. After the bot successfully started, we ran IE browser to test bot behaviors.
The results of our experiments are as follows:
1. In single process Mini Zeus, there are 5 alerts, one for registering itself in

”Windows System Startup” list. The other four are for remote thread injection.
Remote thread injection is not able to evade the detection because of its high
risk. C&C connection behavior is not detected because we create a thread to
connect with bot server.

2. In multiprocess Mini Zeus, there are 2 alerts for Mini Zeus.exe and they are
both remote thread injection. There are no alerts for other processes. There are
no alerts for register because we hook winlogon to make it register Mini Zeus.

3. Both of these two bots can work well without alerts. Figure 3 shows mul-
tiprocess Mini Zeus can successfully capture the post information.

The results indicate that multiprocess Mini Zeus performs better than sin-
gle process Mini Zeus. It can successfully reduce the number of alerts and the
risk level, however, there still exists some alerts. In summary, the experiments
indicate that multiprocess bot can effectively decrease the detection probability
compared with single process bot.

5 Extended Architectures of Multiprocess Bot

Besides star architecture, Lejun Fan et al. also present the relay race mode and
dual active mode. The relay race mode is the same with the ring in network
topology, thus we rename it as ring architecture. Since these two architectures
are well suited with network topology, we analyse other network topology archi-
tectures and find that multiprocess bot can also adopt these architectures. Thus
we present 6 more architectures and 4 extension rules as shown in Figure 4. We
hope these architectures with the extension rules can cover most situations.
Architecture 1: Bus Architecture. In bus network, all nodes are connected
to a single cable. Similarly, in the bus architecture of multiprocess bot all mali-
cious processes are connected to C&C server. As shown in Figure 4(a), malicious
processes P1, P2, and P3 connect to C&C server S. Malicious behaviors are as-
signed to several processes and each one only performs a part of them.
Architecture 2: Ring Architecture. A ring network is set up in a circular
architecture in which data travels around in one direction. Similarly, in the ring
architecture of multiprocess bot as shown in Figure 4(b), all the processes form
a one direction ring. The data travels along the ring and every process identifies
whether the data is for it.
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Fig. 4. Architectures of multiprocess bot

Architecture 3: Tree Architecture. Tree architecture is a hierarchical ar-
chitecture as shown in Figure 4(c). The highest level of this tree is the root
process P1. It communicates with C&C server S. In this architecture, only the
leaf processes perform malicious behaviors and other processes are the controller
of their child nodes. The data are passed along the tree.
Architecture 4: Fully Connected Mesh Architecture. There are two mesh
architectures, fully connected and partially connected. In fully connected mesh
architecture, the processes can communicate with each other as shown in Figure
4(d). P1 communicates with C&C server S and other processes. P2, P3, and P4

perform malicious behaviors and they can communicate with each other.
Architecture 5: Partially Connected Mesh Architecture. In partially
connected mesh architecture, some nodes connect with more than one. As shown
in Figure 4(e), P1, P2, and P3 connect with each other and P4 only connects
with P1. This architecture is a subset of fully connected mesh with one specific
condition that P1 should connect with all other processes directly or indirectly.
Architecture 6: Hybrid Architecture. The above 5 architectures and star
architecture are the basic architectures, while multiprocess bot can generate
more complicated architectures through combining them. For example, we can
combine bus with star architecture to generate a new architecture as shown in
Figure 4(f). S, P1, P2, and P3 forms the standard bus architecture, S, P1, P4, P5,
and P6 forms the standard star architecture.
Extension Rules. Besides these architectures, we define four extension rules.
The server process and malicious processes can create a child process, and we
can get the following rules.

(1) Rule 1: The server process communicates with C&C server and its child
process communicates with others. (2) Rule 2: The malicious process communi-
cates with others and its child process communicates with C&C server. (3) Rule
3: The malicious process communicates with others and its child process per-
forms malicious behaviors. (4) Rule 4: The malicious process performs malicious
behaviors and its child process communicates with others.
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Figure 4(g) is an extension architecture of ring using Rule 3. Each of the orig-
inal malicious processes creates a child process to perform malicious behaviors.
Through these rules, the behaviors of all the processes can be minimized and
may cause great confusions to behavior-based bot detection approaches.

6 Related Work

Ramilli M et at. propose an attack mode named multiprocess malware [10]. If a
malware is divided into multiple coordinated processes, no sequence of system
calls executed by one process will match the behavioral signatures. Thus this
attack mode can evade anti-virus detection tools. However, it also faces many
problems, such as the division of malware, the communication of multiple pro-
cesses, the bootstrp of multiple processes, and the execution sequence of multiple
processes. Lejun Fan et al. use dynamic analysis approaches to detect privacy
theft malware [11]. They also monitor the related processes of suspicious process
to discover the collaborative behavior of multiprocess privacy theft malwares.
They propose three important architectures of multiprocess malwares, relay trace
mode, master slave mode, and dual active mode. Weiqin Ma et al. present a new
generation of attacks, namely “shadow attacks”, to evade current behavior-based
malware detections by dividing a malware into multiple “shadow processes” [12].
They analyze the communication between different processes, and the division
of a malware into multiple processes. They also develop a compiler-level pro-
totype, AutoShadow, to automatically transform a malware to several shadow
processes.

These works all target on multiprocess malwares, however, we target on the
attack of multiprocess bot. Although bot is one category of malwares, it has
different architectures and features and can cause more serious threat. The ar-
chitectures are more complicated than others, especially the C&C infrastructure.
We propose some specific features of multiprocess bot, and deeply analyze why
existing behavior-based approaches are less effective with multiprocess bot.

Virtual machine based malware detection approaches, Holography, Anubis,
and CWSandbox , etc. can track multiprocess malwares, while these approaches
run malwares in an isolated environment. Many novel bots can detect whether
they are running in a virtual machine before they perform malicious behaviors.
Also, these approaches are not practical for protecting hosts of normal users.

7 Limitations and Future Work

There are several limitations in our work. (1) We theoretically analyzed behavior-
based bot detection approaches and did not implement them. There are many
challenges when we try to implement them, such as the large-scale data, and
the unclear implementation details. If we can implement these approaches to
evaluate multiprocess bot we can get a more convincing result. (2) Mini Zeus is
a simplified version of Zeus, and many malicious behaviors are not implemented.
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However, the primary behaviors of Zeus are included and more than half anti-
virus engines detect it as malicious. The experiment results are still clear. (3) In
our experiment about behavior detection, we only use one detection engine to
analyze. We will try to use more behavior-based detection approaches to evaluate
multiprocess bot.

We are very interested in multiprocess bot and this is a primary work. We will
perform the following further works: (1) We will try to implement some behavior-
based bot detection approaches, and perform some systematic tests about the
concrete reasons why existing behavior-based approaches are less effective with
multiprocess bot. (2) We will try to find or implement more instances of multi-
process bots to perform a large-scale experiments. (3) We will deeply analyze the
advantages and disadvantages of multiprocess bot, and try to find the effective
detection approaches about multiprocess bot.

8 Conclusion

In this paper we analyze multiprocess bot in detail. First, we identify two spe-
cific features of multiprocess bot, separating C&C connection from malicious
behaviors and assigning malicious behaviors to several processes. Based on the
two features, we theoretically analyze why existing behavior-based bot detec-
tion approaches are less effective with multiprocess bot. After that we present
two critical challenges of implementing multiprocess bot. Then we implement a
single process and a multiprocess bot. We use signature and behavior based de-
tection approaches to evaluate them. The results indicate that multiprocess bot
can effectively decrease the detection probability compared with single process
bot. Finally we propose the possible multiprocess architectures and extension
rules, and hope they can cover most situations of multiprocess bot.
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Abstract. Web traffic demonstrates a sequence of request-response
transactions during web page visiting. On one hand, the browser re-
trieves the basic HTML file and then issues requests in sequence for ob-
jects in HTML document. On the other hand, the server returns related
objects in sequence as responses. This makes the traffic of a web page
demonstrate pattern features different from other pages. Traffic analysis
techniques can extract these features and identify web pages effectively
even if the traffic is encrypted. In this paper, we propose a countermea-
sure method, CoOBJ, to defend against traffic analysis by obfuscating
web traffic with combined objects. We compose some objects into a single
object, the combined object, and force the object requests and responses
on combined objects. By randomly composing objects with different ob-
jects, the traffic for a given web page is variable and exhibits different
traffic patterns in different visits. We have implemented a proof of con-
cept prototype and validate the CoOBJ countermeasure with some state
of the art traffic analysis techniques.

Keywords: Encrypted Web Traffic, Web Page Identification, Traffic
Analysis, Combined Object.

1 Introduction

Internet users are increasingly concerned with the private web browsing behav-
iors. They want to preserve the privacy of not only what content they have
browsed but also which web site they have visited. Encryption is the popular
method to ensure the privacy of data transferred in networks. The secure pro-
tocol suites, such as SSL, SSH, IPSec, and Tor, etc., are widely used in current
web applications to ensure data privacy in flight. It seems that the user browsing
privacy is preserved if the encryption method is perfect and the encryption key is
not broken. However, encryption does not hide everything. The encrypted data
streams are on web request-response sequences, the secure protocols do not alter
the pattern of the traffic. Some basic traffic features, such as the order, number,
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length, or timing of packets, are closely associated with the original web page
and related objects. These explicit and implicit features can be extracted by
traffic analysis (TA) and may lead to the disclosure of the web sites and the web
pages user visited, or even the user private inputs [2][4][5][7][9][10].

Most of the proposals against TA attacks are on varying packet features on
packet level. Padding extra bytes into transmitting data is the general method.
The padding procedure is performed at server side before or after encryption
[4][7]. An improved strategy on padding is traffic morphing which makes the
web traffic similar to a predefined traffic distribution [12]. These efforts are on
fine-grained single object analysis and they are not efficient against the coarse-
grained aggregated statistics [5]. The BuFLO method intends to cut off the
aggregated associations among packet sizes, packet directions, and time costs
[5] by sending specified packets with a given rate during a given time period.
Some other techniques on higher level, such as HTTPOS [8], try to influence
the packet generation at server side by customizing specified HTTP requests or
TCP headers at client side.

In this paper, we propose CoOBJ, a TA defence method on web application
level. We try to make a web page with varying traffic features by introducing the
notion of combined object. Our proposed method is on client-server cooperation.
A combined object is an object combination which is composed by a set of
original objects embedded in a web page. We translate a common web page
into combined-object-enabled (CO-enabled) web page by introducing embedded
scripts for combined objects and object identifiers within object tags. When
the browser renders the CO-enabled web page, the embedded script is triggered
and initiates requests for combined objects. Cooperatively, a script running on
server will produce object combinations with random sizes and random chosen
components. This kind of object generating and fetching procedure changes the
traffic features of the original web page and hence may be used to defend against
the traffic analysis.

The contribution of this paper can be enumerated as follows.

1. We introduce the notion of combined object to design a new defence method,
CoOBJ, against traffic analysis.

2. We develop the CO-enabled web page structure to support the requests and
responses for combined objects. By composing the combined objects with
random number of random chosen component objects, the traffic features of
CO-enabled web pages can be varied in different visits.

3. We have implemented a proof of concept prototype with data URI scheme
and the AJAX technique, and we demonstrate the effectiveness of CoOBJ
on defending against some typical TA attacks.

The rest of this paper is structured as follows. In Section 2, we overview some
works on traffic analysis. In Section 3, we introduce the notion of combined
objects. In Section 4, we discuss the method to construct the combined objects.
In Section 5, we conduct some experiments to validate our proposed method.
And finally, the conclusion is drawn in Section 6.
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2 Traffic Analysis in Encrypted Web Flows

2.1 HTTP Traffic

A web page can be viewed as a set of document resources (objects) that can
be accessed through a common web browser. When accessing a web page, the
browser first fetches the basic HTML file from a destination server who hosts
that file, and then, issues network requests to fetch other objects in sequence
according to the order of corresponding objects in retrieved HTML document.

Table 1 demonstrates the numbers and sizes of objects related to two typical
portal websites, www.yahoo.com and www.sina.com.cn. Note that many object
requests are issued by the browser in order to render the required pages, and
hence volumes of object downloading traffic are introduced. As illustrated in Ta-
ble 1, at least 58 image files are needed to retrieve when visiting www.yahoo.com
while the number is increased to 114 when visiting www.sina.com.cn. Corre-
spondingly, the downloaded volumes of images are reached to 536k and 760k,
respectively. In total, the number and the volume of required objects for ren-
dering these two pages are reached to 78, 883k and 227, 1,980k, respectively. It
implies that these two web pages can easily be distinguished on the number of
requests and the volume of downloaded objects.

Table 1. Features of Some Web Pages on Nov. 15, 2013 (source: [13])

Object
www.yahoo.com www.sina.com.cn
Number Size (kB) Number Size (kB)

HTML 3 87 38 96
Script 11 214 57 209
CSS 3 45 1 2
Image 58 536 114 760
Flash - - 10 910
Others 3 1 7 3
Total 78 883 227 1,980

It is well known that HTTP is not a secure protocol which is faced with the
leakage of message payloads. As shown in Fig. 1(a), the default HTTP payload is
in plain. A simple man-in-the-middle (MITM) attack could easily eavesdrop and
intercept the HTTP conversations. HTTPS is designed to resist such MITM at-
tacks by providing bidirectional encrypted transmissions. As shown in Fig. 1(b),
the HTTPS payloads are encrypted but the TCP and IP headers are preserved.

In some applications, we often require tunnel-based transmissions to hide real
communicating IP address. The tunnel-based transmission means that the entire
specified IP packet is encapsulated into a new IP packet, i.e., that specified
packet is as the payload of that new packet. If the tunnel is encrypted, the



Obfuscating Encrypted Web Traffic with Combined Objects 93

Fig. 1. IP packets without/with encrypted HTTP payloads

encapsulated packet is also encrypted. It implies that both the real IP addresses
and port numbers are protected from any MITM attackers. As shown in Fig.
1(c), all the IP packet with HTTP payload is encrypted and is encapsulated into
a packet with new header. A typical encrypted tunnel is the secure shell (SSH)
tunnel. A SSH tunnel can be used to forward a given port on a local machine to
HTTP port on a remote web server. It means a user may visit an external web
server in private if he can connect to an external SSH server to create an SSH
tunnel.

From the viewpoint of confidentiality, it seems that the privacy of the con-
versations on HTTPS or SSH tunnel is preserved because of the encryption of
browsed web pages. However, some traffic features, such as the number of object
requests, are consistent in the same way whether or not the traffic is encrypted. A
traffic analysis attack can effectively use these features to identify the web page
the user visited, or even the data that the user input. For example, when visiting
the two portal websites in Table 1, counting the number of object requests can
distinguish them easily.

2.2 Traffic Analysis

We view a web page page as an object set {obji}, i.e., page = {obji}, where each
object obji is needed to retrieve from some hosted web servers. To render these
objects, the src attribute is used to specify the URI for retrieving. With specified
URIs, the browser will send a sequence of HTTP requests to servers, and the
servers will reply those requests with response packets. It is noted that the order
of objects retrieving requests are basically on the order of corresponding objects
in page.

When the traffic is encrypted and the encryption is perfect, only the encrypted
payload size and the packet direction can be taken. Consider that the popular
encryption methods cannot largely enlarge the difference between the length of
encrypted message and the length of corresponding plaintext version, we assume
that the encryption is approximatively length-preserved. This implies that the
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size of an encryption object is similar to the size of object in plain. Considering
the order of objects in transmitting, it implies that the aggregated size of packets
between two requests is generally related to a certain object size. For example,
the traffic vector 〈(20, ↑), (100, ↓), (40, ↓), (30, ↑)〉 denotes four sets of encrypted
HTTP traffic, the first and the last are from client to server with sizes 20, 30,
respectively, the others are from server to client with sizes 100, 40, respectively,
and we can infer that the client possibly downloads an object with size 140.

Machine learning is the basic technique for traffic analysis. It is operated in
two steps: model training and data classifying. Firstly, a model is built and is
trained by training data, and then it is incorporated into a classifier to classify
a data set. Supervised machine learning algorithms are used to construct TA
classifiers. It means that a classifier is trained on sets of traces that are labeled
with a set of web pages, and then it is used to determine whether or not a new
trace set is from a given web page. Formally, the TA classifier is trained on a
given labeled feature set {(F1, page1), (F2, page2), ..., (Fk, pagek)}, where each Fi

is a feature vector and pagei is a label. And then, a new feature F
′
is input and

the classifier will decide which label pagei that the F
′
is attached.

Table 2. Traffic Analysis Attack Instances

Method Classifier Features Considered

LL [7] näıve Bayes packet lengths
HWF [6] multinomial näıve Bayes packet lengths
DCRS [5] näıve Bayes total trace time

bidirectional total bytes
bytes in traffic bursts

We consider three typical TA techniques listed in Table 2.
Liberatore and Levine [7] developed a web page identification algorithm (LL)

by using näıve Bayes (NB) classifier. NB classifier is the classical classifier. In
traffic analysis, it is used to predict a label page: page = argmaxi P (pagei|F

′
)

for a given feature vector F
′
using Bayes rule P (pagei|F

′
) = P (F

′
|pagei)P (pagei)

P (F ′ ) ,

where i ∈ {1, 2, ..., k} and k is the number of web pages. The LL method adopts
the kernel density estimation to estimate the probability P (F

′ |pagei) over the
example vector during the training phase, and the P (pagei) is set to k−1. The

normalization constant P (F
′
) is computed as

∑k
i=1 P (F

′ |pagei) ·P (pagei). The
feature vector used in this method is constituted by the packet direction and the
packet length.

Herrmann, Wendolsky, and Federrath [6] proposed a web page identification
algorithm (HWF) by using a multinomial näıve Bayes (MNB) classifier. Both
LL and HWF methods use the same basic learning method with the same traffic
features. The difference is in the computation of P (F

′ |pagei). The HWF method
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determines the P (F
′ |pagei) with normalized numbers of occurrences of features

while the LL method determines with corresponding raw numbers.
Most of the works are on single fine-grained packet analysis. In [5], Dyer, Coull,

Ristenpart, and Shrimpton proposed an identification method (DCRS) based on
three coarse trace attributes. The three coarse features are total transmission
time, total per-direction bandwidth, and traffic burstiness (total length of non
acknowledgement packets sent in a direction between two packets sent in another
direction). They use NB as the underlying machine learning algorithm and build
the VNG++ classifier. Their results show that TA methods can reach a high
identification accuracy against existed countermeasures without using individual
packet lengths. It implies that the chosen feature attributes are more important
in identifying web pages.

2.3 The Padding-Based Countermeasures

Visiting a web page means an HTTP session is introduced. This session is com-
posed by a sequence of network request-response communications. As we dis-
cussed previously, the corresponding network packets, in both lengths and direc-
tions, are associated with the original web page and hence the web page could
be identified even if the packets are transmitted in encrypted.

To change the profiles of communicated packets, a simple and effective method
is padding extra bytes to packet payloads [10]. Note that the length of packet
payload is limited by the length of maximum transmission unit (MTU). When no
ambiguity is possible, we also denote the length of MTU as MTU. There exists
many padding-based methods [5]. In this paper, we consider the following four
padding-based methods.

1. PadFixed This method randomly chooses a number r, r ∈ {8, 16, ..., 248},
and pads some bytes data to each packet in session. In detail, let len be the
original packet length, we pad r bytes data to packet if r + len ≤ MTU,
otherwise, pad each packet to MTU.

2. PadMTU All packet lengths are increased to MTU.
3. PadRand1 For each packet in session, randomly pick a number r : r ∈
{8, 16, ..., 248} and increase packet length to min{len + r,MTU} for this
packet where len is the original packet length.

4. PadRand2 For each packet in session, randomly pick a number r : r ∈
{0, 8, ...,MTU − len} and increase packet length to len + r for this packet
where len is the original packet length.

3 The Combined Object

In this section, we will introduce the notion of combined object and analyze the
number scale of combined object sequences in a web page.

Suppose there is an object set S, S = {obj1, obj2, ..., objn}, where each obji is
in a web page with 1 ≤ i ≤ n.
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Definition 1. (Combined Object) A combined object with size m, CoObj, is an
object combination which is constructed by m objects in object set S. The size of
CoObj is denoted as m = |CoObj| and CoObj is called as a m-object.

A typical m-object, CoObj, can be denoted as 〈obji1 , obji2 , ..., objim〉, where
objij ∈ S with j ∈ {1, 2, ...m}, and 1 ≤ i1 < i2 < ... < im ≤ n. The objij
is called as the component object of CoObj. All the component objects in a
combined object constructs the component object set, denoted by CO, for this
combined object. We also denote the size of CO as |CO|. For the m-object
CoObj, COCoObj = {obji1 , obji2 , ..., objim}, and |COCoObj | = m.

For example, let ExampleS = {obj1, obj2, ..., obj8} be an object set, the com-
bined object CoObj1 = 〈obj1, obj2〉 is a 2-object, and CoObj2 = 〈obj3, obj4, obj8〉
is a 3-object. And COCoObj1 = {obj1, obj2}, and COCoObj2 = {obj3, obj4, obj8}.

Definition 2. (k-Partition) Given an integer k ≥ 2, a k-Partition in object set S
is a set of object sets {CO1, CO2, ..., CON}, where S = ∪N

i=1COi, 2 ≤ |COi| ≤ k,
and COi ∩ COj = φ for any i �= j.

Definition 3. (k-Partition sequence) Given a k-Partition in object set S kP =
{CO1, CO2, ..., CON}, a k-partition sequence over kP is a an object set sequence,
COs1 , COs2 , ..., COsN , where 1 ≤ si ≤ N for each i with 1 ≤ i ≤ N and si �= sj
for any i �= j.

For the set ExampleS, if CO1 = {obj1, obj2}, CO2 = {obj3, obj4, obj5}, and
CO3 = {obj6, obj7, obj8}, the set {CO1, CO2, CO3} is a 3-partition in ExampleS.
For this k-partition, there exists 6 k-partition sequences.

Another 3-partition example is {CO1, CO
′
2, CO

′
3} where CO

′
2 =

{obj3, obj4, obj6} and CO
′
3 = {obj5, obj7, obj8}. For this 3-partition, there

also exists 6 different sequences. If the granularity of each object request is on
combined object, a k-partition sequence implies a sequence of traffic volumes.

Let kP = {CO1, CO2, ..., CON} be a k-partition in S, let COSi = {CO|CO ∈
kP ∧ |CO| = i} be the set of i-objects in kP with 2 ≤ i ≤ k and di = |COSi|.
We are interested in how many sequences of different k-partitions are existed for
a given k.

Lemma 1. Given an object set with size n, if kP is a k-partition over it and
di is the number of i-objects over kP, the number of k-partitions, with the same
integer sequence di, we can construct is n!∏

k
i=2(i!)

di
.

Let D = {d|(d2, d3, ..., dk) : ∀i : 2 ≤ i ≤ k, di ≥ 0 ∧
∑k

i=2 i · di = n}.

Theorem 1. Given k ≥ 2 and an object set with size n, the sequence number
of different k-partitions we can construct is

∑
d∈D

n!∏
k
i=2(i!)

di
.

We define a rounding function

δ(n, i) =

{
0 if n mod i = 0
1 if n mod i �= 0.
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Note that the length of sequence depends on the size of each COj . The longest
length of sequence is �n2 �+ δ(n, 2).

In the next, we estimate the scale of sequences number of different k-partitions
with Stirling’s approximation in the case of n is even. According to the Stirling’s
approximation,n! is bounded by 1 ≤ n!√

2πn(n
e )n

≤ e√
2π

, we have
∑

d∈D
n!∏k

i=2(i!)
di
≥

n!

2
n
2
≥

√
2πn(n

e )n

(
√
2)n

=
√
2πn( n√

2e
)n. It implies that the scale of sequence number of

different k-partitions is at least O(
√
n( n√

2·e )
n) when n is even. For the case that

n is odd, we have similar results.

Theorem 2. Given k ≥ 2 and an object set with size n, the scale of sequence
number of k-partitions is O(

√
n( n√

2·e)
n).

Theorem 2 implies when introducing k-partition for a web page with n objects,
the number of different sequences of k-partitions can reach to O(

√
n( n√

2·e)
n). As

an example, when n is 10, the scale of sequence number reaches to 105 , while
n is 30, the scale reaches to 1027. Considering that the machine learning based
classifier needs training on enough number of traffic samples, the huge number
of possible traffic traces may decrease the learning efficiency.

4 Constructing the Combined Objects

In this section, we will discuss how to represent combine objects in HTML docu-
ment and how to retrieve those objects from server. We will present the structure
of combined-object-enabled (CO-enabled) HTML document.

4.1 The CO-enabled HTML Document

The data URI scheme allows inclusion of small media type data
as immediate data inline [14]. The data URIs are in the form of
data:[<mediatype>][;base64],<encoded-data> where the mediatype part specifies the
Internet media type and the ;base64 indicates that the data is encoded as base64.
For example, the fragment <img src=”data:image/png;base64,iVBORw0...”> could
be used to define an inline image embedded in HTML document.

We extend the general data URI form to include multiple base64-encoded
objects. The combined object in a k-partition can be described in pseudo regu-
lar expression form, data:{<mediatype>;base64,<encoded-data>|ObjID:}{2,k}, where
each component object is identified by ObjID and separated by |ObjID:, and the
notation {2,k} indicates that the number of component objects is between 2
and k.

In order to support retrieving combined objects, it needs to redefine the struc-
ture of traditional HTML document. We call the HTML document that can sup-
port accessing combined objects as the combined-object-enabled (CO-enabled)
HTML document. The following demonstrates this kind of CO-enabled HTML
document structure with img tags.
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<html>
<head> ...... </head>
<script> ......
function CombinedObject()
......

</script>
<body onload="CombinedObject()">

......
<img id = ObjID1>
......

<img id = ObjID2>
......

</body>
</html>

To retrieve the combined objects, the scripts for combined objects must be
included in HTML document and the URIs for extern objects are also needed
to be changed. The fragment <body onload=”CombinedObject()”> implies that
when the basic HTML document has been loaded, the onload event triggers the
embedded script for combined objects. Note that the contents within img tags are
referred to the object identifier (ObjID), the browser does not request the single
image file. When the script CombinedObject() is initiated, an XMLHttpRequest
(XHR) object will be created. It means that some parts of the web page could
be updated while not downloading the whole web page. We use this XHR object
to download combined objects.

The open() and send() methods in XHR object are used to require combined
objects. The server generates combined objects and translate them into base64
encoded texts and returns them to client. We also use the responseText attribute
in the XHR object to read the response from server. When the browser receives
the responses, it triggers the onreadystatechange event and the readyState at-
tribute stores the state of XHR objects. Particularly, when readyState is 4 and
the state is 200, it indicates that the response is success. We define the action
when the server is ready and call the successmethod in callback object to deal the
server response. The response string responseText contains the base64-encoded
combined objects. We decompose the text and obtain renderable base64-encoded
image files.

4.2 The Communications for Combined Objects

Fig. 2 demonstrates the communications between browser and web server for
combined objects in CO-enabled HTML document. When the web browser ini-
tiates the request for basic HTML file, the server returns the CO-enabled HTML
file. The browser renders this HTML file and requires combined objects corre-
sponding to different objects. The returned base64-encoded combined objects
are then decomposed and dispatched to the browser for rendering. The require-
compose-decompose-dispatch procedure will be continue until all objects are
downloaded.
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Fig. 2. Communications for Combined Objects

5 Experiments and Discussions

We have implemented a proof of concept prototype for combined objects. In
this session, we will discuss the validation experiments for our proposed CoOBJ
method.

5.1 The Experiment Setup

Our experiments are on artificial web pages with only image objects. We create
an image library by picking some image files whose sizes are ranged from 5k to
25k from some websites. We then randomly select m image files to construct 200
combined-object-enabled web pages, respectively. The experimental web server
is a PC running Apache-tomcat-6.0.33. We also construct 200 traditional web
pages with the same number of images for comparison. For each artificial web
page, we visit 100 times via HTTPS and SSH tunnel, respectively. We record the
traces in each visit, strip packet payloads with TCPurify tool [16], and construct
two types of traces set, CoDataHTTPSm and CoDataSSHm. For comparing with
other TA countermeasures, we also construct 200 traditional web pages with the
same number of image and visit them via HTTPS and SSH tunnel. The datasets
for comparison tests are TrDataHTTPSm, and TrDataSSHm. In our conducted ex-
periments, we set m as 20, 60, and 100, respectively, and set the object partition
as 4-partition.

To test the performances against the traffic analysis, we run the code from [15]
with classifiers and countermeasures we discussed in Section 2 on our constructed
test datasets. The size K of private traces are set to 2i with 1 ≤ i ≤ 7 and 200,
respectively. This means that the identifying web page is limited inK web pages.
We use the default parameters in original code configuration. For each K with
different classifiers and countermeasures, we run the test 10 times and average
the accuracy as the ratio of successful identification.
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5.2 Visiting Web Pages with CoOBJ Method via HTTPS and SSH

We test our proposed CoOBJ method against the 3 discussed classifiers on the
CO-enabled pages with 60 objects and compare the results with other counter-
measures. Fig. 3 and Fig. 4 show the comparison results for the case of HTTPS
transmission and SSH transmission, respectively.

For the case of HTTPS transmission, as demonstrated in Fig. 3, comparing
with the other four padding-based countermeasures, the CoOBJ method lowers
the identification accuracy, especially when the size of privacy sets exceeds 16.
In the tests for all 3 classifiers, the CoOBJ method minimized the identification
accuracy.

The case for transmission over SSH tunnel is shown in Fig. 4. The perfor-
mances of the CoOBJ method are different in the 3 classifiers. It is the most
effective countermeasure to defend against the HWF classifier, but for the LL
classifier, the effectiveness is neither good nor bad. It is weak in defending against
the DCRS classifier.

Fig. 3. Accuracy in HTTPS traffic: CoOBJ and other countermeasures

Fig. 4. Accuracy in SSH traffic: CoOBJ and other countermeasures



Obfuscating Encrypted Web Traffic with Combined Objects 101

5.3 The CoOBJ Method against Different Classifiers

Fig. 5 and Fig. 6 demonstrate the identification accuracy of 3 classifiers on the
trace sets for combined-object-enabled web pages with different objects. Both
figures show that the DCRS classifier can obtain higher identification accuracy
on the test dataset.

Fig. 5. Accuracy on visiting web pages with CoOBJ via HTTPS

Fig. 6. Accuracy on visiting web pages with CoOBJ via SSH tunnel

5.4 Time Cost for the CoOBJ Method

To evaluate the time costs of the proposed CoOBJ method, we compare the
time costs visiting CO-enabled web pages with visiting traditional web pages.
We first construct 10 web pages with m images, and transform them into CO-
enabled pages, respectively. Because we intend to evaluate extra computation
cost introduced by CoOBJ, these pages will be visited in HTTP protocol. We
visit each page 10 times, record the total time for loading objects, and then
compute the average of time cost. We average the average values for two types
of pages, respectively.

Fig. 7 demonstrates the comparison results in visiting two types of web pages,
where m is set as 20, 40, 60, 80, and 100. It shows that as the number of objects
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Fig. 7. Loading Time: Traditional Pages and CO-enabled Pages

increasing, the extra time cost is increased in much more. For example, visiting
CO-enabled pages with 20 objects needs 0.53 seconds in average while visiting
traditional pages needs 0.27 seconds. For the pages with 100 objects, it averagely
needs 2.69 seconds to visit CO-enabled pages while needs 0.93 seconds to visit
traditional pages.

5.5 Discussions

Our conducted experiments demonstrate the higher abilities of the CoOBJ
method against TA classifiers, especially when the web pages are visited in
HTTPS protocol. According to the CoOBJ method, the granularity of HTTP
requests is on a set of objects. It reduces the number of HTTP requests at least
in a half, and obviously changes the traffic volume of responses comparing to
the volume of traditional web page. Also, the number of different appearance
sequences of combined objects can reach to a larger scale. It lowers the page
identification accuracy according to the experiment results.

However, the CoOBJ method may introduce extra computation costs in both
server side and client side. Since the combined object is composed in base64-
encode, it may increase the network traffic volumes.

Our POC implementation is immature. We do not consider the render order
introduced by scripts. And also, we do not consider the case that the objects in
page are from different web servers.

5.6 Related Work

Encrypting web traffic is a common strategy to preserve users’ privacy while surf-
ing the Web. However, the current encryption suites are focused on transmission
content protection and some traffic features cannot be effectively protected. A
traffic analysis attack could use these features to infer the users’ web browsing
habits and their network connections. Identifying web page on encrypted traffic
is an important class of traffic analysis attacks.

Sun et al. [10] proposed a classifier based on the Jaccard coefficient similarity
metric, and reliably identified a large number of web pages in 100,000 web pages.
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They also proposed some countermeasures against TA attacks but our proposed
method is not addressed. Bissias et al. [2] used cross-correlation to determine
web page similarity with features of packet length and timing. Liberatore et
al. [7] showed that it is possible to infer web pages with näıve Bayes classifier
by observing only the lengths and the directions of packets. Herrmann et al.
[6] suggested a multinomial näıve Bayes classifier for page identification that
examines normalized packet counts.

Panchenko et al. [9] developed a Support Vector Machine(SVM) based clas-
sifier to identify web pages transmitted on onion routing anonymity networks
(such as Tor). They used a variety of features, include some totaling data, based
on volume, time, and direction of the traffic. Dyer et al. [5] provided a compre-
hensive analysis of general-purpose TA countermeasures. Their research showed
that it is the chosen features, not the analysis tools, that mainly influence the
accuracy of web page identification.

Some other attacks are not only depended on network packets. Wang et al. [11]
proposed a new web page identifying technique on Tor tunnel. They interpreted
the data by using the structure of Tor elements as a unit of data rather than
network packets.

Padding extra bytes to packets is a standard countermeasure. Various padding
strategies have been proposed to change encrypted web traffic [5]. However, this
kind of countermeasures is on a single non-MTU packet, it is vulnerable when
using coarse-grain traffic features [5][9]. Traffic morphing [12] tries to make a web
page traffic similar to another given web page. This method is also focused on
the fine-grain packets and is limited in changing coarse-grain features. Sending
specified packets at fixed intervals [5] can reduce the correlation between the
observed traffic and the hidden information and demonstrate more capabilities
against the coarse-grain feature based analysis. However, it also introduces traffic
overhead or delay in communication.

Some countermeasure proposals are on application-level. The browser-based
obfuscation method, such as the HTTPOS method [8], takes the existing HTTP
and TCP functionalities to generate randomized requests with different object
data requirements at client. It changes the number of requests from clients and
the distribution of response packet volumes from servers. The HTTPOS method
is on splitting the response packets by introducing special HTTP requests or
TCP packets. Although it is effective against some of existing classifiers, it in-
creases the number of requests and the number of response packets.

6 Conclusion

We have proposed a countermeasure method, CoOBJ, to defend against web
page identification based traffic analysis by introducing combined objects. We
compose some web objects into an aggregated one with base64-encoded form.
By composing different number of objects with randomly chosen objects, we can
reduce the number of object requests and make web traffic different in different
visits. We have implemented a proof of concept prototype and validated it with
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conducted experiments. Possible future work may include reducing the computa-
tion costs in client side and server side, and make it more compatible in current
web applications.
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Abstract. The credibility of websites is an important factor to pre-
vent malicious attacks such as phishing. These attacks cause huge eco-
nomic losses, for example attacks to online transaction systems. Most of
the existing page-rating solutions, such as PageRank and Alexa Rank,
are not designed for detecting malicious websites. The main goal of
these solutions is to reflect the popularity and relevance of the web-
sites, which might be manipulated by attackers. Other security-oriented
rating schemes, e.g., black/white listed based, voting-based and page-
similarity-based mechanisms, are limited in the accuracy for new pages,
bias in recommendation and low efficiency. To balance the user expe-
rience and detection accuracy, inspired by the basic idea of PageRank,
we developed a website credibility assessment algorithm based on page
association. We prototyped our algorithm and developed a website as-
sessment extension for the Safari browser. The experiment results showed
that our method is accurate and effective in assessing websites for threats
from phishing with a low performance overhead.

Keywords: Website credibility, Page association, Page rating.

1 Introduction

The credibility of websites is an important factor to prevent malicous websites
from attacking users. For example, phishing websites defraud users of their pri-
vate information for attackers’ financial benefits. The attacks from malicious
websites have been increasing in the past a few years, which have become one of
the main security threats to users.

To protect users from such websites, we need to recognize malicious websites
and make users aware the threats from websites with low reputation. A common
solution is to use a reputation system to help users identify malicious websites,
such as blacklist/whitelist based detection and page-feature based detection.
Blacklist/whitelist based detection uses blacklist/whitelist provided by trusted
third parties to assess URLs and identify malicious pages. Unfortunately, it is
challenging to update the list in time, while malicious pages typically exist only
for a short period of time. Page-feature based detection [8,9] is another important
technique to detect malicious websites, which extracts page features and checks
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them for similarity to benign pages. These types of solutions usually achieve
a lower false negative, but introduce more system overhead. Most of existing
feature-based solutions focus on static page features that might be bypassed by
attackers via simple modification on the malicious pages.

Another type of methods use page relationships to assess the credibility of
websites, e.g., PageRank [15], Alexa Rank [3], etc. However, such solutions focus
on the popularity and relevance with respect to page contents. They cannot
be used to accurately access the credibility of websites. In addition, as running
security solutions incurs computation and operation overhead to browsers, it
inevitably brings delay of loading pages. Such overhead affects user experience,
so it is important to reduce the computation of mechanisms. On the other hand,
mechanisms using less computation tend to be less accurate. How to balance
user experience and detection accuracy is a key challenge.

In this paper, we propose a website credibility assessment1 algorithm. It uses
page associations and user behaviors as the basis to determine the credibility
of websites. We implemented the algorithm into a website assessment extension
for the Safari browser. The experiment results confirmed that analyzing user
behaviors is helpful to enhance efficiency of identifying malicious pages.

The paper is organized as follows. Section 2 discusses related work. Section
3 proposes our assessment algorithm based on page association. In Section 4,
we describe the extension’s system architecture. In Section 5, we analyze perfor-
mance of extension and illustrate its accuracy. Section 6 concludes this paper.

2 Related Work

PageRank [15] is an algorithm developed by Google Inc. and used by Google
Search to measure the importance of websites. It assumes that more important
web pages are likely to receive more and better links from other pages. PageRank
considers each link as a vote. For instance, page A has a link poiting to page B.
This link is a support of website importance from A to B. The more important
page A is, the more this link contributes to page B’s rank. By counting the
quantity and quality of links to a page, an integer scaled from 0 to 10 is given to
estimate the importance of this page. PageRank is updated every few months,
so a new website has to wait a relatively long time to get a promotion in PageR-
ank. It results in a condition that newly created websites seem no difference in
PageRank from malicious websites even if they have improved their outlinks and
backlinks in the last weeks or months.

Alexa Rank [3] is a measure of how popular a site is. To calculate Alexa Rank
of a site, it needs to estimate the average daily unique visitors to the site, as well
as the number of pageviews on the site. The Alexa Rank for the site is calculated
from the above two values over the past 3 months. Although PageRank and Alexa
Rank are the most popular page rating algorithms, they are not suitable for the
credibility assessment on web pages’ trustworthiness. As they are not developed

1 We use the term assessment and evaluation interchangeably in this paper.
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for the website security evaluation, both of them concerned about the relevance
or importance of the target page rather than the website trustworthiness.

Kim et al. [8] inquire Google PageRank, WHOIS database to get page features
like the registration date, lifetime and ranks of websites. They give different
weight to each feature, define different risk levels, and compute comprehensive
risk index of pages to identify untrusted websites. This approach is effective for
most malicious pages with short lifetime and low access frequency, but may cause
false positive for newly created websites with low access frequency.

Blacklist/whitelist is a URL list of all the trusted/untrusted pages. By com-
paring URL with the lists, we can tell if it is a trusted or an untrusted page
and give them corresponding ratings. Black/Whitelist based mechanism is easy
to implement, but its accuracy depends on the correctness of the lists. Most
lists applied today are updated by users’ reports. Due to the short lifetime
of malicious websites, it is difficult to maintain the accuracy of blacklist and
whitelist. Many agencies depend on user reports to collect suspicious websites
and share the list with all users using their service. Phishtank [19] allows users
to report phishing websites to it, and shares the list with all the institution
and individual users through open APIs after the URL is verified by user votes.
WOT [14] relies on community members to report and get down untrusted pages.
Blacklist/whitelist approaches are usually employed by browser extensions, like
Netcraft [13], Trustwatch [5], Google safe Browsing [16], Microsoft Phishing Fil-
ter [6], and SpoofGuard [4]. Blacklist/whitelist based mechanisms have a high
false negative because of the delay in update and incompleteness of the list. It is
vulnerable to newly created malicious pages especially for those with a lifetime
less than two hours [17].

Because of the limitation of blacklist/whitelist based methods, some
researchers employ machine-learning mechanisms to develop new solutions based
on the features of the web page. Their researches focus on how to character-
ize dangerous web pages and detect malicious pages effectively with lower false
positive rate [21]. Some existing approaches are focused on analyzing websites
trustworthiness by using page-elements’ properties since the majority of attack-
ers use page content to show their spoofing information. Intuitively, phishing
pages not only copy the layout of real pages, but also include some redundant
information that real pages do not have. Layton et al. [9] compute the difference
of redundant information between phishing websites and real websites to detect
the phishing sites aiming at branded websites, but this approach only works for
specific phishing behaviors. Mao et al. [12] presented another page-feature based
approach, BaitAlarm, which computes CSS similarity between two pages to iden-
tify phishing pages that imitate real pages based on the rating given by their
algorithm. The conflict/tradeoff between false negative and performance over-
head introduced is still the kernel problem of the content-based or layout-based
approaches.
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3 Page Association Based Website Credibility
Assessment

From the analysis above, it can be concluded that the tradeoff between the
accuracy and performance overhead is still an unsolved problem in these mali-
cious page analysis approaches based on credibility assessment. According to our
observation and experimental test [11] on the page association, we found that
normally, few trustworthy websites may point to malicious ones, especially for
the new generated malicious pages. So the quality and the quantity of a website’s
back-links might be used as a dominate feature to evaluate its trustworthiness.
Based on this intuition, we developed our websites credibility assessment algo-
rithm by using the page association properties.

In this section, we describe the algorithm we developed for website credibility
assessment and our credibility assessment based website analysis scheme as well.

3.1 Assessment Features Extraction and Aggregation Analysis

Our method consists of three parts: page association property extraction; prop-
erty analysis and aggregation; decision making based on aggregation result.

Back-links [18]of a page have a strong expression of how this page is associated
with other pages. As mentioned above, the quality and the quantity of back-
links are qualified to evaluate the credibility of the target page the back-links
pointing to. So we consider back-links as the page association property applied
in our assessment method. In order to reduce the computation of assessment,
we select the most important 10 back-links to take part in the property analysis
and aggregation. As Yahoo! search sorts back-links according to the order of
importance of websites, we choose the top 10 back-links in the result list of
Yahoo! search for further analysis and aggregation.

For a target page d, we consider each back-link bi as a support to the target
page in trustworthiness evaluation. The rating of back-link, represented as R(bi),
is regarded as the amount of the support this page can contribute to other pages
in total. These pages share the contribution of credibility support from the back-
link equally. For example, the credibility value of page A is 0.8 and it has two links
pointing to page B and page C. The credibility support that either B and C get
from page A is 0.4. On the other hand, the higher the rank of back-link is, more
credible the support from the back-link is. For a page with several back-links,
the credibility support from high-rating back-links should be more trustworthy
than others. We use a normalized coefficient Wi, to weight credibility support
from different back-links.

We illustrate the notations required in our algorithm in Table 1. Let d be the
target page. Suppose there are n links pointing to the page d, and bi(1 ≤ i ≤ n)
is the page which contains a link pointing to the page d, d’s credibility R(d) is
calculated by Formula(1),

R (d) =

n∑
i=1

Wi
R (bi)

N (bi)
(1)
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Table 1. Notations Announcement

Symbol Description

d the target page that needs to be assessed.
R(d) the credibility value of d.
bi a page which contains a link pointing to d. (1≤i≤n, i∈Z)
n the total number of links pointing to d.
N(bi) the total number of links in page bi.
Wi the weight of back-link bi.
R(bi) the credibility value of bi.

where N(bi) is the number of links in page bi, and Wi is the weight of each
back-link which is calculated by Formula (2):

Wi =
R (bi)√∑n
i=1 R

2 (bi)
(2)

After receiving the credibility value of the target page, we compare it with a
preset threshold to identify malicious pages which are defined as web pages with
a credibility value lower than threshold.

3.2 Credibility Assessment Based Malicious Page Detection

In order to reduce further computation of our method, we use Alexa Rank to
whitelist benign pages with high Alexa Rank. Malicious websites usually have a
short lifetime and low access frequency. Because of these features, they cannot
get the high rating during the Alexa’s 3-month updating period.

We randomly choose 100 websites from Alexa as the seed set of benign web-
sites T, 100 websites from PhishTank as the seed set of malicious websites P.
Our approach inquires back-links and their credibility value in T and P after
successfully extracting every back-link. We define the credibility value of links
from T as 1, the credibility value of links from P as 0. Others take one-tenth of
PageRank as their credibility value.

The operational process of our approach is described as below: 1) inquire
Alexa Rank of the page to filter out high-rank benign pages; 2) assess credibility
of the page if it did not pass the Alexa check; 3) return assessment result to
users. We illustrate the process of our approach in Algorithm 1.

Our approach uses received URL to inquire the Alexa Rank of the page and
compare it with the AR threshold. If the threshold is larger, then the page is
classified as a safe one, otherwise our approach needs to compute the credibility
value of the page to do further analysis. Credibility value is a decimal between
0 and 1. The larger the credibility value is, the more credible the page is. The
scheme contains four URL lists: whitelist, blacklist, portal websites list, and
history list. The whitelist contains all the websites whose credibility value is
1, while the blacklist holds all the zero-value pages. The credibility value of
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Algorithm 1. Page Association Based Website Credibility Assessment

1 let d be a suspicious web page;
2 let R(d) be the credibility value of d

3 let tAR be a preset threshold of Alexa Rank
4 let tCV be a preset threshold of Credibility Value
5 Phase I: Filter Out Suspicious Pages With Alexa Rank.
6 Function Alexa(d)is

input : a suspicious page d

output: whether d is benign or malicious
7 compute A(d); /* inquire Alexa Rank of d online */

8 if A(d) < tAR then

9 page d is benign;
10 display “Safe” and details of assessment;

11 else

12 perform the credibility assessment, Assess {d};

13 Phase II: Compute Credibility Value.
14 Function Assess(d)is

input : a suspicious page d

output: credibility value of d, R(d)

15 if R(d) is recorded in local storage then

16 get R(d) from local sotrage;
17 else

18 search back-links of d; /* use Yahoo! to search back-links of d */

19 compute S(d) = {b0, b1...bn}(n < 10);
20 /* store at most 10 top back-links in S(d) */

21 get credibility value of every link in S(d);
22 compute the weight of every back-link Wi, (0 ≤i ≤ 9)

23

Wi =
R (bi)√∑
n
i=1 R2 (bi)

compute the credibility value of page d

24

R (d) =

n∑
i=1

Wi
R (bi)

N (bi)

Return R(d);

25 Phase III: Make Decision.
26 Function Decision(R(d))is

input : credibility value of d, R(d)

output: the result of assessment
27 if R(d) > tCV then

28 page d is benign;
29 display “Safe” and details of assessment;

30 else

31 page d is malicious;
32 display “Warn” and details of assessment;
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portal websites is defined as one-tenth of their PageRank. Our approach retrieves
target URLs in the order of whitelist, blacklist, portal websites list, and history
list. Once the existence of the target URL is confirmed, our approach returns
assessment result directly to users. Otherwise, it searches for all the back-links
of target page by Yahoo! search. To reduce the time overhead, we extract at
most 10 back-links of the page as the back-link set S(d) of the target page d.
Then we inquire each link from S(d) in T and P to get their credibility value.
For those beyond T and P, we inquire their PageRank online to get credibility
value. With every credibility value obtained, we will be able to calculate R(d)
and compare it with CV threshold (the threshold of credibility value). Websites
with credibility value larger than CV threshold are classified as credible pages,
the rest are classified as malicious pages.

Discussion. To solve the limitation that detection methods based on Alexa Rank
and PageRank are easy to cause false positive for newly created and low-access-
frequency benign sites, we adopt a user behavior analysis module. Our approach
checks the way users open login pages. If a URL is manually typed in by users, it
is familiar to users. We consider such pages as benign websites. On the contrary,
if a new page was opened by clicking a link, there is no guarantee that its
URL is exactly the same as the legitimate one. The possibility that such a page
is a malicious page is relatively high. For other pages visited in some other
ways like clicking links from history or favorite pages, their credibility have been
announced the first time they were visited. As a result, our approach only needs
to evaluate the login pages accessed by clicking links.

4 Implementation as Browser Extension

The architecture of our extension is illustrated in Fig. 1. It consists of three
modules: a page script, a global HTML page, and a menu. In this section, we
introduce these modules in the order of the operation process.

4.1 Page Script

The functional requirement of the page script is to judge whether the target
page is a login page, report click behaviors to global HTML pages, and show
assessment result.

Attackers usually induce users to input private information in a dangerous
page to steal their accounts and passwords. In the case that the webpage is
not a login page and users do not need to input their personal information,
our scheme treats this kind of pages harmless pages that are unable to steal
users’ accounts related information. If a website asks users for password before
launching the next page, this page should be treated as a suspicious page which
need further credibility evaluation. To avoid possible impact on user experience,
we use similar triggering condition as paper [20] that normal page-surfing will
not be disturbed and only the login pages will trigger the credibility assessment.
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Fig. 1. The extension architecture

A login page must have input areas for account and password, so we identify
a login page by checking input objects whose type is “password”. We set the
triggering condition of extension as “a login page opened by clicking a link”.
Once the new page matches the triggering condition, our approach starts to
assess the credibility of it. Every time a user visits a new page, our approach
launches a script to check if the new page is a login page and sends its URL
to global HTML page immediately. If it is a login page, the page scripts will
announce global HTML page to check how this page was accessed. Assessment
can only be triggered if both checks above returned positive results, otherwise
the extension will do nothing but refresh history list.

When Safari opens a new page, the first work of the page script is to define
a str layer and a detail layer for displaying results, both of them are hidden
at the moment. The next step is to judge if this new page is a login page by
searching for input object whose type is password. If the existence of password
object is confirmed, the page script will send a message named newURL to global
HTML page in order to report URL of the target page. If there is not any
password object, the URL of target page will be send in a message named
onload.

When users click on an href object in the page, the page script reports this
action and its location (URL of the page it happens) to the global HTML page
in a message named onclick.

The page script modifies the content of str and detail layer according to
assessment result. From now on, str and detail layer will turn up whenever
the mouse enters an input area and be hidden when the mouse leaves or highlight
the input area.

Str layer gives a one-word result display while detail layer presents the detail
information of the assessment. Str turns up as a tiny tip at the right of mouse.
“Warn” in red means the page is untrusted. “Safe” in orange stands for the
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Fig. 2. Threshold Determination

page that has the Alexa Rank lower than AR threshold but the credibility value
larger than CV threshold. “Safe” in green is on behalf of the pages with the
Alexa Rank higher than AR threshold. Apart from str, our extension display
details of the assessment in the same color of str on the top of the page as well.
In this paper the AR threshold can be adjusted by changing security level of the
extension.

The CV threshold is an empirical value. To determine the CV threshold, we
randomly chose 10 legal login websites and 10 verified phishing websites from
PhishTank to test their credibility value. The results are illustrated in Fig. 2.
No legal websites have a credibility value less than 0.19 while all the phishing
websites have a credibility value scaled from 0 to 0.1. So we choose 0.15 as the
CV threshold.

4.2 Global HTML Page

The Global HTML page is the kernel of our extension. Nearly all the operations
and computations are done in the global HTML page. In our extension, the
global HTML page is in charge of operating messages from the page script and
commands from menu.

Messages from the page script are classified as three types: onload mes-
sage means the new page does not need to be assessed, in this case the global
HTML page modifies few parameters to prevent detection; onclick message is
an announcement of clicking behavior, the global HTML page extracts details
of this action and gets ready for possible detections; newURL message informs
global HTML page that the new page is a login page and reminds it to check
the action which opens this page. If the action is a clicking behavior, detection
is triggered, otherwise the global HTML page does nothing but refreshes history
list.

Once detection is triggered, the global HTML page stores the new URL first
and initializes related parameters to get ready for the next detection. Then the
global HTML page inquires Alexa Rank of the target page online and compares it
with AR threshold. If the target URL is identified as safe, the global HTML page
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will announce the page script immediately. If not, it will assess the credibility of
the page with the algorithm we mentioned before, return the result to the page
script at the end and allow menu to look for detail information at the same time.

4.3 Menu

When the global HTML page completes the assessment, users are allowed to see
the detail information of the latest assessment, or adjust security level and on-off
state. Another function of menu is to send command to global HTML page. All
command will be executed in global HTML page.

5 Performance Analysis

We conducted an experiment to evaluate correctness, accuracy, and robustness
of our extension in different login pages. The experiment environment is listed
in Table 2. All the experiment is conducted in a virtual machine.

Table 2. The experiment environment

Mainboard Intel GM45

CPU Intel(R) Core(TM)2 Duo CPU P8400 @2.26GHz 2.27FHz

RAM 2.00GB

Operation System Windows 7 Ultimate Service Pack 1

Virtual Machine VirtualBox 4.1.10

Virtual OS Windows 7 (32bits)

Virtual RAM 512M

Virtual Hard Disk 31.32G

We selected 20 login pages (9 shopping websites, 5 E-mail websites, 5 social
websites and a file sharing website) to test whether our extension can function
properly in different websites. The working condition of extension is illustrated
in Fig. 3. The number of tested websites is colored in blue while the number of
websites that our extension can function properly is colored in green. As showed
in Fig. 3, our extension works for 90% (18 out of 20) websites. Some websites
with high security protection do not allow strange scripts to be injected, and
our extension relies on the page script to extract detection target and monitor
user behavior, so we cannot perform our experiment on these pages currently.

Fig. 4 is the login page of Kaixin (http://login.kaixin001.com/) whose
Alexa Rank is higher than AR threshold so its assessment result is exhibited in
green. In Fig. 5, we show the login page of the website Manzuo (http://www.man
zuo.com/login), whose Alexa Rank is lower than AR threshold but has a credi-
bility value larger than CV threshold, so its result was exhibited in orange. Both
Fig. 4 and Fig. 5 are benign websites while Fig. 6 is a verified malicious websites
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Fig. 3. Working condition of extension

Fig. 4. Login page of Kaixin

from PhishTank (http://cashexpr.com/sales/remax/index.htm), which in-
duces users to type in their E-mail accounts and passwords. This page has an
Alexa Rank lower than AR threshold and a credibility value smaller than CV
threshold so it was classified as a dangerous websites.

We also tested the robustness of our extension by calculating the extra time
it brings when loading several websites. We chose login pages of four websites
(Kaixin, Manzuo, 360yunpan and 55tuan), averaged 25 loading time of each
website2. The results are shown in Table 3.

2 The loading time of websites depends greatly on the network condition, so we tested
the loading time of a page without the extension 25 times in a row, and tested the
same page with our extension 25 times in a row immediately. The purpose of doing
so is to keep the experiment environment as stillest as we can.
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Fig. 5. Login page of Manzuo

Fig. 6. Malicious websites

Table 3. Overhead on loading pages

Websites Without Extension With Extension Delay(ms) Delay Proportion

Kaixin [7] 1015.76 1147.56 131.8 12.98%

Manzuo [10] 1180.72 1212.52 31.8 2.69%

360yunpan [1] 1135.08 1259.48 124.4 10.96%

55tuan [2] 989.8 1083.6 93.8 9.48%

Average 1080.34 1175.79 75.45 9.03%

From the experiment results listed in Table 3, we can see that loading time of
pages increases 95.45ms (9.03%) on average. This overhead is reasonable that will
not affect the user experience. The experiment validates that our extension can
assess most login pages effectively and alert users on time with little overhead.
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6 Conclusion

In this paper, we propose a website credibility assessment algorithm based on
page association and user behaviors, and develop a malicious site analysis scheme
by using the credibility assessment algorithm. User behaviors are adopted in our
scheme to achieve less false positive caused by less frequently accessed websites.
We developed a Safari extension to implement the algorithm and deploy our
solution. The experiment shows that our approach is effective in assessing cred-
ibility of most login websites with limited overhead, which does not affect user
experience.
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Abstract. It is easy to discover if there are hooks in the System Service
Dispatch Table (SSDT). However, it is difficult to tell whether theses
hooks are malicious or not after finding out the hooks in the SSDT. In
this paper, we propose a scheme that evaluates the hooks by comparing
the returned results before hooking and after hooking. If a malicious
hook which hides itself by the way of modifying the parameters passed
to the Native API, we can easily detect the difference. Furthermore,
we use a runtime detour patching technique so that it will not perturb
the normal operation of user-mode programs. Finally, we focus on the
existing approaches of rootkits detection in both user-mode and kernel-
mode. Our method effectively monitors the behavior of hooks and brings
an accurate view point for users to examine their computers.

Keywords: Security, SSDT, Rootkits.

1 Introduction

With the rapidly growth of computer system, more and more issues have been
concerned. One of the most concerned issue is security [15,1,3,12]. Rootkits is a
technique used by a malicious program to hide itself. It has been widely used in
software, even in embedded systems. The rootkits have became a serious threat
to our computer. These rootkits can be classified into two primary classes: (1)
User-mode rootkits and (2) Kernel-mode rootkits. User-mode rootkits may hide
itself through High-Level API intercepting and filtering. This kind of rootkits
can easily be detected by existing anti-rootkits software. In this paper, we focus
on Kernel-mode rootkits which are harder to detect. Kernel-mode rootkits are
extremely dangerous because they compromise the innermost of an operation
system.

X. Huang and J. Zhou (Eds.): ISPEC 2014, LNCS 8434, pp. 119–128, 2014.
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Kernel-mode rootkits often use SSDT (System Service Dispatch Table) Hook-
ing, or DKOM (Direct Kernel Object Manipulation) to achieve information ma-
nipulation. Although there is a lot of existing anti-virus softwares that can detect
malicious code, when deal with rootkits, they cannot determine if its behavior
is suspicious. Besides, several methods for detecting kernel-mode rootkits have
been proposed [6,9,10,11,14,16]. However, if a user employs these softwares (e.g.,
Rootkit Unhookers [2], Rootkit Hook Analyzer [13]) to do the analysis and find
out a suspicious driver, he can remove the driver immediately. However, a wrong
decision may disable the functionality of some programs, such as anti-virus soft-
ware, or some on-line games.

In this paper, we propose a scheme to evaluate the hooks by comparing the
returned results before hooking and after hooking. Through this comparison,
if a malicious hook which hides itself by modifying the parameters passed to
the Native API, we can easily detect the difference. Besides, we use a runtime
detour patching technique to not to perturb the normal operation of user-mode
programs.

2 System Overview

According to our observation of the behavior of a hooked SSDT-based rootkit,
these kinds of rootkits usually hook the SSDT to achieve information manip-
ulation. Normally, a hooked SSDT-based rootkit hooks the SSDT to achieve
information manipulation. Even though existing tools are sufficient to detect
hooks in SSDT; however, we have to make a decision with caution whether to
remove the hook or not. The decision we made will influence the usability of the
computer.

In this section, we first describe design goals and assumptions. Then, we ex-
plain advantages of our scheme.

2.1 Design Goals and Assumption

Since we target at hooked SSDT-based rootkits, user-mode rootkits and other
parts of kernel-mode Rootkit (e.g., DKOM, Inline Function Patch) are beyond
our scope. Our scheme focuses on a machine which is probably infected with
rootkits. TAN [17] proposed a framework to defeat kernel Native API hookers
by SSDT restoration. We are inspired by his idea. In our scheme, we assume that
in the beginning, there is no other kind of rootkits running on this machine.

Our scheme has the following two design goals: (1) Effectively analyzing the
situation in the state before SSDT restoration SSDT<before> and the state after
SSDT restoration SSDT<after> [17]. (2) This program should not perturb the
normal operation of the program.

First, the SSDT restoration scheme [17] does not mention how to compare
these two states accurately, because after we executed the SSDT restoration.
We cannot reconstruct exactly the same parameters in the stack for the further
comparison. In other words, when a program executes a non-specific Native API
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BSoD

Fig. 1. Unhook an Unknown driver

calls, we are unable to compare the differences between these two states since
we do not have any source code. When a Program A executes part of its code
and calls ZwCreateFile, we cannot alter its control flow and roll back to compare
the differences after SSDT restoration. To effectively analyze SSDT<before> and
SSDT<after>, the first way is to find some special programs that use the same
Native API all the time. By calling the API twice, we can see the difference. For
example, Windows Task Manager queries the job list by a single Native API and
is a good candidate for us. Another way is to write our own program; that is,
we can call the same API many times that do not affect our analysis. Toward
these two considerations, we decide to write our own program.

Second, a normal program will send IRP request in order to communicate
and exchange information with the driver. To obtain the analysis of the driver
behavior, we must unload the driver. Under such circumstances, the function-
ality of the program which communicates with this driver will be incompleted.
In Figure 1, if a user application communicates with an unknown driver (e.g.,
antivirus software, online gaming software driver), they will hook a part of the
SSDT entries. During the time we desire to test the driver, it must be unloaded.
However, such a move may cause Blue Screen of Death BSoD.

2.2 Advantages

Cross View Detection. We obtain the cross view detection ability by com-
paring SSDT<before> and SSDT<after>. Since we write our own program by
calling Native API directly for receiving the original message from the Native
API; this has two advantages. First, user-mode rootkits have been defeated.
Second, we can identify whether hooked SSDT-based rootkit exist or not by
executing Windows Task Manager as well as our own programs at the same
time.
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Fig. 2. Runtime detour patching

Runtime Detour Patching. The original idea is from the runtime detour
patching rootkit [5] and the characteristic of this kind of rootkit is that it can
modify the control flow of the system without awareness. In other words, the
rootkit redirects the control flow to their code when a user calls a Native API
from user-mode to kernel-mode. As the same mechanism, we modify its malicious
behavior and make this kind of harmful action turn into an effective identification
tool.

Since we should not affect the normal operation of program, we write a driver
to hook SYSENTER. If we are making a comparison of SSDT<before> and
SSDT<after> at the same time, the program can directly read the original ad-
dress of each SSDT entries when calling up a Native API. In Figure 2, a normal
program releases a called unknown driver. This driver hooks a part of or one of
the SSDT entry, and the driver returns the suspicious information to the user.
After our driver loads into kernel memory, we can directly read the original
address of SSDT entry. Through our technique, we will be able to return the
original SSDT address to the driver. Our scheme, to use the hooked SYSEN-
TER technique, will enable us to make an immediate choice whether to read the
original SSDT entry or not. If we wish to unhook the driver which is harmless,
our scheme can reduce the impact on the system while unloading this driver may
cause BSoD.

3 Our Scheme

Our systems shown in Figure 3 can be divided into two parts, originSSDTaddr
function and the detour driver. The detailed processes are listed as follows.

1. Preparation. Our program must be called up before calling up Windows
Task Manager.
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2. OriginSSDTaddr Function. We use our program to check the hooked
state, generate the original SSDT address, and send the address to the detour
driver in the kernel-mode.

3. The Detour Driver. The detour driver enables the hook function which
can redirect the call to the original SSDT address.

4. Start Windows Task Manager. Once the above processes done, Windows
Task Manager is called up. The APIs in ToolHelp32 API are used.

5. ToolHelp32 API. ToolHelp32 API is located in kernel32.dll. Hence, the
system starts to call up the ToolHelp32 API in kernel32.dll.

6. NtQuerySystemInformation. kernel32.dll calls NtQuerySystemInforma-
tion in the Native API. This action triggers SYSENTER and stores current
EAX, EDX register. Then, SYSENTER is started.

7. The Detour Driver. Before switching to the kernel-mode, the control flow
executes the detour driver in this step. It will enable the hook at KiFastCal-
lEntry.

8. KiFastCallEntry. Once the detour driver is enabled, this step replaces
the original SYSENTER address with our own code and reconstructs the
information from user-mode.

9. Original NtQuerySystemInformation. Since the original KiFastCallEn-
try is already modified, the control flow executes the current EAX register
with the original SSDT address.

10. Reconstructed Information.When the control flow returns to user mode,
this message is already reconstructed.

If we desire to analyze a system whether it exists a malicious hook or not, the
first step, our originSSDTaddr function generates the original SSDT to compare
with the current SSDT address no matter there is any hook existed; if there is
one, loads the driver of our program, the detour driver will hook SYSENTER.
If an API has been hooked, the detour driver will replace the current address
of SSDT in kernel-mode with the address which obtained from the originSSD-
Tadd function. Finally, we call Windows Task Manager, and compare it with
the function we detoured. Through the difference between SSDT<before> and
SSDT<after>, the cross view are presented.

4 Evaluation

The existing unhook mechanism directly removes all the possible malicious driver
as usually; however, not all hooks are malicious. When unloaded a non-malicious
driver, it may affect the normal operation of a single program, or even affects
the whole system. To that end, we implement our scheme in compares with the
original address of SSDT entry without unloading a driver, and we can gain
the cross view detection ability by contrasting these two situations. As shown
in Figure 4, NtQuerySystemInformation hook can directly affect the results of
Windows Task Manager, while our system will be able to reach in the case of
cross view detection ability without remove the driver.
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Fig. 3. The architecture of our system

In this section, we show: (1) Cross view detection ability effectively detects
the hook-based kernel rootkits in our scheme,(2) to achieve runtime detour for
comparison, and (3) we present current antivirus software measurement results.

4.1 Cross View Detection Ability

We tested the SSDT hook from [4], this driver hook NtQuerySystemInforma-
tion API, any process name started with root will be hidden. The user exe-
cutes Windows Task Manager and cannot detect the existence of this program.
And we use Rootkit Hook Analyzer to confirm the existence of the hook at
No.173 in the API, 0xAD, the memory address is 0xF9DCC00E. In Figure
4, we use a small program INSTDRV, this program is used to load drivers for
a small instrument. We modified the name of this small program into the file
name root INSTDRV.exe. When the driver loads into kernel module, we find
there is no process called root INSTDRV.exe existed in Windows Task
Manager(Fig. 5).
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Fig. 4. The detection result from Rootkit Hook Analyzer & our program

4.2 Runtime Detour for Comparison

Since we use the communication from the detour driver and the originSSDTaddr
function. It allows us to achieve the capacity in runtime detour. As shown in
Figure 4, we first checked whether there is hook in the SSDT or not. The system
detected an existing hook, and the address existed in the kernel memory. Second,
we found out the location of the original SSDT address, and passed it to the
detour driver. Last, we made a simple Task Manager, and communicated with
the detour driver to allow our program directly calling the original Native API,
and listed the process. With such runtime detour ability as well as the cross view
comparison, we recognized whether the driver has malicious action or not.

Table 1. The statistics for the current antivirus software

Numbers of hooks

Kasperskey antivirus 39 hooks

Norton AntiVirus 35 hooks

F-Secure Anti-Virus 14 hooks

Trend Micro 13 hooks

McAfee 0 hooks

Avira Anti-virus 5 hooks
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Fig. 5. Process list in Windows Task Manager

Table 2. The most common Native API that hook by antivirus software

Results

Native API name NtCreateThread NtLoadDriver NtOpenProcess

# of Hookers 5 4 4

API number 53 97 122

Native API name NtOpenSection NtTerminateProcess NtWriteVirtualMemory

# of Hookers 4 5 5

API number 125 257 277

4.3 Current Antivirus Software Measurement

As mentioned before, not only a malicious program will hook SSDT, but even an
anti-virus software will hook specific Native APIs. From Table I, it is a common
behavior that the current antivirus software will hook a part of SSDT entry.
Through this kind of action, it increases the capability of antivirus software to
detect malicious code and makes it more efficiency. It is worth mentioning that
Kasperskey antivirus hooks 39 APIs to monitor the system information. How-
ever, McAfee and Avira Anti-virus hooks the SSDT no more than 5 APIs. Table
II also shows the most common Native API that hook by antivirus software.

5 Related Work

In the rootkits detection mechanism, it is divided into cross view detection and
VMM-Based. In the cross view detection, it mainly utilizes the difference between
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the two comparisons to find a suspicious process, file and registry. In VMM-
Based, it mainly uses the Host machine to analyze the memory of the client
to check out whether the malicious program exists or not. In the following, we
discuss about the current scheme in rootkits detection.

– Cross View Detection

Wang et al. [18] designed and implemented a quick scanner for user-mode
hiding Trojans and rootkits. They compared the information which scanned
from inside the host as “the lie” with “the truth”; “the truth” can be
obtained from the lowest level of user-mode before invoking into kernel-
mode. Thus, they hook a part of the Native API (e.g., NtEnumerateKey,
NtQuerySystemInformation) to monitor the Registry and process enumera-
tion API. After the hook obtained “the truth”, it uses a regular Win32 API
call to obtain “the lie”.

Rutkowska [7] mentioned that cross view based detectors, to be effective,
need to implement extremely deep method to get the system information.
And it is complex to support all hardwares. The author reminds us that
compromise detection is very difficult, and we should not expect a single
idea to revolutionize it.

– VMM-Based Jiang et al. [6,8] emphasized that the current technique of
the anti-virus systems is limited and vulnerable because they are running
inside the hosts where they are also been protected. Therefore, a new tech-
nique based on the Virtual Machine (VM) was born to solve this problem.
Nevertheless, it leads to another problem, known as the semantic gap. For
the reasons given above, they implemented an “Out-of-the-box” approach
to overcome the semantic gap between the VM and the host machine.

6 Conclusions

To find a hook in the system is easy by checking the SSDT. Nevertheless, it is dif-
ficult to tell whetehr it is a malicious hook or not. In this paper, we had proposed
a scheme to distinguish the malicious behavior by comparing the returned results
of hooking before and after. In addition, we adopted a runtime detour patching
technique to avoid perturbing the normal operation of user-mode programs.
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Abstract. Since the first publication, side channel leakage has been
widely used for the purposes of extracting secret information, such as
cryptographic keys, from embedded devices. However, in a few instances
it has been utilised for extracting other information about the internal
state of a computing device. In this paper, we show how to create a
precise instruction-level side channel leakage profile of an embedded pro-
cessor. Using the profile we show how to extract executed instructions
from the device’s leakage with high accuracy. In addition, we provide a
comparison between several performance and recognition enhancement
tools. Further, we also provide details of our lab setup and noise minimi-
sation techniques, and suggest possible applications.

Keywords: Side Channel Leakage, Templates, Principal Components
Analysis, Linear Discriminant Analysis, Multivariate Gaussian Distribu-
tion, k-Nearest Neighbors Algorithm, Reverse Engineering.

1 Introduction

In the last decade, several methods that use side channel leakage for cryptanalysis
have been proposed [1,2,3,4,5,6]. Since then, virtually all efforts in side channel
analysis have been focused into extracting data dependencies in the side channel
leakage. Yet, other information can be extracted from the same leakage, such as
executed instructions.

In [7], Novak presents a method to extract an A3/A8 substitution table from
the devices side channel leakage. In his attack the secret key and one of the sub-
stitution tables must be known. Clavier [8] improved Novak’s attack by propos-
ing a method to extract both substitution tables and the key without any prior
knowledge. In [9], Vermoen et al. show how to extract executed bytecode in-
structions from Java Cards. In their work they created a profile by averaging
power traces of known bytecodes and then correlated it with averaged traces of
unknown sequence bytecode instructions. In [10], Quisquater et al. presented a
method that recognizes executed instructions from a single trace by means of
self-organizing maps, which is a special form of neural network. In [11], Eisen-
barth et al. presented a more advanced statistical analysis methods to extract
executed instructions from PIC microcontrollers. In [12] Standaert et al. show
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that a similar setup can be used to detect instructions from the device’s electro-
magnetic emission.

In this paper we present a precise instruction-level side channel profiling of an
embedded processor. In the process we provide a detailed discussion of template
construction, dimensionality reduction and classification techniques. In addition,
we also provide a comparative discussion between several dimensionality reduc-
tion and classification algorithms. In our work we achieved a 100% recognition
rate which is significantly higher than any of the previous work. Furthermore,
we also provide a detailed explanation of our lab equipment setup and suggest
possible applications.

The rest of the paper is structured as follows. Sections 2 and 3 discuss the
template construction and dimensionality reduction techniques. Section 4 pro-
vides a detailed explanation and comparison of different classification techniques.
Section 5 describes our lab equipment setup and experimental results. Section 6
shows the related works. Section 7 briefly explains some of the possible applica-
tion areas. Finally, section 8 concludes the paper.

2 Template Construction

The first step in profiling an embedded processor is the collection of training
(template) data. Here we make the assumptions that all legitimately manufac-
tured devices of the same model have similar leakage characteristics. The training
traces are collected by recording the power intake of a reference device while ex-
ecuting the selected instructions repeatedly. This can be achieved by running
simple training programs on a batch of reference devices. Now let us consider
N L-dimensional observations of the device’s power consumption {xn} where
1 ≤ n ≤ N . Each of these N L-dimensional observations belongs to one of the
K instructions Ik, where 1 ≤ k ≤ K. The template for each instruction would
now be the mean and covariance matrix of the N L-dimensional observations.
The mean (μk) and covariance (σk) are calculated as follows:

μk =
1

Nk

∑
{xn}∈Ik

xn (1)
σk =

1

Nk

∑
{xn}∈Ik

(xn − μk)(xn − μk)
T (2)

Thus, the template for each instruction is defined by the tuplets of (μk, σk).
However, in practice the observations {xn} may have too many closely corre-
lated points and the template construction process may be too time consuming.
Therefore, to escape the curse of dimensionality we have to employ dimension-
ality reduction techniques.

3 Dimensionality Reduction

Dimensionality reduction techniques are feature selection algorithms used to
compress data while preserving as much variance of the original data as possible.
In the literature, several dimensionality reduction methods have been proposed
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[13,12]. In this paper we have implemented two of the most common techniques,
the Principal Components Analysis and the Fisher’s Linear Discriminant Anal-
ysis. In addition, we have also implemented three other methods, the Sum of
Difference of Means, Means-PCA and Means-Variance.

3.1 Sum of Difference of Means

In the past differential power has been used for correlating information leakage
with the power consumption of a device [1]. In [14] the same technique has been
utilized to reduce the dimensionality of traces obtained from RC4 [15]. In our
work we use this method to reduce the dimensionality of our instruction-level
traces. To compute the new dimension ,D, from the original dimension, L, we
performed, (a) compute the difference of each pair of mean vectors, (b) compute
the summation of these differences, and (c) select the first D points among the
highest peaks.

3.2 Means-Variance

The most important criterion when reducing the dimensions of a data is to retain
as much variance of the original data as possible. So, it may be reasonable to
take the feature points accounting for the maximum variance of the original data
across the different classes. To identify these points we need the mean of each
class μk, where 1 ≤ k ≤ K. If we put these means, into a matrix (with kth row
being the mean of the kth class), we will have a K × L matrix where L is the
dimension of the original data. The variance of each column is the inter-class
variance of each feature point. Finally, we reduce the dimension by taking the
first D columns with the highest variance.

3.3 Principal Components Analysis (PCA)

A Principal Components Analysis (PCA) [16] is a technique that reduces the
dimensionality of a data while maximizing as much of its variance as possible.
This is achieved by projecting the data orthogonally onto a lower dimensional
subspace. A lower dimensional subspace can be defined by a D-dimensional unit
vector −→u1. The projection of each observation, xn, onto this subspace is given by
−→u1T · xn. Now if we stack up all the observations into a matrix the projection
of each row of the matrix is represented as UT · X , where U is a matrix of
eigenvectors of the covariance matrix σ. The projection of the observations into
a D-dimensional subspace that maximises the projected variance is given by D
eigenvectors [17] −→u1, . . . ,−→ud with the D largest eigenvalues λ1, . . . , λd.

3.4 Means-PCA

PCA maximises the overall variance of class observations but does not consider
other classes. Here our aim is achieving a higher classification rate it may be rea-
sonable to maximise the variance of inter-class observations. The reason for this
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is moving the class means apart may result a higher classification rate. Let us
consider the class means as instances and compute the projection coefficients us-
ing the techniques discussed in Section 3.3. Later on, these projection coefficients
will be used to transform the observations.

3.5 Fisher’s Linear Discriminant Analysis (F-LDA)

Fisher’s Linear Discriminant Analysis (F-LDA) is a method used in pattern
recognition and machine learning to find a linear combination of features which
characterises two or more class observations [18,19,20]. The resulting combina-
tion may be used for dimensionality reduction before classification. However,
instead of maximising the variance of the intra-class data like PCA, information
regarding the covariance of different classes is taken into consideration. These
are the “between-class” and “within-class” covariance matrices. Let us consider
again the N L-dimensional observations for each class. Then the “within-class”
covariance σW and the “between-class” covariance σB are computed as,

σW =

S∑
i=1

Nqiσqi (3) σB =

S∑
i=1

(μqi − μ)(μqi − μ)T (4)

where, Nqi , σqi , μqi and w are the number of observations, the covariance,
the mean and the power traces of class qi. Now, let us consider a D-dimensional
unit vector −→u1 onto which the data is projected. This time the objective is to
maximise both the projected “between-class” and the projected “within-class”
covariance:

J (−→u1) =
−→u1TσB

−→u1
−→u1TσW

−→u1
(5)

The projected J is maximised if −→u1 is the eigenvector of σ−1
W σB . The D-

dimensional subspace is created by the first D eigenvectors −→u1, · · · ,−→uD of σ−1
W σB

with the largest eigenvalues λ1, · · · , λD.

4 Instruction Classification

After the templates are created, the next step is testing our classification obser-
vations. In this section we discuss two classification algorithms.

4.1 Multivariate Gaussian Probability Density Function

Given the μk and σk of each instruction, classification is performed as follows.
Let W be the power consumption waveform captured at runtime and assume
that its samples are drawn from a Multivariate Gaussian Normal Distribution
model [21]. The noise introduced into the power waveform, W , is extracted by
subtracting the mean value from the waveform as in equation (6).

nk = {(W [1]− μk[1]), (W [2]− μk[2]), ..., (W [p]− μk[p])} (6)
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where μk is the mean of instruction Ik and p is the selected feature points if
the original dimensionality is reduced. The probability of observing the noise nk

in the device’s power trace is then computed as shown in equation (7).

N (nk, (μk, σk)) =
1

(2π)D/2√σk
exp(−1

2
(nk)σ

−1
k (nk)

T ) (7)

The instruction with the template that generates the highest probability of
observing the noise nk is chosen as the instruction executed by the processor.

4.2 k-Nearest Neighbors Algorithm (kNN)

The kNN is a non-parametric lazy supervised learning algorithm. The “non-
parametric” means the learning algorithm does not make assumptions about
the data and “lazy” means data generalization is not needed. In a supervised
learning the training data is an ordered pair 〈x, y〉 , where x is an instance and y
is its class label. The goal of the algorithm is to assign a class for a given instance
x

′
. In this algorithm, the training phase simply stores the training data along

with their class labels. During classification, the classifier computes the distance
between the instance x

′
and all training instances x ∈ X . It then keeps the k

closest training instances, where k ≥ 1. The class that is most common among
these instances is then assigned to x

′
. In kNN there are two major design choices

to be made; (a) the value of k, for example, if only 2 classes exist k = 3 is used
to avoid ties and (b) the distance function. The most common distance function
used in kNN is the Euclidean distance function [22,23]. Given two instances x
and x

′
the Euclidean distance, de is computed as in equation (8).

de(x, x
′
) = ‖x− x

′
‖ =

√
(x1 − x

′
1)

2 + · · ·+ (xp − x′
p)

2 =

√√√√ p∑
i=1

(xi − x
′
i)

2 (8)

where x and x
′
have p points and xi and x

′
i are the ith point. Some of the

other distance functions that can be used in kNN are Correlation and Cosine
learning distance functions.

5 Experimental Results

To implement the techniques discussed above we have selected an ATMega163 +
24C256 based smart card. The ATMega163 is an 8-bit microcontroller based on
an AVR architecture, and it has 130 instructions. To simplify our experiment we
chose 39 instructions. During the instruction selection process we considered the
following criteria; redundancy and usage of instructions. The redundancy refers
to more than one instruction performing the same operation; for example in
ATMega163 the instructions LD Rd, Z and LDD Rd, Z+q perform indirect load
operation. So, in our experiment we only use LD. Besides the redundancy, we also
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tried to choose the most commonly used instructions by analyzing several source
codes. We created a source code base by using publicly available source codes
from various web sites [24,25]. We have also included our own implementation of
cryptographic algorithms and general purpose applications in the analysis. The
power traces are captured via a voltage drop across a shunt resistor connecting
the ground pin of the smart card and the ground pin of the voltage source.
The smart card is running at a clock frequency of 4MHz and is powered by a
+5V supply from the reader. The measurements are recorded using a LeCroy
WaveRunner 6100A [26] oscilloscope capable of measuring traces at a rate of
5 billion samples per second (5GS/s). The shunt resistor is connected with the
oscilloscope using a special cable, a probe, which was a Pomona 6069A [27], a
1.2m co-axial cable with a 250MHz bandwidth, 10MΩ input resistance and 10pf
input capacitance. All measurements are sampled at a rate of 500 MS/s.

5.1 Template Construction

To generate the number of traces we needed for the templates construction we
created several training code snippets. To construct the templates we attempted
to remove all other factors that influence the power consumption apart from the
instructions themselves. Such factors can be the initial values of source and des-
tination registers/memory cells, data processed by the instruction and, intrinsic
or ambient noise introduced by the measurement setup. To remove the influence
of the source and destination registers/memory cells we selected a random source
and destination before we executed the selected instructions and we initialised
them with random values sent from the terminal over the Application Protocol
Data Unit (APDU) channel. For the data processed, we have generated random
data for each execution of the target instruction. To minimise the influence of the
ambient noise introduced in the measurement, all equipment is properly warmed
up beforehand so that it is all running at a uniform temperature throughout the
power trace collection phase. This requires running a few test measurements to
be discarded before the actual power trace collection begins.

To minimise the effect of measurement noise introduced by the reference card
on the power traces we used 5 of the same model reference cards throughout the
experiment. To reduce the influence of other random noise from our measurement
we collected 3000 traces for each of the selected instructions (i.e. 600 traces from
each of the reference cards). Out of these 3000 traces, we used 2500 of them
to construct the templates. As part of the templates we took the average of
recorded traces and this reduces the standard deviation of the random noise by
a factor of

√
n, given that n is the number of traces used for calculating the

averaged value.
For multiple clock cycle instructions, the clock cycles are treated as consec-

utive instructions. Hence, more than one template is created for them. For the
conditional branching instructions, templates are created for both conditions.
When the condition is false the branching instructions only need one clock cycle;
however, when it is true they need two clock cycles. Therefore, for each condi-
tional branching instruction we created three templates. Including the multiple
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Fig. 1. Power consumption waveform of selected ATmega163’s one clock cycle instruc-
tions (NOP, MOV, ADD and SUB)

templates for the multi-clock cycle instructions and conditional branching in-
structions we generated a total of 76 templates. In Fig. 1 and Fig. 2 we plot the
average of the power consumption waveforms generated by one and two clock
cycle instructions respectively for selected instructions.
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Fig. 2. Power consumption waveform of selected ATmega163’s two clock cycle instruc-
tions (MUL, ST and LD)

As shown in both the plots, some instructions (for instance NOP and SUB) gen-
erate sufficiently different waveforms to recognise them successfully. However,
others (for instance NOP and MOV) generate similar waveforms which makes it
more difficult to recognise them from their power waveform. So, in order to recog-
nise each instruction from a given waveform we have to create a well-conditioned
template and for that we need several training traces.

5.2 Dimensionality Reduction

When using the Sum of Difference of Means to reduce the dimensionality we
computed 2850 vector subtractions and additions. Fig. 3 illustrates the summa-
tion of these differences. The Means-Variance is a straight forward method and
involves the computation of variance for 125 column vectors.

When using PCA, the new dimensionalityD has to be chosen carefully. On the
one hand, if D is too small, too much of variance of the original data may get lost
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and with it important information about the observations. On the other hand,
if D is too large, the templates cross-correlation increases and the classification
becomes less reliable.
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Fig. 4. Overall variance of the original data accounted for the first 20 principal com-
ponents of the instruction MOV

As shown in Fig. 4, the first 4 components accounted for 37.598%, the first 10
for 44.163% and the first 15 for 48.3387% of the overall variance of the original
data. So, when choosing the dimension, D, we have to decide how much variance
of the original data that we are willing to lose. In addition, we also performed
Means-PCA and LDA to reduce the dimensions of the original data to 50.

5.3 Instruction Classification

So far, we have selected 39 instructions out of the possible 130 and collected 3000
power consumption traces for each of the instructions. Out of these 3000 traces
we used 2500 of them to train the templates. Now we discuss the classification
result for the remaining 500 traces.

Multivariate Gaussian Probability Distribution Function (MVGPDF):
We have tested the MVGPDF classification both before and after the dimension-
ality reduction. Before reduction, we utilised the full space of the original data,
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Table 1. Percentage of true (bold) and false positive recognition rate for a selected
instructions using MVGPDF. The rows and columns represent executed and recognised
instructions respectively.

Instruction Recognised as [%]
NOP MOV ADD ADC MUL 1 MUL 2 CLR CP INC SUB SBC

NOP 28.7 0 2.8 5.2 0.8 14.3 0.2 10 1.2 0 0.6
MOV 0 49.2 5.2 0 0.4 0 3.2 0 10.2 0 0.6
ADD 9 4.6 17.5 0 0.4 0.6 0 0.2 7.2 0.6 0.2
ADC 0.6 0 0 91.6 0 1.6 0 5.2 0 0 0.2
MUL 1 2.6 0.4 1.2 0 68.7 0 9.2 0.8 0 0 0.6
MUL 2 20.7 0.8 1 1 0 41.6 0 0 9.4 0 0.2
CLR 4.8 2 0.6 0 7.2 0.6 80.1 0 1 0 1.2
CP 2.2 0 0.6 3.8 0 0 0 89.8 0 0 1.2
INC 7.8 4.8 7.8 0.2 0.2 0 0.4 0 42 0.2 0.6
SUB 0 0 0 0 0 0 0 0 0 86.1 0
SBC 0.6 0 0.8 3.6 1.2 0 1.6 3.6 0.2 0 86.3

the overall recognition rate was 64.97%. In Table 1, we present the recognition
rate of 11 selected instructions using the full data space.

However, this computation is too time consuming. So, to find a good subspace
for our dimensionality reduction, we tested MVGPDF for the first 50 dimensions
of the original data.
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Fig. 5. Classification rate after dimensionality reduction using MVGPDF for all 39
instructions

In Fig. 5 we plotted the result of our classification rate after the dimensionality
reduction techniques. In the graph, the first number within the bracket is the
dimension and the second number is the maximum classification rate. Using
MVGPDF, the maximum classification rate we could achieve was 66.78% after
using Means-PCA for reducing the dimensions.
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Table 2. Percentage of true (bold) and false positive recognition rate for a selected
instructions using kNN. The rows and columns represent executed and recognised in-
structions respectively.

Instruction Recognised as [%]
NOP MOV ADD ADC MUL 1 MUL 2 CLR CP INC SUB SBC

NOP 25.9 0.2 2.8 4.6 2.0 13.9 1.8 6.0 2.2 0 1.0
MOV 1.6 31.1 4.4 0 0.8 0.2 7.6 0 5.6 0 0.4
ADD 6.6 3.8 10.2 0.4 1.0 1.4 1.6 0.6 7.6 0.2 0.4
ADC 7.6 0 0.2 43.4 0.4 15.3 2.0 18.9 0.6 0 0.8
MUL 1 5.6 1.2 1.6 0.2 33.5 1.6 1.6 0.8 0.6 0 0
MUL 2 27.5 1.6 1.6 2.2 0.4 51.2 1.2 0 3.4 0 0
CLR 3.6 3.2 12.5 0.2 6.4 1.4 36.4 0 9.0 0 1.0
CP 10.6 0 5.0 7.0 1.0 0.6 0.4 27.7 0.4 0 3.8
INC 9.0 4.4 8.6 0 0.6 0.4 4.0 0.8 11.3 0 1.2
SUB 0 0 1.6 0 0 0 0 0 0 89.8 0
SBC 4.2 0.4 9.4 9.8 5.2 2.0 3.2 7.2 2.0 0.2 23.3

k-Nearest Neighbors Algorithm (kNN): In kNN there are two major design
decisions that need to be made. One is the number of neighbors, k, participating
in the decision making. The other is the distance function used to compute the
closeness between the template data and the signal that need to be classified.
First, we tested our traces with k = 1, Euclidean distance function and full
dimension of the traces. The average recognition rate for all the templates is
45.31%. The recognition rate for a selected 11 instructions is presented in Table 2.

With k = 1 and Euclidean distance function we repeated the experiment on
a reduced dimensions and the recognition rate is presented in Fig. 6. The result
for LDA, Means-PCA, Sum of Difference of Means and Means-Variance was not
very satisfactory. However, for PCA we have achieved a 100% recognition after
only using the first 13 dimensions. In order to see the effect of changing k on the
recognition rate, we repeated the experiment for k = {5, 10, 15, 20} and the result
was the same. Now this steep increase in recognition rate could be a combined
result of removal of inter-class correlated points using PCA and the fact that
the traces are not generalised during the learning process of the algorithm.

To check the effect of the second criterion, the distance function, we tested
our traces using three different distance functions. These are the Euclidean,
Correlation and Cosine distance function. The classification result after PCA
using all three different distance functions is plotted in Fig. 7. As shown in the
graph, apart from a minor difference for dimensions 1 ≤ D ≤ 12, the recognition
rates are the same. They all reached a 100% of recognition rate after the first
D ≥ 13 dimensions.

Finally, it may be worth noting that apart from the two classification tech-
niques, we have also experimented with several others. These algorithms include
Self-Organizing Maps [28], Support Vector Machines [29], Linear Vector Quan-
tization [30] and Naive Bayes Classifiers [31]. However, their results were not
satisfactory and we stopped pursuing them.
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Fig. 6. Recognition rate for all 39 instructions using kNN for k=1 after applying
dimensionality reduction techniques
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Fig. 7. Recognition rate for all 39 instructions using K-Nearest Neighbours Algorithm
with different distance functions for k=1 after applying PCA

6 Related Work

In [9], Vermoen et al. shows how to extract information about executed byte-
code instructions from Java Card smart cards. In his work he created a power
consumption profile of the card by averaging several traces collected when the
Java Card was executing known sequence of training bytecode instructions. Later
on, he correlates the profile to averaged traces of the card’s power consumption
belonging to unknown sequence of bytecode instructions. In [10], Quisquater
et al. presented a method that recognises executed instructions from a single
trace using self-organizing maps [28], which is a special form of neural network.
Both papers discuss the general idea and feasibility of extracting executed in-
structions from the device’s power consumption without really quantifying their
success rate.
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In [11], Eisenbarth et al. presented a more advanced statistical analysis meth-
ods to extract information about executed instructions from PIC microcon-
trollers. In their paper they also used Hidden Markov Model to reconstruct
the program’s control flow and source code analysis to improve the success rate
of their classification process. In their work they have achieved a maximum of
70.1% classification rate.

7 Application and Significance

The first application of the presented methods that comes to mind is reverse
engineering of embedded programs. Reverse engineering techniques are well es-
tablished methods. Applications reverse engineering could be to re-analyse the
design of a program or ensure its interoperability with other programs by reverse
engineering and studying it. Another application where reverse engineering can
be useful is analysing embedded cryptographic algorithms, more importantly if
the design of the algorithm is unknown. In such a case instruction-level side
channel templates of the embedded device can be used to reverse engineer the
crypto algorithm and analyse its security. Apart from reverse engineering the
following are few applications where the techniques discussed can be applied to.

Verifying Code Integrity. One scenario where the technique discussed can be
applied for useful analysis is verifying the integrity of executed instructions by
embedded devices. Traditionally integrity of software is verified by computing a
hash or digital signature over the immutable parts of the software and comparing
it with a pre-computed value. In such a scheme the integrity value is computed
over a group of instructions and verified before any of the instructions in that
group are executed. However, since the instructions are executed one at a time,
a skilled attacker may target them when they are transferred into the registers
from the non-volatile memory. In such a case, the discussed techniques can be
used to extract executed instructions from the power trace. Then the integrity
value is computed over their immutable part and compared to the pre-computed
value. This way any changes to the instructions can be detected; as they will be
reflected on the power consumption.

Counterfeit Detection. Counterfeits can be designed to be hard to detect
by only functional testing. Instruction-level side channel template can be used
to detect a known sequence of instructions inserted by the genuine developer.
This way if the known sequence is not detected the devices will be labelled as a
counterfeit.

Malware Detection. Malware is a program that disturbs the operation of a
computer system, gathers sensitive information or gains access into private data.
Another program known as Anti-Malware is used to detect malware in PCs. In
embedded systems, much emphasis is given into the installation of programs to
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avoid malware. If the attacker manages to install the malware into the embedded
device it is very difficult to detect it. In such situation the methods that we
discussed can be utilized to extract the executed instructions and analyse if
malware exists or not.

Attack Preparation. Apart from the above applications the presented meth-
ods can also be used for attack preparation. Attacks on embedded devices have
a higher impact if they are applied at the right time. Hence, the presented meth-
ods can be used to gather information on the target programs before applying
the main attack on programs with a varying execution time or random shuffling
of instructions.

In our experiment we have achieved a 100% classification rate which has never
been achieved in previous works. So, our next work will be to test the methods
on real-time algorithms such as DES [32] and AES[33]. One should remember
that we did not target the data processed throughout our experiment, thus side
channel protections such as masking [34], shuffling [35] or random delays [36]
will not make any difference.

8 Conclusion

This paper has explored the idea of side channel profiling of a processor down to
its instruction-level properties. The maximum classification success rate achieved
prior to our work was 70.1%. In our experiment we discussed a four stage classifi-
cation process; trace collection, pre-processing, template construction and classi-
fication. We tested several dimensionality reduction and classification algorithms
some of which were not investigated previously in the context of side channel
analysis. We experimented on the algorithms using traces collected from five
AVR processors, ATMega163. We improved the previous classification success
rate to a 100% using a specific combination of dimensionality reduction and clas-
sification algorithm. These are PCA and k-NN algorithm. Finally, we discussed
few of the possible applications where the presented methods can be applied to.
Even though, it requires further investigation we can say that instruction-level
side channel templates could be used to detect hardware Trojans if the Trojan
circuit is big enough to change the device’s power consumption waveform.
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Abstract. We present the first automated proof of the authorization
protocols in TPM 2.0 in the computational model. The Trusted Plat-
form Module(TPM) is a chip that enables trust in computing platforms
and achieves more security than software alone. The TPM interacts with
a caller via a predefined set of commands. Many commands reference
TPM-resident structures, and use of them may require authorization.
The TPM will provide an acknowledgement once receiving an authoriza-
tion. This interact ensure the authentication of TPM and the caller. In
this paper, we present a computationally sound mechanized proof for
authorization protocols in the TPM 2.0. We model the authorization
protocols using a probabilistic polynomial-time calculus and prove au-
thentication between the TPM and the caller with the aid of the tool
CryptoVerif, which works in the computational model. In addition, the
prover gives the upper bounds to break the authentication between them.

Keywords: TPM, Trusted Computing, formal methods, computational
model, authorization.

1 Introduction

The Trusted Platform Module(TPM) is a chip that enables trust in computing
platforms and achieves higher levels of security than software alone. Starting
in 2006, many new laptop computers have been sold with a Trusted Platform
Module chip built-in. Currently TPM is used by nearly all PC and notebook
manufacturers and Microsoft has announced that all computers will have to
be equipped with a TPM 2.0 module since January 1, 2015 in order to pass
the Windows 8.1 hardware certification. Moreover, the TPM specification is an
industry standard [20] and an ISO/IEC standard [14] coordinated by the Trusted
Computing Group.

Many commands to the TPM reference TPM-resident structures, and use of
them may require authorization. When an authorization is provided to a TPM,
the TPM will provide an acknowledgement. As we know, several vulnerabilities of
the authorization in the TPM 1.2 have been discovered [9,10,16,12]. Most of them
are found by the formal analysis of the secrecy and authentication properties.
These attacks highlight the necessity of formal analysis of the authorization in
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the TPM 2.0. But as far as we know, there is not yet any analysis of authorization
protocols in the TPM 2.0. Hence, we perform such an analysis in this paper.

There are two main approaches to the verification of cryptographic protocol.
One approach, known as the computational model, is based on probability and
complexity theory. Messages are bitstring and the adversary is a probability
polynomial-time Turing machine. Security properties proved in this model give
strong security guarantees. Another approach, known as the symbolic or Dalev-
Yao model, can be viewed as an idealization of the former approach formulated
using an algebra of terms. Messages are abstracted as terms and the adversary
is restricted to use only the primitives. For the purpose of achieving stronger
security guarantees, we provide the security proof of the authorization protocols
in the computational model. Up to now, the work in the literatures are almost
based on the symbolic model, our work is the first trial to formally analyze the
authorization in the computation model.

Related Work and Contributes. Regarding previous work on analyzing the
API or protocols of TPM, most of them are based on the TPM 1.2 specifications
and analyses of the authorization are rare. Lin [16] described an analysis of
various fragments of the TPM API using the theorem prover Ptter and the
model finder Alloy. He modeled the OSPA and DSAP in a model which omits
low level details. His results in the authorization included a key-handle switching
attack in the OSAP and DSAP. Bruschi et al. [9] proved that OIAP is exposed
to replay attack, which could be used for compromising the correct behavior
of a Trusted Computing Platform. Chen et.al found that the attacks about
authorization include offline dictionary attacks on the passwords or authdata
used to secure access to keys [10], and attacks exploiting the fact that the same
authdata can be shared between users [11]. Nevertheless, they did not get the
aid of formal methods. Delaune et.al. [12] have analyzed a fragment of the TPM
authentication using the ProVerif tool, yet ignoring PCRs and they subsequently
analyzed the authorization protocols which rely on the PCRs [13]. Recently, Shao
[18] et.al. have modeled the Protect Storage part of the TPM 2.0 specification
and proved their security using type system.

In our work, we first present the automated proof of authorization proto-
cols in the TPM 2.0 at the computational leval. To be specific, we model the
authorization protocols in the TPM 2.0 using a probabilistic polynomial-time
calculus inspired by pi calculus. Also, we propose correspondence properties as
a more general security goal for the authorization protocols. Then we apply the
tool CryptoVerif [4,5,6] proposed by Blanchet, which works in the computational
model, to prove the correspondence properties of the authorization protocols in
the TPM 2.0 automatically. As a result, we show that authorization protocols in
the TPM 2.0 guarantee the authentication of the caller and the TPM and give
the upper bounds to break the authentication.

Outline. We review the TPM 2.0 and the authorization sessions in the next
section. Section 3 describes our authorization model and the definition of security
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properties, Section 4 illustrates its results using the prover CryptoVerif. We
conclude in Section 5.

2 An Overview of the TPM Authorization

When a protected object is in the TPM, it is in a shielded location because the
only access to the context of the object is with a Protected Capability (a TPM
command). Each command has to be called inside an authorization session. To
provide flexibility in how the authorizations are given to the TPM, the TPM 2.0
specification defines three authorization types:

1. Password-based authorization;
2. HMAC-based authorization;
3. Policy-based authorization.

We focus on the HMAC-based authorization. The commands that requires the
caller to provide a proof of knowledge of the relevant authV alue via the HMAC-
based authorization sessions have an authorization HMAC as an argument.

2.1 Session

A session is a collection of TPM state that changes after each use of that session.
There are three uses of a session:

1. Authorization – A session associated with a handle is used to authorize use
of an object associated with a handle.

2. Audit – An audit session collects a digest of command/response parameters
to provide proof that a certain sequence of events occurred.

3. Encryption – A session that is not used for authorization or audit may be
present for the purpose of encrypting command or response parameters.

We pay attention to the authorization sessions. Both HMAC-based authorization
sessions and Policy-based authorization sessions are initiated using the command
TPM2 StartAuthSession. The structures of this command can be found in
TPM 2.0 specification, Part 3 [20]. The parameters of this command may be
chosen to produce different sessions. As mentioned before, we just consider the
HMAC-based authorization sessions and set the sessionType =HMAC. The
TPM 2.0 provides four kinds of HMAC sessions according to various combination
of the parameters tpmkey and bind:

1. Unbound and Unsalted Session. In the version of session, tpmkey and
bind are both null.

2. Bound Session. In this session type, tpmkey is null but bind is present and
references some TPM entity with authV alue.

3. Salted Session. For this type of session, bind is null but tpmkey is present,
indicating a key used to encrypt the salt value.

4. Salted and Bound Session. In this session, both bind and tpmkey is
present. The bind is used to provide an authV alue, tpmkey encrypts the
salt value and the sessionkey is computed using both of them.

A more detailed description of the sessions is given in [20].
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2.2 Authorization Protocols

We start with modelling the authorization protocols constructed from an ex-
ample command, named TPM2 Example, within some authorization sessions.
TPM2 Example is a more generic command framework other than a spe-
cific command which can be found in TPM 2.0 specification, Part 1 [20]. This
command has two handles (handleA and handleB) and use of the entity asso-
ciated with handleA required authorization while handleB does not. Therefore,
handleB does not necessarily appear in our protocol models.

We take the authorization protocol based on Salted and Bound Session as an
example. The other three protocols will be presented in the full version [21].

Protocol Based on Salted and Bound Session. We omit some size param-
eters that will not be involved in computation, such as commandSize,
authorizationSize and nonceCallerSize. The specification of the protocol
is given in the Figure 1. For the protocol based on Salted and Bound Session,
the Caller sends the command TPM2 StartAuthSession to the TPM,
together with a handle of the bound entity, an encrypted salt value, a hash
algorithm to use for the session and a nonce nonCallerStart which is not
only a parameter for computing session key but also a initial nonce setting
nonce size for the session. The response includes a session handle and a nonce
nonceTPM for rolling nonce. Then the Caller and TPM both compute the
session key as

sessionKey = KDFa(sessionAlg, bind.authV alue||salt,ATH,
nonceTPM,nonceCallerStart, bits)

and save nonceTPM as lastnonceTPM , where KDFa() is a key derivation
function (a hash-based function to generate keys for multiple purposes).
After that, TPM2 Example within such a session will be executed. If the
session is used to authorize use of the bound entity, i.e. bind.Handle =
key.Handle, then

comAuth =HMACsessionAlg(sessionKey,

(cpHash||nonceCaller||lastnonceTPM ||sessionAttributes)),

where cpHash = HsessionAlg(commandCode||key.name||comParam). Next
the TPM will generate a new nonceTPM named nextnonceTPM for next
rolling and send back an acknowledgment

resAuth = HMACsessionAlg(sessionKey,

(rpHash||nextnonceTPM ||nonceCaller||sessionAttributes)),

where rpHash = HsessionAlg(responseCode||commandCode||resParam).

Else if the session is used to access a different entity, i.e. bind.Handle �=
key.Handle, then

comAuth =HMACsessionAlg(sessionKey||key.authV aule,
(rpHash||nonceCaller||lastnonceTPM ||sessionAttributes)),
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Fig. 1. Protocol based on Unbound and Unsalted Session

and

resAuth =HMACsessionAlg(sessionKey||key.authV alue,
(rpHash||nextnonceTPM ||nonceCaller||sessionAttributes)).

When finalizing current session, BothCaller andTPM savenextnonceTPM
as lastnonceTPM .

3 Authorization Model and Security Properties

In the beginning of this section, we model the authorization protocols of TPM
2.0. Our model uses a probabilistic polynomial-time process calculus, which is
inspired by the pi calculus and the calculi introduced in [17] and [15], to for-
malize the cryptographic protocols. In this calculus, messages are bitstrings and
cryptographic primitives are functions operating on bitstrings. Then we define
the security properties of the participants in our model.

3.1 Modelling the Authorization Protocols

To be more general, we present the Caller’s actions base on Salted and Bounded
Session used to access the bound entity in the process calculus as an example.
(The formalizations of the other sessions will be present in full version [21].)

We defined a process QC to show Caller’s actions, detailed in Figure 2. The
replicated process !iC≤NP represents N copies of P , available simultaneously,
where N is assumed to be polynomial in the security parameter η. Each copy
starts with an input c4[iC ], means that the adversary gives the control to the
process. Then the process chooses a random nonce NC Start, a salt value for
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QC =!iC�Nc4[iC ]();

new NC Start : nonce; new salt : nonce; new r1 : seed;

c5[iC ](handlebind, NC Start,enc(salt, tpmkey, r1));

c8[iC ](nT : nonce);

let skseed = hash1(concat6(salt,getAuth(handlebind, authbind)),

concat5(ATH,nT , NC Start, bits)) in

let skC = mkgen(skseed) in

new NC : nonce;

let cpHash = hash(hk, concat3(comCode,getName(handlebind),

comParam)) in

let comAuth = mac(concat1(cpHash,NC , nT , sAtt), skC) in

even CallerRequest(NC, nT , sAtt);

c9[iC ](comCode, handlebind, NC , sAtt, comAuth, comParam);

c12[iC ](= resCode,= handlebind, nT next : nonce,= sAtt,

resHM : macres,= resParam);

let rpHa = hash(hk, concat4(comCode, resCode, resParam) in

if check(concat2(rpHa,nT next,NC , sAtt), skC , resHM) then

event CallerAccept(NC , nT next, sAtt).

Fig. 2. Formalization of Caller’s actions

establishing a session key, and a random seed r1 for encryption. The process
then sends a message handlebind, NCStart, enc(salt, tpmkey, r1) on the channel
c5[iC ]. The handlebind is the key handle of the bound entity. This message will
be received by the adversary, and the adversary can do whatever he wants with
it.

After sending this message, the control is returned to the adversary and the
process waits for the message on the channel c8[iC ]. The expected type of this
message is nonce. Once receiving the message, the process will compute a session
key skC and an authorization comAuth. The function concati(1 ≤ i ≤ 6) are
concatenations of some types of bitstrings. We also use the functions getAuth
and getName to model the actions getting the authorization value and key
name of the enitity from the key handle. comCode, resCode, comParam and
resParam represent the command code, respond code, remaining command pa-
rameters and the response parameters respectively. sAtt stands for the session
attributes, which is a octet used to identify the session type. Since our analysis
uses the same session type, we model it a fixed octet here.

When finalizing the computation, the process will execute the event Caller-
Request(NC , nT , sAtt) and send the authorization comAuth, together with
comCode,handlebind,NC ,sAtt and comParam on the channel c9[iC ]. Then the
process waits for the second message from the environment on the channel
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QT =!iT �Nc2[iT ](bdhandle : keyHandle, cCode : code, rCode : code,

cParam : parameter, rParam : parameter);

c3[iT ]();

c6[iT ](= bdhandle, nC Start : nonce, e : ciphertext);

new NT : nonce;

let injbot(saltT ) = dec(e, tpmkey) in

let skseed = hash1(concat6(saltT , getAuth(bdhandle, authbind)),

concat5(ATH,NT , nC Start, bits)) in

let skT = mkgen(skseed) in

c7[iT ](NT );

c10[iT ](= cCode,= bdhandle, nC : nonce, sAttRec : flags,

comHM : macres,= cParam);

if getContinue(sAttRec) = true then

let cpHa = hash(hk, concat3(cCode,getName(bdhandle), cParam)) in

if check(concat1(cpHa,nC , NT , sAttRec), skT , comHM) then

even TPMAccept(nC, NT , sAttRec);

new NT next : nonce;

let rpHash = hash(hk, concat4(cCode, rCode, rParam) in

let resAuth = mac(concat2(rpHash,NT next, nC , sAttRes), skT ) in

event TPMAcknowledgment(nC, NT next, sAttRec);

c11[iT ](rCode, bdhandle,NT next, sAttRec, recAuth, rParam).

Fig. 3. Formalization of TPM’s actions

c12[iC ]. The expected message is resCode, handlebind, nT next, sAtt, resHM and
resParam. The process checks the first component of this message is resCode
by using the pattern = resCode, so do the handlebind, sAtt and resParam;
the two other parts are stored in variables. The process will verify the re-
ceived acknowledgment resHM . If the check succeeds, QC executes the event
CallerAccept(NC , nT next, sAtt).

In this calculus, executing these events does not affect the execution of the
protocol, it just records that a certain program point is reached with certain
values of the variables. Events are used for specifying authentication proper-
ties, as explained next session. We show the TPM’s action in the Figure 3,
corresponding to the Caller’s action.

3.2 Security Properties

Definition of Authentication. The formal definitions can be found in [6].
The calculus use the correspondence properties to prove the authentication of
the participants in the protocols. The correspondence properties are properties
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of the form if some event has been executed, then some other events also have
been executed, with overwhelming probability. It distinguishes two kinds of cor-
respondences, we employ the description from [8] below.

1. A process Q satisfies the non-injective correspondence event(e(M1, ...,Mm))

⇒
∧k

i=1 event(ei(Mi1, ..., Mimi)) if and only if, with overwhelming proba-
bility, for all values of the variables inM1, ...,Mm, if the event e(M1, ...,Mm)
has been executed, then the events ei(Mi1, ...,Mimi) for i ≤ k have also
been executed for some values of the variables of Mij(i ≤ k, j ≤ mi) not in
M1, ...,Mm.

2. A process Q satisfies the injective correspondence inj-event(e(M1, ...,Mm))

⇒
∧k

i=1 inj-event(ei(Mi1, ..., Mimi)) if and only if, with overwhelming
probability, for all values of the variables in M1, ...,Mm, for each execution
of the event e(M1, ...,Mm), there exist distinct corresponding executions of
the events ei(Mi1, ...,Mimi) for i ≤ k for some values of the variables of
Mij(i ≤ k, j ≤ mi) not in M1, ...,Mm.

Security Properties of the Authorization. One of the design criterion of
the authorization protocol is to allow for ownership authentication. We will
formalize these security properties as correspondence properties. Firstly, we give
the informal description of the security properties.

1. When the TPM receives a request to use some entity requiring authorization
and the HMAC verification has succeeded, then a caller in possession of the
relevant authV alue has really requested it before.

2. When a caller accepts the acknowledgment and believes that the TPM has
executed the command he sent previously, then the TPM has exactly finished
this command and sent an acknowledgment.

The first property expresses the authentication of the Caller and the second
one expresses the authentication of the TPM. We can formalize the properties
above as injective correspondence properties:

inj : TPMAccept(x, y, z)⇒ inj : CallerRequest(x, y, z). (1)

inj : CallerAccept(x, y, z)⇒ inj : TPMAcknowledgment(x, y, z). (2)

4 Authentication Results with CryptoVerif

In this section, we will take a brief introduction of CryptoVerif and the assump-
tion used in our model. Then we present security properties directly proven by
CryptoVerif under the assumptions in the computational model.
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4.1 CryptoVerif

There are two main approaches to the verification of cryptographic protocols.
One approach is known as the computational model and another approach,
is known as the symbolic or Dalev-Yao model. The CryptoVerif, proposed by
Blanchet[4,5,6,7], can directly prove security properties of cryptographic proto-
cols in the computational model. This tool is available on line at:

http://prosecco.gforge.inria.fr/personal/bblanche/cryptoverif/

CryptoVerif builts proofs by sequences of games [19,3]. It starts from the ini-
tial game given as input, which represents the protocol to prove in interaction
with an adversary (real mode). Then, it transforms this game step by step using
a set of predefined game transformations, such that each game is indistinguish-
able from the previous one. More formally, we call two consecutive games Q
and Q′ are observationally equivalent when they are computationally indistin-
guishable for the adversary. CryptoVerif transforms one game into another by
applying the security definition of a cryptographic primitive or by applying syn-
tactic transformations. In the last game of a proof sequence the desired security
properties should be obvious (ideal mode).

Given a security parameter η, CryptoVerif proofs are valid for a number of
protocol sessions polynomial in η, in the presence of an active adversary. Cryp-
toVerif is sound: whatever indications the user gives, when the prover shows a
security property of the protocol, the property indeed holds assuming the given
hypotheses on the cryptographic primitives.

4.2 Assumptions

We introduce the basic assumptions and cryptographic assumptions adopted by
our model and the CryptoVerif as follow.

Basic Assumptions. One of the difficulties in reasoning about authorization
such as that of the TPM is non-monotonic state. If the TPM is in a certain
state s, and then a command is successfully executed, then typically the TPM
ends up in a state s′ �= s. Suppose two commands use the same session, the
latter must use the nonce generated by the former called nextnonceTPM as the
lastnonceTPM when computing the authorization comAuth. In other words,
the lastnonceTPM in the latter is equal to the nextnonceTPM in the former.
CryptoVerif does not model such a state transition system.

We address these restrictions by introducing the assumption described by the
S. Delaune et.al [12], such that only one command is executed in each session.

Cryptographic Assumptions. In the analysis of the authorization protocols,
the Message Authentication Code (MAC) scheme is assumed to be unforgeable
under chosen message attacks (UF-CMA). Symmetric encryption is assumed to

http://prosecco.gforge.inria.fr/personal/bblanche/cryptoverif/


Automated Proof for Authorization Protocols of TPM 2.0 153

be indistinguishable under chosen plaintext attacks (IND-CPA) and to satisfy ci-
phertext integrity (INT-CTXT). These properties guarantee indistinguishability
under adaptive chosen ciphertext attacks (IND-CCA2), as shown in [2].

We assume that the key derivation function is a pseudo-random function and
use it to derive, from a key seed, a key for the message authentication code. The
key seed is generated from a keying hash function. The keying hash function is
assumed to be a message authentication code, weakly unforgeable under chosen
message attacks, which is in accordance with [1]. To be specific, we compute
the sessionkey in a more flexible way, the result of the keying hash function is
a keyseed and the sessionkey is generated from this keyseed using a pseudo-
random function.

4.3 Experiment Results

Here we present authentication results directly proven in the computational
model by CryptoVerif 1.16 under assumptions mentioned above.

Experiment 1: Case of Unbound and Unsalted Session. In this case,
we consider a protocol without session key. The attacker can obtain the key
handle but cannot get the corresponding authV alue. The Caller and TPM
will compute the HMAC keyed by authV alue directly.

But unfortunately, we cannot achieve the injective correspondences between
the event CallerAccept and TPMAcknowledgment in (2) by CryptoVerif
directly because of limitations of the prover: it crashes when proving this prop-
erty. However, it succeeds in the non-injective case, hence we complete this proof
by hand.

Lemma 1. In the protocol based on Unbound and Unsalted Session, if the prop-
erty:

CallerAccept(NC, nextnT, sAtt)⇒
TPMAcknowledgment(nC, nextNT, sAttRec)

holds, then we have

inj:CallerAccept(NC, nextnT, sAtt)⇒
inj:TPMAcknowledgment(nC, nextNT, sAttRec).

Proof. Since the non-injective property succeeds, we can find iC ≤ N such that
NC [iC ] = nC [u[iC ]], nT next[iC ] = NT next[u[iC ]], sAtt[iC ] = sAttRec[u[iC ]]
and iT ≤ N such that u[iC ] = iT .

Suppose that there exists another i′C and i′T satisfy the property above,
and u[i′C ] = i′T . In order to prove injectivity, It remains to show that the
probability of {iT = i′T , iC �= i′C} is negligible. The equality iT = i′T , i.e.
u[iC ] = u[i′C ], combined with NC [iC ] = nC [u[iC ]] and NC [i

′
C ] = nC [u[i

′
C ]] im-

plies that NC [iC ] = nC [u[iC ]] = nC [u[i
′
C ]] = NC [i

′
C ]. Since NC is defined by
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restrictions of the large type nonce, NC [iC ] = NC [i
′
C ] implies iC = i′C with over-

whelming probability, by eliminating collisions. This implies that the probability
of {iT = i′T , iC �= i′C} is negligible. ��

With Lemma 1, we prove the injective correspondence properties in (1) and
(2) under assumptions of UF-MAC in the MAC scheme and collision resistant
in hash function using CryptoVerif.

Experiment 2: Case of Bound Session. We must compute the sessionkey
bound to an entity in this protocol. According to the authorization entity,
there are two kinds of protocols in this experiment. Firstly we consider the
session is used to authorize use of the bound entity with an authorization value
authV aulebind, the HMAC is keyed by sessionKey. In another situation, we em-
ploy the bound session to access a different entity with an authorization value
authV auleentity. The sessionKey is still bound to the entity with authorization
value authV aluebind while the HMAC will take the concatenation of sessionkey
and the authV auleentity as a key.

Providing the MAC scheme assumed to be UF-MAC and hash function in the
random oracle model, we prove the injective correspondence properties of two
kinds of protocols mentioned above using CryptoVerif.

Experiment 3: Case of Salted Session. This session can be treated as the
enhanced version of unbound and unsalted session. Salting provides a mechanism
to allow use of low entropy authV alue and still maintain confidentiality for
the authV aule. If the authV alue used in an unsalted session has low entropy,
the attacker will perform an off-line attack, which is detailed in the TPM 2.0
specification, Part 1 [20].

The salt value may be symmetrically or asymmetrically encrypted. In our
analysis, We assume an IND-CPA and INT-CTXT probabilistic symmetric en-
cryption scheme is adopted by the participants. We show that this protocol satis-
fies the injective correspondence properties in (1) and (2) under the assumption
of IND-CPA, INT-CTXT and UF-MAC.

Experiment 4: Case of Salted and Bound Session. If the bound entity has
a low entropy, it will still be under threat of the off-line attack. This session looks
like the enhanced version of bound session. Unlike the bound session only using
the authorization value of bound entity to compute the sessionKey, this session
employs both the authV aluebind and the salt value. The remaining computation
is the same as the bound session and the session also exist two kinds of the
protocols.

Nevertheless, we can still prove the injective correspondence properties of two
kinds of protocols using CryptoVerif under the assumption of IND-CPA, INT-
CTXT and UF-MAC.
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As a result, We formalize the experiment results mentioned above as the fol-
lowing theorems. The authentication of TPM can be represented as the theorem
1.

Theorem 1. In the all kinds of authorization protocols, if there is an instance
of:

1. The TPM received a Caller’s command with a request for authorization of
some sensitive data,

2. The TPM executed this command and the HMAC check in this command
has succeeded.

Then with overwhelming probability, there exists a distinct corresponding in-
stance of:

1. The Caller is exactly in possession of the authV alue of this sensitive data.
2. The Caller has exactly send this command with a request for authorization

of this sensitive data.

We formalize the authentication of TPM as the following theorem.

Theorem 2. In the all kinds of authorization protocols, if there is an instance
of:

1. The Caller received an acknowledgment from the TPM,
2. The HMAC check in the response has succeeded and the Caller accepted the

acknowledgment.

Then with overwhelming probability, there exists a distinct corresponding in-
stance of:

1. The TPM has precisely received the callers request and executed this com-
mand,

2. The TPM has really send an acknowledgment to the Caller.

The proof for the Theorem 1 and Theorem 2 in the case of Salted and Bound
Session used to access the bound entity has been presented in the full version
[21] due to the page limitation. But the corresponding upper bounds to break
the authentication between the Caller and TPM can be found in Appendix A.
The other cases can be proved in a similar way, so we omit the details because
of length constrains.

Note that in the case of Unbound and Unsalted Session, CryptoVerif is
only able to prove the non-injective correspondence property between the even
CallerAccept and TPMAcknowledgment, but thanks to Lemma 1, we can
obtain the results of Theorem 2.

5 Conclusions

We have proved the security of authorization protocols in the TPM 2.0 using the
tool CryptoVerif working in the computational model. Specifically, we presented
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a detailed modelling of the protocols in the probabilistic calculus inspired by
the pi calculus. Additionally, we model security properties as correspondence
properties. Then we have formalized and mechanically proved these security
properties of authorization protocols in the TPM 2.0 using Cryional model.

As future work, we will find out the reason why the prover crashes when
proving the injective correspondences between the event CallerAccept and
event TPMAcknowledgment in the protocols based on the Unbound and
Unsalted Sessions and try to improve the prover to fix it. We will extend our
mode with the asymmetric case encrypting the salt value. Also, we argue that
our model can be adapted to prove the confidentiality using CryptoVerif and it
will be our future work.
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A Proof of Theorem 1 and Theorem 2

A.1 Proof of Theorem 1

Proof. Case of Salted and Bound Session used to access the bound entity : the security
properties have proved by CryptoVerif automatically and we refer the readers to full
version [21] for the details of proof procedure.

The probability P (t) that an attacker running in time t breaks the correspondence

inj : TPMAccept(x, y, z) ⇒ inj : CallerRequest(x, y, z)

is bounded by CryptoVerif by P (t) ≤ 42.5×N2

|nonce| +N×Pmac(tG31+(N2+2N−3)tcheck+

(N2 + 8N − 9)tmac + (N − 1)tmkgen, N + 9, N + 3, l) + N × Pmac(tG24 + t + (9N −
9)tcheck +(3N − 3)tmac +(N − 1)tmkgen, 3, 9, l)+Penc(tG14 + t,N)+Pencctxt(tG11 +
t,N,N)) where N is the maximum number of sessions of the protocol participants,
|nonce| is the cardinal of the set of nonces, Pmac(t,N,N ′, l) is the probability of
breaking the UF-CMA property in time t for one key, N MAC queries, N ′ verification
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queries for massages of length at most l, Penc(t,N) is the probability of breaking
the IND-CPA property in time t and N encryption queries, Pencctxt(t,N,N ′) is the
probability of breaking the INT-CTXT property in time t, N encryption queries, and
N ′ decryption queries, and tG11 ,tG14 ,tG24 ,tG31 are bounds on the running time of the
part of the transformed games not included in the UF-CMA or INT-CTXT or IND-
CPA equivalence, which are therefore considered as part of the attacker against the
UF-CMA or INT-CTXT or IND-CPA equivalence, and tcheck, tmac and tmkgen are the
maximal runtime of one call to functions, correspondingly, check, mac and mkgen.
The first terms of P (t) comes from elimination of collisions between nonces, while the
other terms come from cryptographic transformations. 	


A.2 Proof of Theorem 2

Proof. Similar to the proof of theorem 1, and The probability P (t) that an attacker
running in time t breaks the correspondence

inj : CallerAccept(x, y, z) ⇒ inj : TPMAcknowledgment(x, y, z)

is bounded by CryptoVerif by P (t) ≤ 6.5×N2

|nonce| +N×Pmac(tG31 +(N2+2N−3)tcheck+

(N2+8N−9)tmac+(N−1)tmkgen, N+9, N+3, l)+N×Pmac(tG24+t+(9N−9)tcheck+
(3N−3)tmac+(N−1)tmkgen, 3, 9, l)+Penc(tG14+t,N)+Pencctxt(tG11+t,N,N)). 	
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Abstract. An important method of detecting zero-day attacks is to
identify the shellcode which is usually taken as part of the attacks. How-
ever, the detection range is always restricted, for existent emulation based
detection techniques only take several features that are observed when
shellcode is emulated. In this paper, we propose a new shellcode detec-
tion algorithm based on emulation and Support Vector Machine(SVM).
One of the most prominent advantages is that by means of emulating,
we can get the real executed path which includes key features to identify
shellcode e.g. loop, xor, GetPC etc. Moreover, by recording aforemen-
tioned features and training them with SVM, we can rely on general
features to detect shellcode rather than on specific features. In addition,
we build a complete shellcode data set so that other researchers can fo-
cus on detection algorithms. We have implemented a prototype system
named SBE on Ubuntu/Amd-64 and tested our algorithm with various
kinds of shellcode. Experiment shows that the proposed algorithm has
a better detection rate than Libemu and could effectively detect all x86
shellcode with very few false positives.

1 Introduction

Code injection attack has become one of the most prevalent and pernicious at-
tacking methods since it occurred. The detection of code injection attack mainly
concentrates on detecting shellcode which serves as a crucial part of attack vec-
tor[5]. Moreover, shellcode detection is also an important way to defend against
zero-day attack. Significant work that includes both static and dynamic methods
have been proposed in recent years to identify shellcode in network traffic.

The existing static detection methods could be easily bypassed by polymor-
phism[10,14] and more complicated tricks such as metamorphism[20], and the
common dynamic detection method such as GetPC Heuristic is not capable of
identifying plain shellcode that does not change itself when being executed. In
this paper, we first propose a new shellcode detection algorithm based on emu-
lation, then record shellcode information when it is executed, and finally use our
SVM engine to classify it. Emulation ensures that the detection is not hindered
by shellcode polymorphism and metamorphism; and SVM engine guarantees us
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of wide shellcode detection range, for it depends on general features rather than
specific features. In addition, we generate a data set which is consisted of var-
ious polymorphic shellcode. These shellcodes are encrypted by twenty different
shellcode engines[10,14,16,17]. We believe shellcode researchers will benefit a lot
from it(Appendix A). The proposed approach is implemented and tested with
thousands of polymorphic and plain shellcode. Results show that it could detect
all x86 shellcode with an acceptable overhead.

Section 2 describes related work, in section 3, we introduce our new way
to detect both plain shellcode and self-decrypting shellcode, and then present
methods that could reduce the overhead caused by emulation. Our experiment
and analysis are shown in section 4.

2 Related Work

Generally speaking, there are two kinds of shellcode: polymorphic shellcode
which will decrypt itself when it is running, and plain shellcode that will never
change itself in any case.

There are two common methods to detect shellcode: the static method and
the dynamic method. The most widely used static shellcode detection tool is
Snort[1], which uses generic signatures such as /bin/sh string matching and
NOP-SLED matching. It could be easily evaded by polymorphism. Stride[2] de-
tects NOP-SLED, which is an important attack vector in code injection. How-
ever, in some special cases, NOP-SLED is not necessary. Buttercup[3] tries to de-
tect possible return address ranges of known buffer overflow vulnerabilities, but
it brings more false positives and usually is impossible to include all suspectable
return addresses. Moreover, static detection method could not effectively handle
shellcode that is highly obfuscated.

Zhang[4] proposed an efficient detection method that combines emulation and
data flow analysis, but it can not detect shellcode that doesn’t contain GetPC
code[15]. Polychronaks[5] presented a new shellcode detection method that could
identify non-self contained shellcode, but it could not detect shellcode that re-
main unchanged during the execution. Dynamic shellcode detection methods
based on emulation could detect obfuscated shellcode effectively but they were
unable to detect plain shellcode. Libemu[24] is an open source shellcode detector
that could x86 shellcode using GetPC heuristics and binary backwards traversal(
similar to Zhang[4]). However, GetPC heuristic method could detect obfuscated
shellcode effectively, but can not detect most plain shellcode that do not contain
GetPC coded.

Gene[6] took advantage of shellcode’s behavior when resolving kernel32.dll ad-
dress, Khodaverdi[23] and Feng[22] emphasized on monitoring suspicious system
calls. Their methods works well on Windows platform, however, Linux shellcode
is beyond their capabilities.
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Fig. 1. Overview of the proposed architecture

3 The Proposed Method

In this section, we first present an overview of the method and then give a
detailed introduction of data extraction and feature extraction. Feature selection
and performance optimization is explained in the next two subsections.

To detect the shellcode effectively in the proposed method, two steps must be
achieved efficiently. Firstly the shellcode must be emulated correctly, otherwise
it will have a negative influence on the result of the next step. Then in the second
step, features must be elaborately selected, for its result will have both high false
positives and negatives unless the features are selected accurately.

3.1 Overview of the Proposed Method

Figure 1 illustrates the main parts of SBE architecture. The high level process
comprises two stages: train and classification. A brief interpretation is given
below and a more detailed description will be illustrated in the following sections.

In the train phrase, data(including both shellcode and benign data) is ob-
tained and labeled first, then it is emulated and all features are recoded before
triming redundant features with PCA algorithm, and finally a predictive model
is achieved after training procedure. In the classification phrase, network traffic
is emulated and classified by SVM engine with the model acquired before.

Network traffic packets will be emulated before further examination. As all
static analysis could be bypassed or deceived by advanced polymorphic tech-
niques, emulation is a reliable way to resist shellcode polymorphism or obfus-
cation[7,8]. According to some suitable modifications, our emulator is able to
emulate hard-coded shellcode[6]which could not be emulated by most existing
polymorphic shellcode emulators.

The more steps network traffic could be run with, the more shellcode infor-
mation could be got. Normally, most benign network traffic has a low execution
chain[9], it means that most harmless traffic will distinct from malicious traf-
fic. In order to get enough features when shellcode is emulated, we choose all
instructions and pick some typical features as initial SVM engine feature set at
the beginning, then sufficient features will be chosen and redundant features will
be trimmed. It is worth mentioning that some existing common features should
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be included[4]. Finally, the SVM engine could be used to classify network traffic
data that are emulated after train stage.

The reason why we choose SVM instead of NN(Neural Network) is that SVM
can achieve a decent detection accuracy while maintaining a better efficiency
than NN[27]. Whats more, SVM is less prone to overfitting in practice. We make
a comparison between RBF kernel and linear kernel(Appendix 2) to analyze
which one we should choose in real deployment and we decide to choose RBF
kernel SVM because it outperforms other kernels in practice.

3.2 Data Extraction

In order to achieve a better detection rate, data set should have a wide range
and cover most popular shellcodes including plain shellcode and polymorphic
shellcode. In this subsection, we introduce how to build our data set so that
researchers can focus on algorithm design rather than data collection. The fol-
lowing methods are made for the sake of generating our ample and various
shellcodes:

1. All primitive shellcodes are obtained from shell-storm[18] and exploit-db
[19], both of which contain various shellcode provided by security researchers and
ardent hackers. Besides, open source toolkits such as Metasploit is also adopted
to generate shellcode data.

2. Owing to most of the data is plain shellcode, we use some popular shell-
code polymorphic engines to encrypt shellcode that is obtained from the first
step. These engines are the most popular shellcode engines such as AMDmu-
tate[10,14,17] and other seventeen x86 shellcode encoders in Metasploit[16].

3. We make an agent with JSoup[22] to visit Alex Top 500 sites randomly and
capture all the data responded by these sites. It makes sense because most of
the data is frequently visited by common users. Other benign data is randomly
generated, such as ascii data and printable data.

4. A part of the test data is achieved from our honeynet that is deployed in
several Chinese universities. These data could guarantee the engines’ reliability
in real deployment. The other test data is generated from previous encoders by
encrypting previous random picked captured data.

All these data( benign or malicious) will be used to generate network streams:
malicious data will be used as the payload in a stimulated attack, benign data is
going to be adopted in engendering normal network streams that are most likely
to arise false positives.
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00000000 31C9
00000002 6681E940FF
00000007 E8FFFFFFFF
0000000C C05E8176
00000010 0E
00000011 C9
00000012 CB
00000013 EC
00000014 40
00000015 83EEFC
00000018 E2F4
0000001A E6E1
0000001C E660
0000001E E3EB
……

xor ecx,ecx
sub cx,0xff40
call dword 0xb
rcr byte [esi-0x7f],0x76
push cs
leave
retf
in al,dx
inc eax
sub esi,byte -0x4
loop 0xe
out 0xe1,al
out 0x60,al
jecxz 0xb

Fig. 3. Static disassemble code

3.3 Features Extraction

Most plain shellcode do not have many features they are executable, but they
still have some features similar to polymorphic shellcode. To be more specific,
they would initialize registers and apply call or int instructions in the process
of execution. All features which have been observed and analyzed in the train-
ing phrase are added in initial feature set, for the redundancy features will be
eliminated by feature selecting procedure.

As illustrated in figure 2, polymorphic shellcode contains two main parts. The
first part of the shellcode is a decryptor that could decrypt shellcode dynamically,
then follows the encrypted payload of the shellcode. Polymorphic shellcode will
decrypt the encrypted part first, then executes the decrypted payload to achieve
certain purpose.

We analyze a typical polymorphic shellcode encrypted by call4 dword xor
engine in Metasploit, the disassembly code is shown in figure 3 and the real
execution chain is illustrated in figure 4. The left column of figure 3 is instructions
addresses in hex format, and the middle column shows the instruction codes, the
third column shows the disassembled instructions. Figure 4 is the same as figure
3 except that the first column is the emulator’s eip address.

The shellcode in figure 3, takes advantage of several special tricks which could
be described as follows:
(1) Call in the middle of instruction. The disassemble code is altered because
call dword 0xb instruction jumps into the middle of itself and instructs the CPU
to reinterpret the machine code bytes starting with the call instruction.
(2) GetPC. GetPC is a simple way to get program counter[11]. In figure 4, call
dword 0xb instruction will push the return address onto the stack and pop esi
instruction will store the return address in esi register, this address could be
used to compute the encrypted payload address later. Most polymorphic shell-
codes contain GetPC code except some non-self-contained shellcodes, as argued
by Polychronakis[5].
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00471002 31C9
00471007 6681E940FF
0047100b E8FFFFFFFF
0047100d FFC0
0047100e 5E
00471015 81760EC9CBEC40
00471018 83EEFC
0047100e E2F4
00471015 81760EACB5BAA1
00471018 83EEFC

xor ecx,ecx
sub cx,0xff40
call dword 0xb
inc eax
pop esi
xor dword [esi+0xe],0x40eccbc9
sub esi,0xfffffffc
loop 0xfffffff6
xor dword [esi+0xe],0xa1bab5ac
sub esi,0xfffffffc

Fig. 4. Real execution chain

(3) Loop and Self-decrypting. As the primary goal of polymorphism is to con-
ceal its real code from Intrusion Detection Systems(IDS), self-modifying is an
investable part of polymorphic shellcode and using loops is a suitable way to
achieve this goal.

There are also some other techniques to encode a polymorphic shellcode[8],
and all features of these techniques are applied in SBE feature extraction step.
All instructions are added as well, to guarantee that ample runtime information
is generated from emulation.

3.4 Feature Selection

As illustrated in figure 1, once initializing our feature set, next step is to filter
the useless, and redundant features should be done next. Feature selection could
boost SVM engines efficiency and speed. We use PCA algorithm[12] to select
ultimate features of recorded information. Before applying PCA algorithm, fea-
ture scaling[13] must be done first.
Suppose the training set X is x(1)x(2)(x3)...x(n). PCA algorithm could be de-
scribed as below:
(1) Compute covariance matrix of XXT using follow Eq1( Σ represents covari-
ance , n is origin data dimension, m is translated data dimension):

∑
=

1

m

i=1∑
n

(
x(i)

)(
x(i)

)T

(1)

(2) Compute eigenvectors of matrix Σ, get a m× n matrix.
(3) Translate each training data from n dimensions to m dimensions by multi-
plying them separately.
Overall feature selection flow could be described as:
(1)Try PCA with k = 4.
(2)Compute Σ,x(1), x(2), x(3),...x(m).
(3)If Eq2 is false, continue and add k, else return k value.
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CommandReturn:
pop ebx
xor eax,eax
push eax
push ebx
mov ebx,0x7c8615b5
call ebx
xor eax,eax
push eax
mov ebx, 0x7c81ca82
call ebx

GetCommand: ;Define label for location of command string
call CommandReturn
db "cmd.exe /c net user PSUser PSPasswd /ADD && net localgroup Administrators /ADD PSUser"
db 0x00

Fig. 5. Example of a hard-coded shellcode

1
m

∑m
i=1

∥∥∥x(i) − x
(i)
approx

∥∥∥2
1
m

∑m
i=1

∥∥x(i)∥∥2 � 0.01? (2)

where denominator represents total variation in the data, numerator is average
squared projection error.

3.5 Performance Optimization

(1)Enhance emulation ability
Some modifications are made to enable SBE to emulate some hard-coded

address shellcode, as illustrated in figure 5, 0x7c8615b5 is the address of WinExec
in Windows SP2, but the function’s address is different in other versions of
Windows. Gene[11] and other existing dynamic detector choose to ignore these
kinds of shellcode because it is impossible to emulate.

In this paper, we enable the emulation of hard-coded address shellcode by
initializing all Windows memory with 0x3c before loading any dlls. 0x3c is the
operation code of ret instruction, if any shellcode accesses a wrong address of
system function, the emulator will just simply call a ret instruction and the
execution chain will not be interrupted. As is shown in figure 5, two direct
address calling instruction will be simply returned.

(2) Trim impossible paths
Network traffic emulation could achieve a decent throughput because most

benign traffic will terminate early when emulated. And common traffic often
contains privileged instructions, which can’t participate in a common shellcode.

Our way to skip illegal paths is quite similar to Polychronakis[5], the principle
of which could be described as: if there is a privileged instruction in the execution
path but it doesn’t contain any control transfer and self-modifying instructions,
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the path could be skipped. As is illustrated in figure 6, the red path1,2,3,4,5,6
could be escaped because outsb is a privileged instruction and these paths do
not contain any control transfer or self-modifying instructions.

4 Experiment Evaluation

In order to verify the proposed method, a large number of data including both
malicious and benign samples are used to train and test the SVM engine. Since
most shellcode detectors are not public available except Libemu, we make a
comparison between SBE and Libemu in section 4.2. Result shows that the
detection engine is able to detect all kinds of shellcode with few false negatives
and zero false positives.

4.1 Data Set

Both benign and malicious data in our data set are uploaded to the internet,
and are publicly available now. Moreover, some useful tools which could translate
these data to specific format are also included. As there is no existing complete
shellcode data set before, this data set will liberate shellcode security researchers
from seeking experimental data. The format of the data is c style(looks like
\xf1\x3c ).

0 1 2 3 4 5

85 C0 33 C0 6E ···

test eax, eax
db 0xc0
xor eax, eax
shr byte [esi + 0x0], 0x0
outsb

Fig. 6. Illegal instruction path

Name

Benign

Set 1

Set 2

Set 3

Set 4

Malicious

Set 1

Set 2

Set 3

Description

data that was captured from top 10 site ranked by Alex

printable data that is randomly generated

random ascii data

Windows and Linux data

plain shellcode obtained from shell-storm, exploit-db and Metasploit

Metasploit(17 encoders) encrypting shellcode

Clet, ADMmuated Tapion encrypting shellcode

5.98G

Size

1.2G

1G

1.2G

381.7MB

906MB

74.3MB

Fig. 7. Data set composition
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Name SBE Libemu

Clet 100% 99%

ADMmutate 100% 97.5%

Tapion 98.5% 93.5%

MSF Encoders(17) 97.5% 87%

Real 100% 85%

Plain 91.5% 30.2%

Fig. 8. Detection Rate Comparison of SBE and Libemu

Plain shellcode is obtained from shell-storm[18] ,exploit-db[19] and Metas-
ploit[16] toolkit, various range of shellcodes are included, such as port-bind
shellcode, connect back shellcode, add-user shellcode, egg-hunt shellcode etc.
Then these shellcodes are encrypted by different shellcode encrypting engienes(
20 in total).

Benign data could be divided into 4 categories: random ascii data, random
printable data, benign network traffic data and Windows and Linux executable
data is also included because it is most likely to arouse false positives.

One part of the test data is obtained from the honeynet deployed in TsingHua
University and Northeastern University. The other part is achieved from mutated
train data and the test data is randomly picked and encrypted by other shellcode
engine. figure 7 illustrates the detailed information about data set covering both
benign and malicious ones.
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Fig. 9. Overhead caused by SBE
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4.2 Detection Rate vs Libemu

We conducted several experiments with SBE and Libemu( an open source shell-
code detection library), the results are shown in figure 8.

As it is shown in figure 8, SBE identifies all shellcode encrypted by Clet and
ADMmuate while Libemu loses less than 2% of them. The abilities of detect-
ing Tapion shellcode of both detectors are quite similar. The detection rate of
Libemu is a little lower in MSF encrypted shellcode detection and we believe
that some emulation bugs in Libemu emulator(could not emulate some assembly
instructions such as ‘movsb’) are responsible for the declining after debugging
Libemu.

SBE has a prominent advantage of detecting plain shellcode over Libemu,
because most plain shellcode doesn’t contain GetPC code, which is a basic de-
tecting principle of Libemu.

All benign data that we generated were embedded in six million streams which
contained various types such as TCP, UDP, FTP, etc. In both SBE and Libemu,
zero false positive was found while detecting ASCII and printable data. Ten http
packets and 50 windows binary packets were wrongly identified by Libemu while
SBE only mistook zero http packet and one windows binary packet. As a matter
of fact, SBE surpasses most of other existing detectors[4, 5, 11] in false positive.

The results prove that SBE is reliable shellcode detection engine which could
sensitively discover attacks that contain shellcode and beats Libemu in all
aspects.

4.3 Processing Cost

In this section, we evaluate the time cost of the proposed method. The time
of loading one shellcode to memory is not included because in most cases, the
loading time of network traffic data is negligible. SBE is run on a machine
equipped with Ubuntu 12.10, Core i3 2.26GHz CPU and 4GB RAM. Figure 9
shows the speed of SBE dealing with various files.

We could observe that when the data quantity is smaller than 10MB, the
overhead of SBE is almost constant(about 0.2s), it also means that when SBE
is deployed in a system with small traffic, the detection time is constant(so
it is suitable to deploy SBE in a honeynet). As the data quantity increases,
processing speed of SBE falls down and finally relationship of cost time and
data size becomes linear. When data quantity is bigger than 100MB , the rough
speed of the implements system is 0.81M/S and more optimizations would have
to be done to speed up its detection ability.

5 Conclusion

In this paper, we propose an novel shellcode detection method that could detect
both polymorphic shellcode and plain shellcode and the proposed method is in-
dependent of specific shellcode features and more robust than other engines[4,6],
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and we have implemented a prototype system called SBE on Unbuntu/Amd64.
In addtion, we make a complete data set that contains thousands of shellcode
encrypted with 20 different public engines, 1.4G in total. We believe this data
set will facilitate the data collection work of other security researchers.

The evaluation results have shown that our method is quite promising. SBE
has a better detection rate than Libemu and could detect various kinds of shell-
code with a considerably low false negatives and no false positives. In addition,
the overhead SBE caused is roughly linear so it could achieve a decent perfor-
mance compared with other methods[4,5].

Future work may focus on further performance optimization of SBE to en-
hance its data processing ability. In addition, we plan to extend our method to
other system architectures which require more emulation supports.

Acknowledgement. This work is supported by National Science and Technol-
ogy Major Project of China (2012ZX01039-004) and National Natural Science
Foundation of China (61003127).
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Appendix

A Data Address

All data sets are transformed to C Style and are uploaded to Baidu Yun already, the
addresses are listed below:

1.ADMmutate: http://pan.baidu.com/s/15TS7H
2.CLET: http://pan.baidu.com/s/1EHv3A
3.Shell-storm windows shellcode: http://pan.baidu.com/s/1fOah
4.Shell-storm linux shellcode: http://pan.baidu.com/s/1LLJG
5.MSF Windows Shellcode: http://pan.baidu.com/s/1y2uEy
6.MSF Linux Shellcode: http://pan.baidu.com/s/1gl0uO
7.Alex Data: http://pan.baidu.com/s/1xMylf
8.ASCII Data: http://pan.baidu.com/s/1CF18w
9.Printable Data: http://pan.baidu.com/s/17VJW3

More data will be uploaded later after we finish the format transformation.

B Kernel Selection

We made a comparison of linear SVM and nonlinear SVM with RBF kernel. We com-
pared LIBSVM[25] and LIBLINEAR[26], the results are shown in table3.

As it is shown in Fig 10, parameters C andare automatically found by a tool called
grid.py[25]. Data sets in the table contain same benign samples and different malicious
for the reason that it is more intuitive for us to analyze the detection ability of SBE
separately. It is clear that Linear SVM is more efficient that RBF-SVM, but it lacks
of accuracy. In most cases, SBE will be trained first before it deployed in the real
environment and be re-trained to cover new cases. So we choose RBF instead of linear
with parameter C=8, γ=0.5.

Data Set

Clet

ADMmutate

Tapion

MSF Encoders(17)

Captured Data

Plain

Linear (LIBLINEAR)

30

32

30

31

31

32

0.2

0.1

1.1

1.6

1.2

0.5

RBF (LIBSVM)

8

8

6

10

7

8

0.5

0.5

0.7

0.6

0.4

0.5

0.8

0.4

2.0

4.0

2.2

1.3

C Time(s) C γ Time(s)

99.1%

99.5%

97.6%

94%

91%

98%

Accuracy

100%

100%

99%

98%

93%

100%

Accuracy

Fig. 10. Comparison between linear SVM and RBF SVM
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Abstract. Combining short instruction sequences originated only from
existing code pieces, Return Oriented Programming (ROP) attacks can
bypass the code-integrity effort model. To defeat this kind of attacks, cur-
rent approaches check every instruction executed on a processor, which
results in heavy performance overheads. In this paper, we propose an
innovative approach, called HDROP, to detecting the attacks. It utilizes
the observation that ROP attacks often make branch predictor in modern
processors fail to determine the accurate branch destination. With the
support of PMC (Performance Monitoring Counters) that is capable of
counting performance events, we catch the abnormal increase in branch
mis-prediction and detect the existence of ROP attacks. In HDROP, each
basic unit being checked consists of hundreds of instructions rather than
a single one, which effectively avoids significant performance overheads.
The prototype system we developed on commodity hardware shows that
HDROP succeeds in detecting ROP attacks, and the performance tests
demonstrate that our approach has acceptably lower overheads.

Keywords: ROP, misprediction, branch, performance monitoring
counters.

1 Introduction

ROP(Return Oriented Programming) is a kind of code-reuse attack technique
which constructs the exploits by combining short instruction sequences only orig-
inating from the existing binaries code. Without injecting any new component,
it can circumvent the protection provided by current code-integrity efforts in-
cluding W⊕X, NICKLE[1] and Secvisor[2], etc. Furthermore, the adversary is
able to perform Turing-complete computation with ROP technology, and ROP
has been a practical attack technique to subvert computer system.

The first ROP attack is proposed in 2007[3], it chains some gadgets together
which are the short instruction sequences ending with ret instruction. Gadgets
are the essential units for ROP attack. Therefore, a feasible prevention idea is
to make it difficult to identify gadgets in the available code-bases. Following
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this idea, an approach to build ret -less software is presented[4]. However, to
avoid the reliance on ret instruction, JOP(Jump Oriented Programming)[6,7]
is proposed which launches attack using gadgets ending with jmp instruction
instead of ret instruction. Meanwhile, some improved ROP techniques that are
able to automatically construct ROP exploits are presented[8,9].

ROP prevention solutions can be divided into two main categories. One is to
defeat ROP attacks by eliminating the available gadgets in the code-base[4,5].
G-free[5] is a typical approach which focus on removing the gadgets from the
intended and unintended code-base. It wipes off the unintended instructions
by aligning the instructions with a code-rewriting technology and protects the
existing ret and indirect jmp/call instruction with the another approach. Thus,
the adversary fails to find the available gadgets in the new code-base to launch
ROP attack.

The other is to detect ROP attacks on the abnormity introduced by its
execution[13,14,15]. ROPdefender[13] checks the destination of every ret instruc-
tion, because ROP misuse ret instruction to transfer the control from one gadget
to the next gadget. Other researches follow a similar method. However, these so-
lutions are usually implemented on the binary instrumentation framework such
as pin[19] or Valgrind[20]. With the support of binary instrumentations, they
check each executing instruction to detect the special abnormity. As a conse-
quence, they all incur a heavy performance overhead from 2x to 5.3x times
slower.

In this paper, we focus on how to detect ROP attacks, and propose a novel so-
lution called HDROP(Hardware-based solution to Detect ROP attack) which is
capable of detecting ROP attacks without significant performance overheads.
Unlike existing solutions, HDROP takes hundreds of instructions as a basic
checking unit rather than a single one. Thus, the monitor is not necessary to
be frequently trapped in. Consequently, it is able to reduce the performance
overhead induced by the context-switches between monitoring objects and de-
tecting mechanism.

Our approach is on the following observation. It is well known that modern
processors utilize branch predictor to improve their performance. However, ROP
attacks often make it fail to predict the right branch target. The cause is that
ROP attacks break the normal execution for transferring the control from one
gadget to the next, which makes branch targets sharply different from the origi-
nal ones. Therefore, HDROP detects ROP attacks by our new idea that if there
is an abnormal increase of misprediction on the given execution path, it maybe
introduce a ROP attack.

To catch mispredictions and other interesting processor events, HDROP uti-
lizes the capabilities supported by the hardware PMC(Performance Monitoring
Counters) which is available on the Intel processor[16]. PMC holds some hard-
ware counters to count the processor performance events including retired in-
struction, executed ret instruction and so on. With the support of PMC, we
build a misprediction profile for the monitored execution path, and expose the
abnormal increase of misprediction introduced by ROP attacks.



174 H. Zhou et al.

Our prototype system is developed on Fedora 5 with a 2.6.15-1 kernel. At first,
HDROP collected the related data by inserting thousands of checkpoints into
the kernel utilizing a compiler-based approach. Then, it catched the abnormal
increase of misprediction and detected ROP attacks on the prepared data. To
validate the effectiveness of HDROP, we have constructed a ROP rootkit with
the approaches introduced by [3] and [7]. Our experiments show that HDROP
is capable of detecting ROP attack. Furthermore, we have implemented the
performance tests on commodity hardware and the results demonstrate that
HDROP has acceptable lower performance overheads.

The rest of the paper is organized as follows. Section 2 and section 3 present
our design and implementation of HDROP respectively, followed by the evalua-
tion of HDROP in section 4. The discussion of our solution is detailed in section
5. Section6 surveys related work and section 7 concludes this paper.

2 Design

In our design, there are three main challenges to be overcome. First, what are
our interesting performance events? PMC is capable of monitoring a variety of
processor performance events, and we need to identify those which are closely
helpful to detect ROP attack. Second, how to collect the data from the hardware
counters(e.g. PMC) for the further detection? Ideally, they should be collected
without the heavy overhead. Third, how to design detecting algorithm. In this
paper, we construct the algorithm on a balance between the accuracy and the
performance overhead. The solutions will be discussed in detail in the following
subsections.

2.1 Interesting Performance Event

BR RET MISSP EXEC[16] is our first interesting performance event. More
specifically, BR RET MISSP EXEC means that hardware counter records the
number of mispredicted executed ret instructions[16]. By catching it, we are able
to detect ROP attacks on an abnormal increase of mispredicted ret instructions.
It is noted that HDROP is designed to detect ROP attacks that utilize the gad-
gets ending with ret instruction in this paper. If detecting JOP attacks[6,7], we
should identify other processor performance events, and we consider it as our
future work.

There is a distinction between executed instruction and retired instruction.
An executed instruction may not be a retired instruction. In other words, more
executed instructions are counted than actual retired instructions on the same
execution. Ideally, BR RET MISSP RETIRED should be our interesting event.
However, we fail to identify the expected performance event. To resolve this
issue, we utilize BR RET MISSP EXEC as the alternative, but this does not
weaken the capability of detecting ROP attacks.

The number of executed ret instruction is also our interesting data. It is con-
sidered as the necessary data for accurately detecting ROP attacks. With the
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different input, there are different execution paths on the same monitored in-
structions. To detect the abnormal increase of mispredicted ret instructions for
the given monitored instructions, we have to generate the baseline for each path.
In more serious cases, the baseline may be submerged by “noise”. However, if
we obtain the number of executed ret instructions at the same time, it is more
easy to identify the execution path than before. Furthermore, it is feasible to
detect ROP attacks with several baselines. Therefore, BR RET EXEC is an-
other interesting performance events which counts the number of executed ret
instructions[16].

At last, we pay close attention to the number of the retired instructions. As
mentioned earlier, our solution takes hundreds of instructions as a basic checking
unit. So we want to know the number of the retired instructions on the checked
execution path. With the number, we are able to know the length of our moni-
toring execution path, and the frequency that HDROP trap in at the checking
time. The performance event is denoted as INST RETIRED.ANY P[16].

2.2 Collecting Data

Figure 1 demonstrates our scheme collecting data for monitored instructions. To
prepare the data for the detection, we insert some CPs(Checking Points) into
the software. These CPs scatter in the software, and read the hardware counters
for collecting their current values, and log the values for further detection. To
the end, there are two CPs located around the monitored instructions. As shown
in figure 1, CP1 reports reading1, and CP2 reports reading2. Thus, reading2
minus reading1 is the prepared data for checking the monitored instructions A.

In our design, reported reading of every CP can be utilized many times. As
shown in figure 1, monitored instructions A are adjacent to monitored instruc-
tions B. Therefore, CP2 is not only considered as the exit of monitored instruc-
tions A, but also the entry of monitored instructions B. Thus, reading2 is used
twice as reading2 minus reading1 and reading3 minus reading2. Note that not
every reading is used many times because the monitored instructions are not
always adjacent to each other.

Fig. 1. An example of collecting data

Ideally, every entry and exit of the monitored instructions should be accom-
panied with one CP. With the above example, CP1 and CP2 should be located
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at the entry and exit of monitored instructions A respectively. However, it is
impossible to accurately deploy CPs as we expect, because we often have not
overall information of CFG(Control Flow Graph). Therefore, it maybe have some
entries and exits of monitored instructions uncovered by CPs. We maybe fail to
monitor some execution paths because no CPs collect the values of the hard-
ware counters. To address the above problem, it seems as a feasible solution by
reducing monitored instructions. However, there is a balance between the per-
formance overhead and the length of monitored instructions. Let’s imagine two
extreme cases. First, the monitoring object only hold one or several instructions.
However, the checker is trapped frequently, and this incurs a high performance
slowdown as existing solutions. On the other hand, locating only several CPs
in entire software is also not recommended because the introduced abnormity is
easy to be submerged by “noise”.

In our opinion, a function can be considered as the ideal basic monitoring
unit. Suppose that we have known the number of mispredicted ret instructions
of every subfunctions, the abnormity occurred in the parent function is easy to be
captured. Two causes contribute to it. First, a function seldom has hundreds sub-
functions. In other words, the sum of ret instructions is usually no more than one
hundred. Second, not every ret instruction issues one BR RET MISSP EXEC.
Note that the proposed approach is recursive, we have to monitoring every sub-
function before monitoring their parent. On the other hand, it is possible to take
several functions as a monitoring unit if these functions incur few mispredictions.
Thus, we can reduce the performance overhead further.

2.3 Detecting Algorithm

The goal of detecting algorithm is distinguishing the abnormality from “noise”.
To the end, the direct way is the classification algorithms. For example, we can
use ANN(Artificial Neural Networks) as detecting algorithm. First, we define
two categories including normality and abnormity to be classified. Then ANN is
trained to recognize two classes at the training time, and output the likelihood
of ROP attacks in the checking time. However, in this paper, we do not utilize
it as our detecting algorithm because of its heavy performance overhead.

Our detecting algorithm is an effective algorithm that is demonstrated in
figure 2. As shown in the figure, the number of mispredicted ret instructions
and executed ret instructions are denoted as missp num and exec num, and the
prepared data are denoted as the points. After the training, we build a shadowed
section to hold all legal points. At the checking time, if there is a ROP attack,
the point locates outside of the shadowed section. There are the simple formula
for the algorithm: a ∗ exec num+ b < missp num < a ∗ exec num+ b + c where
a, b and c are the computed parameters.

We first explain the parameter c. Usually, ROP attacks need about 5-10
gadgets[3,7,8]. Some existing detecting approaches consider that 3-5 gadgets
contribute to ROP attacks[14,15]. In this paper, we regard the number as 5
which is denoted as c shown in figure 2. It means that most of ROP attacks in-
crease the number of mispredicted ret instructions by 5. For example, assuming
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Fig. 2. An example of detecting algorithm

that the number of mispredicted ret instructions is 3 in the normal execution,
there maybe a ROP attack if the number is more than 8 at the running time. In
essence, our detecting algorithm is to identify a narrow-region to only hold all
legal points whose width is less than parameter c.

We compute parameter a and parameter b on the training data. At the train-
ing time, we collect the number of mispredicted ret instructions and executed ret
instructions. In this way, we get some legal points as shown in figure 2. Mean-
while, we know the possible illegal points since we have known the legal points.
On the training data, we compute parameter a and b to build an expected sec-
tion as shown in figure 2. The section must hold all legal points, but any illegal
point. Note that the section does not always exist. In the scenario, the legal
points and illegal points are mixed, and no section hold all legal points whose
width is less than parameter c. To overcome it, we have to adjust the location
of CPs, and reduce the length of monitored instructions. In an extreme case, we
only monitor a function without any subfunctions by narrowing the length of
monitored instructions, thus we absolutely obtain the section.

3 Implementation

We have implemented a prototype of HDROP on fedora 5 with a 2.6.15-1 kernel.
Though most of ROP attacks are in the user space, [4] and [8] demonstrates the
feasibility of developing ROP rootkit in the kernel-space. Moreover, [4] proposes
a practicable defense technology to defeat ROP attacks. Like the above work, we
have developed HDROP to check ROP attacks in the kernel-space in this paper.
However, we believe that HDROP can be easily ported for detecting ROP attacks
in the user-space.

HDROP consist of some CPs and a DU(Decision Unit). To collect data, we
insert thousands of CPs into the kernel with a compiler-based approach, and
every CP sends the readings of hardware counters to DU. DU is developed as a
loadable module, and it activates the CPs in the kernel with a CP-map at the
loading time. HDROP is capable of customizing the monitoring objects with the
configured CP-map. At the training time, DU logs the collecting data to compute
the parameters of the detecting algorithm. At the running time, it performs the
final checking along the detecting algorithm.

In our implementation, the main challenge is to insert thousands of CPs into
the kernel. Our solution is developing a gcc plug-in that dynamically inserts
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two CPs around each call instruction. More specifically, we rewrite the machine-
described file that is used as the guider for generating assembly code, and ask
gcc to insert the new instructions before and after each call instruction. The
instruction call the CPs function to report the readings of hardware counters.
Thus, we can monitor the execution of a function.

Figure 3 shows an example of our approach. Assume that we want to monitor
function F B, we insert two additional instructions around the call instruction in
function F A, which is shown as call F B in figure 3. The inserted instruction is
a five-byte call instruction which is shown as shadowed pane in the figure. Thus,
CPs collect the readings of hardware counters before and after the execution
of function F B. We redirect the kernel control flow to our code for collecting
readings of hardware counters.

Fig. 3. An example of inserting CPs. The shadowed panes are the inserted instructions,
and function F B is the monitored object. The dashed line indicates original execution
path, while the solid line shows appended execution path after CPs inserting into the
kernel.

Some readers may wonder that why we place the CPs around each call in-
struction? Our original intention is to build a function-granularity monitoring
framework. To the end, as shown in figure 3, one CP is inserted at the entry of
the function, and the other is inserted at the exit. Before CPs are inserted, the
execution path is shown by the dashed line in figure 3. After CPs are installed,
two additional executions are introduced which are indicated by the solid line
in figure 3. Moreover, with a configurable CP-map, it is flexible to monitor the
different functions. In this way, HDROP is able to cover most of kernel execution
path. Of course, there are some feasible solutions to insert CPs into the kernel
with the same goal. For example, we can insert the CPs at the beginning and
end of every function, which is considered it as an alternative scheme.

4 Evaluation

4.1 Effectiveness

To validate the effectiveness of our solution, we had constructed a ROP rootkit
guided by the approaches introduced by [3] and [7]. The rootkit waved six gad-
gets together that ends with ret instruction. Moreover, it did not reach any
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malicious end, and only transfer the control from one gadget to next gadget for
incrementing one word in the memory. We launched the rootkit in two ways.
First, the kernel stack was overwritten to redirect kernel control flow to the
rootkit. Second, kernel control data was modified for hijacking kernel control
flow.

We had performed two experiments to show the effectiveness of HDROP. In
the first test, we had built a tested module that listed the running processes
in the kernel, and customized the CP-map to insert two CPs at the entry and
exit of the monitored function, which scanned task struct list to enumerate the
running processes in the kernel. At the training time, we caught the data for
computing the parameters of detecting algorithm. After that time, we launched
the ROP rootkit, and HDROP is able to detect the attack with the abnormal
increase on the number of mispredicted ret instructions.

Fig. 4. The experiment monitoring a function in the module

Figure 4 shows the result of our first experiment. Every point in figure 4
means a two-tuples (missp num,exec num) where missp num means the num-
ber of mispredicted ret instructions and exec num is the number of executed
ret instructions. For example, (1,28) means that normal execution took 1 mis-
predicted ret instruction and 28 executed ret instructions. If the ROP attack
was launched, the number of mispredicted ret instructions was increased. As an
example, the point (8,36) was abnormal which was denoted as a square in the
figure. In the first test, the monitored execution path was simple, and HDROP
was easy to detect the ROP rootkit.

In the second experiment, HDROP placed two CPs around an indirect call
instruction in kernel function real lookup. HDROP recorded the data when the
ROP rootkit was or not loaded in the kernel by modifying the destination of
the indirect call instruction. The data, including the number of mispredicted ret
instruction and executed ret instruction, were also taken as a point in figure 5.
Like figure 4, a legal point denotes as a triangle, while a illegal point as a square
in figure 5. Moreover, figure 5 only shows the part of obtained data of HDROP
for a better exhibition. As shown in figure 5, these points were mixed together,
and we failed to identify a narrow-region to just hold all legal points. It meant
HDROP failed to detect ROP rootkit with the deployed CPs.
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Fig. 5. The experiment monitoring a kernel function

Fortunately, HDROP still had the capability of detecting the ROP rootkit.
As mentioned earlier, HDROP can overcome the challenge by adjusting the
CP-map to narrow the length of monitored instructions. Thus another CP was
implanted before the first call instruction in the function that is the target of the
monitored call instruction. In the normal execution, the number of mispredicted
ret instruction was usually zero. However, after launching ROP rootkit, the
number abnormally increased that was captured by the new inserted CP.

The above tests demonstrator the effectiveness of HDROR, and indicate the
feasibility of detecting ROP attacks with PMC. First, the rootkit is developed
following by [3],[4] and [8]. Second, the monitored objects include a kernel func-
tion and a module function. At last, we launch the ROP rootkit by modifying
kernel data which is a main way to subvert the kernel. In the future, we will
perform more experiments to show its effectiveness. Since there are some exist-
ing ROP shellcodes in the user-space, to check further its effectiveness, we might
improve HDROP for working in the user-space.

4.2 Performance

The second set of experiments is to measure the performance overhead of HDROP.
The benchmark programs was UnixBench of version 4.1.0[17], and the tested OS
was fedora 5 with 2.6.15-1 Linux kernel, and the hardware platform was Intel
X200. We had implemented our tests as follows. First, UnixBench run with de-
fault setting in the clear kernel, and recorded the final score of UnixBench. Second,
UnixBench run again while HDROP was installed in the kernel, and recorded the
final score. At last, we computed the performance slowdown of HDROP.

Figure 6 shows the performance overhead of HDROP with 3000 CPs inserted
into the kernel. To make our result precise, we repeated the test 5 times and
took the average as the score. The performance overhead of eleven tasks of
UnixBench are shown in figure 6. The task, called file read, incurred the maximal
performance overhead that was about 38%. On the other hand, the runtime
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Fig. 6. Performance overhead of HDROP with 3000 CPs in the kernel

overhead of Dhrystone and Whetstone was almost zero. On the final score of
UnixBench, the average slowdown of HDROP was about 19%.

How many CPs should be inserted into the kernel? In our opinion, the num-
ber is no more than ten thousands against one assumption. We suppose that
the running kernel only hold several modules. To cover the dynamically loaded
modules, it is inevitable to place more CPs in the kernel. Moreover, OS often
loads different modules at the different time. So it is difficult to accurately esti-
mate the number of CPs if we want to cover all loadable modules. To make the
discussion clear, we optimistically suppose that the kernel only load few modules
without introducing additional CPs.

With the above assumption, we had performed following experiments to show
that several thousands CPs is able to cover the kernel. First, we caught the
number of the retired instructions while HDROP was detecting ROP attack.
We had performed our test based on the first experiment that was discussed in
the above subsection. We reset the hardware counter, and made it count the
number of retired instructions. What to be clarified was that the data was ob-
tained after HDROP detecting the ROP rootkit. The cause was that our tested
processor had only two hardware counters. At the detecting time, two counters
were busy to catch BR RET MISSP EXEC and BR RET EXEC. Therefore, the
number of retired instructions was obtained by repeating the test without catch-
ing BR RET MISSP EXEC. In the tests, we observed that HDROP monitored
about four hundreds instructions with only two CPs. In other words, HDROP
is able to take hundreds of instructions as the basic monitoring unit because
BR RET MISSP EXEC does not frequently occur.

To further validate our above idea, we had performed the other experiments
that monitored the execution of system calls. We placed two CPs around the
instruction call *sys call table to collect the number of retired instructions and
executed mispredicted ret instructions. In the test, we had catched 35802 items.
Every item can be denoted as {a,b}, where a was the number of executed mis-
predicted ret instructions and b was the number of retired instructions. Accord-
ing to the proportion of a to b, these items were divided into three categories
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that was shown in figure 7. The first category was described as (a/b)*1000>5,
and held 2113 items. The second was (a/b)*1000<1, and held 532 items. The
test indicated that there were about 2.9 mispredicted ret instructions while one
thousand ret instructions retired. It means that it is possible to monitor several
million instructions just using ten thousands of CPs.

Fig. 7. Three categories divided against the proportion of a to b where a is the number
of retired instructions and b is the number of executed mispredicted ret instructions

At last, we had performed another test to demonstrate the performance over-
head of HDROP when different CPs are inserted into the kernel. In our opinion,
there are some factors severely impacting on performance overhead of HDROP.
First is the number of active CPs in the kernel, and second is the locality of
active CPs. To make our result precise, we randomly built CP-map which indi-
cated the number and locality of active CPs, and repeated the test with different
number of CPs in the kernel. The number of inserted CPs was from 500 to 6000.
As shown in figure 8, when 1000 CPs were inserted into the kernel, HDROP
incurred a 7% slowdown. If there were 6000 active PCs in the kernel, HDROP
introduced 31% performance overhead. Compared to existing solutions[13,14,15],
the performance overhead of HDROP is acceptable.

5 Discussion

There are some security assumptions for HDROP. First, the kernel, including
HDROP, is in the code-integrity. Otherwise, attackers can circumvent HDROP
by tampering with the code. Since some security mechanisms are available[1,2],
we believe this assumption is reasonable. Second, PMC is protected from mali-
cious modifying. It is possible to tamper with the hardware counters to forge the
readings. However, attackers have to do that with some crafting gadgets, and it
make more difficult to identify the gadgets. Therefore, we optimistically suppose
that PMC is immune to ROP attack. In this paper, we suppose a adversary
is capable of modifying the kernel data to launch ROP attacks, which include
return addresses, function pointers and so on.

Meanwhile, HDROP has some limitations. First, HDROP may send a false
alarm. The parameters of detecting algorithm are computed on the training data.
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Fig. 8. Performance overhead of HDROP with different CPs in the kernel

So it is possible to take a legal execution as ROP attack for unfull coverage. Sec-
ond, we fail to automatically generate the CP-map for covering the whole kernel.
We are seeking a more appropriate detecting algorithm. At last, HDROP is not
capable of detecting JOP. We believe it is easy to improve HDROP by identify-
ing the new interesting performance events. To overcome the above limitations
is our future work.

A novel contribution of our work is to demonstrate the feasibility of detecting
ROP attacks with the support of PMC. More specifically, we not only propose a
novel practical solution of checking ROP attacks, but also present a new usage
of PMC. Furthermore, unlike existing software-based solutions, HDROP takes
hundreds of instructions as a basic checking unit rather than a single one. Thus,
HDROP does not incur a heavy performance overhead from 2x to 5.3x timer
slower.

6 Related Work

In 2007, Hovav Shacham presents ROP attack[3], which is further generalized
to a variety of platforms[10,12]. Meanwhile, there have been many efforts to
defeat ROP attacks. As mentioned earlier, they are proposed in two categories,
which are called gadget-less solution and abnormity-detecting solution. They are
closely related to our work, and we introduce them as follows.

6.1 Gadget-Less Solution

ROP attacks depend on the crafted gadgets from the available code-base. There-
fore, some solutions are proposed to kill the gadgets hiding in the code-base. A
compiler-based way is presented to build a ret-less kernel[4]. They systematically
replace ret instruction with other instructions while the kernel is recompiled.
Thus, the gadgets is hard to be found in the patched kernel.

G-Free[5] proposes a novel two-step approach to build no-gadget software.
The first step is to terminate all unintended ret and indirect jmp instructions by
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padding several nop instructions for aligning them. The second step is to protect
aligned instructions from the misuse. Compared to ret-less kernel[4], G-Free is a
generic way to defeat ROP attack.

Similar to G-Free, Control-Flow Locking[18] divides the protected instructions
into intended instructions and unintended instructions. Control-Flow Locking re-
moves the misuse of unintended instructions by imposing alignment artificially.
To protect intended instructions, it proposes an interesting way. More specifi-
cally, it performs a lock operation before dynamic control transfer, and an unlock
operation if current transfer is legal. Though it allows one violation of CFG, it
still capable of defeating ROP attacks because only one deviation can not achieve
the malicious end.

In our opinion, the above work may call gadget-less solution. Their main goal
is generating a gadget-less code-base to eliminate ROP attacks. Beside that,
they have presented the different ways to protect control transfer for defeating
ROP attacks further. These work are considerable interesting, but our work is
completely different from them for we detecting ROP attacks with the abnormity
introduced by the attacks.

6.2 Abnormity-Detecting Solution

ROP attacks have some unique features. For example, ROP attacks often chain
several gadgets ending with ret instruction[3]. Moreover, every gadget is a short
instruction sequence, and it usually ranges from two to five instructions. There-
fore, DynIMA[14] records the length of the instructions between two ret in-
structions. If it is a short instruction sequence, DynIMA[14] considers it as a
“hit”. DynIMA reports ROP attacks occurring if there are consecutively “hit”.
DynIMA is partly implemented with the support of the PIN[19].

DROP[15] is a binary instrument tool to detect ROP attack. DROP[15] shares
the same observation with DynIMA[14]. However, it has developed a prototype
system, and the experiments show its effectiveness. But it incurs a heavy per-
formance overhead because it has to check every instruction for recording the
length of instructions between two ret instructions. Moreover, the adversary may
enlarge the length of the gadget, which makes them bypass DROP.

ROPDefender[13] detects ROP attacks on the side effect introduced by the
execution. As mentioned earlier, some ROP attacks wave the gadgets together
which end with ret instruction. Thus, the call and ret instruction are not paired.
On the observation, ROPDefender[13] maintains a shadow stack to identify every
ret instruction. More specifically, it monitors every executing instruction, and
stores a copy of the return addresses in the shadow stack for identifying the
misused ret instructions. Similar to DynIMA[14], ROPDefender is implemented
on the binary instrumentation framework PIN[19].

kBouncer[21] presents an efficient ROP mitigation technology. It only mon-
itors the last part of control transfers that lead to system call execution. In
this way, it avoids monitoring all control transfer which may introduce a high
performance overhead. It is on the observation that most of ROP attacks even-
tually perform a system call. Moreover, it considers that the control transfer on
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ret instruction is abnormal without paired call instruction. Furthermore, it is
a hardware-based work with the support of LBR(Last Branch Recording)[16].
However, not all ROP attacks will perform a system call. Therefore, it is possible
to be circumvented.

HDROP is proposed on the novel observation: ROP attacks induce an abnor-
mal increase on the number of mispredicted ret instructions. Moreover, HDROP
does not monitor each executing instruction, and it induces less performance
overhead. Compared to some existing approaches, the performance overhead of
HDROP is acceptable.

7 Conclusion

The HDROP we propose in this paper is a low-cost hardware-based approach to
detecting ROP attacks. The observation behind our approach is straightforward
and effective: ROP attacks lead to increase in mis-prediction. Unlike previous
detection approaches, we take one or several functions as the basic monitoring
unit, not every instruction. Furthermore, HDROP utilizes PMC to collect in-
terested data to monitor a large body of instructions. Consequently, it greatly
reduces performance overhead. We have developed a prototype system on fedora
5. Experiments show that our approach can effectively detect ROP attacks with
an acceptable performance overhead.
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Abstract. PMI+ is a Multivariate Quadratic (MQ) public key algo-
rithm used for encryption and decryption operations, and belongs to
post quantum cryptography. We designs a hardware on FPGAs to effi-
ciently implement PMI+ in this paper. Our main contributions are that,
firstly, a hardware architecture of encryption and decryption of PMI+
is developed, and description of corresponding hardware algorithm is
proposed; secondly, basic arithmetic units are implemented with higher
efficiency that multiplication, squaring, vector dot product and power op-
eration are implemented in full parallel; and thirdly, an optimized imple-
mentation for core module, including optimized large power operation,
is achieved. The encryption and decryption hardware of PMI+ is effi-
ciently realized on FPGA by the above optimization and improvement.
It is verified by experiments that the designed hardware can complete
an encryption operation within 497 clock cycles, and the clock frequency
can be up to 145.6MHz, and the designed hardware can complete a de-
cryption operation within 438 clock cycles wherein the clock frequency
can be up to 37.04MHz.

Keywords: Multivariate Quadratic (MQ) Public Key Algorithm, PMI+
Encryption and Decryption, Hardware Implementation, FPGA, Opti-
mized Large Power Operation.

1 Introduction

Public key cryptography has played an important role in modern communication
and computer networks. The public key cryptography, which is used widely,
mainly includes RSA based on integer factorization problem, ElGamal based on
discrete logarithm problem and elliptic curve cryptography, etc. In order to adapt
various occasions, many efficiently hardware implementations are proposed by
researchers [22,18,25,19,23,14,8].

The quantum algorithm of P.Shor is able to solve the integer factorization and
discrete logarithm problem in polynomial time, including a calculation problem
in elliptic curve field, which directly threatens classical cryptosystems based on
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hard problems of number theory, and which helps to drive the development of
post quantum cryptography. The post quantum cryptography can be divided
into four categories: signature schemes based on hash function[17], lattice-based
public key cryptosystem[13], public key cryptosystem based on error correct-
ing code[16] and multivariate public key cryptosystem[7]. The research for post
quantum cryptography is growing rapidly and many hardware and embedded
system implementations of the post quantum cryptography appear in order to
adapt various occasions[24,21,11,20,1,2,3,6].

PMI+ [5] is one kind of multivariate public key cryptosystem, and is a variant
of MI[15]. Ding enhanced the security of MI by adding internal perturbation to
the central map of MI in 2004, to produce a new variant of the MI cryptosystem
which is called PMI cryptosystem[4]. However, the PMI cryptosystem has been
broken by differential cryptanalysis by Fouque et al.[10] in 2005. Ding introduced
new external perturbation to the central mapping of MI [5] in 2006, to produce
PMI+ cryptosystem whose security has been greatly improved. Up to present,
the PMI+ cryptosystem is still secure, and its hardware implementation is rel-
atively less, so a hardware used to implement PMI+ is designed in this paper,
which can be efficiently implemented in FPGA.

Our Contributions. The paper designs a hardware used to implement
PMI+, which can be efficiently implemented on FPGA.

Firstly, a hardware architecture of encryption and decryption of PMI+ is
developed, and description of corresponding hardware algorithm is proposed.

Secondly, basic arithmetic units are implemented with higher efficiency that
multiplication, squaring, vector dot product and power operation are imple-
mented in full parallel, wherein compared with a full parallel multiplier, a full
parallel squarer takes up about one-twentieth of the logical unit and has shorter
latency.

Thirdly, we implement an optimized large power operation, and compared
with general power operation, it can reduce 4288 cycles at most in one process
of decryption, with an obvious optimization. The encryption and decryption
hardware of PMI+ is efficiently realized on FPGA by the above optimization
and improvement.

Our experiments verify that if parameters are selected as (n, q, θ, r, a) =
(84, 2, 4, 6, 14), the length of a plaintext block is 84 bits and the length of a
ciphertext block is 98 bits, our designed hardware can complete an encryption
operation within 497 clock cycles or 3.42us, wherein the clock frequency can be
up to 145.6MHz, and our designed hardware can complete an decryption oper-
ation within 438 clock cycles or 11.83us, wherein the clock frequency can be up
to 37.04MHz.

Organization. The structure of the rest of this paper goes as follows. Section
2 briefly introduces solution and theory of PMI+ encryption scheme, including
the construction of algorithms, principles of encryption and decryption and the
choice of parameters; Section 3 primarily focuses on hardware design and imple-
mentation of PMI+, including hardware structure design, algorithm description
and implementation of basic arithmetic unit and hardware core module; Section 4
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lists detailed experimental data, and makes performance contrast with other pub-
lic key encryption schemes; and Section 5 is the conclusion of this paper, which
summarizes the findings of this paper and proposes further research directions.

2 Preliminaries

We describes the basic theory of the encryption and decryption of PMI+ [5] in
this section. The basic idea of PMI+ is adding internal perturbation and external
perturbation to the central map of MI scheme to resist linearization equation
attack and differential attack.

2.1 Notations for PMI+

Let k be a finite field of characteristic two and cardinality q, K be an extension
of degree n over k. Let ϕ : K → kn defined by ϕ(a0 + a1x + ... + an−1x

n−1) =
(a0, a1, ..., an−1).

Fix θ so that gcd(qθ+1, qn−1) = 1 and define F̃ : K → K by F̃ (X) = X1+qθ .
Then F is invertible and F̃−1(X) = Xt, where t(1 + qθ) ≡ 1 mod (qn − 1).

Define the map F ′ : kn → kn by F ′(x1, ..., xn) = ϕ ◦ F̃ ◦ ϕ−1(x1, ..., xn) .
Fix a small integer r and randomly choose r invertible affine linear functions

z1, ..., zr, written as zj(x1, ..., xn) =
n∑

i=1

αijxi + βj , for j = 1, ..., r. This defines a

map Z : kn → kr by Z(x1, ..., xn) = (z1, ..., zr). The map Z is source of internal
perturbation.

Randomly choose n quadratic polynomials f̂1, ..., f̂n ∈ k[z1, ..., zr] . The f̂i
define a map F̂ : kr → kn by F̂ (z1, ..., zr) = (f̂1, ..., f̂n). Let P be the set
consisting of the pairs (λ, μ), where λ is a point that belongs to the image of F̂
and μ is the set of pre-images of λ under F̂ .

Define an internal perturbation map by F ∗(x1, ..., xn) = F̂ ◦ Z(x1, ..., xn) =
(f∗

1 , ..., f
∗
n). Define a map by F (x1, ..., xn) = (F ′ + F ∗)(x1, ..., xn).

Randomly choose a non-linear equations on x1, ..., xn for the central map F
as external perturbation. Randomly choose an invertible affine map L1 in n+ a
dimensional vector space kn+a, randomly choose an invertible affine map L2 in
n dimensional vector space kn, and F̄ (x1, ..., xn) = L1 ◦ F ◦ L2(x1, ..., xn) is a
public key of PMI+, and the private key includes the central map F ′, the map
F̂ , Z, L−1

1 and L−1
2 .

2.2 PMI+ Encryption

For a given plaintext block (x1, ..., xn), when encrypting the plaintext, it only
needs to apply the plaintext into the public key polynomial

y1 = f̄1(x1, x2, ..., xn),
...
yn+a = f̄n+a(x1, x2, ..., xn),

(1)

to calculate the evaluation of n + a quadratic polynomials that a ciphertext
(y1, ..., yn+a) can be acquired.
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2.3 PMI+ Decryption

We can decrypt the ciphertext (y1, ..., yn+a) by computing

X = (x1, ..., xn) = L2
−1 ◦ F−1 ◦ L1

−1(y1, ..., yn+a). (2)

The process is:
(1) calculating Y ′ = L1

−1(Y ) = (y′1, ..., y
′
n+a);

(2) removing a external perturbation polynomials from Y ′ to obtain Ȳ =
(ȳ1, ..., ȳn);

(3) calculating (yλ1, ..., yλn) = F−1((ȳ1, ..., ȳn) + λ) for each (λ, μ) ∈ P , and
checking if μ = Z(yλ1, ..., yλn) , if not, continuing this step, otherwise, moving
on to the next step;

(4) applying (yλ1, ..., yλn) into a external perturbation polynomials, if the
verification is successful, moving on to the next step, otherwise, returning to the
previous step; and

(5) calculating X = L2
−1(yλ1, ..., yλn) = (x1, ..., xn), and X is a decrypted

plaintext.

2.4 Security and Parameter Selection of PMI+

The obtained PMI+ instance can reach a corresponding security level after asso-
ciated parameters are set. For example, Ding [5] has shown two sets of relatively
practical PMI+ parameters in his paper that the security level can be up to over
280, and the following table shows the two sets of parameters.

Table 1. Parameters for PMI+

n q r a θ

84 2 4 6 14

136 2 8 6 18

The parameters for PMI+ encryption and decryption hardware implemented
in this paper is as the first set of parameters shown in Table 1, and the security
level can be up to over 280.

3 Design and Implementation of PMI+ Hardware

3.1 Hardware Structure Design and Algorithm Process

Design of PMI+ Encryption. The hardware structure of PMI+ encryption
is as shown in Fig. 1.

It can be shown from (1) in Section 2.2, the operation process of PMI+ en-
cryption is equivalent to applying the plaintext into the polynomial to calculate,
and its hardware structure is illustrated in Fig. 1.
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Plaintext Polynomial
Evaluation

Ciphertext

Fig. 1. The Hardware Structure of PMI+ Encryption

If parameters are selected as (n, q, θ, r, a) = (84, 2, 4, 6, 14), the length of the
plaintext block is 84 bits and the length of the ciphertext block is 98 bits, it needs
to add 14 external perturbations, the public key is 358,190 (3,655*98) bits, i.e.
44,774 bytes.

Design of PMI+ Decryption. The hardware structure of PMI+ Decryption
is shown in Fig. 2.

Big Power
Operation

Ciphertext

Polynomial
Evaluation

Affine
Transformation

Plaintext

Internal
Perturbator

Fig. 2. The hardware structure of PMI+ Decryption

From Section 2.3, the process of decryption is equivalent to calculating Eq.
(2) in Section 2.3. The process of PMI+ decryption is divided into four modules
based on the process of calculating Eq. (2): affine transformation, internal per-
turbator, large power operation and polynomial calculation, as shown in Fig. 2.
Wherein, the input of large power operation is a result of the affine transformed
result adding the internal perturbator. The role of the polynomial calculation
is to verify external perturbator, if the verification is successful, the result will
be calculated in the affine transformation module again to obtain the plaintext
block, otherwise, to select another element from the internal perturbator for
large power operation after addition.

Based on Eq. (2), the process of PMI+ decryption can be abstracted into
two parts: affine transformation and decryption mapping. In the parameters we
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selected, the process is that: firstly the ciphertext is operated by L1
−1 affine

transformation, wherein the parameter is 98 bits; then the result of the L1
−1

affine transformation is mapped by decryption mapping algorithm to the plain-
text space, and the result is 84 bits; finally the result of the PMI+ decryption
mapping is operated by L2

−1 affine transformation, and a 84-bit plaintext block
is obtained.

3.2 Basic Arithmetic Unit

Firstly, the basic arithmetic unit throughout the process of PMI+ encryption
and decryption is described here.

Full Parallel Multiplier. Elements in the finite field K can be expressed by

a polynomial as a =
83∑
i=0

aix
i, where ai ∈ {0, 1}. And a multiplication over the

finite field can be expressed by c = a⊗ b mod R(x) = M mod R(x).
One large field multiplication can be completed in one clock cycle by an ordi-

nary multiplication algorithm based on standard basis which contains merging
similar items and conducting modulus reduction, and the main computation in
the algorithm is on modulus reduction. It can be pre-processed with external
program. The full parallel multiplier is structured as follows.

m0 = a0 ⊗ b0,
m1 = (a0 ⊗ b1)⊕ (a1 ⊗ b0),
...
m165 = (a82 ⊗ b83)⊕ (a83 ⊗ b82),
m166 = a83 ⊗ b83;

c0 = m0 ⊕m84 ⊕ ...⊕m166,
c1 = m1 ⊕m85 ⊕ ...⊕m166,
...
c83 = m83 ⊕m110 ⊕ ...⊕m165.

The full parallel multiplier can complete one multiplication over the finite field
K in one clock cycle, which uses 7,056 AND gate circuits and 9,997 XOR gate
circuits. It was unrealistic to implement a direct look-up table over finite field
GF (284) (the storage space of the table can be up to 2168 bits), in comparison the
full parallel multiplier over the finite field K implemented in this paper should
be the better.

Full Parallel Vector Dot Product. In the process of PMI+ decryption,
the affine transformation is used twice, where in the first time, n is 98, and in
the second time, n is 84. It needs to implement two vector dot products: a 98
dimensional vector dot product and a 84 dimensional vector dot product. The
scalar value in the vector is 0 or 1, so for scalar value in the vector, the addition
uses a XOR gate circuit, and the multiplication uses a AND gate circuit.
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Set a = (a0, ..., an−1), b = (b0, ..., bn−1), where ai, bi ∈ {0, 1}, i = 0, ..., n− 1,
and the dot product of vectors is c ∈ {0, 1} : c = (a0 ⊗ b0)⊕ ...⊕ (an−1 ⊗ bn−1).

The vector dot product operation can be completed in one clock cycle, which
uses n AND gate circuits and n− 1 XOR gate circuits.

Full Parallel Squarer. There is a very useful property in Frobenius mapping
that for a map Ti(X) = Xqi over the finite field K, X is represented as a
polynomial basis a0 + a1x+ ...+ a83x

83, and then the following equation holds:
Ti(X) = Xqi = a0 + a1x

qi + ...+ a83x
83∗qi .

While in the finite field K, q = 2, set a =
83∑
i=0

aix
i as any element in K,

then:a2 = a0 + a1x
2 + ... + a83x

83∗2. It can be pre-processed with external
program. The full parallel squarer has the following hardware structure.

c0 = a0 ⊕ a42 ⊕ ...⊕ a83,
c1 = a56 ⊕ a61 ⊕ ...⊕ a83,
...
c83 = a55 ⊕ a60 ⊕ ...⊕ a82.

The full parallel squarer can complete one squaring operation over the finite
field K in one clock cycle, which uses 1,525 XOR gate circuits. Compared with a
full parallel multiplier, the full parallel squarer uses about one in twenty logical
units, and has a shorter latency, so it seems worthwhile to implement the full
parallel squarer.

Full Parallel Power Operator. In order to implement the large power oper-
ation efficiently and reuse public arithmetic unit at the most extent, two power
operators are implemented, where one is a full parallel power 16 operator and
the other is a full parallel power 256 operator. Based on the nature of Frobenius
mapping, set a as any element in K, and then:

a16 = a0 + a1x
16 + ...+ a83x

83∗16,
a256 = a0 + a1x

256 + ...+ a83x
83∗256.

It can be pre-processed with external program. The full parallel power 16
operator has the following hardware structure:

c0 = a0 ⊕ a9 ⊕ ...⊕ a81,
c1 = a1 ⊕ a7 ⊕ ...⊕ a83,
...
c83 = a8 ⊕ a10 ⊕ ...⊕ a83.

The full parallel power 256 operator has the following hardware structure:

d0 = a0 ⊕ a4 ⊕ ...⊕ a83,
d1 = a1 ⊕ a2 ⊕ ...⊕ a83,
. . .
d83 = a2 ⊕ a3 ⊕ ...⊕ a83.
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The full parallel power operator that we implemented can complete one ex-
ponentiation over the finite field K in one clock cycle. Compared with a full
parallel multiplier, the full parallel squarer uses about one in tenth logical units,
and has a shorter latency.

3.3 Implementation of Hardware Core Modules

Implementation of Polynomial Calculation. The calculation of polynomial
can be an addition or multiplication over finite field GF (2), which can be im-
plemented by XOR operation and AND operation respectively. The polynomial
calculation module is used in both PMI+ encryption and decryption. Wherein,
in PMI+ encryption, the input of the polynomial calculation module is a plain-
text block of PMI+ and a public key polynomial, the output Y of the polynomial
calculation module is a ciphertext block, and the role of the polynomial calcula-
tion module is to implement PMI+ encryption; in PMI+ decryption, the input
of the polynomial calculation module is a result of the large power operation
and a external perturbation polynomials of PMI+, the output of the polynomial
calculation module is a result of PMI+ decryption mapping, and the role of the
polynomial calculation module is to verify a external perturbation polynomials.

Implementation of Affine Transformation. The affine transformation in-
cludes a vector addition and a vector dot product. The vector addition can be
implemented by XOR operation directly. The vector dot product can be im-
plemented by the full parallel vector dot product defined by us. In the PMI+
decryption, two affine transformations are used, respectively before and after
decryption mapping, the first uses a 98 dimensional vector dot product, and the
second uses a 84 dimensional vector dot product.

Implementation of Internal Perturbator. When we implement the PMI+
decryption, it needs to abstract a component to complete a transformation for
mapping from r = 6 dimensional vector to 84 dimensional vector, which is called
as internal perturbator. The expression of the map is calculated by a external
program off-line, and the arithmetic unit is implemented by 1,078 XOR gates
and 627 AND gates.

Implementation of Large Power Operation. In one PMI+ decryption, it
needs 64 large power operations at most, so optimized large power operation can
improve the performance of the PMI+ decryption hardware at a large extent. If
the parameter t is selected as 10240312824970976538687608, it is unrealistic to
find the solution of power by multiplication over the finite field K.

Conventional Large Power Operation. The large power operation is implemented
by a “square-multiplication” method. The binary equivalent for t is 10000111
10000111 10000111 10000111 10000111 10000111 10000111 10000111 10000111
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10000111 1000, Xt can be expressed as Bt = B23 ⊗ B24 ⊗ ... ⊗ B283 , so one
large power operation can be completed by 83 squaring operations and 40
multiplications.

Optimal Implementation of Large Power Operation. The basic idea to implement
large power operation is reusing public arithmetic unit at the most extent, so as
to reduce clock cycles of the large power operation. The software implementation
of PMI+ has been completed in a 8051 microcontroller by Chen [26] in his master
dissertation, where the large power operation uses a similar idea. The differences
between the above paper and this paper are that the size of t used in this paper
is different (methods for optimization are different), and the implementation of
PMI+ in this paper is based on FPGA hardware platform.

We find that fragment S = 10000111 appears 10 times in the binary string, so
Xt can be expressed as Xt = X23 ⊗ (XS)16⊗ ((XS)16)256⊗ ...⊗ ((XS)16)...)256.

In the optimized large power operation, XS = X10000111 is firstly calculated,
and we implement it for optimization that XS can be calculated in 5 cycles.
Then, the operation of Xt can be quickly completed by adding new arithmetic
unit, and the rest of the operation can be completed in 11 clock cycles.

Algorithm 1. Optimal Implementation of Large Power Operation

Input: X;
Output: Y ;
Procedure:

1 begin
2 B2 : = square(X);
3 B4 : = square(B2); Y :=multiply(X,B2);
4 B8 : = square(B4); Y :=multiply(Y,B4);
5 B128 : = power16(B8); B16 : = square(B8);
6 B135 : = multiply(B128, Y );
7 tmp := power16(B135);
8 Y := multiply(B16,tmp);tmp = power256(tmp);
9 i = 8;

10 while i >= 0 do
11 Y : = multiply(Y ,tmp); tmp = power256(tmp);
12 i−−;

13 end
14 Y := multiply(Y ,tmp);
15 return Y ;

16 end

Algorithm 1 describes the process of the optimized large power operation.
The input X is a 84 dimensional vector, the output Y is also a 84 dimensional
vector, the arithmetic units of square and multiply are a full parallel squarer
and a full parallel multiplier respectively, and the arithmetic units of power16
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and power256 are a full parallel power 16 operator and a full parallel power
256 operator respectively.

Our new proposed large power operation can complete a large power op-
eration in 16 clock cycles which are less than one-sixth of those for “square-
multiplication” method, and only the logical units taken up by the arithmetic
units of power16 and power256 increases for its area, so the operational per-
formance is greatly enhanced.

4 Experiment Results and Analyses

The algorithm of PMI+ encryption and decryption is implemented in Quartas
II 8.0 environment by VHDL with the idea of high speed and parallelization,
its hardware simulation is implemented in EP2S130F102014 of the family of
StratixII, and the area of PMI+ encryption and decryption hardware is eval-
uated by SynopsysDC, where the process library is 0.18 nm process library of
TSMC and the working voltage is 1.62 volt. The following results come from
the real experimental data and compared with current implemented hardware
in performance.

4.1 PMI+ Basic Arithmetic Unit

Some basic arithmetic units of PMI+ are implemented in Section 3.2, including
a full parallel multiplier, a full parallel vector dot product, a full parallel squarer
and a full parallel power operator, and the performance data of these basic
arithmetic units is shown in Table 2.

Table 2. The Performance of PMI+’s Basic Arithmetic Units

Arithmetic Units Area Number of Logical Unit Maximum Clock
(um2) Equivalent Gate (ALUT) Latency Cycles

Full Parallel Multi-
plier

277997.2 27800 4823 27.000 1

Full Parallel Vector
Dot Product

3559.25 356 57 23.948 1

Full Parallel Squarer 19546 1955 289 17.483 1

Full Parallel Power
16 Operator

37115.8 3712 510 18.641 1

Full Parallel Power
256 Operator

39045 3905 538 19.191 1

It can be seen from the data in Table 2 that the basic arithmetic unit in PMI+
decryption hardware can complete one basic operation in one cycle, where the
full parallel multiplier takes up the maximum area, and compared with the
multiplier, the squarer and power operator complete an operation with lower
latency while take up less area.
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4.2 Large Power Operation in PMI+

A comparison of the number of logical units and the number of clock cycles
between two different large power operations is listed in Table 3.

Table 3. Performance Comparison between two Large Power Operation Methods

Arithmetic Units Area/ Number of Logical Unit Clock
(um2) Equivalent Gate (ALUT) Cycles

Implementation Based
on “Square - Multiplica-
tion”

334715 33472 5176 84

Our Optimal Implemen-
tation of Large Power
Operation

435941 43595 6367 16

These results show that the performance of the optimized large power opera-
tion has a significant improvement that clock cycles of the optimized large power
operation reduce by 80.9% and the area adds about 30.2% for one large power
operation. In PMI+ decryption, it needs 64 large power operations at most, so
it can save up to 4,416 clock cycle at most for a period of decryption.

4.3 PMI+ Encryption and Decryption

We implement the first PMI+ encryption and decryption hardware on FPGA.
Compared with other public key encryption and decryption hardware, our hard-
ware implementation of PMI+ possesses of advantages such as small space, fast
speed of encryption and decryption, and practical security level.

The whole PMI+ decryption needs at least 207 clock cycles (excepting cycles
of reading ROM) to complete a signature operation, and it takes up a total of
11,005 logical units with a area of 680,302 um2 .

Table 5 lists performance data of the PMI+ encryption and decryption hard-
ware. Using experiment data, it’s easy to see the number of cycles of the PMI+
decryption is mutable, where 438 cycles for least and 2,915 cycles for most, and
the running speed of the PMI+ encryption hardware is far faster than that of
the PMI+ decryption hardware and the area of it is far less than the PMI+
decryption hardware.

4.4 Performance Comparison

The performances of the PMI+ decryption hardware is compared with other
public key cryptosystem hardware in this section. Table 6 lists the results after
comparing the implementation of the PMI+ decryption hardware with other
public key cryptosystems.
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Table 4. Cycles Required by Arithmetic Units in PMI+ Encryption

Step Main Arithmetic Units Clock Cycles

1 Calculate the Invertible Affine Map Function of L1
−1 85

2 Sum of the Affine Transformed Result and the Enternal Perturbator 1 - 64
3 Large Power Operation 16 - 1024
4 Calculate the Map of Z 6 - 384
5 Calculate the Invertible Affine Map Function of L2

−1 85
6 Check Extra Polynomial 14 - 56

Table 5. Performance of our PMI+ Encryption and Decryption

Hardware
Imple-
menta-
tion

Area
(um2)

Number of
Equivalent
Gate

Logical
Unit
(ALUT)

Clock
Frequency
(MHz)

Period
(ns)

Clock
Cy-
cles

Total
Time
(us)

PMI+
Encryp-
tion

160385 16039 3468 145.60 6.868 497 3.42

PMI+
Decryp-
tion

680302 68031 11005 37.04 27.000 438 -
2915

11.83
-
78.71

Table 6. Performance Comparison among some Public Key Crypto Hardwares

The Hardware
Implementation
Scheme

Number of
Equivalent
Gate

Clock Cy-
cles

Frequency
(MHz)

Total time
(us)

Area*time

RSA1024-
PSS[12]

250000 357142 200 1785.71 554.70

ECC128[9] 183000 592976 204 2910 661.69

EN-TTS[27] 21000 60000 67 895.53 23.37

Our Parallelized
PMI+ Decryp-
tion

68031 438 - 2915 37.04 11.83 -
78.71

1 - 6.66

The data in the table shows that compared with RSA and ECC, paralleliza-
tion PMI+ decryption hardware that we implemented has a higher performance
advantage, such as small product of area and time, and high operating efficiency.

5 Conclusion

We design a hardware on FPGAs used to efficiently implement PMI+. It is veri-
fied by experiments that our designed hardware can complete an encryption op-
eration within 497 clock cycles, and the clock frequency can be up to 145.6MHz,
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and the designed hardware can complete a decryption operation within 438 clock
cycles wherein the clock frequency can be up to 37.04MHz. Our main contribu-
tions are to develop hardware architecture of encryption and decryption of PMI+
and describe corresponding hardware algorithms. Meanwhile, basic arithmetic
units are implemented in this paper with higher efficiency which can complete
the operation with lesser latency. Thirdly, an optimized large power operation
is implemented which needs only 16 cycles to complete one exponentiation, and
compared with general power operation, it can reduce 4288 cycles at most in
one process of decryption, with an obvious optimization.

Future studies will include: 1) using registers in hardware more accurately
to reduce the area and power consumption of hardware; and 2) reducing the
number of logical units of multiplier and latency on the premise that the clock
cycles do not increase.
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Abstract. This paper describes a high-speed software implementation
of Elliptic Curve Cryptography (ECC) for GeForce GTX graphics cards
equipped with an NVIDIA GT200 Graphics Processing Unit (GPU). In
order to maximize throughput, our ECC software allocates just a single
thread per scalar multiplication and aims to launch as many threads in
parallel as possible. We adopt elliptic curves in Montgomery as well as
twisted Edwards form, both defined over a special family of finite fields
known as Optimal Prime Fields (OPFs). All field-arithmetic operations
use a radix-224 representation for the operands (i.e. 24 operand bits are
contained in a 32-bit word) to comply with the native (24 × 24)-bit in-
teger multiply instruction of the GT200 platform. We implemented the
OPF arithmetic without conditional statements (e.g. if-then clauses) to
prevent thread divergence and unrolled the loops to minimize execution
time. The scalar multiplication on the twisted Edwards curve employs
a comb approach if the base point is fixed and uses extended projective
coordinates so that a point addition requires only seven multiplications
in the underlying OPF. Our software currently supports elliptic curves
over 160-bit and 224-bit OPFs. After a detailed evaluation of numerous
implementation options and configurations, we managed to launch 2880
threads on the 30 multiprocessors of the GT200 when the elliptic curve
has Montgomery form and is defined over a 224-bit OPF. The resulting
throughput is 115k scalar multiplications per second (for arbitrary base
points) and we achieved a minimum latency of 19.2 ms. In a fixed-base
setting with 256 precomputed points, the throughput increases to some
345k scalar multiplications and the latency drops to 4.52 ms.

1 Introduction

Driven by the requirements of 3D computer games, Graphics Processing Units
(GPUs) have evolved into massively parallel processors consisting of hundreds

� Co-first author, supported by the FNR Luxembourg (AFR grant 1359142).

X. Huang and J. Zhou (Eds.): ISPEC 2014, LNCS 8434, pp. 202–216, 2014.
c© Springer International Publishing Switzerland 2014



High-Speed Elliptic Curve Cryptography on the NVIDIA GT200 203

of cores that are capable of running thousands of threads concurrently [14]. In
contrast, recent general-purpose CPUs feature a maximum of 12 cores and can
handle only few threads per core. They dedicate a large portion of their silicon
area to support a hierarchical memory organization (i.e. multi-level cache) and
sophisticated flow control mechanisms (e.g. branch prediction, out-of-order exe-
cution). In a modern GPU, on the other hand, the vast majority of transistors
(more than 80% according to [19]) is devoted to data processing (i.e. numerical
computations) rather than data caching and flow control. Over the past couple
of years, the performance of CPUs doubled roughly every 18 months, whereas
the computational power of GPUs increased significantly faster with an average
doubling rate of just about six months (“Moore’s law cubed”) [13]. Today, the
floating-point performance of contemporary GPUs exceeds that of CPUs of the
same or similar price by more than an order of magnitude. The unprecedented
computational power and relatively low cost of modern GPUs has made them
an attractive platform for various “number-crunching” applications outside the
graphics domain, e.g. in cryptography [4,6] and cryptanalysis [5].

The recent literature contains several case studies that demonstrate the use
of a GPU as “accelerator” for cryptographic workloads; a well-known example
is SSLShader [12], a GPU-based reverse proxy for SSL servers. SSL, along with
its successor TLS, is the current de-facto standard protocol for enabling secure
communication over an insecure network like the Internet. The most expensive
part of SSL/TLS is the handshake sub-protocol, whose task is to authenticate
the server to the client1 and establish a so-called pre-master secret [12]. When
an RSA-based cipher suite is used for the handshake, the server has to execute
computation-intensive modular exponentiations, which causes excessive delays
and hampers throughput. SSLShader tackles this problem by “off-loading” the
modular exponentiations to one or more GPUs, thereby alleviating the burden
of the server’s CPU. Practical experiments in [12] show that GPU acceleration
of the handshake increases the number of SSL transactions per second by a fac-
tor of 2.5 (1024-bit RSA) and 6.0 (2048-bit RSA) compared to a configuration
where the CPU performs the exponentiations. Even though [12] only considers
RSA-based cipher suites, the idea of accelerating SSL via one or more GPUs is
also applicable to handshakes using Elliptic Curve Cryptography (ECC).

In this paper, we present an efficient implementation of ECC (or, more pre-
cisely, of scalar multiplication in an elliptic curve group) for NVIDIA graphics
cards featuring a Tesla GPU [14]. Our implementation is specifically optimized
for high throughput, which means we aimed at maximizing the number of sca-
lar multiplications the GPU can execute per second. The basic idea we pursue
is to employ just one single thread for each scalar multiplication, but launch as
many threads in parallel as possible. This contrasts with the bulk of previous
work, which followed a relatively “fine-grained” approach to parallel processing
by invoking several threads to cooperatively compute one scalar multiplication
[2]. Avenues for exploiting thread-level parallelism to speed up ECC on GPUs

1 Client authentication is optional in SSL. Web applications usually authenticate the
client (i.e. user) through a higher-level protocol, e.g. by entering a password.
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exist in both the field arithmetic (i.e. modular multiplication and squaring, see
e.g. [1,4]) and the group arithmetic (i.e. point addition and point doubling, see
e.g. [6,11]). A major challenge of such a “many-threads-per-task” strategy is to
partition the task (scalar multiplication in our case) into independent subtasks
that can be executed in parallel with little communication and synchronization
overhead. The goal is to find a partitioning that keeps all threads busy all the
time so that no resources are wasted by idling threads, which is difficult due to
the iterative (i.e. sequential) nature of scalar multiplication algorithms. On the
other hand, a “one-thread-per-task” strategy avoids these issues and is easy to
implement because all involved operations are executed sequentially by a single
thread. Therefore, this approach has the virtue of (potentially) better resource
utilization when launching a large number of threads. However, the problem is
that the threads, even though they are independent of each other, share certain
resources such as registers or fast memory, which are sparse. The more threads
are active at a time, the fewer resources are available per task.

This paper seeks to shed new light on the question of how to “unleash” the
full performance of GPUs to achieve maximum throughput for scalar multipli-
cation. To this end, we combine the state-of-the-art in terms of implementation
options for ECC with advanced techniques for parallel processing on GPUs, in
particular the NVIDIA GT200 [14,19]. Our implementation currently supports
elliptic curves in Montgomery [18] and twisted Edwards form [3], both defined
over a special type of prime field known as Optimal Prime Field (OPF) [9]. In
order to ensure a fair comparison with previous work (most notably [1,6]), we
benchmarked our ECC software on a GeForce GTX285 graphics card equipped
with a GT200 processor. Even though the GT200 is already five years old and
has a (by today’s standards) rather modest compute capability of 1.3 [20], its
integer performance is still “remarkably good,” as was recently noted by Bos in
[6, Section 5]. This is not surprising since, in the past few years, NVIDIA has
focused primarily on cranking up the performance of single-precision floating-
point operations, whereas integer performance improved at a rather slow pace
from one GPU generation to the next. A peculiarity of the GT200 GPU are its
integer multipliers, which “natively” support only (24 × 24)-bit multiplications
and MAC operations, even though the integer units, including registers, have a
32-bit datapath. (32× 32)-bit multiplications can be executed, but they need to
be composed of several mul24 instructions and are, therefore, slow.

2 Preliminaries

In this section, we first discuss some basic properties and features of NVIDIA’s
GT200 platform (Subsection 2.1) and then recap the used elliptic curve models
as well as the underlying prime field (Subsection 2.2).

2.1 Graphics Processing Units (GPUs)

A large number of multi-core GPU platforms exist today, e.g. the Tesla, Fermi
and Kepler families from NVIDIA, or the Radeon series from AMD. We use an
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NVIDIA GeForce GTX285 card for our implementation due to its attractive
price-performance ratio and easy programmability. The main component of an
NVIDIA GPU is a scalable array of multi-threaded Streaming Multiprocessors
(SMs), in which the actual computations are carried out. A GT200 is composed
of exactly 30 SMs, each coming with its own control units, registers, execution
pipelines and caches. The main components of an SM are Streaming Processors
(SPs), which are essentially just ALUs, referred to as “cores” in NVIDIA jar-
gon [20]. Each SM contains eight cores and two Special Function Units (SFUs).
The SMs are designed to create, manage, schedule, and execute a large num-
ber of threads concurrently following the SIMT (Single-Instruction, Multiple-
Thread) principle. A batch of 32 threads executed physically in parallel is called
a warp. At each cycle, the SM thread scheduler chooses a warp to execute. We
should note that a warp executes one common instruction at a time. If there is
a data-dependent conditional branch, divergent paths will be executed serially.
So, in order to obtain full performance, all the threads of a warp should have
the same execution path, i.e. conditional statements should be avoided.

The so-called Compute Unified Device Architecture (CUDA) is a parallel
programming model introduced by NVIDIA to simplify software development for
GPUs, including software for general-purpose processing on GPUs (GPGPU).
It provides both a low-level and high-level API and also defines the memory
hierarchy. The parallel portion of an application is executed on GPUs as kernels
(a kernel is a grid of thread blocks). A block is a group of threads, whereby all
threads in one block can cooperate with each other. A thread is the smallest
unit of parallelism and only threads with the same instructions can be executed
synchronously. Our implementation launches thousands of threads to compute
thousands of scalar multiplications in parallel on the GT200.

CUDA provides a hierarchical memory model, including registers, shared
memory, global memory, and constant memory [20]. Registers are on-chip mem-
ories, which are private to individual threads. Variables that reside in registers
can be accessed at the highest speed in a highly parallel manner. On a GT200,
each SM has 16384 registers of a width of 32 bits. However, registers can not be
addressed. Shared memory is also located on chip and can, therefore, be accessed
at a high speed. Shared memory is allocated to a thread block. All the threads
in one block can cooperate by sharing their input data and intermediate results
through shared memory. In the GT200 series, each SM has 16 kB shared memory.
Global memory and constant memory are off-chip memories. Global memory is
the only one that can be accessed by the host processor, so it is normally used
to exchange data with host memory. Constant memory can only be read and
is optimized for one-dimensional locality of accesses. One can achieve optimal
performance by carefully considering the advantages of the different variants
of memory. As registers and shared memory are the fastest memory spaces, we
mainly use them in our implementation. In order to get the best performance, it
is vital to balance the number of parallel threads per block with the utilization
of the limited registers and shared memory. Furthermore, one has to be careful
to prevent bank conflicts [20] when accessing shared memory.
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2.2 Elliptic Curve Cryptography (ECC)

Twisted Edwards Curve. Twisted Edwards curves were presented by Bern-
stein et al [3] and are widely considered to be one of the most efficient models
for implementers. Let K be a field with char(K) �= 2. A twisted Edwards curve
over K can be defined as

ET,a,d : ax2 + y2 = 1 + dx2y2 (1)

where a and d are distinct non-zero elements of K, i.e. ad(a− d) �= 0.
Our implementation adopts the idea of extended coordinates from [11] to

perform a point addition and point doubling. A point in extended projective
coordinates can be represented as (X : Y : T : Z) whereby the corresponding
extended affine coordinates have the form (X/Z, Y/Z, T/Z) with Z �= 0. The
auxiliary coordinate T has the property T = XY/Z. Fixing the parameter a to
−1 allows for a further reduction of the cost of point operations as described
in [11]. We follow the approach from [7] and use a quintuple with two variables
E and H instead of T to represent a point, whereby E ·H = T . In this case, a
point doubling can be performed with three multiplications and four squarings
(i.e. 3M+4S), while the point addition costs seven multiplications (7M).

To reach high throughput, our implementation adopts a comb method [10]
for scalar multiplication, which can only be used in scenarios where the base
point is fixed. Given the amount of constant memory the GTX285 provides,
we chose a window width of w = 8 for the comb method. Consequently, 256
points (one of which is the neutral element) have to be pre-computed off-line and
then transferred to constant memory before the actual execution of the scalar
multiplication. To prevent thread divergence and protect our implementation
against timing-based side-channel attacks, we simply exploit the completeness
of the Edwards addition law (i.e. we add the neutral element when an 8-bit digit
of the scalar is zero) to achieve a branchless execution path.

Montgomery Curve. Peter Montgomery introduced in 1997 a special fam-
ily of elliptic curves with outstanding implementation properties [18]. A Mont-
gomery curve EM with coefficients A and B over Fp is defined as

EM,A,B : By2 = x3 +Ax2 + x (2)

Montgomery curves allow a special ladder technique to perform a scalar multipli-
cation, which is generally referred to as “Montgomery ladder”. Instead of using
conventional (x, y) coordinates, the scalar multiplication on a Montgomery-form
curve can be computed using only the x coordinate of the base point. Due to
this feature, all point additions and doublings can be executed in an efficient
way since they never involve a y coordinate. Therefore, the point addition has
an operation count of of only 3M+2S, where M represents a field multiplica-
tion and S a squaring operation. Doubling a point costs 2M+2S+1C, where C
stands for a multiplication of a field element by the constant (A + 2)/4. In our
implementation, the parameter A is chosen such that this constant is small.
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Fig. 1. Radix-224 representation of a 160-bit integer using 32-bit words

Optimal Prime Fields (OPFs). We use a special class of finite field, known
as Optimal Prime Field (OPF) [15]. OPFs are defined via a prime of the form
p = u · 2k + v, whereby u and v are small in relation to 2k. It is obvious that
there exist many such primes for a given bitlength. In our implementation, v is
always 1 and u is a 16-bit integer. A concrete example for a 160-bit prime is
p = 65356 · 2144 + 1 = 0xff4c000000000000000000000000000000000001. Primes
of such form have a low Hamming weight, i.e. they contain many zero words
[15]. Generic modular reduction algorithms, e.g. Montgomery reduction, can be
optimized for these primes as only the non-zero words must be processed.

3 Implementation

This section describes our implementation in detail. First, we demonstrate the
advantage of using a radix-224 representation for the field elements in Section
3.1, and then describe the field arithmetic operations in Section 3.2 and finally
the group arithmetic along with the scalar multiplication in Section 3.3.

3.1 Integer Representation

One of the fundamental questions when implementing multi-precision arithmetic
for a given architecture is how to represent the operands so as to take best
advantage of its computational resources. In general, multiplication and carry
propagation are of primary concern.

Multiplication plays an important role in ECC implementations, especially
when projective coordinates are used. The GT200 series is based on the Tesla
architecture, which means the native integer multiply instruction calculates a
(24 × 24)-bit product. A 32-bit integer multiplication is actually performed via
a combination of several 24-bit multiplications, shifts and additions. According
to the CUDA C programming guide [20], eight 24-bit integer multiplications can
be executed per clock cycle on each SM, which is more efficient than the integer
multiplication using a straightforward 32-bit representation. Thus, we adopt a
24-bit representation for the field elements in our work.

Multi-precision operands are typically represented by arrays of w-bit words
whereby w is determined by the word-size of the target processor. When us-
ing a straightforward 32-bit-per-word representation, a 160-bit operand X can
be stored in an array of five 32-bit words. On the other hand, a radix-224

representation (i.e. 24 bits per word) requires seven 32-bit words as shown in
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Fig. 2. Comparison of multi-precision addition (radix-232 vs radix-224)

Figure 1. The most significant byte is 0 in every word and the most significant
word of a 160-bit integer contains only 16 bits. Even though this representation
takes two additional 32-bit words (namely seven in total instead of five), it yields
significantly better field-multiplication performance on a GT200.

224 Addition vs 232 Addition. As shown in the left side of Figure 2, when
using the radix-232 representation, the sum of two words may overflow, and
the resulting carry bit has to be added to the next-higher word. This can be
performed efficiently in PTX assembly language using the add.cc instruction
[21]. On the other hand, the radix-224 representation provides enough space in
the unused most significant byte to hold the carry. However, there are extra
instructions necessary to extract the carry bit and then add it to the next-
higher pair of words. Thus, the radix-224 representation makes multi-precision
addition slightly slower, but this is more than compensated by a significant gain
in multiplication performance as will be described below.

224 Multiplication vs 232 Multiplication. We use the product-scanning
method [10], which can be optimized to take advantage our 24-bit integer rep-
resentation. Figure 3 shows an example of its implementation. As mentioned
before, CUDA provides the [u]mul24.lo/hi instructions, whereby the former
multiplies the 24 Least Significant Bits (LSBs) of the operands and returns the
32 LSBs of the 48-bit product. On the other hand, [u]mul24.hi also multiplies
the 24 LSBs of the operands, but returns the 32 Most Significant Bits (MSBs)
of the product [21, p. 60]. Therefore, the 48-bit product is written to two 32-bit
registers. In the inner loop of the product-scanning method, the partial prod-
ucts of the same column are added together. Due to the 24-bit representation, we
have 8 unused bits, which allows the carries to be added as part of the operands
(we only need to extract the carries at the end of the inner loop). Hence, only
two 32-bit additions are needed in each iteration of the inner loop.

The inner loop is much slower when using a 32-bit representation, which
has two main reasons. First, a 32-bit integer multiplication takes much longer
than the native 24-bit multiply instruction. Second, the processing of the carry
bits requires additional effort because both a 32-bit addition (to accumulate
the lower part) and a 64-bit addition (to accumulate the higher part) has to be
executed per loop iteration. A further disadvantage is the need for extra registers.
Figure 4 compares the execution time of the multiplication using a radix-224 and



High-Speed Elliptic Curve Cryptography on the NVIDIA GT200 209

Fig. 3. Product-scanning method for multi-precision multiplication

a radix-232 representation. The figure also includes a radix-229 representation,
which uses 32-bit multiply instructions to get the partial products, but handles
the carries in the same way as the radix-224 representation. Our results show
that the 24-bit representation outperforms the other two approaches by far.

Besides addition and multiplication, the proposed radix-224 representation is
also beneficial for modular reduction. The reason is twofold:

– No Reduction Operation: The idea of incomplete modular reduction was
described in detail by Yanik et al [23]. This technique allows the result of
an operation to be greater than the prime p, but it must have the same bit
length (denoted as s). Normally, if p < 2s < 2p − 1, we require the result
of a field arithmetic operation to be in the range [0, 2s − 1], but it does not
necessarily need to be smaller than p. Consequently, the reduction opera-
tion can be avoided when this condition is met, which means incompletely
reduced results can save execution time. However, if the result does not fit
into s bits, we need to reduce it until it is in the range [0, 2s − 1]. Our im-
plementation does not need to perform the reduction operation for every
field operation since the excess bits can be held in the unused bits without
additional memory or register usage.

– No Conditional Branches: Addition and Montgomery reduction may re-
quire a final subtraction of p, which can cause thread divergence and leak
side-channel information if implemented in a naive way. As we pointed out
before, the radix-224 representation does not have this problem.



210 S. Cui et al.

0

5

10

15

20

25

30

160-bit 192-bit 224-bit

co
m

pu
ta

tio
n 

tim
es

 in
 n

s 

comba_32
comba_29
comba_24

Fig. 4. Comparison of the execution time of multi-precision multiplication for 160, 192
and 224-bit operands (radix-224 vs radix-229 vs radix-232 representation)

3.2 Field Operations

“Lazy” Modular Addition and Subtraction. The modular addition and
subtraction are basic operations in ECC. We implemented them efficiently using
our special integer representation. For modular addition, we replace the field
addition a + b mod p by an ordinary integer addition a + b without reduction
operation. Since the unused bits in the most significant word can hold excess
bits (i.e. carries), the conditional subtraction can be eliminated. In a modular
subtraction, it is not possible to get a negative result due to the final reduction
operation (i.e. addition of p). However, this is not true for an ordinary subtrac-
tion. In our work, we compute kp+a− b instead of a− b to avoid to get negative
results, which is more efficient than doing a reduction since we just need to add
two 24-bit words before subtracting. The problem is to decide how many p have
to be added, which of course depends on the operands a and b. If a > b is always
true then we could just compute a − b. Unfortunately, there is no guarantee
that this is the case. In our implementation, the field-arithmetic operations are
invoked by the point addition and point doubling. In these two operations, the
inputs of a modular subtraction are generally the outputs of addition, modular
multiplication or squaring. The outputs of modular multiplication and squaring
are always in [0, 2p). On the other hand, the output of an addition is in the range
of [0, 4p). Therefore, we can avoid a negative result when k = 4, which means
we can simply replace a− b mod p by 4p+ a− b.

Efficient Field Multiplication and Squaring. Modular multiplication and
modular squaring are the two most performance-critical arithmetic operations in
ECC. In our implementation, they are realized through Montgomery’s modular
reduction technique introduced in [17]. We use a special variant of the so-called
Montgomery multiplication, the so-called Finely Integrated Product Scanning
(FIPS) method. The OPF primes we use have a very low Hamming weight so
that only the most significant and the least significant 24-bit word needs to be
considered in the reduction. We implemented both modular multiplication and
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squaring on basis of Liu et al’s OPF-FIPS algorithm introduced in [15], which
simply ignores all the zero-words and, in this way, achieves very high perfor-
mance. We refer to [15] for a detailed description of the implementation. Some
further optimizations are possible when using a radix-224 representation and
following the approach of incomplete modular reduction. In this way, the final
subtraction in both the Montgomery multiplication and squaring does not need
to be carried out. However, the result of a modular multiplication/squaring is
now in the range of [0, 2p − 1]. Note that, since the FIPS method is based on
the product-scanning approach, we can process carries efficiently as described
before. All loops are fully unrolled for performance reasons. The operands are
loaded into registers and then we perform the computation in a word by word
fashion. Finally, the result is written back to memory.

3.3 Group Operations and Scalar Multiplication

Point Addition and Doubling. The most efficient way to represent a point
P = (x, y) on a twisted Edwards curve is to use extended projective coordinates
of the form (X : Y : T : Z) as proposed by Hisil et al in [11]. However, in
order to further optimize the point arithmetic, our implementation omits the
multiplication that produces the auxiliary coordinate T and outputs the two
factors E, H it is composed of instead (see [7] for details). In this way, one
can obtain more efficient point addition formulae, especially when the curve
parameter a = −1. By applying these optimizations, the cost of addition and
doubling amounts to 7M and 3M+4S, respectively.

We implemented the point addition/doubling on the Montgomery curve in
a straightforward way using exactly the formulae given in [18].

Scalar Multiplication. We benchmark our GPU implementation with two
different scalar multiplication techniques. In the case of an arbitrary point (i.e. a
base point that that neither constant or known in advance), we use the standard
Montgomery ladder on the Montgomery curve. In this way, we have to always
execute exactly one point addition and one point doubling for each bit of the
scalar, which amounts to 5M +4S per bit. On the other hand, if the base point
is fixed, our implementation uses a regular version of the comb method with 256
pre-computed points, similar as described in [16]. The idea of the regular comb
method is as follows: Since the base point P is fixed, we can do an off-line pre-
computation of multiples d ·P of P and store them in a table. Then, during the
actual scalar multiplication, we process 8 bits of the scalar at a time, and add
the corresponding entry from the table to the previous intermediate result. In
this way, the number of point doublings is reduced by a factor of 8 compared to
the straightforward double-and-add method. The number of point additions is
exactly the same as the number of doublings since we exploit the completeness
of the Edwards addition law and add the neutral element O = (0, 1) when an
8-bit block of the scalar is 0. The overall cost of our comb method with 256
pre-computed points amounts to 10

8 nM+ 4
8nS for an n-bit scalar.
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4 Experimental Results

Our experimental platform is an NVIDIA GTX285 graphics card; it contains
a GT200 GPU clocked at a frequency of 1476 MHz. The GT200 is nowadays
considered a low-end GPU with a compute capability of 1.3.

4.1 Throughput and Latency

The number of blocks per grid and the number of threads per block are two es-
sential parameters of an execution configuration since they directly impact the
utilization of the GPU. Furthermore, these two parameters interplay with the
memory and register usage. In our evaluation, we focus on three parameters,
namely the number of blocks running on each SM, the number of threads per
block, and the usage of on-chip memory.

The threads are assigned to an SM in a group of blocks. A block of threads
gets scheduled to one available multiprocessor. We can use more than one block
to expand the throughput by taking advantages of the 30 SMs. In [1], the best
performance was achieved by launching 30 blocks on the GT200. However, the
GT200 allows for up to 512 threads per SM, provided that there is sufficient
on-chip memory and registers available for each thread. Unfortunately, both is
severely limited, which requires to carefully balance the number of threads per
block with register and shared memory usage. Furthermore, the performance
also varies depending on what kind of memory is used. There are three basic
implementation options; we briefly describe them below taking variable-base
scalar multiplication on the 160-bit Montgomery curve as example.

– Shared memory can be accessed very fast, but is small. We can achieve the
lowest latency when all operands are held in shared memory. However, due
to its limited capacity of 16 kB per SM, only up to 80 threads per block can
be launched. We call this number of threads the threads limit point.

– Global memory is large. Thus, we can move some operands that are not
frequently used into global memory. In this case, the threads limit point
increases to 144. However, due to slower access time, the latency rises.

– To launch even more threads, we can put all operands into global memory.
In this case, the threads limit point is 160 threads per block, determined by
the register restriction. Unfortunately, the latency becomes very high.

The resulting throughput and latency of all three cases are illustrated in Figure
5. We can see that the blue line representing the latency is flat until the first
threads limit point of 80. Thereafter (i.e. from 96 onwards), the latency rises
slightly since now global memory is used to hold parts of operands. After pass-
ing the second threads limit point (i.e. 144), only global memory is used, and
therefore the latency increases sharply. In our work, throughput refers to the
number of point multiplications that can be executed per second, which is an
important performance metric. Figure 5 shows that the green bars representing
this metric keep increasing until the second thread limit point of 144, where the



High-Speed Elliptic Curve Cryptography on the NVIDIA GT200 213

0

100000

200000

300000

400000

500000

600000

0

10

20

30

40

50

60

70

80

16 32 48 64 80 96 112 128 144 160

Th
ro

ug
hp

ut
 

La
te

nc
y/

m
s 

Scalar mul�plica�ons/block 

160-bit throughput 224-bit throughput

160-bit latency 224-bit latency

Fig. 5. Throughput and latency for a different number of variable-base scalar multi-
plications per block (using the Montgomery ladder on a Montgomery curve)

peak is reached. After this point, the throughput declines sharply. Hence, we
achieve the highest throughput, namely 502k scalar multiplications per second,
with 4320 threads (i.e. 144 threads per block). This shows that one can increase
throughput by sacrificing latency; we did this by using both shared memory and
global memory for storing operands. For the 224-bit Montgomery ladder, the
highest throughput of 115k scalar multiplications per second is achieved when
96 threads per block are launched (i.e. 2880 threads altogether).
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Fig. 6. Throughput and latency for a different number of fixed-base scalar multiplica-
tions per block (using a comb method with 256 points on a twisted Edwards curve)

Our implementation of the comb method stores the pre-computed points in
constant memory. Figure 6 shows the latency and throughput for a twisted
Edwards curves over a 160 and 224-bit OPF, respectively. Table 1 summarizes
the maximum performance of the four implementations. The throughput of the
comb method is about 1412k and 345k in the 160 and 224-bit case, respectively.
The performance is highly dependent on choosing the proper number of scalar
multiplications per block. Our results show that 112 and 128 are the best choices
for 160 and 224-bit curves, respectively, if one aims for high throughput.
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Table 1. Minimum latency and maximum throughput of scalar multiplication

Implementation Latency [ms] Throughput [op/s]

160-bit Montgomery ladder 5.9 502326

160-bit Comb method 1.84 1411756

224-bit Montgomery ladder 19.2 115200

224-bit Comb method 4.52 345417

4.2 Comparison with Related Work

In recent years, numerous ECC implementations for GPUs have been reported
in the literature. In [1], Antão et al introduced a parallel algorithm for point
multiplication using a Residue Number System (RNS) to expose parallelism in
the multi-precision integer arithmetic. Their results on the GTX285 platform
suggest a maximum throughput of 9990 scalar multiplications per second and a
latency of 24.3 ms if the underlying field has a size of 224 bits. Szerwinski and
Güneysu [22] presented an implementation on an NVIDIA 8800GTS based on
the operand-scanning method for multi-precision multiplication. Their results
indicate a throughput of 1412 scalar multiplications per second using the NIST
P-224 curve. In [8], Giorgi et al did a comprehensive evaluation of both prime-
field arithmetic and point arithmetic (including scalar multiplication) on the
NVIDIA 9800 GX2 GPU for operands of different length. When using a 224-bit
field, they achieved throughput of 1972 scalar multiplications per second.

Table 2. Comparison of GPU implementations of 224-bit scalar multiplication

Implementation Platform Latency [ms] Throughput
[op/s]

Processor
clock [MHz]

Szerwinski [22] 8800 GTS 305 1412.6 n./a.

Giorgi [8] 9800 GX2 n./a. 1972 n./a.

Antão [1] GTX 285 24.3 9990 1476

Bos [6] GTX 295 10.6 79198 1242

Our work (var. point) GTX 285 19.2 115200 1476

Our work (fixed point) GTX 285 4.52 345417 1476

To our knowledge, Bos reported in [6] the best previous result for ECC over
a 224-bit prime field on the GT200, even though he optimized latency instead
of throughput. He used a Montgomery ladder on a Weierstrass curve for scalar
multiplication, which is implemented with 8 threads so as to exploit parallelism
in the point operations. As shown in Table 2, he reached a throughput of 79198
scalar multiplications per second, but one has to consider that the GTX295
he used for benchmarking contains two GT200 GPUs, which are clocked with
a slightly lower frequency than in our GTX285. Taking these differences into
account, our throughput in the variable-base setting is 2.45 times higher than
that of Bos. On the other hand, the latency differs by a factor of 2.15.
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5 Conclusions

In this work, we combined Optimal Prime Fields (OPFs) with twisted Edwards
and Montgomery curves, and implemented both the field and curve arithmetic
to match the characteristics of the NVIDIA GT200 GPU. To optimize the field
arithmetic with respect to 24-bit integer multipliers of the GT200, we adopted
a radix-224 representation for the field elements. This representation facilitates
lazy or incomplete modular addition and subtraction since the most significant
word contains (at least) 8 vacant bits. We use OPFs as underlying algebraic
structure, which allows for very fast modular reduction since only the non-zero
words of the prime need to be processed. For point operations on the twisted
Edwards curve, extended coordinates are used to represent the points, which
allows the point addition to be performed with only seven multiplications in the
underlying OPF, while a point doubling requires three multiplications and four
squarings. We adopted the complete point addition formulae for curves with
parameter a = −1. The scalar multiplication uses a regular variant of the comb
method with 256 pre-computed points. Regarding the implementation options
related to memory (resp. register) usage and number of threads, we scarified
latency to get a higher throughput by moving temporary arrays from shared
memory to the un-cached global memory. In this way, we managed to achieve a
significantly higher throughput than the state-of-the-art.
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1 Introduction

Side Channel Analysis (SCA) has evolved as a crucial security issue when build-
ing a sound cryptographic circuit since Paul Kocher et al’s innovative discovery
in [1]. This attack typically observes the power consumption or EM emanation
from a running crypto device to infer internal circuit behaviors or processed date,
particularly as the secret key. Differing from traditional cryptanalysis techniques,
SCA can be seen as a non-intrusive attack since it theoretically doesn’t interrupt
the algorithmic functions, which makes it difficult to be detected and defended
with passive counter strategies.

The countermeasure research towards SCA is a complex issue which needs to
be scrutinized from the design bring-up, which involves the target algorithm, re-
quired security level and performance, implementation platform, cost (e.g. power,
chip area) and computation capability of adversaries. Two major popular meth-
ods, masking and hiding, have been proposed for removing or alleviating SCA
threats. Precisely, masking applies to the algorithmic level, to alter the sensitive
intermediate values with a mask in reversible ways. Unlike the linear masking,
non-linear operations that widely exist in modern cryptography are difficult to be
masked. Approved to be an effective countermeasure, the hiding method mainly
refers to a compensation strategy that is specially devised for smoothening the
data-dependent leakage in power or EM signature. While, none of them can be
extensively secure mainly being stunted from their implementations. In this pa-
per, we focus on the Dual-rail Precharge Logic (DPL) - one solution from hiding
approach - to introduce the technical proposals.

For dynamically compensating the intermediates, DPL is equipped with an
original (True/T) rail and a complementary (False/F) rail, which should be a
counterpart of the T rail [4]. In this way, the side-channel fluctuation in power
or EM signatures can be theoretically flattened. What’s more, timing achieves
a highly precise compensation manner between the two rails, the symmetry
routing paths are essential in the DPL solution. In practice it is pretty hard
to have the rigorous requirements using vendor provided tools, especially when
implementing a DPL design upon FPGA. This is mainly due to the weird logic
structure of DPL logic which requires strict physical symmetry between the two
logic rails that cannot be properly satisfied using generic FPGA design flow.
A series of novel packed techniques were introduced in [7][9] which depict a
dual-rail creation technique for FPGA implemented DPL, supported by low-
layer element manipulations from third-party APIs. This approach relies on two
consecutive execution procedures, namely “dual-rail transformation and routing
repair” to (a) highly expedite the logic realization; and (b) automatically heal
the problematic routings.

However, the described proposal is only validated with a very tiny design -
a simplified 8-bit AES core module [3]. To be concrete, the tool doesn’t work
efficiently upon complex designs, because it is severely retarded by its low compu-
tation efficiency during the reentrant repair process. In a sizable cryptographic
algorithm, all components of cryptographic circuits should be repaired as an
unity. The result is influenced by two aspects: firstly, the number of the conflict



A Progressive Dual-Rail Routing Repair Approach 219

complementary routing pairs is increasing due to the drastic routing resource
competition on the routing channels while the number of circuit components
is increasing; secondly, the security of DPL implementation is decreased with
non-identical complementary routing pairs.

To mitigate the implementation trouble, a progressive repair approach is pro-
posed, which relies on a partition strategy to progressively process each sub-
module. The main challenges for this technique are described from the following
three parts:

1) Split the complex cryptographic design to numerous functional blocks. In the
FPGA environment, the block is defined as a local territory to implement one
logic cluster, such as buffer, RAM, CLB and pin. The conventional concept of
block is not applicable to our cryptographic functional block. Therefore, a new
definition of cryptographic functional block is required.
2) Map the circuit components into each block. All circuit components should
be relocated as close as possible with a conventional mapping approach. It might
lead to more non-identical complementary routing pairs, which cripple the global
network symmetry.
3) Take different executions over each block because it is unnecessary to trans-
form some blocks to DPL format in consideration of cost/security tradeoff.

Our contribution mainly lies within a logic division tactic, and a progressive
repair mechanism supported by previously presented third-party auto repair
toolkit. The described work splits the whole algorithm to several functional sub-
modules and deal with them sequentially. Our approach is appropriate for com-
plex cryptographic design scenario. Experiments show that the routing repair
success rate of an AES-128 implementation is higher than 84% after the auto-
matic routing repair. However, the mechanism increases the repair success rate
while slightly weakens certain performance, like design density and maximal fre-
quency. Note that the proposal is valuable for proof-of-concept in security-critical
applications, instead of being a globally-adaptive closed system. A meticulous
tradeoff between security and cost sufficiently before project bring-up is still
mandatory.

The rest of the paper is organized as follows. In Section 2, the prior relevant
work is briefly described. Section 3 discusses the barriers on automatic DPL gen-
eration of a sizable algorithm by the existing techniques. Section 4 elaborates
the proposed progressive repair mechanism for achieving identical net pairs in
an FPGA application. Section 5 validates the achieved conflict rate and repair
success rate from the improved approach, the security grade from practical com-
parison attacks and the expenses of extra performance overhead. Finally, Section
6 draws conclusions and perspectives for future work.

2 Related Work

From generic sense of Side channel attacks, interesting leakages come from the
lower physical (transistor, gate) level instead of higher level layer (logic algorith-
mic level). Accordingly, most countermeasures are deployed at low-level logic
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layers, i.e., gate level (or equivalent LUT level in FPGA) for reducing or con-
cealing the exploitable signatures. DPL consists of an original (True/T) rail and
a complementary (False/F) rail, which should be a counterpart of the T rail[4].
In this logic, dual rails work simultaneously in complementary behaviors. Two
phases, precharge and evaluation, are alternatively switched by this protocol.
The value a(T ) in T rail and a(F ) in F rail compensate with each other (i.e.,
‘a(T ): a(F )’ is always in state of ‘1:0’ or ‘0:1’) during the evaluation phase. Like-
wise, a(T ) and a(T ) both are reset to a fixed state (typically ‘0’, or in a few cases
‘1’).As a typical DPL, Simple Dynamic Differential Logic (SDDL) is first intro-
duced in [4]. In [5], same authors have proposed a new technique to implement
SDDL on FPGA with higher slice utilization.

In [3], the technique of automatic generation of identical routing pairs for
FPGA implemented DPL is presented. It is based on the copy-paste and conflict-
repair method, which makes use of a file format called Xilinx Design Language
(XDL) and a series of java-based third-party tools from RapidSmith [6] to carry
on the XDL format to include significant LUT-level modifications. XDL is a
human-readable equivalent version of the Xilinx NCD file, which is a proprietary
binary format to describe designs internally either after mapping or place and
route steps used by Xilinx commercial FPGA tools. The technique transforms
the normal algorithm design NCD design file to XDL format. Then it performs
the copy-paste execution to create the complementary F rail on XDL manner.
Next, the technique, relying on RapidSmith toolkit, analyses and modifies the
XDL design file to repair conflict routing pairs and complete the PA-DPL logic.
Finally, it transforms the new XDL design file to NCD version and generate
bit file to complete the whole automatic DPL generation process. And a PA-
DPL AES core implementation on a FPGA chip soldered on SASEBO-GII SCA-
evaluation board is generated automatically as a case study in this paper.

3 DPL Implementation Difficulties for Sizable Algorithm

The technique proposed in [3] about automatic generation of identical routing
pairs for FPGA implemented DPL employs an incorporated two phases mecha-
nism known as copy-paste and conflict-repair, to realize rail transformation and
routing repair work. A brief design flow is diagrammed in Fig 1. To obtain con-
current dual-rail behavior precisely, complete T/F compensation, and the two
rails must be maintained identical [2]. Meanwhile, the DPL in row-cross inter-
leaved placement can protect design against EM analysis which makes use of
the long distance between the complementary rails. Hence, the complementary
routing pairs in circuit translate one unit (a slice) on FPGA chip, and their
shapes are identical.

However, the existing technique is not suitable to the design of a complex
cryptographic algorithm, since it suffers from a low repair success rate due to
severe local resource congestion and the slow repair speed when a direct global
execution has been performed.
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Fig. 1. The process of the existing technique

3.1 Serious Routing Congestion with Large Numbers of
Components

The interleaved format of the routing pair would result in very close routing
channels with each other [7][10]; the reuses of routing conflicts are likely to oc-
cur in local parts, which might result in circuit electrical failures. There is a set
of competitions on the routing channels from particular passed territories once
a number of routing pairs span through those regions. We note that the rout-
ing conflicts are inherently avoided from single-rail circuit, since vendor router
algorithm never allows this to happen. However, in dual-rail duplication, the
back-end created F network is relocated, which is possible to reuse some used
routing resources in practise.

When the Xilinx commercial FPGA tools load a design, the circuit will be
concentrated in a certain local area instead of being placed dispersedly over
the entire FPGA fabric. To simplicity, the density of the used components in
particular region is much higher than that from other regions and the densities
of nets vary greatly in different regions. For instance, the density of nets in
the left clock region is much lower than that in the right part, as seen in Fig
2. The routing resource competition of the routing channels is severe and the
conflict of routing pairs would take place with a high probability in the region
with congested wires, especially after the copy-paste process. Furthermore, the
success rate of routing repair work would descend while the number of wires is
exceeding the resource threshold of the routing channel. Therefore, the region
with a high logic density (i.e., all components in the region are used) is exceeding,
the conflict rate of the routing channel rises after the copy-paste process and the
routing repair success rate get lower as a domino effect.

In addition, the routing repair algorithms presented in [11][12][13] employ a
greedy brute force mechanism to thoroughly find-and-test all the possible iden-
tical paths for both T/F nets. In some cases, the local optimization is hard to
realize. It means that some conflict routings would be repaired successfully by the
global optimization algorithm. The repair success rate is likely to be decreased
when that case takes place at a real repair process.

3.2 Unacceptable Time-Consuming Path Selection

As previously mentioned, the routing repair algorithm developed based on Rapid-
Smith is an exhaustive search. It is worthy to note that this process basically
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Left Right

Fig. 2. Different densities of nets in different local region

doesn’t touch other logic paths when it is amending a certain pair of nets. It
leads to local rather than global optimization. In other words, a case would take
place with a high possibility that some routing pairs at the top of the conflict
nets list are easy to be repaired and other routing pairs at the bottom of the list
are getting retardant to be healed (success with several times of modification or
failure after many times of modification). This congestion would exacerbate if
the design scale is large.

We perform an experiment that directly implements AES-128 coprocessor over
Xilinx Virtex-5 FPGA. The experiment shows that the repair process has run
more than 100 hours without an outcome on DELL Server (PowerEdge R610).
There are 1032 non-identical routing pairs existing, and the repair success rate is
no more than 60% in the completed portion. It is hence hard to directly apply the
existing technique to a complex algorithm implementation by the experimental
result. Even using a more powerful computer, this retarded process rate makes
the technique not attractive in practice. Hence, some optimization techniques
must be replied on to achieve a viable way to mitigate this problem.

4 Progressive Repair Mechanism

4.1 The Overview of Progressive Repair Mechanism

To expedite the repair process of identical routing pairs for a whole crypto algo-
rithm, a progressive repair mechanism based on the logic division is developed
to expand the existing technique to a broader range of real-world applications.
The new approach splits the whole cryptographic circuit to functional blocks,
maps each block individually to the corresponding local region, and takes differ-
ent executions to individual functional block. The functional block has balanced
logic density in each individual. This strategy brings higher repair success rate
for the sake of an eased routing competition.
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The process for generating dual-rail pairs of a whole cryptographic design by
our improved approach is shown in Fig 3. Firstly, the program loads an orig-
inal single rail design, and splits the whole design to different cryptographic
functional blocks. Then, the program find out a block that requires DPL trans-
formation, and converts it to a dual-rail format by directly cloning the original
T rail to a reserved new fabric, performing as the complementary F rail. All
the conflicts are found out afterwards, and then to be repaired. The executable
repair procedure consists of three steps: (a) The first step is to unroute both
T/F nets by removing all the “nodes” for the nets; (b) The second step aims to
find a new routable path for the T net. It is stressed that only T net is routed by
the custom router, and the F net is completely copied from the new T net and
be pasted to the new location; (c) The third step dedicates to review the newly
generated F net, to find the existing conflict nodes. A judgment is inserted here:
once new conflict exists, the repair process would jump to the next pending net
pairs, and otherwise, the process would start again from the first step. When no
pending net pair exists in the block, the program would deal with other blocks
sequentially until all blocks that need DPL are processed. Finally, the program
would process the nets between blocks and generate the whole DPL design.

Block Design DPL Design in 
One Block Conflict List

Copy and paste 

DPL 
Intermediate

Find out 
all conflict pairs Delete all conflict F nets 

Update the 
conflict list

The Whole 
DPL Design

Reroute the corresponding 
T net and generate F net

Still Conflict? 
Yes

Is Conflict List Null?
No

No

Yes

Initial Design

Split

Block List
(Need DPL)

Find out all blocks
 that need DPL

Is Block List Null?

No

Update the 
block list

Yes DPL Block 
Intermediate

Globally process the 
nets between blocks  

Fig. 3. The process flow of the improved approach

The testbed in our experiment is a complete AES-128 coprocessor which per-
forms one round of an AES encryption in one single clock cycle, and generates
128 bits encrypted data in total after 10 rounds, as diagrammed in Fig 4. Even
though the use of Block RAM significantly reduces the leakages [8], this test
still implements the S-box by logic elements (slice in Xilinx FPGA, rather than
Block RAM) in order to have a closely deployed dual-rail format.

4.2 FPGA Block Division Relevant to Algorithm Structure

In FPGA scenario, the block is defined as a local region to house one functional
module, such as buffer, RAM, CLB and pin. The conventional conception is
not applicable to this cryptography; hence, a new definition of cryptographic
functional block is necessary.

The new definition of block should be proposed from the perspective of cryp-
tographic algorithms. The cryptographic functional block is defined as a local
region to realize one special cryptographic function, such as S-box, key expan-
sion and controller. The new block definition corresponds to the function or
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Fig. 4. DPL implementation of the whole AES

module in cryptographic algorithm. It puts the signals generated from one func-
tion or module into the same block. Due to the same DPL security requirement
of all signals from the same function or module, it is reasonable that the cor-
responding components and nets are placed into the same block region. Yet
different cryptographic modules do not uniformly desire the same security grade
in consideration of overall resource expense. Take a wrapped AES in use as an
example, the wrapper block which provisions execution commands to the crypto
core is not necessary to be protected. The encryption module enclosing all spe-
cial encrypted functions and submodules would be placed separately. And other
special encrypted functions and submodules should be mapped as a row-crossed
interleaved placement transform to dual-rail format.

Looking into an AES-128, according to the relationship of modules in Ver-
ilog source description, the complete design is divided into diversity of func-
tional submodules, including S-box, Key-Expansion, Mix-Column, Encryption
packaging all special encrypted functions and Control. For these functional sub-
modules, several blocks are divided over FPGA chip as follows: four functional
blocks called SB0, SB1, SB2 and SB3 to enclose 4 responsible S-box respectively;
a functional block called SBK to execute Key-Expansion; two function blocks
called Mxor and MX to realize Mix-Column; a functional block named Enc for
encapsulating all blocks described above; as well as a functional block Cont to
supply clock signal, control I/O and be the top package. The functional blocks
are mapped on the FPGA chip as described in Fig 5(a) and Fig 5(b).

4.3 Different DPL Realization for a Single Block

To those functional blocks with interleaved placement, the density of the used
components in these regions should be reduced in order to relieve the resource
competition in routing channels. Thus, the possibility of the routing conflicts is
decreased, and the repair success rate arises, which favorably reduces the time
spent on the whole repair process.

For those blocks that need to be transformed into interleaved format, it’s nec-
essary to set aside the same number of the components as in the original circuit
in order to implement the duplications. We hereafter name the mapping way
as “2VS1” placement, which divides the block regions consisting of functional
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modules into a number of 2 ∗ 1 slice arrays. We only utilize the bottom slice
with the upper one forbidden, as illustrated in Fig 5(a). Then, Xilinx XST tool
grants optimized paths for all the T-rail nets. However, the DPL circuit using
2VS1 placement has higher routing density in each block region.

(a) (b)

Fig. 5. Different mapping in 2VS1 placement and 4VS1 placement leading to different
densities of the used components

We further reduced the logic density by employing a “4VS1” placement ap-
proach. Unlike the 2VS1 solution, each block in clock region is divided into a
series of 2 ∗ 2 slice arrays, and only the slice in the lower left corner is used with
the other three forbidden ones, as depicted in Fig 5(b). As well, Xilinx router is
adopted to route all the T nets. The motivation here is to leave a more relaxed
routing conditions for facilitating (i) to provide sufficient routing resource for T
nets, which, in this way, can result in comparatively shorter routing paths, and
(ii) give higher routability for each duplicated F net with a less number of repair
iteration, so as to increase the success rate and speed up the repair process.

When the 4VS1 placement is completed, the duplication execution is per-
formed into each 4VS1 block and then all the conflict routings are to be pro-
cessed by the provided repair tool. The global routing pairs on FPGA chip and
the repaired complementary routing pairs inside each block are illustrated in
Fig 6. The difference between 2VS1 and 4VS1 placement method influences the
number of the occurred conflicts and observed repair success rates.

4.4 Global Process about the Nets between Blocks

Compared to the prior approach of direct global repair, the proposal discussed
in this paper achieves a feasible repair task to a whole cryptographic algorithm
with regionally identical routing networks at the expense of sacrificing dual-rail
protection to a portion of nets. The difference here is that some security-sensitive
nets are not guaranteed in duplicated F rails, as those feedback signals that are
deleted in block approach, as given in Fig 7. However, this sacrifice can be
minimized by meticulously scheming the partition tactics, to ensure that the
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Fig. 6. The global DPL routing result on FPGA chip and several highlighted comple-
mentary routing pairs inside each block

sources of each pair of security-critical nets are exclusively deployed inside each
single module. Another effort to mitigate this pitfall is to optimize the routing
repair efficiency to be able to rapidly find a routing paths for each high-fanout
pending nets, thus a global repair can be yielded.

5 Validation on AES-128

We implemented PA-DPL dual-rail style with row-crossed placement format on
a Virtex-5 Xilinx FPGA on SASEBO-GII board. Pearson Correlation Coefficient
based ElectroMagnetic Analysis (CEMA) is applied during the security analysis.
The objective is to attack the AES-128 which was diagrammed in Fig 4. The
testbed core (xc5vlx50ff324) owes 12 independent clock regions that are sufficient
for housing 9 partitioned submodules.

5.1 Estimation of Conflict Rate and Repair Success Rate

In contrary to the direct routing repair approach of which the repair objective is
to globally repair a whole circuit in only one process, the progressive repair pro-
cess places the global circuit components into a set of sub-regions by partitioning
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Fig. 7. Feedback signals sacrificed in duplicated F rails

the algorithm according to its functions and hierarchies using 4vs1 placement
scheme. Thus the density of the used components in each 4VS1 block is greatly
reduced.

Placing each submodule into a single clock region helps to reduce the intra
routings. More importantly, this solution also prevents the massive use of long
routings, which in practice bring in extra routing delay. However, the long wires
between neighboring partitions still exist and remain unprotected. Owing to the
small size of each block, the net number within each region is relatively small,
and the lengths of them are short. All of these lead to less conflicts among routing
pairs, and the velocity and success rate of repair process are relatively high.

Table 1. The repair result of original approach with 4VS1 placement

Part Format
Regional
Net Pairs

Conflicts
Conflict
Rate

Repair
Time

Repair
Complete

Enc Transformed 2803 1032 36.82%
More than
100 hours

no

Cont Uncharged * * * * *

We launched two experiments over AES-128 on the same FPGA in parallel.
The first experiment uses the original and the improved dividing scheme with
4VS1 placement respectively, and the other one employs the proposed progres-
sive partition scheme with 2VS1 and 4VS1 placements. Then the outcomes are
illustrated in Table 1, Table 2 and Table 3.

The counted problematic (conflict) routing pairs are 1032 and the conflict
rate during the repair process in the original approach is 36.82%. Contrarily, the
total number of the conflict routing pairs in original scheme where the dividing
method processed with 2VS1 and 4VS1 placements is decreased to 620 and 502,
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Table 2. The repair result of block approach with 2VS1 placement

Part Format
Regional
Net Pairs

Conflicts
Conflict
Rate

Failed
Exeecd

Threshold
Success
Rate

SB0 Transformed 355 128 36.06% 15 20 72.66%

SB1 Transformed 348 128 36.78% 24 4 78.13%

SB2 Transformed 351 138 39.32% 29 1 78.26%

SB3 Transformed 348 115 33.05% 18 1 83.48%

SBK Transformed 333 102 30.63% 17 4 79.41%

MX Transformed 244 8 3.28% 0 0 100.00%

Mxor Transformed 136 1 0.74% 0 0 100.00%

Enc Single-Rail * * * * * *

Cont Single-Rail * * * * * *

and the conflict rates are reduced to 29.31% and 23.74% respectively. Besides
the proposed progressive partition, the repair process has been concluded in
several hours while the original one has not yet been completed within several
days. The repair success rate of the completed section with the original scheme
is lower than 60%. In the case of 2VS1, repair success rate rises up to higher
than 72%. Furthermore, repair success rate rises up to higher than 84% in the
4VS1 partition approach (Actually, all the blocks, except one, favors success rate
more than 90% in this case study).

Table 3. The repair result of block approach with 4VS1 placement

Part Format
Regional
Net Pairs

Conflicts
Conflict
Rate

Failed
Exeecd

Threshold
Success
Rate

SB0 Transformed 355 108 30.42% 10 7 84.26%

SB1 Transformed 348 95 27.30% 1 6 92.63%

SB2 Transformed 351 104 29.63% 3 0 97.12%

SB3 Transformed 348 100 28.74% 5 5 90.00%

SBK Transformed 333 87 26.13% 3 1 95.40%

MX Transformed 244 8 3.28% 0 0 100.00%

Mxor Transformed 136 0 * 0 0 *

Enc Single-Rail * * * * * *

Cont Single-Rail * * * * * *

5.2 Attack Results

A series of comparison attacks have been launched to validate the achieved se-
curity level among three circuits. (a) In the first circuit, the same 128 bit AES
algorithm is implemented using default settings, except I/O pin configurations;
(b) In the second circuit, 4VS1 placement is applied to security-critical parti-
tions, however it is kept as single-rail without introducing the transformation;
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(c) The third circuit is transformed from the second circuit, being processed by
the proposed progressive repair strategy as aforementioned. For the two single-
rail (SR) circuits, equally 10,000 EM traces are inspected from the last encryp-
tion rounds with a same sampling rate. For the first circuit, correlation EM
analysis successfully recovered all the 16 subkey bytes (See Table 4). For the at-
tack to the second SR circuit, 15 out of the 16 subkey bytes are recovered, with
exception of the 15th subkey, where a hexadecimal value 18 is differentiated in
contrast to the real subkey 77 (See Table 5). For the attack to the third exported
dual-rail (DR) AES-128, correlation analysis over 300,000 traces have not yet
disclosed any of the real subkey(See Table 6). The “rank” parameter in Table 4,
5 and 6 represents the correlation coefficient rank of the found key among the
256 kinds of the assumed keys.

Table 4. The attack result of unconstrained SR scheme by 10,000 EM traces

Key
16 last round subkeybytes (hex)

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

real F3 AC 78 29 F0 77 E7 4E 3D CD 7A D4 81 C8 99 E1

found F3 AC 78 29 F0 77 E7 4E 3D CD 7A D4 81 C8 99 E1

rank 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Table 5. The attack result of placement constrained SR scheme by 10,000 EM traces

Key
16 last round subkeybytes (hex)

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

real F3 AC 78 29 F0 77 E7 4E 3D CD 7A D4 81 C8 99 E1

found F3 AC 78 29 F0 18 E7 4E 3D CD 7A D4 81 C8 99 E1

rank 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1

Table 6. The attack result of progressively repaired DR scheme by 300,000 EM traces

Key
16 last round subkeybytes (hex)

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

real F3 AC 78 29 F0 77 E7 4E 3D CD 7A D4 81 C8 99 E1

found 37 18 CF 7B F4 66 6E 3C 4C 13 8A 59 55 B2 72 F2

rank 124 66 45 252 186 191 226 5 212 110 206 99 253 110 242 241

Observing from the first two circuitries, they merely have slight difference
from the attack results upon the analyzed 10,000 traces. However, it is not safe
to claim identical security levels for the two parties. As just stated, unconstrained
circuit doesn’t employ user placement constrained, hence the default map tool
would place the components “seemingly” randomly across the FPGA fabric. In
this case, the security-critical routings might traverse a large territory, which
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would practically result in longer routing path (Assuming that the timing clo-
sure is not violated). Comparatively, the placement constrained circuit has been
meticulously partitioned by logic function and hierarchy. The security-sensitive
routings are more likely to be restricted inside a local territory. By this way, the
local routing paths for those nets are shorter compared to the prior approach.
Therefore, the routing relevant leakage from placement constrained one would be
less than that from the placement unconstrained one. This conceptually grants
higher security level to the second circuit, where in this case study, one subkey
byte is failed to be recovered.

The third produced dual-rail circuit has demonstrated profound safety in con-
trast to the previous two counterparts, where none of the 16 key bytes is cracked
by analyzing up to 300,000 traces. The key rank index also foresees that most
real subkeys are not likely to be differentiated if not to substantially increase
the analysis samples or to employ more suitable analysis models. Note that the
attack to the last round of AES-128 makes sense unless all the subkeys have
been retrieved. A failure to any bit of the last round key crumbles the initial key
recovery.

5.3 The Expense of Extra Performance Overhead

Furthermore, the main expense of extra performance overhead is the utilization
of occupied slices on the FPGA chip. The number of used slices is 977 and the
utilization rate is 13% at both unconstrained and constrained single-rail circuits.
The total number of 4VS1 dual-rail circuit is 2614 (i.e., the utilization rate is
36.3%), which is less than 3 times of the corresponding single-rail circuit due to
some blocks without 4VS1 placement, such as Cont.

6 Conclusion and Future Work

The routing pairs between T and F rails in DPL logic are unbalanced, which is
generated by commercial FPGA design tools. And the original dual-rail creation
technique for FPGA implemented DPL is only validated with a very tiny design.
In this paper, we proposed a progressive repair strategy based on a partition
solution to expedite the auto routing technique. In our approach, we splitted the
complex cryptographic design to several functional blocks, afterwards to map the
circuit components into each block and took different executions to individual
blocks. Several different mapping ways are investigated including 2VS1 and 4VS1
placements. Experimental result shows that the 4VS1 solution performs better
in terms of the conflict rate and the repair success rate.

We applied this technique to a row-crossed interleaved PA-DPL and carried
comparison EM attacks to validate the increased resistance of this approach.
Attack results show that the produced dual-rail circuit on FPGA is resistant
against classical correlation analysis. What’s more, the elevated security with
more identical routing pairs and the acceleration of entire process are achieved
at the expense of resource and area.
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In future work, we plan to improve the routing algorithm to obtain globally
optimized paths to decrease the expenses from logic partition. Meanwhile, ap-
plying the technique to other dual-rail logics will be another direction of the
future work.
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Abstract. The framework of test of chain was presented by Bogdanov
et al. in 2012, which combines collision attack with divide-and-conquer
side-channel attacks. Its success rate highly depends on the correctness
of the chain established from collision attack. In this paper, we construct
a fault-tolerant chain which consists of 15 paths, and each path includes
only one step. In order to decrease the misjudgments, we combine this
chain with correlation power analysis, linear collision attack and search.
So the fault-tolerant linear collision attack is proposed. Our experiments
show that the new attack is more efficient than the method of Bogdanov
et al. Furthermore, we give a fault-identification mechanism to find the
positions of wrong key bytes, and thus the subsequent search space can
be reduced a great deal. Finally, the choice of threshold in correlation
power analysis is discussed in order to optimize our attack.

Keywords: power analysis attack, correlation power analysis, test of
chain, linear collision attack.

1 Introduction

Differential power analysis was proposed at CRYPTO 1999 by Kocher et al. [1].
This method can recover key by analyzing the information of intermediate value
which is obtained from the instantaneous power consumption of the cryptographic
chip [2]. In 2002, Chari et al. proposed template attack for distinguishing the dif-
ferent intermediate values corresponding to the different keys [3]. Two years later,
Brier et al. put forward correlation power analysis (CPA) which uses the correla-
tion coefficient model to recovery key [4]. In 2008, Gierlichs et al. gave mutual
information analysis attack based on the information theory [5]. Masking is usu-
ally employed against the first-order power analysis attacks [6,7,8,9,10]. However,
it can only increase the difficulty of attacks instead of providing absolute security.

Collision attack was proposed in 2003 [11,12], which broke the cipher device
by looking for the internal collisions of specific intermediate values. In 2007, Bog-
danov proposed linear collision attack [13], which established the relationships
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among several key bytes based on the collisions between different S-boxes. Sub-
sequently, he presented multiple-differential side-channel collision attacks based
on the voting method [14]. In 2010, Moradi et al. proposed correlation-enhanced
collision attack which can be regarded as a tool of linear collision detection [15].
Their attack was improved by Clavier et al. in CHES 2011 [16].

In 2012, according to the new concept of test of chain, Bogdanov et al. com-
bined CPA with collision attack [1,17], which can recover key more efficiently
than both stand-alone CPA and collision attacks. Although the test of chain dis-
cussed the high efficiency of their combined attack, they did not give a practical
attack scheme. On the other hand, their method can only correct the errors in
CPA, but can not in the part of collision attack. In other words, once a step
error occurs in a path of the chain, it will lead to consecutive errors. And the
errors will take place in the entire path, which will result a failed attack. Indeed,
the efficiency of typical collision attack is much lower than CPA, which may lead
to the unavailability of Bogdanov’s method.

Our Contribution. In this paper, we propose a fault-tolerant combination
between CPA and collision attack. Specifically,

– A concept of fault-tolerant chain is presented, which significantly improve
the success rate of the collision attack part.

– A new framework of practical combination between correlation power anal-
ysis and correlation-enhanced collision attack is proposed.

– The step where error occurred can be identified with high probability ac-
cording to a specific threshold. Thus, the search space of the key is greatly
reduced.

Organization. The remainder of this paper is organized as follows. In Section 2,
we briefly describe CPA , correlation-enhanced collision attack, and Bogdanov’s
attack. Section 3 introduces our fault-tolerant attack followed by the experiments
and discussions of efficiency. In Section 4, We propose the fault-identification
mechanism, and then discuss the threshold value of CPA based on experiments.
Finally, we conclude the whole paper in Section 5.

2 Preliminary

2.1 Notations

This article focuses on AES algorithm. We use the following notations to rep-
resent the variables. K = {ki|i = 1, 2, . . . , 16} is the 16-byte user-supplied
key. P j = {pji |i = 1, 2, . . . , 16} denotes an 16-byte AES plaintext, where j =
1, 2, . . . , N is the number of an AES execution. For the jth plaintext P j , let
{T j

i |i = 1, 2, . . . , 16} denote 16 sections of the power trace corresponding to
16 S-boxes. Each trace section consists of l interesting points. We use {xi|i =
1, 2, . . . , 16} to denote the input bytes of S-boxes in the first round. The out-
put bytes of S-boxes are expressed by {S(xi)|i = 1, 2, . . . , 16}. ThCPA is the
threshold in CPA, and ThCA is the threshold in collision attack.
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2.2 Bogdanov’s Combined Side-Channel Collision Attack

A combined collision attack was proposed by Bogdanov et al. in 2012 [17], which
combines linear collision attack with side-channel attacks such as CPA [1]. For
simplicity, their work is built on AES-128, and uses the key-recovery technique
based on linear collisions. Notably, all the techniques of their work may extend
to other ciphers which can be broken by collisions.

2.2.1 Correlation Power Analysis

In this section we describe CPA [4] which is used in Bogdanov’s attack and
our work. The algorithm is described as follows (an example of the first S-box is
given).

Algorithm 1. Correlation Power Analysis on S-box 1

Online Stage:
1: P = (P 1, P 2, . . . , PN) ← RandomPlaintexts()

2: {T j
1 |j = 1, 2, . . . , N} ← AcquireTraces(P )

Key-recovery Stage:
1: for each guess k1 ∈ {0, 1, . . . , 255} do

2: {HW j(x1)|j = 1, 2, . . . , N} ← ComputeValue({pj1|j = 1, 2, . . . , N}, k1)
3: ρk1 ← CorrelationCoefficient({HW j(x1)}, {T j

1 })
4: end for
5: return k1 ← argmax

k1

ρk1

In the online stage, the attacker randomly choosesN 16-byte plaintexts {P j|j =
1, 2, . . . , N} (RandomPlaintexts), and then records the relevant sections of
traces {T j

1 |j = 1, 2, . . . , N} for the first AES S-box (AcquireTraces). Further-
more, 16 sets of trace sections can be extracted corresponding to 16 S-boxes.

In the key-recovery stage, the attacker guesses the first key byte k1 from 0
to 255, and then for each k1 computes the hamming weights of {pj1 ⊕ k1|j =
1, 2, . . . , N} (ComputeValue). Subsequently, the 256 correlation coefficients
ρk1 (CorrelationCoefficient) of the hamming weights and power traces can
be computed. Then these correlation coefficients are sorted to obtain a corre-
sponding rank ξ which consists of the 256 candidates of k1. The candidate of
k1 which corresponds to the max ρk1 is returned as the recovered key byte. The
attacker may repeat Algorithm 1 for the other 15 key bytes until all the key
bytes are recovered.

Suppose that each of the trace sections {T j
1 |j = 1, 2, . . . , N} consists of l in-

teresting points which are aligned as abscissas, for each abscissa, the attacker
looks up the N corresponding points of trace sections. A vector is constructed
by these N points. Then the correlation coefficient between this vector and
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{HW j(x1)|j = 1, 2, . . . , N} for a fixed k1 is computed. Attacker will get l cor-
relation coefficients for the l abscissas. The average value of these l correlation
coefficients is ρk1 which is the output of CorrelationCoefficient().

Remark. In order to decrease the misjudgements, the attacker may choose the
largest ThCPA correlation coefficients from {ρ0, ρ1, . . . , ρ255}, and then find out
their corresponding key-byte candidates, where ThCPA is the threshold in CPA.
Let γ1 denote this set of survived key-byte candidates for the first S-box. After
using Algorithm 1 to the other S-boxes, 16 sets γ1, γ2, ..., γ16 can be gotten.
Each of these sets consists of ThCPA survived key-byte candidates. They contain
the user-supplied key with an extremely high probability.

2.2.2 Linear Collision Attack

In 2007, Bogdanov proposed the concept of linear collision attack [13] : If a
collision between two S-boxes can be detected by some methods (as described
in Fig.1), i.e.

S(p1 ⊕ k1) = S(p2 ⊕ k2),

then we will obtain a linear equation concerning key-bytes k1 and k2

k1 ⊕ k2 = p1 ⊕ p2 = Δ1,2.

If attacker finds M collisions by a collision detection method, a system of M

Fig. 1. A linear collision between two AES S-boxes

linear equations can be obtained:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ki1 ⊕ ki2 = Δi1,i2

ki3 ⊕ ki4 = Δi3,i4

...

ki2M−1 ⊕ ki2M = Δi2M−1,i2M .
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It is worth noting that some of these equations have no correlation. Thus they
can be divided into h0 independent subsystems with respect to the parts of the
key [17], of which each may have one free variable and one or more equations. Let
h1 denotes the number of all missing variables which are not in those subsystems.
Each of the subsystems or missing variables is called a chain. And one equation
is defined as a step of a chain. Hence the number of chains is h = h0 + h1.

For instance, a classic chain is expressed as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
k1 ⊕ k2 = Δ1,2

k2 ⊕ k3 = Δ2,3

...

k15 ⊕ k16 = Δ15,16.

(1)

2.2.3 Framework of Combined Side-Channel Collision Attack

There are three stages in the framework of Bogdanov’s attack: online stage,
process stage and key-recovery stage [17]. For an example, we use the classic
chain (1) to describe the attack.

In the online stage, the attacker randomly chooses N plaintexts {P j|j =
1, 2, . . . , N}. Through the AES device, the attacker obtains N power traces, of
which each contains 16 sections {T j

i |i = 1, 2, . . . , 16} for 16 S-boxes.
In the process stage, collision detection method is used to obtain linear col-

lisions. On the other hand, for each S-box, the attacker sorts the correlation
cofficientsto obtain a rank of 256 key-byte candidates in CPA. The 16 ranks are
denoted by {ξi|i = 1, 2, . . . , 16}.

In the key-recovery stage, attacker determines a threshold ThCPA and the
free variable of the chain, and then picks the ThCPA most possible candidates
of the key-byte variable. For each of these survived candidates, the attacker may
compute the other 15 key bytes through the chain, and then verify whether they
are in their candidate sets (each set has ThCPA candidates) in turn. If all of
them are survived, the 16 key bytes should be returned as a correct 128-bit key.

With an example in Fig.2, the chain is represented by the solid arrow lines.
The 16 vertical lines express the key-byte ranks {ξi|i = 1, 2, . . . , 16}, and the hori-
zontal line stands for the threshold line of CPA. Only the sets {γi|i = 1, 2, . . . , 16}
of survived key-byte candidates are over the threshold line. For each of the
ThCPA candidates of k1, we compute k2, k3, . . . , k16 according to the chain. If
the computed {ki|i = 1, 2, . . . , 16} are all over the threshold line, we conclude
that the 16 key bytes are correct, else they are wrong. Bogdanov called this
method test of chain.

Remark. This framework can only tolerate faults in CPA, but faults in collision
attack will cause a failed attack. The reason is as follow: In order to recover the
key efficiently, attacker usually hopes that a chain includes 15 steps. For a chain,
one of the common cases is that there are several steps in the path from the free
variable to the end. If an error takes place in one of these steps (e.g. the step
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Fig. 2. Test of chain from Bogdanov et al.

from k2 to k3 described by the dotted line in Fig. 2), the key bytes computed
from the following steps will be wrong in the key-recovery stage, which will result
the failure of the whole attack. Unfortunately, this kind of errors happens with
non-negligible probability. It leads to low efficiency of Bogdanov’s attack.

2.3 Correlation-Enhanced Collision Attack

Due to lacking a practical scheme in Bogdanov’s work, we use correlation-
enhanced collision attack [15] for collision detection.

As mentioned in Section 2.2.2, if a collision is occurred between two S-boxes
(e.g. S-box 1 and S-box 2), they have equal outputs

S(x1) = S(x2).

Moreover, they also have equal inputs

k1 ⊕ p1 = k2 ⊕ p2.

Therefore, there is a linear relationship between the two key bytes k1 and k2.
What is more,

Δ = k1 ⊕ k2 = p1 ⊕ p2

is a constant. The attack algorithm is given in Algorithm 2.
In the online stage, the attacker chooses plaintexts {P j|j = 1, 2, . . . , N}

(RandomPlaintexts), then records the corresponding trace sections {T j
1 |j =

1, 2, . . . , N} and {T j
2 |j = 1, 2, . . . , N} for the first two S-boxes (AcquireTraces).

In the key-recovery stage, the attacker sorts the traces corresponding to the
plaintext byte which equals a certain value from 0 to 255, and then averages the
trace sections to obtain {Ma

1 |a = 0, 1, 2, . . . , 255} and {Ma
2 |a = 0, 1, 2, . . . , 255}
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Algorithm 2. Correlation-enhanced collision attack between S-box 1 and 2

Online Stage:
1: P = (P 1, P 2, . . . , PN) ← RandomPlaintexts()

2: {T j
1 |j = 1, 2, . . . , N}, {T j

2 |j = 1, 2, . . . , N} ← AcquireTraces(P )
Key-recovery Stage:

1: {M i
1|i = 0, 1, 2, . . . , 255} ← AverageTraces({T j

1 |j = 1, 2, . . . , N})
2: {M i

2|i = 0, 1, 2, . . . , 255} ← AverageTraces({T j
2 |j = 1, 2, . . . , N})

3: for each guess Δ ∈ {0, 1, · · · , 255} do

4: ρΔ ← CorrelationCoefficient({(Mp1
1 ,Mp1⊕Δ

2 )|p1 = 0, 1, 2, . . . , 255})
5: end
6: return argmax

Δ
ρΔ

for the two S-boxes (AverageTraces). The attacker guesses Δ from 0 to 255,
and then computes p2 = p1⊕Δ from all the 256 values of p1. For each Δ, the 256
average power traces Mp1⊕Δ

2 are found to calculate the correlation coefficient

ρΔ of Mp1

1 and Mp1⊕Δ
2 (CorrelationCoefficient). Finally, 256 correlation co-

efficients are gotten. If Δ is correct, ρΔ should be the maximum. As a result, Δ
is given by

argmax
Δ

ρ(Mp1

1 ,Mp1⊕Δ
2 ).

3 Fault-Tolerant Linear Collision Attack

Because of the limits of Bogdanov’s attack described in Section 2.2.3, we propose
a more efficient work which can tolerant faults in both CPA and collision attack.

3.1 Fault-Tolerant Chain

In this section, we construct a new system of chain, which is more integrated
and powerful. First, we regard k1 as the origin of the chain, i.e. k1 is the only
free variable in this chain. Then we detect collisions between S-box 1 and the
others.

S(p1 ⊕ k1) = S(pi ⊕ ki), for i ≥ 2.

Thus, 15 equations with respect to k1 can be gotten:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
k1 ⊕ k2 = Δ1,2

k1 ⊕ k3 = Δ1,3

...

k1 ⊕ k16 = Δ1,16.

From these equations, we construct a new chain named fault-tolerant chain.
In this system, ki(i ≥ 2) only depends on k1 instead of the other 14 key bytes.
There are 15 paths which begin from k1 to the ends in one chain (as shown
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Fig. 3. Fault-tolerant chain

in Fig.3). If one ki is wrong (under the threshold line), we can still attempt to
recover others. So we may take a threshold ThCA in collision attack. For example
if ThCA = 1, i.e. no less than 14 ki(i ≥ 2) survived (at most one ki is under
the threshold line), we can deduce that one path in the chain may be wrong.
Subsequently, a practical exhaust search can find the correct key.

3.2 Framework of Fault-Tolerant Linear Collision Attack

Based on the fault-tolerant chain, our work is named fault-tolerant linear collision
attack. The detailed process is outlined in Algorithm 3.

In the online stage, we encrypt random plaintexts {P j|j = 1, 2, . . . , N}
(RandomPlaintexts), then record the power traces and extract the sections
for AES S-boxes (AcquireTraces).

In the process stage, CPA is employed to get the sets {γi|i = 1, 2, . . . , 16} of
key-byte candidates (CorrelationPowerAnalysis). Each set has ThCPA can-
didates. Meanwhile, the correlation-enhanced collision attack is adopted for col-
lision detection. Then we construct a fault-tolerant chain, and obtain {Δ1,i|i =
2, 3, . . . , 16} from the collisions (CollisionDetection).

In the test of chain stage, for each k1 ∈ {0, 1, . . . , 255}, we compute the other
15 key bytes by ki = k1 ⊕ Δ1,i, and denote error as the number of key bytes
those are not in {γi|i = 2, 3, . . . , 16}. For convenience, Algorithm 3 describes
the case of tolerating one wrong key byte. If finally error ≤ 1 (here ThCA = 1),
the recorded key bytes are user-supplied with high probability. Otherwise this
attack fails. Usually, the test of chain stage does not return more than one 128-
bit key candidate. In this paper, we did not consider the case of two or more key
candidates temporarily.

In the key-recovery stage, we verify the 16 key bytes which are returned from
the test of chain stage through anAES encryption (VerifyKey). If we get a wrong
AES output, there are one or more wrong key bytes. In Algorithm 3, only one
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Algorithm 3. Framework of Fault-Tolerant Linear Collision Attack

Online Stage:
1: P = (P 1, P 2, · · · , PN ) ← RandomPlaintexts()

2: {{T j
i |j = 1, 2, . . . , N}|i = 1, 2, . . . , 16} ← AcquireTraces(P )

Process Stage:
1: for i = 1, 2, . . . , 16 do

2: γi ← CorrelationPowerAnalysis(P,{T j
i }, ThCPA)

3: end
4: for i = 2, 3, . . . , 16 do

5: Δ1,i ← CollisionDetection(P, {T j
1 }, {T

j
i }, ThCA)

6: end
Test of Chain Stage:

1: for each k1 ∈ {0, 1, . . . , 255} do
2: error = 0
3: for i = 2, 3, . . . , 16 do
4: ki ← k1 ⊕Δ1,i

5: if ki /∈ γi
6: error ← error + 1
7: if error > 1 (ThCA = 1)
8: break for (Exit the current loop)
9: end if

10: end if
11: if i == 16 (More than 14 ki survived)
12: Record({ki|i = 1, 2, . . . , 16})
13: end if
14: end for
15: end for

Key-Recovery Stage:
1: if no {ki|i = 1, 2, . . . , 16} is recorded
2: return failure
3: else
4: if VerifyKey ({ki|i = 1, 2, . . . , 16}) == 1
5: Return {ki|i = 1, 2, . . . , 16}
6: else
7: for each {k∗

i |i = 1, 2, . . . , 16} ∈ SearchKeyByte({ki|i = 1, 2, . . . , 16})
8: if VerifyKey({k∗

i |i = 1, 2, . . . , 16}) == 1
9: Return {k∗

i |i = 1, 2, . . . , 16}
10: end if
11: end for
12: end if
13: end if

wrong key byte is tolerated, otherwise this attack fails. The key bytes k2, k3, . . . , k16
are searched (SearchKeyByte), and the key candidates are verified in turn. As
a result, we recover the full key {k∗i |i = 1, 2, . . . , 16}.
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Search Complexity. We can not control the correctness of the first key byte.
So once error occurs, the first key byte must be exhaustively searched. If there
is one wrong key byte in {k2, k3, . . . , k16}, we may need to search at most

28 · 28 ·
(
15

1

)
≈ 220

times. furthermore, if there are two wrong key bytes, the maximum number of
search times is

28 · (28)2 ·
(
15

2

)
≈ 231.

Thereupon, the number is 28 · (28)n ·
(
15
n

)
for n wrong key bytes.

Remark. In this work, we use correlation-enhanced collision attack to detect
collisions for two reasons:

– During the collision detection stage, we must find the relationships between
k1 and the other 15 key bytes. The correlation-enhanced collision attack can
finish it in parallel after acquiring enough power traces.

– We hope that the same set of power traces can be reused to mount both
CPA and collision attack. The SNR (Signal-to-Noise Ratio) of correlation-
enhanced collision attack is close to that of CPA.

3.3 Experiments and Efficiency

In order to evaluate our attack, we made some simulations in MATLAB. In an
experiment, we generated lots of power traces to mount Algorithm 3. If in the
test of chain stage, the recorded key candidate differs from the user-supplied
key just in no more than one byte except k1, this experiment is regarded as a
successful one (The correct key can be subsequently searched). Let the standard
deviation of noise σ = 2.7, the experiment was repeated 100 times to compute
a success rate.

We fixed ThCPA = 10. With the number of power traces picked from 256 to
1792, a relation curve between success rate and the trace number could be gotten
(as described in Fig.4). The vertical axis stands for the success rate, and the
horizontal axis represents the trace number. The solid line signifies the success
rate of our fault-tolerant collision attack, and the dotted line corresponds to the
success rate of Bogdanov’s attack.

It is clear that the solid line is approaching 1 faster than the dotted line. For
example, when the success rates are both about 92%, the trace number of our
attack is 1024, while that of Bogdanov’s attack is 1408.

Then we selected σ = 4 to obtain another group of experimental data, and
the trace number was chosen from 1024 to 3328. This result is shown in Fig.5.
Similarly, the solid line is also higher than the dotted line. It is obviously that
our framework improved the success rate greatly. The experimental data confirm
the theoretical conjecture.
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Fig. 4. The comparison between the success rates of two frameworks when σ = 2.7
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Fig. 5. The comparison between the success rates of two frameworks when σ = 4

4 Fault-Identification Mechanism

In this section, we try to identify the position of wrong key byte with high
probability so that the search space may be reduced greatly.

4.1 Procedure and Effectiveness

In the test of chain stage of Algorithm 3, for a specific key byte ki(i ≥ 2), if
ki /∈ γi, it is likely a wrong key byte. We add a step

Record(k1, i)

between step 6 and 7. If this 128-bit key is not recorded in step 12 at last, the
previously recorded (k1, i) should be dropped. At last, a 128-bit key candidate
and the position where error mostly occurred are recorded.



Fault-Tolerant Linear Collision Attack 243

Subsequently in the key-recovery stage, if the 128-bit key candidate {ki|i =
1, 2, . . . , 16} is verified as a wrong key, we record i as the position of the wrong
key byte. Then we search ki and verify it.

Search Complexity. If ThCA = 1, we only need to search one key byte. The
number of search times will be reduced to 28 · 28 = 216. If there are two wrong
key bytes, we may search 28 · (28)2 = 224 times, which is also easy to finish. And
so on, n wrong key bytes will be searched 28 · (28)n times.

Effectiveness. The errors which lead to wrong key bytes may occur in collision
attack or in CPA. In other words, the steps of the chain or the key-byte candidate
sets may be wrong. If the threshold in CPA is chosen as small as possible, and the
wrong key bytes are under the threshold line, it indicates that the errors occurred
in collision attack. Thus the fault-identification mechanism can be used to record
the wrong positions, and then reduce the search space.
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Fig. 6. The relation between the probability of the case that the two wrong key bytes
are all under the threshold line and ThCPA

First, we discuss it in the case of one wrong key byte (ThCA = 1). It consists
of two cases:

1. The wrong key byte is over the threshold line.
2. The wrong key byte is under the threshold line.

Obviously that the probability of case 2 is extremely high when ThCPA is
small, so the fault-identification mechanism is efficient.

Second, if there are two wrong key bytes (ThCA = 2), we discuss the proba-
bility of the case that the two wrong key bytes are all under the threshold line.
Here, we also made a simulation experiments. We chose σ = 2.7, and the number
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of power traces was 1024. For different ThCPA, we could get the corresponding
probability with which the two wrong key bytes are all under the threshold line.
The relation curve between this probability and ThCPA is described in Fig.6.
As a result, the probability is over 90%, while ThCPA is about less than 30.

If ThCPA is too large, we can not use fault-identification mechanism to confirm
the positions. Then the search times are tended to exhaustive search.

4.2 Choice of Threshold in CPA

We discussed the choice of threshold in CPA for the effectiveness of fault-
identification mechanism in Section 4.1. The result is in a wide range. For ex-
ample in Fig.6, ThCPA is picked from 1 to 30, when ThCA = 2.

Actually, the success rate is also determined by ThCPA. We wish to give
a more precise value range of ThCPA on further experiments. Supposed that
ThCA = 2, we have made 100 experiments for each ThCPA.
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Fig. 7. The relation between the success rate and ThCPA

Fig.7 shows the success rate curve with respect to ThCPA. In this experiment,
the number of power traces was also fixed 1024, and σ = 2.7. We note that the
success rate reaches the maximum when ThCPA is from 5 to 20.

We hope the number of search times is as small as possible, while the suc-
cess rate is high enough. So, we suggest that ThCPA is chosen as 10, which
corresponds to the maximum success rate in this experiment.

5 Conclusion

In this paper, we present fault-tolerant linear collision attack which enhances
collision attack with fault-tolerant chain. We use correlation-enhanced collision
attack to construct fault-tolerant chain. The key-byte candidates are ranked
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by CPA and filtered with a threshold. We indicate the fact that our attack is
more powerful and practicable than Bogdanov’s basic test of chain. On the basis
of experimental data, simulation results show the feasibility of our algorithm
and the range of threshold in CPA. The techniques used in our work may be
extended to the cryptographic symmetric algorithms which can be attacked by
the collision method.
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Abstract. Covert timing channel is a mechanism that can be exploited
by an attacker to conceal secrets in timing intervals of transmitted pack-
ets. With the development of detection techniques against such channel,
it has become increasingly difficult to exploit a practical covert timing
channel that is both detection-resistant and of high capacity. In this
paper, we introduce a new type of covert timing channel. Our novel en-
coding technique uses mimic functions as the basis to accomplish the
mimicry of legitimate traffic behaviors. We also design and implement
a mimicry framework for automatically creating this new type of covert
timing channel. In the end, we utilize the state-of-the-art detection tests
to validate the effectiveness of our mimicry approach. The experimen-
tal results show that the created covert timing channel can successfully
evade the detection tests while achieving a considerable channel capacity.

Keywords: network security, covert timing channel, mimic function,
detection resistance.

1 Introduction

Covert channel was first introduced by Lampson [15], and originally, studied in
the context of multi-level secure systems. Ever since Girling started the study
of covert channel in the network scenario [10], the security threat posed by net-
work covert channel has attracted increasing attention. Network covert channel
involves in a wide range of attacks, e.g., data exfiltration [18], DDoS attacks [12],
privacy enhancement [13], and packet traceback [20].

Traditionally, network covert channel is classified into storage channel and
timing channel. The former exploits the redundancy of network protocols, i.e.,
random/unused bits in packet header, while the latter manipulates inter-packet
delays (IPDs) of network traffic. Storage channels can be discovered by observing
the anomalies in the patterns of packet header fields. The detection of timing
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channels is usually based on statistical analysis of shape and regularity in packet
timing intervals. Compared with storage channels, it is more difficult to detect
timing channels due to the high variation in timing intervals. To thwart such
channels, researchers have proposed substantial detection techniques [2,16,8],
the focus among which is on using entropy-based method [8]. This promising
method has been proven an effective way for detecting various covert timing
channels.

In recent years, in order to evade detection, several works propose to cre-
ate covert timing channels by mimicking the statistical properties of legitimate
traffic [9,19,14]. In particular, Walls et al. [19] first revealed the entropy-based
detection method can be defeated. Their approach uses a half of packets to
smooth out the anomalies caused by covert traffic. As a consequence, the de-
tection resistance results in a significant reduction in channel capacity. By far,
it remains a challenge work to implement a covert timing channel that is both
detection-resistant and of high capacity.

In this paper, we propose a new type of detection-resistant covert timing
channel with a considerable channel capacity. Leveraging a stenographic tech-
nique—mimic function in the encoding method, covert traffic generated has the
similar statistical properties with legitimate traffic. The statistical properties in-
clude the first-order and high-order statistics, which actually correspond to the
shape of distribution and inter-packet dependencies in network traffic, respec-
tively.

To construct practical covert timing channels, we also develop and implement
a mimicry framework, which is intended for automatically mimicking, encoding,
and transmitting. More specifically, the framework includes five phases: filter-
ing, symbolization, modeling, encoding, and transmission. Through these phases,
covert traffic which is statistically approximate to legitimate traffic is generated,
and finally is transmitted to the Internet. The covert timing channel constructed
by the framework can also be adjusted by certain parameters in line with differ-
ent requirements in undetectability, error rate, and capacity.

In the end, we conduct a series of experiments to validate the effectiveness of
our mimicry approach. Experimental results show that the covert timing channel
built from the mimicry framework can successfully evade the entropy-based tests
while achieving almost 3-6 times the throughput of Liquid [19].

The rest of this paper is organized as follows. Section 2 introduces the related
work in covert timing channel. Section 3 describes mimic functions and our
mimicry framework. Section 4 shows the experiment results on the effectiveness
of our mimicry approach. Finally, Section 5 concludes this paper.

2 Related Work

The timing of network packets can be utilized to leak secret information. In [2],
Cabuk et al. presented IPCTC, the first IP covert timing channel. IPCTC employs
a simple on/off encoding scheme. During a specific timing interval, the sender
transmits a 1-bit by sending a packet and a 0-bit by not sending a packet. Gi-
anvecchio et al. [9] explored a model-based covert timing channel, which is named
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MBCTC in short. MBCTC models distribution functions for legitimate traffic,
and mimics its first-order statistics. In [18], Shah et al. proposed a novel passive
covert timing channel, which can leak typed passwords over the network without
compromising the host or creating additional traffic. Sellke et al. [17] proposed the
“L-bits to N-packets” encoding scheme for building a high-capacity covert timing
channel, and quantified the data rate of that scheme. Walls et al. [19] presented
a detection-resistant covert timing channel relying on the idea of Jitterbug. The
main idea is to insert shaping IPDs into covert traffic, so as to smooth out shape
distortion generated by Jitterbug.

On the other hand, researchers have proposed various disruption and detec-
tion techniques to defend against those channels. Compared with disruption
techniques, channel detection has two major advantages: 1) it has no effect on
network performance; 2) it has an additional benefit that the hosts transmit-
ting covert information can be located. Detection techniques are based on the
fact that the creation of covert timing channels causes shape or regularity dis-
tortion in traffic’s timing characteristics. The Kolmogorov-Smirnov test [16] is
a nonparametric test that is used to determine whether a sample comes from
a reference distribution or tell the difference between two samples. It has been
experimentally proven that this test is able to sniff out abnormal traffic which
distorts in shape. Cabuk et al. [2] investigated two detection tests, namely ε-
similarity and regularity test. However, they are only effective to a minority of
covert timing channels, because they are over-sensitive to the variation of traffic.
Gianvecchio et al. [8] introduced a fruitful detection method using the combina-
tion of entropy and corrected conditional entropy, which is effective in finding
out the anomalies in the shape and regularity, respectively. In the literature, this
detection method has the best performance on detecting a wide variety of covert
timing channels.

To evade the detection tests, the technology of mimicking legitimate traffic has
been used in intelligent channel design [9,19,14]. In [9], the distribution of covert
traffic is very close to that of legitimate traffic. However, owing to the lack of
inter-packet dependencies, this kind of channel fails to evade the entropy-based
detection method [8]. In [19], the goal of channel design is to defeat the entropy-
based detection method. Its encoding method is based on that proposed by Shah
et al. [18] but sacrifices a half of IPDs to evade detection tests, therefore, it has a
low channel capacity, which is nearly 0.5 bit/packet. Kothari et al. [14] proposed
an undetectable timing channel that uses a mechanism of Regularity Tree to
mimic the irregularity of legitimate traffic. This channel maintains throughput
of 1 bit/packet.

3 Our Scheme

In this section, we first introduce mimic functions, the basis of our encoding
scheme. Then, we describe the mimicry framework that is designed to automat-
ically create the new type of detection-resistant covert timing channel.
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3.1 Mimic Functions

Mimic functions [21], which were introduced by Peter Wayner, are used to trans-
mit hidden information as a subliminal technique. A mimic function changes
input data so it assumes the statistical properties of another type of data, and
consequently accomplishes the mimicry of identity. This technique has been ap-
plied in various scenarios, e.g., text steganography [1], digital watermarking [5],
and code obfuscation [22]. Nevertheless, to the best of our knowledge, this tech-
nique has not yet been employed in the field of covert timing channel.

Regular Mimic Functions. Regular mimic functions use Huffman coding al-
gorithm as the base. In Huffman coding, a table of occurrence frequency for each
symbol in the input is required to build a variable-length code table, according
to which a binary tree of nodes, namely a huffman tree, is generated. As a re-
sult, the symbols which occur frequently reside at the top, that is, they are given
short representations, while the rare symbols are represented as long codes and
located at the deep.

The inverse of Huffman coding can be used as mimic functions if the input
is a random bit stream. The mimic process consists of two parts: compression
phase and expansion phase. In the compression phase, the frequency table of
each symbol in a data set A is estimated and the corresponding huffman tree
is constructed. In the second phase, a data set B of random bits is expanded,
specifically, variable length blocks are converted into fixed length blocks due to
the huffman decoding operation, which is based on the huffman tree of A.

However, there is a problem that symbols occur in regular mimic functions
output with different probabilities from the original ones. In fact, the regular
model limits all symbols to have a probability which is a negative power of two,
e.g., .5, .25, .125, and so on. The following technique can be used to solve this
problem.
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Fig. 1. The huffman forest

High-order Mimic Functions. Compared with regular mimic functions, high-
order mimic functions capture more detailed statistical profile of data. In order
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Fig. 2. The mimicry framework

to maintain regularity in the data, high-order mimic functions extract the inter-
symbol dependencies by estimating the frequency of each symbol that follows a
specific string of length n− 1. High-order mimic functions build a huffman tree
for each occurred string of length n − 1, which results in a forest of huffman
trees, as shown in Figure 1.

As a start, the encoding of high-order mimic functions requires one possible
string as a seed. Given the seed, the encoding program locates the right huffman
tree with the prefix of that selected string in the forest, and then uses the huffman
decoding operation to determine the symbol that will follow the string. The
resulting symbol and its preceding string of length n − 2 form a new prefix
of length n − 1. The encoding program will take iterations in this order and
output one by one. As the order n increases, the results become more and more
approximate to the original data.

3.2 The Mimicry Framework

Given the advantage of high-order mimic functions, we decide to use their encod-
ing technique as the basis for our scheme. To construct practical covert timing
channels, we design a mimicry framework for mimicking, encoding, and trans-
mitting. This framework includes five phases: filtering, symbolization, modeling,
encoding, and transmission. Figure 2 gives an overview of our framework and a
concise description of each phase. Details are expanded in the following para-
graphs.

I. Filtering
In this phase, the packet sniffer captures packets from legitimate network connec-
tions. The packets are then classified into individual flows according to protocols,
and source and destination IP addresses and ports. Generally, different types of
traffic have different statistical properties. For example, HTTP and SSH proto-
cols are both based on TCP/IP, but the difference between their traffic behaviors
also exists and has been revealed by statistical tests [8]. Furthermore, the more
specific traffic we filter out, the more precise statistical properties we can mimic.
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For this reason, we choose a specific application protocol as a filtering condition.
After trace classification, the packet analyzer calculates timing intervals between
adjacent packets from each trace.

II. Symbolization
The input IPDs are mapped into corresponding symbols in this phase. In

our application scenario, the objective is to mimic the statistical properties of
legitimate traffic and thereby cover up the presence of covert timing channels.
If IPD values are mapped to symbols one-to-one, the symbol set will be oversize
due to the high variation in HTTP traffic, resulting in overload of the encoding
program. To solve this problem, we sort all IPDs in ascending order, and partition
IPD range into several sub-ranges. IPDs in the same sub-range are mapped to
the same symbol.

The partitioning approach is of vital importance to the effectiveness of mim-
icking. Our approach is based on the observation that the IPD data is intensive
in some ranges and rare in the other ones, and hence, the parameter of proba-
bility density provides a critical basis for partitioning. Specifically, the principle
of our approach is that data has nearly uniform density within each sub-range.
To achieve this, we firstly calculate the cumulative distribution function for IPD
data. If data is uniformly distributed within a certain range, this part of the cu-
mulative distribution curve exhibits a straight line. An inflection point is likely
to exist between a high-density area and a low-density area on the cumulative
distribution curve. Due to finite samples, the obtained cumulative distribution
curve is very rough, and actually, composed of many line segments. In consid-
eration of the objective and analysis described hereinbefore, we choose to use
Douglas-Peucker algorithm [7] as the appropriate method of locating inflection
points.
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Fig. 3. Inflection points located by Douglas-Peucker algorithm (ε = 0.01)

The Douglas-Peucker algorithm is also known as the line simplification al-
gorithm. The purpose of the algorithm is to produce a simplified polyline that
approximates the original one within a specified tolerance ε. Figure 3 shows the
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effect of Douglas-Peucker algorithm on locating inflection points in a cumulative
distribution curve. According to these points, sub-ranges are determined and
then legitimate IPDs are mapped to corresponding symbols.
III. Modeling

The modeling phase is a phase of extracting statistical properties of legitimate
IPDs by constructing huffman trees. This phase takes the sequence of symbolized
IPDs as the modeling object and mimicry target.

The first step is building frequency tables for all occurred strings of length
n−1 in order to extract the nth order statistics. The modeling function processes
the input sequence in a sequential manner. When moving onto a string of length
n − 1, the function determines whether this pattern has already occurred. If
so, the function gets the symbol that follows the string, and increments the
corresponding frequency counter in the table appended to this pattern. If it is
absent, then a new table is created and appended to it. These operations are
repeatedly conducted until the search is completed. If the input sequence has a
total of 2000 symbols, 2001 − n strings of length n − 1 can be collected, some
of which may have the same pattern. The strings of length n− 1, acting as the
“prefixes” in mimic functions, are the indexes of their frequency tables. At the
end of modeling phase, each frequency table is converted into a huffman tree.
All the huffman trees with corresponding indexes are output to the next phase.
IV. Encoding

Based upon the modeling results, the encoding phase converts an arbitrary
binary stream into a sequence of symbols, which has similar statistics with the
mimicry target. The encoding function has three components: randomization,
mimic encoding process, and inverse mapping.

Covert messages are mostly encoded into binary sequences with ASCII scheme
[3], and each letter is represented as a code with length of 8 bits. Due to differ-
ent occurrence frequency of letters [6], these binary sequences are non-random,
whereas the input of mimic functions is required to be random. To solve this
problem, each binary sequence is randomized by XORing with a pseudo-random
bit stream. This stream is assumed to be known by the sender and receiver of
the covert timing channel.

After randomization, the input of mimic encoding process is an arbitrary
binary stream. To start the encoding of nth order mimic functions, the first string
of length n− 1 is chosen as a seed. The right huffman tree of the specific string
is located according to its index. Then the process performs the operation of
walking the tree. From the root node, the process selects left or right branches
according to the input bit, until it arrives at a leaf node, which represents a
symbol. The most recently generated symbol and its preceding string of length
n−2 forms a new string of length n−1. The encoding program will take iterations
in this order and output one by one. In the end, a sequence of symbols is obtained.

Inverse mapping refers to an operation of inversely mapping symbols to IPD
values. First, one symbol is mapped into the corresponding sub-range. Then, an
IPD value is randomly selected from the sub-range.
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V. Transmission
In this phase, the sender of the covert timing channel modulates the timing of

packets corresponding to the sequence of IPDs, and then forwards the packets
to the Internet.

3.3 Design Details

Prior Agreement: In this channel, there is a prerequisite that the sender and
receiver should share the same mimicry target and have the same modeling
results. One choice is to transmit the modeling results from the sender to the
receiver. However, this solution requires a large amount of communication traffic
before the covert channel is built up. The other choice is to collect the same
legitimate traffic as the mimicry target by the two parties. They agree in advance
on a particular period and a particular network trace. For instance, they single
out the given trace during 8:00 AM and 8:05 AM. Even if several packets are lost
or effected by network jitters, the modeling results will stay the same. This is
because our partitioning method is based on the cumulative distribution function
of IPDs, and thus slight changes during the transmission almost have no effect
on the overall distribution. Moreover, slight changes have little influence on the
generated huffman trees.

Decreasing Error Rate: In the symbolization phase, the distribution of IPDs in
each sub-range is treated as the uniform distribution approximately. Accordingly,
an IPD value is uniformly selected from the corresponding sub-range in the
inverse mapping operation. When the selected IPD value is close to the cut-off
point between the adjacent sub-ranges, a transmission error will probably arise
due to network jitters. One solution is adding error correcting bits to covert
data. In addition, the areas with a certain distance apart from cut-off points can
be removed from the selection ranges, but this solution theoretically has a little
influence on the mimicry effectiveness.

Parameter Selection: The tolerance ε in the Douglas-Peucker algorithm has
dual influence on the practicality of our scheme. If ε is large, then the number
of inflection points is small and sub-ranges are wide, thus the approximation
to legitimate traffic is inaccurate. In contrast, if ε is small, then sub-ranges are
narrow, causing a relatively high decoding error rate. Moreover, increasing the
number of sub-ranges will increase the number of huffman trees. A large number
of huffman trees will result in low efficiency of modeling and encoding. After
comprehensive consideration, we choose ε = 0.01 in the following experiments.

4 Experimental Evaluation

We conducted a series of experiments to validate the effectiveness of our mimicry
approach. The emphasis of our experiments is on determining if the covert timing
channel exploited from the mimicry framework can evade the state-of-the-art
detection tests. In addition, we examined the capacity of this new type of covert
timing channel.
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4.1 Experimental Setup

The detection tests are based on statistical analysis, therefore a large volume of
network data is necessary in order to perform these tests. The selection of test
data is detailed in the following paragraphs.

Legitimate Data Collection. In our experiments, we selected HTTP traffic
as our mimicry target. The reasons include: 1) HTTP is the most widely used
protocol on the Internet, thus the defensive perimeter of a network commonly
allows HTTP packets to pass through. 2) The large volume of HTTP traffic
makes it an ideal medium for covert communication. The HTTP traffic used in
our experiments was extracted from publicly available data sets named NZIX-
II [11]. The data sets contain the mixed traces of diverse network protocols.
To filter out only HTTP traces, we used the destination port number 80 as the
filtering condition. After that, HTTP streams were grouped into individual flows
according to the source and destination IP addresses. IPDs calculated from each
individual flow were jointed together to be our legitimate data set.

For different purposes, the legitimate data set is divided into two subsets:
training set and test set. The training set, composed of 10,000,000 IPDs, is
intended to initialize detection tests. The test set is used as the mimicry target
for generating covert traffic, as well as the comparison object for the detection
tests. This set contains 100 samples, each of which has 2000 IPDs.

Covert Data Generation. To automatically create the new type of covert
timing channel, referred to as MFCTC hereinafter, we implemented each func-
tion of the framework on our testing machine, and integrated each into a com-
plete pipeline for generating covert traffic. We then input legitimate data as
the mimicry target. In the experiments, we set the tolerance ε in the Douglas-
Peucker algorithm to be 0.01. The order of mimic functions was tuned to create
different MFCTC data sets.

For the comparison purpose, we also implemented two existing covert timing
channels: MBCTC [9] and IPCTC [2]. For MBCTC, each 100 packets of the test
set are fitted to a model, which is used to generate covert traffic. For IPCTC,
the timing interval is rotated among 0.04, 0.06, and 0.08 seconds after each 100
packets as suggested by Cabuk et al. [2].

4.2 Detection Resistance

The detection resistance is the objective of our mimicry approach. It can be es-
timated from two aspects: the shape and regularity of network traffic. The shape
of traffic is described by first-order statistics, e.g., distribution. The regularity of
traffic is described by high-order statistics, e.g., correction. In the experiments,
we utilized the most advanced detection method—the entropy-based method
[8], which uses the combination of entropy and corrected conditional entropy to
examine the shape and regularity respectively. To our knowledge, the entropy-
based detection method has the best performance on detecting various covert
timing channels. In this section, we detail this detection method and show the
detection results.
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The Entropy-based Detection Method. This detection method is based on
the observation that the creation of a covert timing channel changes the entropy
of the original traffic in a certain extent. In information theory, entropy is used
as a measure of the uncertainty in a random variable [4].

This detection method utilizes two metrics: entropy (EN) and corrected con-
ditional entropy (CCE). The definition of entropy of a random variable X is
given as:

EN(X) = −
∑
X

P (x)logP (x)

The entropy describes the first-order statistics of traffic and can be used as a
shape test. In addition, the corrected conditional entropy that is used to estimate
the entropy rate can be used as a regularity test:

CCE(Xm|X1, ..., Xm−1) = CE(Xm|X1, ..., Xm−1) + perc(Xm) ∗ EN(X1)

Where CE(Xm|X1, ..., Xm−1) is the conditional entropy of a random process
X = Xi, perc(Xm) is the percentage of unique sequence patterns of length m,
and EN(X1) is the first-order entropy.

The detection method requires a large number of legitimate IPDs for train-
ing. For maximum effectiveness, this method divides the training data into Q
equiprobable bins. When the Q bins have the same number of IPDs, the entropy
reaches a maximum. Abnormal traffic, which has a different distribution, usually
gets a low entropy score. Gianvecchio et al. chose Q = 65536 for EN test while
Q = 5 for CCE test.

Dataset. In our experiments, we used seven data sets, including:

 HTTP training set: 10,000,000 HTTP IPDs

 HTTP test set: 200,000 HTTP IPDs

 IPCTC test set: 200,000 HTTP IPDs

 MBCTC test set: 200,000 HTTP IPDs

 3rd-MFCTC test set: 200,000 HTTP IPDs

 4th-MFCTC test set: 200,000 HTTP IPDs

 5th-MFCTC test set: 200,000 HTTP IPDs

To initialize the detection tests, we used the HTTP training set to determine
the bin ranges for EN and CCE tests, respectively. MBCTC and MFCTC test
sets are both generated by mimicking the HTTP test set. The three MFCTC
test sets are based on third-order, forth-order, and fifth-order mimic functions,
respectively.

Detection Results. Our first set of experiments is to investigate the effect of
the order of mimic functions on approximation. Theoretically, mimic functions
with higher order capture more detailed statistical profile of data. Therefore,
the statistics of the corresponding MFCTC traffic are more similar to those of
original traffic. However, it is impractical to employ a mimic function with a very
high order. Increasing n will increase the number of huffman trees exponentially.
This means the order has the direct effect on the performance of data processing.
In our experiments, we chose n = 3, 4, 5 for generating covert traffic, respectively.

In order to investigate the effect in reality, we ran EN and CCE test 100
times against HTTP test set and three MFCTC test sets, respectively. A sample
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of 2000 IPDs was used in each time. To compare the results, we calculate the
difference between the test score for each sample of covert data and that for the
corresponding sample of legitimate data. The mean of the test scores and the
comparative scores are shown in Table 1. The test scores for the three MFCTC
test sets are all higher on average than those of legitimate test set. Whereas, with
the increasing of the order, the comparative scores are decreasing gradually. This
indicates that the higher order results in the more accurate approximation.

Table 1. The mean of the test scores and the comparative scores

test
LEGIT 3rd-MFCTC 4th-MFCTC 5th-MFCTC
Mean Mean Diff Mean Diff Mean Diff

EN 16.214 19.566 3.894 19.416 3.666 19.340 3.565

CCE 1.949 2.016 0.117 1.996 0.106 1.987 0.098

Our second set of experiments is to determine if MFCTC traffic created
from our mimicry framework can evade the entropy-based detection method.
We ran each detection test 100 times against legitimate, 4th-MFCTC, IPCTC,
and MBCTC traffic, respectively. A sample of 2000 IPDs was used in each time.
The mean of EN and CCE test scores are shown in Figure 4 and Figure 5, re-
spectively. In theory, a low EN test score indicates the first-order probability of
the test traffic is distinct from that of training data, and hence suggests this
traffic is abnormal. In turn, the higher EN test score the traffic gets, the more
similar to legitimate data it is. Analyzing in the same way, when the CCE test
score is very high, the traffic lacks regularity. When the CCE test score is very
low, the traffic is too regular. Our test results show that the mean EN test score
of MFCTC is much higher than that of legitimate traffic, while the mean CCE
test score is very close to that of legitimate traffic. The EN and CCE test scores
of IPCTC are both too low. For MBCTC, the EN test score is higher than that
of legitimate traffic, however, the CCE test score is too much higher.

In order to estimate the detection rates, we introduce a criterion called false
positive rate, which was also used by Gianvecchio et al [8]. The false positive rate
refers to the rate of legitimate samples that are incorrectly classified as covert.
We calculate the cutoff scores for both tests to achieve a false positive rate of
1%. Any sample with a test score beyond the normal range, partitioned by the
cutoff, would be identified as covert. The detection rates for MFCTC, IPCTC,
and MBCTC samples are shown in Table 2.

The EN and CCE tests are both able to detect the presence of IPCTC. Al-
though the EN detection rate for MBCTC is 0%, the CCE detection rate reaches
up to 90%. This reveals that MBCTC only exploits the first-order statistics of
legitimate traffic, but ignores the regularity. The EN detection rate for MFCTC
is 0%, while the CCE detection rate is very low, only 6%.

We also investigate the distributions of the CCE test scores for legitimate
and MFCTC samples, which are illustrated in Figure 6. Most scores for both fall
between 1.8 and 2.2. There is a heavy overlap between the distributions. More-
over, with the increasing of the order of mimic functions, the overlap becomes
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Table 2. The detection rates for MFCTC, IPCTC, and MBCTC samples

Test
LEGIT MFCTC IPCTC MBCTC

False Positive Detection Rate Detection Rate Detection Rate

EN ≤ 14.451 1% 0% 100% 0%

CCE ≤ 1.544 1% 0% 100% 0%

CCE ≥ 2.133 1% 6% 0% 90%

heavier. This implies that the detection rate can be reduced by increasing the
order. In conclusion, the detection results indicate that our new type of covert
timing channel is undetectable by the entropy-based detection tests.
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Other Detection Tests. To be more convincing, we also ran Kolmogorov-
Smirnov test [16] and regularity test [2] against MFCTC. The Kolmogorov-
Smirnov test quantifies the maximum distance between two empirical distribu-
tion functions, so it can be used to examine the shape of traffic. If the test score
is small, it implies that the sample is close to the legitimate behavior. For the
regularity test, network traffic is separated to several windows with the same
size, and the standard deviation is computed for each window. In general, the
regularity score of legitimate traffic is high, because legitimate traffic changes
over time. This test can be used to examine the regularity of traffic. Our results
showed that the two detection tests both get 0% detection rate for MFCTC
when the false positive rate is 1%.

4.3 Capacity

The channel capacity of MFCTC depends on the sizes and heights of huffman
trees. Due to different mimicry targets and modeling results, the capacity of
MFCTC is indefinite. To estimate the channel capacity, we count up the num-
ber of sub-ranges for 100 samples. When the tolerance ε = 0.01, these samples
have 1044 sub-ranges in total, that is, there is nearly 10 sub-ranges on average.
Consequently, for the first-order mimic function, each huffman tree has approxi-
mately 10 leaf nodes, thus the corresponding channel capacity is between 2 and
3.25 bits/packet in theory. Whereas, owing to the limited size of the mimicry
target, only 2000 IPDs in each sample, huffman trees of high-order mimic func-
tions have much fewer leaf nodes. For these 100 samples of 4th-MFCTC, the
mean of bit transmission rate is 1.5 bits/packet. When we enlarge the size to
be 20000 and 200000 IPDs in each sample, the transmission rate increases to be
1.7 and 1.9 bits/packet, respectively. On the whole, the capacity of our encoding
scheme is much higher than that of Liquid [19] and Mimic [14], which delivery
0.5 and 1 bit per packet respectively.
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5 Conclusion

In this paper, we utilized mimic function to construct a new type of detection-
resistant covert timing channel, which is undetectable by current detection tests
while maintaining a relatively high channel capacity. We implemented a mimicry
framework to automatically generate covert traffic. The framework includes five
phases: filtering, symbolization, modeling, encoding, and transmission. The traf-
fic generation process is as follows. Firstly, IPD values are filtered from legit-
imate traffic. Secondly, they are mapped into corresponding symbols. Thirdly,
the statistical properties are extracted through building huffman trees. Next,
based upon the modeling results, the encoding phase converts an arbitrary bi-
nary stream into a sequence of symbols, which has similar statistics with the
mimicry target, and then inversely maps the symbols into IPD values. Finally,
network packets with the mimicry IPDs are forwarded to the Internet.

In order to validate the effectiveness of the mimicry approach, we performed
the state-of-the-art detection tests against our new type of channel (MFCTC)
and known channels (IPCTC and MBCTC). The results show that only MFCTC
can successfully evade the detection tests. Moreover, MFCTC is able to main-
tain a considerable capacity, which is much higher than existing undetectable
channels, i.e., Liquid and Mimic.

Acknowledgement. This work was supported by the National Basic Research
Program (973 Program) of China (No. 2013CB338001) and the Strategy Pilot
Project of Chinese Academy of Sciences Sub-Project XDA06010702.

References

1. Atallah, M.J., Raskin, V., Hempelmann, C.F., Karahan, M., Sion, R., Topkara,
U., Triezenberg, K.E.: Natural language watermarking and tamperproofing. In:
Petitcolas, F.A.P. (ed.) IH 2002. LNCS, vol. 2578, pp. 196–212. Springer, Heidelberg
(2003)

2. Cabuk, S., Brodley, C., Shields, C.: IP covert timing channels: Design and detec-
tion. In: Proceedings of the 11th ACM Conference on Computer and Communica-
tions Security, pp. 178–187 (2004)

3. Cabuk, S., Brodley, C., Shields, C.: IP covert channel detection. ACM Transactions
on Information and System Security (TISSEC) 12(4), 22 (2009)

4. Cover, T., Thomas, J.: Elements of information theory. Wiley-interscience (2006)
5. Cox, I., Miller, M., Bloom, J., Fridrich, J., Kalker, T.: Digital watermarking and

steganography. Morgan Kaufmann (2007)
6. Dewey, G.: Relative frequency of English spellings. Teachers College Press, NewYork

(1970)
7. Douglas, D.H., Peucker, T.K.: Algorithms for the reduction of the number of points

required to represent a digitized line or its caricature. Cartographica: The Inter-
national Journal for Geographic Information and Geovisualization 10(2), 112–122
(1973)

8. Gianvecchio, S., Wang, H.: Detecting covert timing channels: An entropy-based
approach. In: Proceedings of the 14th ACM Conference on Computer and Com-
munications Security, pp. 307–316 (2007)



Implementing a Covert Timing Channel Based on Mimic Function 261

9. Gianvecchio, S., Wang, H., Wijesekera, D., Jajodia, S.: Model-based covert timing
channels: Automated modeling and evasion. In: Proceedings of the 11th Interna-
tional Symposium on Recent Advances in Intrusion Detection, pp. 211–230 (2008)

10. Girling, C.: Covert channels in LAN’s. IEEE Transactions on Software Engineering,
292–296 (1987)

11. WAND Research Group. Waikato internet traffic storage,
http://wand.net.nz/wits/nzix/2/

12. Henry, P.A.: Covert channels provided hackers the opportunity and the means for
the current distributed denial of service attacks. CyberGuard Corporation (2000)

13. Houmansadr, A., Nguyen, G.T., Caesar, M., Borisov, N.: Cirripede: Circumven-
tion infrastructure using router redirection with plausible deniability. In: Proceed-
ings of the 18th ACM Conference on Computer and Communications Security,
pp. 187–200 (2011)

14. Kothari, K., Wright, M.: Mimic: An active covert channel that evades regularity-
based detection. Computer Networks (2012)

15. Lampson, B.: A note on the confinement problem. Communications of the
ACM 16(10), 613–615 (1973)

16. Peng, P., Ning, P., Reeves, D.: On the secrecy of timing-based active watermarking
trace-back techniques. In: IEEE Symposium on Security and Privacy, pp. 334–349
(2006)

17. Sellke, S., Wang, C., Bagchi, S., Shroff, N.: TCP/IP timing channels: Theory to
implementation. In: INFOCOM, pp. 2204–2212 (2009)

18. Shah, G., Molina, A., Blaze, M.: Keyboards and covert channels. In: Proceedings
of the 15th Conference on USENIX Security Symposium, vol. 15 (2006)

19. Walls, R., Kothari, K., Wright, M.: Liquid: A detection-resistant covert timing
channel based on IPD shaping. Computer Networks 55(6), 1217–1228 (2011)

20. Wang, X., Reeves, D.S.: Robust correlation of encrypted attack traffic through
stepping stones by manipulation of interpacket delays. In: Proceedings of the 10th
ACM Conference on Computer and Communications Security, pp. 20–29 (2003)

21. Wayner, P.: Mimic functions. Cryptologia 16(3), 193–214 (1992)
22. Wu, Z., Gianvecchio, S., Xie, M., Wang, H.: Mimimorphism: A new approach to

binary code obfuscation. In: Proceedings of the 17th ACM Conference on Computer
and Communications Security, pp. 536–546 (2010)

http://wand.net.nz/wits/nzix/2/


 

X. Huang and J. Zhou (Eds.): ISPEC 2014, LNCS 8434, pp. 262–270, 2014. 
© Springer International Publishing Switzerland 2014 

Detecting Frame Deletion in H.264 Video 

Hongmei Liu, Songtao Li, and Shan Bian 

School of Information Science and Technology, Sun Yat-sen University, 
Higher Education Mega Center, Guangzhou, China 

isslhm@mail.sysu.edu.cn, lisongt@mail2.sysu.edu.cn 
bianshan.sysu@gmail.com  

Abstract. Frame deletion is one of the common video tampering operations. 
The existing schemes in detecting frame deletion all focus on MPEG. This  
paper proposes a novel method to detect frame deletion in H.264. We introduce 
the sequence of average residual of P-frames (SARP) and use its time- and  
frequency- domain features to classify the tampered videos and original videos. 
Specifically, in the time domain, we analyze the periodicity of the SARP of 
videos with frame deleted and define a position vector to describe this feature. 
In the frequency domain, we demonstrate that the periodicity of SARP results in 
spikes (frequency-domain feature) at certain positions in the DTFT(Discrete 
Time Fourier Transform) spectrum. The time- and frequency- domain features 
of tampered videos are different from that of original videos and thus can be 
used to separate these videos apart. Experimental results show that the proposed 
method is very effective with the detection rate as high as 92%. 

1 Introduction 

Digital videos are almost ubiquitous now. With ever-developing video editing me-
thods, people can tamper the video with ease. Tampered videos may convey inaccu-
rate messages which tend to mislead the mass media. When used in court, tampered 
video may cause severe effects. Thus it is imperative to authenticate the integrity of 
digital videos. 

The existing methods that aim to authenticate videos fall into two groups: active 
authentication and passive authentication. An example of active authentication is 
using digital watermark. In most cases, however, videos do not contain such water-
mark. In contrast, passive authentication that does not need previously embedded data 
is gaining strength. Some passive authentication methods leverage noise features 
introduced by cameras during video formation[1-2]. Many other passive authentica-
tion methods employ artifacts introduced during video compression [3-8]. 

The methods to detect double video compression are proposed in [3-5] while me-
thods that aim to detect frame deletion are proposed in [6-8]. In [6], block artifacts are 
used to form a feature curve whose change indicates frame deletion. In [7], the au-
thors propose a method based on Motion-Compensation Edge Artifact to detect frame 
deletion. In [8], the authors analyze the periodicity of motion error sequence which is 
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transformed into the frequency domain. Spikes on both sides in the frequency domain 
which are peculiar to tampered videos suggest frame deletion. 

The methods in [6-8] are performed in MPEG. However, there is little method that 
aims to detect frame deletion in H.264 which is more complicated than MPEG. The 
methods that work well in MPEG may fail in H.264. For example, method in [6] 
using block artifact to detect frame deletion in MPEG may not work well in H.264 
because there is a de-blocking filter in H.264 which largely attenuates the block arti-
fact. The method in [8] fails to yield ideal results in H.264 either. This will be illu-
strated later in Section 2. 

In this paper, we propose a novel method by using the sequence of average residual 
of P-frames (SARP) both in the time and frequency domain to detect frame deletion. 
Many videos with different content are tested and experiments show that our method is 
quite effective. The rest of this paper is organized as follows. Section 2 analyzes the 
statistical features of frame deletion in H.264 video. Section 3 is our proposed method to 
detect frame deletion. Section 4 shows experimental results. Section 5 is the conclusion. 

2 Statistical Features of Frame Deletion in H.264 Video 

H.264 is a new video compression standard. Compared with early standards like 
MPEG, the main changes in H.264 are details of each part. For example, intra predic-
tion in H.264 is used in the pixel domain to produce the residual. Inter prediction in 
H.264 may use multiple reference frames. H.264 also supports a range of block sizes 
and subsample motion vectors and the de-blocking filter is also peculiar to H.264 [9]. 

Frame (I, B, P) and GOP are also general terms in H.264 as in MPEG. In this pa-
per, of our particular interest is P-frame. With original P-frame and its reference 
frames, we can get the predicted frame via motion estimation and compensation.  
P-frame residual is acquired by subtracting the predicted frame from the original 
frame. GOP is short for a group of pictures that refers to frames between two adjacent 
I-frames. 

A video forger needs to decode a video (encoded bit streams) to the pixel domain 
before deleting some frames. After frame deletion this video should be encoded again 
and thus a tampered video is usually encoded twice. We now analyze the effects of 
frame deletion in H.264 video. Let matrix Yk be the kth frame, Yt＇be the tth recon-
structed frame, thus we have 

                            (1) 
 
 

where matrix rk is the residual of the kth frame, C is the motion compensation opera-
tor, Yt＇serves as the reference frame of Yk. Thus we get the following equation in the 
decoding process 

 

(2) 
 
where matrix Yk＇is the kth  reconstructed frame, F is the de-blocking operator which 

will not be considered from now on just for simplicity, rk＇is the kth decoded resi-
dual.  The compression noise of the kth frame is defined as 

( )tkk C YYr ′−=

( ))( tkk CF YrY ′+′=′
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Fig. 1. The upper and lower rows stand for the original H.264 video and tampered H.264 video 
respectively 

>> 

(3) 
 

and thus rk＇can be expressed as 
                             

(4) 
 

where matrix nt is compression noise of the  tth frame. The SARP of a video is de-
fined as 
 

(5) 
 
where N is the number of pixels in one frame, ( )jin ,r′ is the residual of the nth P-frame 

at pixel location (i, j). 
In one GOP, the P-frames are strongly correlated because they refer to the initial  

I-frame directly or indirectly. Therefore the correlation between nk and nt is relatively 
strong if if the kth and tth frames belong to the same GOP during the first compression. 
So the term nk–C(nt) in (4) can be approximately cancelled and rk＇can be expressed as 

                             
(6) 

 

and thus the corresponding r(k) is small. However, if the kth and tth frames belong to 
different GOPs, the term nk–C(nt) cannot be cancelled and thus the corresponding r(k) 
is likely to be large. In summary, if the kth P-frame and its reference frame belong to 
the same GOP, r(k) is likely to be small, otherwise r(k) is likely to be large. Thus 
there is a sign of periodicity in the SARP. We will give examples to illustrate this 
periodicity in more details. 

Without loss of generality, we set the GOP to be I B B P B B P B B P B P(12 
frames) which contains 4 P-frames. In our paper, 20 GOPs are considered. Fig.1 illu-
strates the case of deleting the frame b2 from an original H.264 video. When b2 is 
deleted, b3, b5, b7, i2 are re-encoded to be P1, P2, P3, P4 whose reference frames are I1, 
P1, P2, P3 respectively. 

Please refer to Fig.1, the upper and lower rows stand for the first and second com-
pression respectively. It can be seen that Pj (j= 1, 2, 3) and its reference frame  

kkk YYn −′=

)()( tktkk CC nnYYr −+−=′

)( tkk C YYr −=′

( ) ( )  ′=
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n ji
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belong to the same GOP(GOP1) during the first compression while P4 and its refer-
ence frame belong to different GOPs(GOP1 and GOP2) during the first compression. 
From the above analysis, we know that r(1), r(2) and r(3) are likely to be small while 
r(4) is likely to be large in the first GOP. The same phenomena also exist in other 
GOPs. Fig.2(a) and Fig.2(b) show the SARPs for original and tampered videos re-
spectively. In each GOP, ‘l’ is used to denote the P-frame whose average residual is 
the largest and ‘s’ denotes the other P-frames. Thus the SARP in Fig.2(b) can be de-
noted as “s s s l; s s s l; s s s l; s s s l; s s s l…” which shows signs of periodicity. In 
contrast, the SARP in Fig.2(a) does not show this periodicity. To distinguish the tam-
pered videos from original videos, we will extract useful features in the time domain 
from the SARP in Section 3. 

In order to analyze SARP more thoroughly, we transform the SARPs in Fig.2(a) and 
Fig.2(b) into the frequency domain by DTFT. The DTFT curves are shown in Fig.3(a) 
and Fig.3(b) respectively. In [8], the authors state that spikes in the frequency domain 
suggest frame deletion. However, Fig.3(a) shows that there may also exist spikes in the 
frequency domain for original H.264 video. This is mainly because the H.264 mechan-
ism differs from MPEG. We have tested many other original H.264 videos and found 
out that they possess such spikes too. So the spikes in the frequency domain do not 
necessarily suggest tampering in H.264 any longer. To tackle this problem, we will 
extract new and useful features in the frequency domain in Section 3. 

3 Proposed Method 

In this section, we address the problems stated in Section 2 and propose our method to 
detect frame deletion. 

 

Fig. 2. (a) SARP for the original H.264 video 

 

Fig. 2. (b) SARP for the tampered H.264 video 
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Let T be number of P-frames in one GOP and G be the number of GOPs, so the 
periodicity of the SARP after deleting some frames is also T.  In the ith GOP, let )(iϕ  
be the position of the P-frame whose average residual is the largest among the T  P-
frames. The position vector of SARP is defined as 

 
(7) 

 
where i = 1, 2,…,G, TiV ≤≤ )(1 . Thus the position vectors for Fig.2(a) and Fig.2(b) 

are [2,1,2,4,4,2,3,2,1,1,3,1,3,3,2,4,2,3,3,2] and [4,4,4,4,4,1,4,4,4,4,4,4,4,4,4,4,4,4,4,4] 
respectively. Let S(j) be the times that value j occurs in V(i), μ  be the mean value of S 

and 2σ  be the variance of S.  Therefore we get the following equations 
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We know that the sum of all elements in S is G, so 2σ achieves its largest value 
when one element in S  is G and all the other elements are 0. Therefore 

2
maxσ  is 

Fig. 3. (a) DTFT curve of Fig.2(a)    (Original) 
 

Fig. 3. (b) DTFT curve of Fig.2(b)  (Tampered) 
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We use the normalized 2σ  to define the time domain feature ratio Qt  by 
It is clear that S is relatively scattered for the tampered video and results in larger 

variance. Therefore Qt is relatively small for the original video. This is the time-
domain feature. 

We use DTFT to transform the SARP(i.e. r(n)) into the frequency domain. The 
DTFT of SARP is denoted as R(ejω). It is obvious that the periodicity of |R(ejω)| is 2π 
and is symmetric with respect to the vertical axis, so we only have to consider the 
interval  [0, π]. |R(ejω)| achieves largest value when ω is 0. We have shown that the 
SARP is T when some frames are deleted. We can demonstrate the following equation 
if r(n) is strictly periodic 

( 2 /( ) ( )j T jR e R eω π ω+ =                              (12) 
 

In such situation, there is also a large value when ω is a multiple of 2π/T. In our ac-
tual experiment, r(n) shows signs of periodicity but it is not strictly periodic for the 
tampered video. Therefore there also exist a spike at 2kπ/T(k is a nonzero integer) but 
this spike is not as strong as the spike at 0(largest value). We define hmin to be 

2 /
min min| ( ) |j m Th R e π=                             (13) 

where Km∈ , K is the set of all integers in (0, T/2]. Thus hmin is likely to be smaller 
for the original video. This phenomenon can also be seen from Fig.3(a) and Fig.3(b).  

We know that |R(ejω)| achieves its largest value at 0, namely 
 

max 0
1

( ) ( ) ( )
N

j j

n

R e R e r nω ω
ω=

=

= =                       (14) 

Compared with Fig.2(a), some values in Fig.2(b) become smaller and some be-
come larger. We assume that the sum of all values in SARP is relatively stable after 
deleting some frames. Therefore, |R(ejω)|max is relatively stable. This assumption is 
confirmed by our actual experiments that |R(ejω)|max changes little when some frames 
are deleted. The frequency domain feature ratio Qf  is then defined as  

 

m in

m ax| ( ) |f j

h
Q

R e ω=                                 (15) 

 

From the analysis above, we know that Qf is likely to be smaller for the original 
video. This is our proposed frequency-domain feature. Incidentally, the larger the 
r(n), the larger the |R(ejω)| will be, yet Qf can counteract this effect and thus robust to 
different video content whether the SARP of which is large or small. 

Let the time- and frequency- domain thresholds be  
tτ    and fτ . Based on the analy-

sis above, an H.264 video is considered as an original video if Qt <  tτ  and Qf < 
fτ  . 

If either of these two conditions is violated, the H.264 video is then considered as a 
tampered video. 
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4 Experiments 

In our experiments, 20 YUV videos[10-11] are used. Each YUV video has 300 frames 
and the resolution is 176×144. We choose x264[12] as the encoder and H.264 Joint 
Model (JM)[13] as the decoder. The encoding GOP is I B B P B B P B B P B P. 

The 20 original YUV videos are encoded to generate 20 original H.264 videos 
which are then decoded back into the pixel domain. For each decoded YUV video, we 
delete 1 to 11 frames to generate 11 tampered YUV videos. Thus we get 220 
(20×11) tampered YUV videos in total. The 20 original YUV videos and 220 tam-
pered YUV videos are then encoded and decoded again. We extract the SARPs in the 
decoding process, so the time-domain feature ratio Qt  and the frequency-domain 
feature ratio Qf  are acquired from the SARPs.  

Fig.4 shows the Qt  and Qf for 240 videos (20+220). The small rectangles stand for 
20 original H.264 videos and the small circles stand for 220 tampered H.264 videos. 
For a video to be tested, we can get a (Qt , Qf) pair. With a certain ( tτ , fτ ) pair, we are 

able to tell whether this video has undergone frame deletion or not by using our me-
thod in Section 3. It can be seen from Fig.4 that the original videos and tampered 
videos can be roughly separated by a large rectangle whose location is related to the 
( tτ , fτ ) pair. 

For all the videos to be tested, a certain ( tτ , fτ )  pair determines a (fp, tp) pair in 

which fp denotes false positive rate and tp denotes true positive rate. With different 
( tτ , fτ ) pairs, we are able to get their corresponding (fp, tp) pairs which together form 

a ROC curve shown in Fig.5. 
According to Fig.4, we finally set the ( tτ , fτ ) pair to be (0.30, 0.05) for reference. 

The false positive rate is 5% and the true positive rate is 91.82%. The average detec-
tion accuracy is 92.08%. It can be seen from Fig.4 that if we only consider the time- 
or frequency- domain feature ratio solely, the average detection accuracy is not  

 

Fig. 4. Time- and frequency-domain feature ratios 
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very good (79.60% or 82.50% respectively). Therefore, higher accuracy can be 
achieved by combining both the time- and frequency- domain features.  

Existing methods in literature[6-8] to detect frame deletion are almost based on 
MPEG. Authors in [6] detect frame deletion by visually checking the change of the 
feature curve and the final detection accuracy is not given. Their method fails to work 
when the number of deleted frames is a multiple of 3 and may not work in H.264 ow-
ing to the de-blocking filter. Authors in [8] only consider the frequency-domain cha-
racteristics and distinguish tampered videos from original videos by visually checking 
frequency-domain spikes. The positions of the spikes to be checked are not stated and 
the final detection accuracy is not presented. Their method may not work quite effec-
tively in H.264 as illustrated in part Ⅱ. Compared with methods in [6] and [8], our 
method combine both the time- and frequency- domain features to detect frame dele-
tion in H.264 and the average detection accuracy is 92.08%. Our method can remedy 
the above-stated limitations in [6] and [8]. Compared with the method in [7], our me-
thod works well for videos with low motion, such as ‘akiyo’, ‘mother’ and so on. 

 

5 Conclusion and Future Works 

In this paper, we have proposed a novel method to detect frame deletion in H.264. 
Tampered videos are distinguished from original videos by using the SARP both in 
the time and frequency domain. A large number of videos are tested in our experi-
ments and the detection results show that our method is fairly effective in H.264. 

The tampered videos and original videos are separated by setting hard thresholds in 
this paper. Our future work is to set the thresholds adaptively or introduce machine 
learning methods in the decision stage. Moreover, new features in H.264 should be 
considered in our future work. 
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Abstract. We propose an efficient universally composable (UC) adap-
tive k-out-of-n (OTn×1

k ) protocol. Our scheme is proven to be secure
in the presence of malicious adversary in static corruption model under
the Decision Linear (DLIN) and q-Strong Diffie-Hellman (SDH) assump-
tions. We use Groth-Sahai proofs and trapdoor commitments of Fischlin
et al. The proposed protocol outperforms the existing similar schemes
in terms of both communication and computation. More interestingly,
our construction guarantees the receiver that he has learnt the correct
information at the end of each transfer phase.

Keywords: Oblivious transfer, universally composable security, Groth-
Sahai proofs.

1 Introduction

Adaptive oblivious transfer (OT) protocol is a widely used primitive in cryptog-
raphy and is useful in adaptive oblivious search of large database such as patent
database and medical database where the database holder does not want to re-
veal the entire database to the recipient. OT protocols have been extensively
used in many cryptographic applications including fair exchange in e-commerce
and secure multi-party computation. A typical OT protocol is a two party proto-
col with a sender S and a receiver R. At the beginning of the protocol, S has the
databasem1,m2, . . . ,mn and R has index σ ∈ {1, 2, . . . , n}. The receiverR inter-
acts with S in such a way that at the end of the protocol, R learns onlymσ and S
is unable to get any knowledge about the index σ. This is 1-out-of-n OT protocol
which has been extended to non-adaptive k-out-of-n (OTn

k ) [1] and adaptive k-
out-of-n (OTn×1

k ) [9], [15]. In the non-adaptive setting, R simultaneously learns
all the k messages mσ1 ,mσ2 , . . . ,mσk

, σj ∈ {1, 2, . . . , n}, j = 1, 2, . . . , k, whereas
in adaptive setting, R learns one message at a time. In adaptive setting, R may
learn mσi−1 before deciding on σi.

The first oblivious transfer protocol was introduced by Rabin [20] which was
later generalized in [6], [13] to construct secure protocols for multiparty com-
putation. Since then many OT schemes have been proposed and studied. The
security of the OT protocols [6], [9], [13], [18], [20] are in simulation-based-model
where the simulator uses adversarial rewinding. Although the aforementioned
OT protocols satisfy both sender’s security and receiver’s security, they become
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insecure under concurrent execution when composed with arbitrary protocols.
To address this, Canetti and Fischlin [11] introduced ideal functionality for OT
protocol in universal composable (UC) framework [11]. The UC secure [11] OT
protocols can be securely composed with arbitrary protocols even under concur-
rent execution. Peikert et al. [19] introduced first efficient, UC secure 1-out-of-2
OT protocols under the Decisional Diffie-Hellman (DDH), quadratic residuosity
and worst-case lattice assumptions. Later, Choi et al. [12] proposed UC-secure
1-out-of-2 OT protocols based on Decision Linear (DLIN), Symmetric External
Diffie-Hellman (SXDH), DDH and Decision composite residuosity (DCR) as-
sumption. Very recently, Abdalla et al. [1] designed an 1-out-of-n OT protocol
using smooth projective hash framework. Green and Hohenberger [15] introduced
UC secure OTn×1

k protocol. It combines Boneh, Boyen and Shacham (BBS) [5]
encryption, Camenisch-Lysyanskaya (CL) signature [8] and Boneh-Boyen signa-
ture [3]. Later, Rial et al. [21] proposed an efficient UC secure priced OTn×1

k

protocol by employing BBS [5] encryption and P-signatures [2].

Our Contribution. We construct an UC secure, efficient adaptive OTn×1
k pro-

tocol inspired by OTn×1
k of [15], [21]. Our scheme couples BBS [5] encryption

and batch Boneh and Boyen (BB) [4] signature with Groth-sahai proofs [16] and
exploits trapdoor commitments of Fischlin et al. [14]. Unlike the construction in
[15], [21], we rely on batch BB [4] signature, instead of CL signature [8], Boneh-
Boyen signature [3] and P-signatures [2]. Besides, Fischlin et al. [14] trapdoor
commitment is used to commit the sender’s input database m1,m2, . . . ,mn, in
our scheme. It enables the receiver to verify that he has learnt the correct mes-
sage at the end of each transfer phase. This feature is not achievable in [15],
[21]. The verification of pairing product equations is done in non-interactive
way using Groth-Sahai proofs [16]. The UC security holds against malicious
adversary which can deviate from its protocol specification under DLIN and q-
Strong Diffie-Hellman (SDH) assumptions. We consider static corruption model
in which adversary pre-decides the corrupted parties before the execution of the
protocol. Corrupted parties remain corrupted and honest parties remain honest
throughout the protocol execution.

The proposed adaptive OTn×1
k protocol is computationally efficient with low

communication overhead. The computation overhead is measured by counting
the number of pairing and exponentiation operations which are the most expen-
sive operations as compared to addition and multiplication. The initialization
phase of our OTn×1

k protocol requires 5n+1 pairings and 17n+5 exponentiations
whereas k transfer phases need a total 147k pairings and 150k exponentiations.
In addition, 18 exponentiation operations are performed to generate common
reference string. The communication overhead is 12n+ 5 group elements in ini-
tialization phase and 47k + 28k = 75k group elements in k transfer phases. As
illustrated in table 1, our protocol outperforms the best known schemes so far
[15], [21] with similar security levels.
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Table 1. Comparison Summary (PO stands for number of pairing operations, EXP for
number of exponentiation operations, IP for initialization phase, TP for transfer phase,
CRSG for crs generation, T for a ciphertext database, PK for public key, αX + βY for
α elements from the group X and β elements from the group Y )

OTn×1
k Pairing Exponentiation Communication Storage

PO EXP
TP IP TP IP CRSG Request Response crs-Size (T + PK)Size

[15] ≥ 207k 24n + 1 249k 20n + 13 18 (68G1+ (20G1+ 7G1+ (15n + 5)G1+
38G2)k 18G2)k 7G2 (3n + 6)G2

[21] > 450k 15n + 1 223k 12n + 9 15 (65G)k (28G)k 23G (12n + 7)G
Ours 147k 5n + 1 150k 17n + 5 18 (47G)k (28G)k 16G (12n + 5)G

2 Preliminaries

Notations: Throughout, we use ρ as the security parameter, x
$←− A means

sample an element x uniformly at random from the set A, y ← B indicates y is
the output of algorithm B and N denotes the set of natural numbers. A function
f(n) is negligible if f = o(n−c) for every fixed positive constant c.

Definition 1. Two probability distributions X = {Xr}r∈N and Y = {Yr}r∈N

are said to be computationally indistinguishable, denoted by X
c≈ Y , if for every

probabilistic polynomial time (PPT) distinguisher D, there exists a negligible

function ε(r) such that
∣∣∣Pr [D(Xr, 1

r) = 1]−Pr [D(Yr, 1
r) = 1]

∣∣∣ ≤ ε(r), ∀ r ∈ N.

2.1 Bilinear Pairing and Complexity Assumptions

Bilinear Pairing: Let G1,G2 be two multiplicative cyclic groups of prime or-
der p, g1 a generator for G1 and g2 for G2. Then the map e : G1 × G2 →
GT is bilinear if it satisfies the following conditions: (i) (Bilinear) e(xa, yb) =
e(x, y)ab ∀ x ∈ G1, y ∈ G2, a, b ∈ Zp, (ii) (Non-Degenerate) e(x, y) generates
GT ∀ x ∈ G1, y ∈ G2, x �= 1, y �= 1 and (iii) (Computable) the pairing e(x, y) is
computable efficiently ∀ x ∈ G1, y ∈ G2.
If G1 = G2, then e is symmetric bilinear pairing. Otherwise, e is asymmetric
bilinear pairing. Throughout the paper, we use symmetric bilinear pairing.

q-Strong Diffie-Hellman (SDH) Assumption [4]: Let G be a multiplicative
cyclic group of prime order p with generator g. The q-SDH assumption inG states
that given (q+1)-tuple (g, gx, gx

2

, . . . , gx
q

), x ∈ Zp as input, it is hard to output

a pair (c, g
1

x+c ), c ∈ Zp.
The q-SDH is proven to be true in generic group model [4].

Decision Linear (DLIN) Assumption [5]: Let G be a multiplicative cyclic
group of prime order p with generator g. Let g1 = ga, g2 = gb ∈ G, a, b ∈ Zp.

The DLIN assumption in G states that given g1, g2, g and gr1 , g
s
2, g

t, r, s, t
$←− Zp,

it is hard to distinguish r + s from t.
If DLIN problem is easy, then decisional Diffie-Hellman (DDH) problem is easy.
In generic group model DLIN is proven to be hard even if DDH is easy [22].



274 V. Guleria and R. Dutta

2.2 Groth-Sahai Proofs [16]

We discuss non-interactive zero-knowledge (NIZK) proofs and non-interactive
witness indistinguishable (NIWI) proofs by Groth and Sahai [16] under the DLIN
assumption. These proofs are used in our protocol construction. Let us first
briefly explain Groth-Sahai commitments. Depending on the public parameters,
there are two types of settings in Groth-Sahai proofs - perfectly sound setting
and witness indistinguishability setting. We discuss below how to commit a group
element X ∈ G in both the settings for Groth-Sahai proofs. The product of two
vectors is defined component wise, i.e, (a1, a2, a3)(b1, b2, b3) = (a1b1, a2b2, a3b3)
for (a1, a2, a3), (b1, b2, b3) ∈ G3 for a finite order group G.

Commitment in Perfectly Sound Setting: Generate public parameters
params = (p,G,GT , e, g) ← BilinearSetup(1ρ), where BilinearSetup is an algo-
rithm which on input security parameter ρ generates params = (p,G,GT , e, g),
where e : G × G → GT , g is a generator of group G and p, the order of the
groups G and GT , is prime. In this setting, the common reference string is
GS = (params, u1, u2, u3), where u1 = (g1, 1, g), u2 = (1, g2, g), u3 = uξ1

1 u
ξ2
2 =

(gξ11 , gξ22 , gξ1+ξ2) ∈ G3, ξ1, ξ2
$←− Zp, g1 = ga, g2 = gb, a, b

$←− Zp. To commit

X ∈ G, one picks r1, r2, r3
$←− Zp and sets Com(X) = (1, 1, X)ur1

1 u
r2
2 u

r3
3 =

(gr1+ξ1r3
1 , gr2+ξ2r3

2 , X · gr1+r2+r3(ξ1+ξ2)). Note that Com(X) forms a BBS cipher-
text [5] which is fully extractable as it can be decrypted using a = logg(g1), b =
logg(g2).

Commitment in Witness Indistinguishability Setting: Generate public
parameters params = (p,G,GT , e, g) ← BilinearSetup(1ρ). In this setting, the
common reference string is GS′ = (params, u1, u2, u3), where u1 = (g1, 1, g) ∈
G3, u2 = (1, g2, g) ∈ G3, u3 = uξ1

1 u
ξ2
2 (1, 1, g) = (gξ11 , gξ22 , gξ1+ξ2+1), ξ1, ξ2

$←− Zp,

g1 = ga, g2 = gb, a, b
$←− Zp. To commit X ∈ G, one picks r1, r2, r3

$←− Zp and sets

Com(X) = (1, 1, X)ur1
1 u

r2
2 u

r3
3 = (gr1+ξ1r3

1 , gr2+ξ2r3
2 , X · gr1+r2+r3(ξ1+ξ2+1)). One

can note that Com(X) perfectly hides the message X which cannot be decrypted
using a = logg(g1), b = logg(g2).

Let Commit be an algorithm which on input X ∈ G and GS, generates Com(X),
i.e, Com(X) ← Commit(GS, X).

The commitments in both the setting are computationally indistinguishable by
the following theorem.

Theorem 1. [16] The common reference string in perfectly sound setting and
witness indistinguishability setting is computationally indistinguishable under the
DLIN assumption.

Non-interactive Verification of Pairing Product Equation: Groth-Sahai
proofs verify the pairing product equation

n∏
i=1

e(Ai,Yi)
m∏
i=1

e(Xi,Bi)
m∏
i=1

n∏
j=1

e(Xi,Yi)
ai,j = tT , (1)
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in a non-interactive way, where the variables Xi=1,2,...,m ∈ G1,Yj=1,2,...,n ∈ G2,
constants Ai=1,2,...,n ∈ G1,Bj=1,2,...,m ∈ G2, ai,j ∈ Zp and tT ∈ GT . The
Groth-Sahai proofs are two party protocols with the prover and the verifier.
The Groth-Sahai proofs consist of three PPT algorithms AGSSetup, AGSProve
and AGSVerify described in Algorithms 1-3 respectively. In our construction, we
will use following type of pairing product equations for a symmetric bilinear
pairing e.

e(x, g)e(y, w) = e(g, g), (2)

e(x, y) = e(g, g), (3)

where, x, y ∈ G are secret values and g, w ∈ G, e(g, g) ∈ GT are public. Let
us illustrate how the prover and the verifier use Algorithms 1-3 to verify the
pairing product equations 2 and 3. The equation 2 is linear and 3 non-linear.
The prover wants to convince the verifier in a non-interactive way that he knows
the solution x, y to equations 2 and 3 without revealing anything about x and
y to the verifier. Let E be the set of all equations which the prover wishes
to prove in non-interactive way to the verifier and W be the set of all secret
values in E . The set W is referred as witnesses of statement E . We follow the
notation of [10] for writing equations in statement. In reference to equations 2
and 3, E = {e(x, g)e(y, w) = e(g, g) ∧ e(x, y) = e(g, g)} and W = (x, y). Let
params = (p,G,GT , e, g)← BilinearSetup(1ρ).

Algorithm 1. AGSSetup
Input: params = (p,G,GT , e, g).
Output: GS = (u1, u2, u3),

u1, u2, u3 ∈ G
3.

1: a, b, ξ1, ξ2
$←− Zp;

2: g1 = ga, g2 = gb;
3: u1 = (g1, 1, g), u2 = (1, g2, g);

4: u3 = u
ξ1
1 u

ξ2
2 = (g

ξ1
1 , g

ξ2
2 , gξ1+ξ2);

5: GS = (u1, u2, u3);

Algorithm 2. AGSProve
Input: GS = (u1, u2, u3), E = (eq1, eq2, . . . , eqm),

W = (h1, h2, . . . , hl).
Output: π.
1: for (i = 1, 2, . . . , l) do
2: Com(hi) ← Commit(GS, hi);
3: for (i = 1, 2, . . . ,m) do
4: Generate Pi for equation eqi ∈ E;
5: π = (Com(h1),Com(h2), . . . ,Com(hl),P1,P2, . . . ,Pm);

The algorithm AGSSetup is run by a trusted party which on input params gener-
ates the common reference string GS in perfectly sound setting so that 〈g1, g2, g,
u
(1)
3 , u

(2)
3 , u

(3)
3 〉 forms a DLIN instance, where u3 = (u

(1)
3 , u

(2)
3 , u

(3)
3 ) . The trusted

party makes GS public.
The prover runs AGSProve and generates commitments to x and y in perfectly
sound setting using algorithm Commit. The proof components P1 and P2 for
equations 2 and 3 are also generated by the prover using random values which

were used to generate Com(x) and Com(y), where P1 = (P
(1)
1 ,P

(2)
1 ,P

(3)
1 ) con-

sists of 3 group elements and P2 = (P
(1)
2 ,P

(2)
2 ,P

(3)
2 ,P

(4)
2 ,P

(5)
2 ,P

(6)
2 ,P

(7)
2 ,P

(8)
2 ,P

(9)
2 )

consists of 9 group elements as equation 2 is linear and equation 3 is non-
linear respectively. The prover sets the proof π = (Com(x), Com(y), P1,P2)
← AGSProve(GS, E ,W) and gives π to the verifier.

Algorithm 3. AGSVerify
Input: GS = (u1, u2, u3), π = (Com(h1),Com(h2), . . . ,Com(hl),P1,P2, . . . ,Pm).
Output: Either ACCEPT or REJECT.
1: for (i = 1, 2, . . . ,m) do
2: Replace the variables in eqi by their commitments;
3: Use proof components Pi of eqi to check the validity of eqi;



276 V. Guleria and R. Dutta

4: if (All eqi, i = 1, 2, . . . ,m are valid) then
5: return ACCEPT;
6: else
7: return REJECT;

The algorithm AGSVerify is run by the verifier. The verifier checks whether
Com(x), Com(y), and proof components P1, P2 satisfy

F (Com(x), g)F (Com(y), w) = (1, 1, e(g, g))F (u1,P
(1)
1 )F (u2,P

(2)
1 )F (u3,P

(3)
1 ), (4)

F ′(Com(x),Com(y)) =

⎛⎝1 1 1
1 1 1
1 1 e(g, g)

⎞⎠F ′(u1, (P
(1)
2 ,P

(2)
2 ,P

(3)
2 ))

F ′(u2, (P
(4)
2 ,P

(5)
2 ,P

(6)
2 ))F ′(u3, (P

(7)
2 ,P

(8)
2 ,P

(9)
2 )), (5)

where F : G3 ×G→ G3
T and F ′ : G3 ×G3 → G9

T are respectively defined as

F ((A,B,C), D) = (e(A,D), e(B,D), e(C,D)),

F ′((x1, x2, x3), (y1, y2, y3)) =

⎛⎝e(x1, y1) e(x1, y2)e(x2, y1) e(x1, y3)e(x3, y1)
0 e(x2, y2) e(x2, y3)e(x3, y2)
0 0 e(x3, y3)

⎞⎠ .

If equations 4 and 5 hold, the verifier outputs ACCEPT, otherwise, REJECT.
Note that equations 4 and 5 hold if and only if equations 2 and 3 hold. For more
details, we refer to [17].

2.3 Security Model

Universally Composable (UC) Framework [11]: This framework consists
of a environment machine Z, a real world adversary A, an ideal world adversary
A′, an ideal functionality F , parties P1, P2, . . . , PN running the protocol Π in
the real world and dummy parties P̃1, P̃2, . . . , P̃N interacting with F in the ideal
world. The environment machine Z is always activated first. It interacts freely
with A throughout the execution of the protocol Π in the real world and with
A′ throughout the execution of F in the ideal world. It oversees the execution
of F in the ideal world and the execution of Π in the real world. The task of Z
is to distinguish with non-negligible probability between the execution of Π in
the real world and the execution of F in the ideal world.

FD
CRS Hybrid Model: As OT protocol can be UC-realized only in the presence

of common reference string (CRS) model, let us describe the FD
CRS-hybrid model

[11] that UC realizes a protocol parameterized by some specific distribution D.
Upon receiving a message (sid, Pi), i = 1, 2, . . . , N , from the party Pi, where sid
is session identity, FD

CRS first checks if there is a recorded value crs. If not, FD
CRS

generates crs
$←− D(1ρ) and records it. Finally, FD

CRS sends (sid, crs) to the party
Pi and the adversary.

Functionality of Oblivious Transfer: In the ideal world, the parties give
their inputs to the ideal functionality Fn×1

OT and get back their respective outputs.
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These requirements are shown in Fig. 1 by the oblivious transfer functionality
Fn×1

OT following [11].

Definition 2. Let Fn×1
OT be the oblivious transfer functionality described in Fig.

1. A protocol Π securely realizes the ideal functionality Fn×1
OT if for any real

world adversary A, there exists an ideal world adversary A′ such that for any

environment machine Z, IDEALFn×1
OT ,A′,Z

c≈ REALΠ,A,Z , where IDEALFn×1
OT ,A′,Z

is the output of Z after interacting with A′ and dummy parties interacting with
Fn×1

OT in the ideal world and REALΠ,A,Z is the output of Z after interacting with
A and the parties running the protocol Π in the real world.

The functionality Fn×1
OT interacts with S and R as follows:

1. Upon receiving a message (sid,S, 〈m1,m2, . . . ,mn〉) from S, Fn×1
OT stores

〈m1,m2, . . . ,mn〉, where mi ∈ {0, 1}l, i = 1, 2, . . . , n and l is the fixed length of
mi which is known to both the parties.
2. Upon receiving a message (sid,R, σ) from R, Fn×1

OT checks if a message
(sid, S, 〈m1, m2, . . . ,mn〉) was previously recorded.
- If no, Fn×1

OT sends nothing to R.
- Otherwise, Fn×1

OT sends (sid, request) to S. The sender S sends (sid,S, b), b ∈ {0, 1}
in response to the request by Fn×1

OT . Also, S sends (sid,S, b) to the adversary. If b = 0,
Fn×1

OT sends (sid,⊥) to R. Otherwise, Fn×1
OT returns (sid,mσ) to R.

Fig. 1. Functionality for adaptive oblivious transfer

3 Protocol

The communication flow in our adaptive k-out-of-n OT protocol is given in
Figure 2 with five randomized algorithms, namely, AOTCrsGen, AOTInitialize,
AOTInitializeVerify, AOTRequest, AOTRespond and a deterministic algorithm
AOTComplete as described below in Algorithms 4-9 respectively. We will use
algorithms AGSSetup, AGSProve and AGSVerify discussed in section 2.2.

Algorithm 4. AOTCrsGen
Input: Security parameter ρ.
Output: crs = (params, FC,GSS,GSR).
1: params = (p,G,GT , e, g) ← BilinearSetup(1ρ);
2: FC = (u1, u2, u3) ← AGSSetup(params);
3: GSS ← AGSSetup(params);
4: GSR ← AGSSetup(params);

The algorithm AOTCrsGen is run by the trusted party FD
CRS which on input the

security parameter ρ generates the common reference string crs consisting of
params,FC,GSS and GSR in perfectly sound setting. The sender S uses Groth-
Sahai common reference string GSS to create non-interactive zero-knowledge
(NIZK) proof and R uses Groth-Sahai common reference string GSR for the
creation of non-interactive witness indistinguishable (NIWI) proof. The common
reference string crs is made public.
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crs = (params, FC, GSS , GSR)
params = (p,G,GT , e, g)

Sender S (m1,m2, . . . ,mn) Initialization Phase Receiver R

(PK,BSK, SK,T) ← AOTInitialize
PK = (w1, w2, y, y1, y2)
SK = (x1, x2)
BSK = (α, β1, β2)
T = (φ1, φ2, . . . , φn)

(sid,S,PK,T)−−−−−−−−→
ACCEPT ← AOTInitilaizeVerify

Transfer Phase
σj ∈ {1, 2, . . . , n}, j = 1, 2, . . . , k
(Qrequestj ,Qprivatej

) ← AOTRequest

Qrequestj
= (d1,j , d2,j , πj)

Qprivatej
= (σj , v1,j , v2,j)

πj ← AGSProve
(sid,R,Qrequestj

)

←−−−−−−−−−−−
(sj , δj) ← AOTRespond
sj = d

x1
1,jd

x2
2,j

δj ← AGSProve
(sid,S,sj,δj )

−−−−−−−−−→
mσj

← AOTComplete

Fig. 2. Communication flow for the jth transfer phase, j = 1, 2, . . . , k

Algorithm 5. AOTInitialize
Input: crs = (params, FC,GSS,GSR),m1,m2, . . . , mn ∈ G.
Output: (PK,BSK, SK,T).

1: x1, x2, α, β1, β2
$←− Zp;

2: w1 = g
1
x1 , w2 = g

1
x2 , y = gα, y1 = gβ1 , y2 = gβ2 ;

3: PK = (w1, w2, y, y1, y2), SK = (x1, x2),BSK = (α, β1, β2);

4: Parse FC as (u1, u2, u3), where u1 = (g1, 1, g), u2 = (1, g2, g), u3 = u
ξ1
1 u

ξ2
2 = (u

(1)
3 , u

(2)
3 , u

(3)
3 ),

g1 = ga, g2 = gb, u
(1)
3 = g

ξ1
1 , u

(2)
3 = g

ξ2
2 , u

(3)
3 = gξ1+ξ2 , a, b, ξ1, ξ2

$←− Zp;
5: for (i = 1, 2, . . . , n) do

6: r1i, r2i, r3i, ri, si
$←− Zp;

7: Com(mi) = (1, 1,mi)u
r1i
1 u

r2i
2 u

r3i
3 = (g

r1i
1 (u

(1)
3 )r3i , g

r2i
2 (u

(2)
3 )r3i ,mig

r1i+r2i (u
(3)
3 )r3i );

8: Batch BB signature on (i, ri, si) is sigi = g
1

α+i+riβ1+siβ2 ;

9: Ciphertext φi = (Com(mi), g
r1i , gr2i , gr3i , w

ri
1 , w

si
2 ,mig

ri+si , y
ri
1 , y

si
2 , sigi);

10: T = (φ1, φ2, . . . , φn);

The algorithm AOTInitialize is run by S. On input crs, n messages (m1,m2, . . .,
mn), AOTInitialize generates public key PK, signature secret key BSK, secret
key SK and ciphertext T of n messages for R. The sender S gives (PK,T) to

R and keeps (BSK, SK) secret to itself. In each φi = (c
(1)
i , c

(2
i , c

(3)
i , c

(4)
i , c

(5)
i , c

(6)
i ,

c
(7)
i , c

(8)
i , c

(9)
i , c

(10)
i , c

(11)
i , c

(12)
i ), i = 1, 2, . . . , n,, (c

(1)
i , c

(2)
i , c

(3)
i ) = (gr1i1 (u

(1)
3 )r3i ,

gr2i2 (u
(2)
3 )r3i , mig

r1i+r2i(u
(3)
3 )r3i) is Com(mi), (c

(4)
i , c

(5)
i , c

(6)
i ) = (gr1i , gr2i , gr3i)

are the opening values to Com(mi) used by R to verify that he got the cor-
rect message from S at the end of each transfer phase. The opening values to

these commitments are generated following [14]. Also, (c
(7)
i , c

(8)
i , c

(9)
i ) = (wri

1 , w
si
2 ,

mig
ri+si) is a BBS ciphertext [5] of mi, (c

(10)
i , c

(11)
i ) = (yri

1 , y
si
2 ) is for signature

verification and c
(12)
i = sigi = g

1
α+i+riβ1+siβ2 is a batch BB signature [7].
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Algorithm 6. AOTInitializeVerify
Input: PK = (w1, w2, y, y1, y2),T = (φ1, φ2, . . . , φn).
Output: (Either ACCEPT or REJECT).
1: for (i = 1, 2, . . . , n) do

2: Parse φi as (c
(1)
i , c

(2
i , c

(3)
i , c

(4)
i , c

(5)
i , c

(6)
i , c

(7)
i , c

(8)
i , c

(9)
i , c

(10)
i , c

(11)
i , c

(12)
i );

3: if
(
e(c

(12)
i , y · gi · c(10)i · c(11)i = e(g, g) ∧ e(w1, c

(10)
i ) = e(c

(7)
i , y1) ∧ e(w2, c

(11)
i ) = e(c

(8)
i , y2)

)
4: then
5: φi is correct
6: else
7: return REJECT;
8: break;
9: return ACCEPT;

The algorithm AOTInitializeVerify is run by R in the initialization phase. If all the
ciphertext are valid, the transfer phase will take place, otherwise the execution
will be aborted by R. The validity of the ciphertext φi, i = 1, 2, . . . , n, is checked
in line 3 of Algorithm 6.

Algorithm 7. AOTRequest
Input: crs = (params, FC,GSS,GSR),PK = (w1, w2, y, y1, y2),T = (φ1, φ2, . . . , φn), σj ∈ {1, 2, . . . , n}.
Output: (Qrequestj ,Qprivatej

), j = 1, 2, . . . , k.

1: Parse φσj
as (c(1)σj

, c(2σj
, c(3)σj

, c(4)σj
, c(5)σj

, c(6)σj
, c(7)σj

, c(8)σj
, c(9)σj

, c(10)σj
, c(11)σj

, c(12)σj
);

2: v1,j , v2,j
$←− Zp;

3: d1,j = c(7)σj
· w

v1,j
1 , d2,j = c(8)σj

· w
v2,j
2 , t1,j = gv1,j , t2,j = gv2,j ;

4: E1,j = {e(c(7)σj
, g)e(t1,j , w1) = e(d1,j , g) ∧ e(c(8)σj

, g)e(t2,j , w2) = e(d2,j , g)∧
e(c(12)σj

, y · gσj · c(10)σj
· c(11)σj

) = e(g, g) ∧ e(w1, c
(10)
σj

) = e(c(7)σj
, y1) ∧ e(w2, c

(11)
σj

) = e(c(8)σj
, y2)};

5: W1,j = (c(7)σj
, c(8)σj

, t1,j , t2,j , c
(10)
σj

, c(11)σj
, c(12)σj

, gσj );

6: πj ← AGSProve(GSR, E1,j,W1,j);
7: Qrequestj

= (d1,j , d2,j , πj),Qprivatej
= (σj , v1,j , v2,j);

The algorithm AOTRequest is run by R. On input crs, T and R’s choice of σj for
jth transfer phase, AOTRequest generates (Qrequestj ,Qprivatej) using GSR for S,
where j = 1, 2, . . . , k. The receiver R sends Qrequestj to S and keeps Qprivatej se-
cret to itself. In Qrequestj , the values d1,j , d2,j correspond to the masked versions

of c
(7)
σj , c

(8)
σj respectively and NIWI proof πj generated by AGSProve in Algorithm

2 consists of commitments to witnesses in W1,j and proof components for veri-
fications of equations in statement E1,j. The proof generations for 1st, 2nd, 4th
and 5th equation in E1,j are similar to equation 2 and that for 3rd equation in
E1,j is similar to equation 3. Following the notation of [10] for writing equations

in E1,j, the first two equations guarantee the masked versions of c
(7)
σj , c

(8)
σj and

remaining three equations correspond to valid signature held by R. These checks
enable one to detect whether R deviates from the protocol execution. Thus E1,j
in line 4 of Algorithm 7 is a statement set by R to convince S that Qrequestj is
framed correctly.

Algorithm 8. AOTRespond
Input: crs = (params, FC,GSS,GSR),PK = (w1, w2, y, y1, y2), SK = (x1, x2),Qrequestj = (d1,j , d2,j , πj).

Output: (sj , δj).
1: if (AGSVerify(GSR, πj) == ACCEPT) then
2: Extract g from params;
3: a1 = d

x1
1,j , a2 = d

x2
2,j , sj = a1 · a2;

4: E2,j = {e(a1, w1)e(d
−1
1,j , a3) = 1 ∧ e(a2, w2)e(d

−1
2,j , a3) = 1 ∧ e(a1a2, a3)e(s

−1
j , g) = 1∧

e(w1, a3) = e(w1, g)};
5: W2,j = (a1, a2, a3);
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6: δj ← AGSProve(GSS, E2,j,W2,j);
7: else
8: abort the execution;

On input crs, PK, SK and Qrequestj , S runs the algorithm AOTRespond which
first verifies the NIWI proof πj using GSR. If the proof πj is valid, AOTRespond
generates sj using secret key SK and NIZK proof δj using GSS. The proof δj
consists of commitments to elements in W2,j and proof components for equa-
tions in statement E2,j . The proof generations for 1st, 2nd and 4th equation in
statement E2,j are similar to equation 2 and that for 3rd equation in statement
E2,j is similar to equation 3. The first two equations in statement E2,j guarantee
that a1, a2 are generated using SK. The third equation corresponds to sj = a1 ·a2
and the fourth equation indicates that a3 is equal to g. Thus E2,j in line 4 of
Algorithm 8 is a statement framed by S in order to convince R that the response
sj is correctly framed.

Algorithm 9. AOTComplete
Input: crs = (params, FC,GSS,GSR),T = (φ1, φ2, . . . , φn), sj , δj ,Qprivatej

= (σj , v1,j , v2,j).

Output: mσj
.

1: if (AGSVerify(GSS, δj) == ACCEPT) then

2: Extract g from params and u3 = (u
(1)
3 , u

(2)
3 , u

(3)
3 ) from FC = (u1, u2, u3);

3: Parse Qprivatej
as σj , v1,j , v2,j ;

4: Parse φσj
as (c(1)σj

, c(2σj
, c(3)σj

, c(4)σj
, c(5)σj

, c(6)σj
, c(7)σj

, c(8)σj
, c(9)σj

, c(10)σj
, c(11)σj

, c(12)σj
);

5: mσj
= c

(9)
σj

·gv1,j ·gv2,j/sj ;

6: E3,j = {e(c(1)σj
, g) = e(g1, c

(4)
σj

)e(u
(1)
3 , c(6)σj

) ∧ e(c(2)σj
, g) = e(g2, c

(5)
σj

)e(u
(2)
3 , c(6)σj

)∧
e(c(3)σj

, g) = e(mσj
c(4)σj

c(5)σj
, g)e(u

(3)
3 , c(6)σj

)};
7: if (E3,j is valid) then
8: return mσj

;

9: else
10: abort the execution;
11: else
12: abort the execution;

The algorithm AOTComplete is run by R which on input crs, T, sj , δj and
Qprivatej first checks the validity of NIZK proof δj using GSS following AGSVerify

in Algorithm 3. If the proof δj is valid, AOTComplete computes mσj using sj ,
Qprivatej and checks the correctness of message mσj by verifying the equations

in statement E3,j which is given in line 6 of Algorithm 9. If all checks hold,
AOTComplete outputs mσj for R. The algorithm correctly recovers the message
mσj in line 5 of Algorithm 9 as follows:

c
(9)
σj · gv1,j · gv2,j

sj
=

mσjg
rσj

+sσj gv1,j · gv2,j

(w
rσj

1 )x1(w
sσj

2 )x2(w
v1,j
1 )x1(w

v2,j
2 )x2

= mσj as wx1
1 = wx2

2 = g.

4 Security Analysis

Theorem 2. The adaptive oblivious transfer protocol Π presented in section 3
securely realizes the ideal functionality Fn×1

OT in the FD
CRS-hybrid model described

in section 2.3 under the DLIN and q-SDH assumption.
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Proof. Let A be a static adversary in the real world interacting with the protocol
Π . We construct an ideal world adversary A′ also called simulator interacting
with the ideal functionality Fn×1

OT in the ideal world such that no environment
machine Z can distinguish with non-negligible probability whether it is inter-
acting with Π and A in the real world or with Fn×1

OT and A′ in the ideal world.
Let IDEALFn×1

OT ,A′,Z and REALΠ,A,Z are as defined in section 2.3. We will show

IDEALFn×1
OT ,A′,Z

c≈ REALΠ,A,Z in each of the cases: (a) simulation when R is

corrupted and S is honest, (b) simulation when S is corrupted and R is honest.
We do not discuss the cases when both the parties are honest and when both
the parties are corrupt.
We present the security proof using sequence of hybrid games. Let Pr[Game i] be
the probability that Z distinguishes the transcript of Game i from the real execu-
tion. Let us start with describing four PPT algorithms namely AGSExtractSetup,
AGSExtract, AGSSimSetup and AGSSimProve in Algorithms 10-13 respectively
which are used in these games by A′ to simulate Groth-Sahai proofs. Let params
= (p,G,GT , e, g) ← BilinearSetup(1ρ).

Algorithm 10. AGSExtractSetup
Input: params = (p,G,GT , e, g).
Output: GS′ = (u1, u2, u3), u1, u2, u3 ∈ G

3, trapdoor text = (a, b, ξ1, ξ2).

1: a, b, ξ1, ξ2
$←− Zp;

2: g1 = ga, g2 = gb;
3: u1 = (g1, 1, g), u2 = (1, g2, g);

4: u3 = u
ξ1
1 u

ξ2
2 = (g

ξ1
1 , g

ξ2
2 , gξ1+ξ2);

5: GS′ = (u1, u2, u3);
6: text = (a, b, ξ1, ξ2);

The simulator A′ runs the algorithm AGSExtractSetup which has same distribu-
tion as AGSSetup and generates the common reference string GS′ and trapdoor
text in perfectly sound setting. The simulator A′ makes GS′ public and keeps the
trapdoor text secret to itself.
The algorithm AGSExtract given below enables A′ to extract the witnesses from
the commitments embedded in a proof π generated using GS′ and text.
The algorithm AGSSimSetup given below run by A′ generates the common ref-
erence string GS′′ = (u1, u2, u3) and trapdoor tsim = (a, b, ξ1, ξ2) in witness in-
distinguishability setting. The common reference string GS′′ in AGSSimSetup is

such that 〈g1, g2, g, u(1)3 , u
(2)
3 , u

(3)
3 〉 is not a DLIN instance whereas the common

Algorithm 11. AGSExtract
Input: GS′ = (u1, u2, u3),

text = (a, b, ξ1, ξ2), π.
Output: Witnesses W.
1: W = φ;
2: for (each Com(X) embedded in π) do
3: Parse Com(X) as (A1, A2, A3);

4: X = A3/(A
1
a
1 A

1
b
2 );

5: W = W
⋃
{X};

Algorithm 12. AGSSimSetup
Input: params = (p,G,GT , e, g).
Output: GS′′ = (u1, u2, u3), u1, u2, u3 ∈ G

3,
tsim = (a, b, ξ1, ξ2).

1: a, b, ξ1, ξ2
$←− Zp;

2: g1 = ga, g2 = gb;
3: u1 = (g1, 1, g), u2 = (1, g2, g);

4: u3 = u
ξ1
1 u

ξ2
2 (1, 1, g) = (g

ξ1
1 , g

ξ2
2 , gξ1+ξ2+1);

5: GS′′ = (u1, u2, u3);
6: tsim = (a, b, ξ1, ξ2);
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reference string GS′ in AGSExtractSetup is such that 〈g1, g2, g, u(1)3 , u
(2)
3 , u

(3)
3 〉 is a

DLIN instance, where u3 = (u
(1)
3 , u

(2)
3 , u

(3)
3 ). Thus the outputGS′′ ofAGSSimSetup

is computationally indistinguishable from the output GS′ of AGSExtractSetup and
the output GS of AGSSetup under the DLIN assumption by Theorem 1.

Algorithm 13. AGSSimProve
Input: GS′′, tsim = (a, b, ξ1, ξ2), E′ = (eq1, eq2, . . . , eqm),W′ = (h1, h2, . . . , hl).
Output: δ′.
1: for (i = 1, 2, . . . , l) do

2: Generate commitment to each element in W′ by randomly picking b1, b2, b3
$←− Zp such that

Com(hi) = (gb1 , gb2 , gb3 )’;
3: for (i = 1, 2, . . . ,m) do
4: if (eqi is linear equation) then
5: Generate proof component Pi for equation eqi by randomly picking 3 group elements;
6: else
7: Generate proof component Pi for equation eqi by randomly picking 9 group elements;
8: Open the commitment of each element in W′ to any value gγ by using the trapdoor tsim

such that all equations in E′ are satisfied;
9: δ′ = (Com(h1),Com(h2), . . . ,Com(hl),P1,P2, . . . ,Pm);

The algorithm AGSSimProve enables A′ to generate the proof δ′ using GS′′ and
tsim such that AGSVerify(GS′′, δ′) = ACCEPT. We have the following Claim es-
tablished by Groth-Sahai in [16].
Claim 1. Groth-Sahai proofs are composable NIWI and NIZK for satisfiability
of a set of equations over a bilinear group under the DLIN assumption.
(a) Simulation when R is corrupted and S is honest.
Game 0: This game corresponds to the real world protocol interaction in which
R interacts with honest S. So, Pr[Game 0] = 0.
Game 1: This game is the same as Game 0 except that crs is generated by
A′. Let params = (p,G,GT , e, g) ← BilinearSetup(1ρ). The adversary A′ gener-
ates (FC′, t)← AGSSimSetup(params), (GS′S, tsim)← AGSSimsSetup(params) and
(GS′R, text) ← AGSExtractSetup(params) and sets crs = (params,FC′,GS′S,GS

′
R).

The adversary A′ makes params, FC′, GS′S,GS
′
R public and keeps the trap-

doors t, tsim, text secret to itself. The part GS′R of crs generated by A′ is dis-
tributed identically to the output GSR of AGSSetup whereas FC′ and GS′S are not
based on DLIN instances. By Theorem 1 in section 2.2, crs generated by A′ and
AOTCrsGen in actual protocol run are computationally indistinguishable. There-
fore, there exists a negligible function ε1(ρ) such that |Pr[Game 1]−Pr[Game 0]| ≤
ε1(ρ).
Game 2: This game is exactly the same as Game 1 except that for each re-
quest by A, the adversary A′ extracts the index σj as follows for transfer phase
j = 1, 2, . . . , k. It parses Qrequestj as (d1,j , d2,j , πj) and extracts πj . Note that

d1,j = c
(7)
σj ·w

v1,j

1 , d2,j = c
(8)
σj ·w

v2,j

2 , v1,j , v2,j
$←− Zp in Qrequestj according to the real

protocol AOTRequest in Algorithm 7. As the proof πj is generated by using GS′R,
the adversaryA′ runs AGSVerify(GS′R, πj) to check the validity of πj . If REJECT,
A′ aborts the execution. So, Pr[Game 2] = Pr[Game 1]. Otherwise,A′ extracts the
witnessW ′ = (γ1, γ2, γ3, γ4, γ5, γ6, γ7, γ8)← AGSExtract(GS′R, text, πj) using text.

The adversary A′ parses T as (φ1, φ2, . . . , φn) and for each φi = (c
(1)
i , c

(2)
i , c

(3)
i ,

c
(4)
i , c

(5)
i , c

(6)
i , c

(7)
i , c

(8)
i , c

(9)
i , c

(10)
i , c

(11)
i , c

(12)
i ), i = 1, 2, . . . , n, checks if (γ1, γ2) =
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(c
(7)
i , c

(8)
i ). Let σj be the matching index. The adversary A′ checks if gσj =

γ8. If check holds then W ′ = (c
(7)
σj , c

(8)
σj , t1,j, t2,j , c

(10)
σj , c

(11)
σj , c

(12)
σj , gσj ), t1,j =

gv1,j , t2,j = gv2,j in the witnesses W ′ extracted by A′. The adversary A′ queries
Fn×1

OT with the message (sid,R, σj). The ideal functionality Fn×1
OT gives mσj to

A′. If no matching ciphertext found, it aborts the execution. However, this event
occurs with negligible probability under the q-SDH assumption. If no matching
index found, i.e, σj /∈ {1, 2, . . . , n}, then A has to construct a valid proof πj

for the ciphertext φσj /∈ T = (φ1, φ2, . . . , φn) to generate Qrequestj . This eventu-

ally means that A has framed the ciphertext φσj = (c
(1)
σj , c

(2)
σj , c

(3)
σj , c

(4)
σj , c

(5)
σj , c

(6)
σj ,

c
(7)
σj , c

(8)
σj , c

(9)
σj , c

(10)
σj , c

(11)
σj , c

(12)
σj ) on its own which must be a correct ciphertext

as the proof πj generated by A for φσj is valid. This in turn indicates that

A is able to come up with a valid batch BB signature c
(12)
σj , thereby A out-

puts (c
(10)
σj , c

(11)
σj , c

(12)
σj ) as a forgery contradicting the fact that the batch BB

signature is unforgeable under chosen-message attack assuming q-SDH prob-
lem is hard [4]. Therefore, there exists a negligible function ε2(ρ) such that
|Pr[Game 2]− Pr[Game 1]| ≤ ε2(ρ).
Game 3: This game is the same as Game 2 except that A′ simulates the response
sj and proof δj for each transfer phase j = 1, 2, . . . , k. The adversary A′ parses

the ciphertext φσj as (c
(1)
σj , c

(2)
σj , c

(3)
σj , c

(4)
σj , c

(5)
σj , c

(6)
σj , c

(7)
σj , c

(8)
σj , c

(9)
σj , c

(10)
σj , c

(11)
σj , c

(12)
σj ),

extracts γ3, γ4 from the witnessesW ′ = (γ1, γ2, γ3, γ4, γ5, γ6, γ7, γ8) = (c
(7)
σj , c

(8)
σj ,

t1,j , t2,j, c
(10)
σj , c

(11)
σj , c

(12)
σj , gσj ), computes the simulated response s′j = c(9)σj

γ3γ4/mσj
,

γ3 = t1,j = gv1,j , γ4 = t2,j = gv2,j and proof δ′j ← AGSSimProve(GS′S, tsim, E2,j),
where E2,j is a statement set by the sender S to convince the receiver R that re-
sponse sj is correctly formed. The adversaryA′ thus simulates the proof δ′j for the
statement E2,j such that s′j is correctly framed. By Claim 2 provided below, there
exists a negligible function ε3(ρ) such that |Pr[Game 3]− Pr[Game 2]| ≤ ε3(ρ).
Claim 2. Under the DLIN assumption, the response sj and the proof δj in the
real protocol honestly generated by the sender S are computationally indistin-
guishable from the response s′j and proof δ′j simulated by the simulator A′.

Proof of Claim 2. The simulated response by A′ in Game 3 is s′j = c(9)σj
γ3γ4/mσj

=
(c(7)σj

)x1(c(8)σj
)x2 ·mσj

·gv1,j ·gv2,j/mσj
and the honestly generated response sj in Game 2

is sj = (d1,j)
x1(d2,j)

x2 , d1,j = c
(7)
σj · g

v1,j
x1 , d2,j = c

(8)
σj · g

v2,j
x2 which shows that

s′j is distributed identically to sj . Now consider the proof δj of statement E2,j =
{e(a1, w1)e((d1,j)

−1, a3) = 1∧e(a2, w2)e((d2,j)
−1, a3) = 1∧e(a1a2, a3)e(s−1

j , g) =
1∧ e(w1, a3) = e(w1, g)} and witnessesW2,j = (a1, a2, a3). The proof δj consists
of commitments to secret values a1, a2, a3 and proof components to equations
in statement E2,j . For simulation, A′ generates commitments to a1, a2, a3 and
proof components such that each equation in statement E2,j is satisfied. With
the help of trapdoor tsim, A′ can open the commitment differently to any value
of its choice in each equation of statement E2,j . To simulate the proof δ′j , A′

sets a1 = a2 = a3 = g0 in first three equations of statement E2,j and gen-
erate commitments to these values. The adversary A′ opens the commitment
of a3 to g0 in first three equations and a3 to g1 in fourth equation using tsim.
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As Groth-Sahai proofs are composable NIZK by Claim 1, the simulated proof
δ′j ← AGSSimProve(GS′S, tsim, E2,j) is computationally indistinguishable from the
honestly generated proof δj ← AGSProve(GSS, E2,j ,W2,j) under the DLIN as-
sumption.
Game 4: This game is the same as Game 3 except that the messages m1,m2, . . .,
mn are replaced by the random messages m̂1, m̂2, . . . , m̂n ∈ G. The adver-
sary A′ replaces the sender S’s first message (sid, S,PK,T) by (sid, S,PK,T′),
where T′ ← AOTInitialize(crs, m̂1, m̂2, . . . , m̂n). In each transfer phase, the re-
sponse (sid, S, sj , δj) is replaced by the simulated response (sid, S, s′j , δ

′
j) as in

above game, but here the simulated response is computed on invalid state-
ment. The only difference between Game 4 and Game 3 is in the generation
of ciphertexts. In Game 4, (sid, S,PK,T) is replaced by (sid, S,PK,T′), where
T′ ← AOTInitialize(crs, m̂1, m̂2, . . . , m̂n). While T is BBS encryptions of per-
fect messages, T′ is that of random messages. By the semantic security of BBS
encryption scheme under the DLIN assumption, Game 3 and Game 4 are compu-
tationally indistinguishable. Therefore, |Pr[Game 4]−Pr[Game 3]| ≤ ε4(ρ), where
ε4(ρ) is a negligible function.
Thus Game 4 is the ideal world interaction whereas Game 0 is the real world in-
teraction. Now |Pr[Game 4]− [Game 0]| ≤ |Pr[Game 4]− [Game 3]|+ |Pr[Game 3]−
[Game 2]| + |Pr[Game 2] − [Game 1]| + |Pr[Game 1] − [Game 0]| ≤ ε5(ρ), where
ε5(ρ) = ε4(ρ)+ε3(ρ)+ε2(ρ)+ε1(ρ) is a negligible function. Hence, IDEALFn×1

OT ,A′,Z
c≈ REALΠ,A,Z .
(b) Simulation when S is corrupted and R is honest.
Game 0: This game corresponds to the real world protocol interaction in which
S interacts with honest R. So, Pr[Game 0] = 0.
Game 1: This game is the same as Game 0 except that the crs is generated by
A′. Let params = (p,G,GT , e, g) ← BilinearSetup(1ρ). The adversary A′ gen-
erates (FC, t) ← AGSExtractSetup(params), GSS ← AGSSetup(params), GSR ←
AGSSetup(params). The adversary A′ makes params,FC,GSS,GSR public and
keeps the trapdoor t secret to itself. In this Game, FC, GSS, GSR, all are based on
DLIN instance as in Game 0. Therefore, crs generated in Game 1 has the same
distribution as in Game 0. Hence, |Pr[Game 1]− Pr[Game 0]| = 0.
Game 2: For each transfer phase, j = 1, 2, . . . , k, A′ parses T to get φ1. The
adversary A′ generates (Q′

request1
,Q′

private1
) ← AOTRequest(crs,PK,T, 1) and re-

placesR’s request Qrequestj in each transfer phase by simulated request Q′
request1

=

(d1,1, d2,1, π1), d1,1 = c
(7)
1 w

v1,1

1 , d2,1 = c
(8)
1 w

v2,1

2 , where v1,1, v2,1 ∈ Zp. For each

φi, there exists witnesses (c
(7)
i , c

(8)
i , t1,i, t2,i, c

(10)
i , c

(11)
i , c

(12)
i , gi) which satisfy the

equations in statement E1,i = {e(c(7)i , g)e(t1,i, w1) = e(d1,i, g)∧e(c(8)i , g)e(t2,i, w2)

=e(d2,i, g) ∧ e(c
(12)
i , y · gi · c(10)i · c(11)i ) = e(g, g) ∧ e(w1, c

(10)
i ) = e(c

(7)
i , y1) ∧

e(w2, c
(11)
i ) = e(c

(8)
i , y2)}. In each transfer phase, A′ replaces Qrequestj by Q′

request1

= (d1,1, d2,1, π1) which also satisfy all the equations in statement E1,1 = {e(c(7)1 , g)

e(t1,1, w1) = e(d1,1, g)∧e(c(8)1 , g)e(t2,1, w2) = e(d2,1, g)∧e(c(12)1 , y·g1·c(10)1 ·c(11)1 ) =

e(g, g) ∧ e(w1, c
(10)
1 ) = e(c

(7)
1 , y1) ∧ e(w2, c

(11)
1 ) = e(c

(8)
1 , y2)}. As Groth-Sahai
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proofs are composable NIWI by Claim 1, the simulated request Q′
request1

is
computationally indistinguishable from the honestly generated request Qrequestj .

Therefore, we have |Pr[Game 2]−Pr[Game 1]| ≤ ε1(ρ), where ε1(ρ) is a negligible
function.
Thus Game 2 is the ideal world interaction whereas Game 0 is the real world in-
teraction. Now |Pr[Game 2]− [Game 0]| ≤ |Pr[Game 2]− [Game 1]|+ |Pr[Game 1]−
[Game 0]| ≤ ε1(ρ), where ε1(ρ) is a negligible function. Hence, IDEALFn×1

OT ,A′,Z
c≈

REALΠ,A,Z .
It remains to show that the output of the honest R running the protocol with
S and output of the ideal R interacting with the Fn×1

OT is the same. The ci-

phertext φi = (c
(1)
i = gr1i1 (u

(1)
3 )r3i , c

(2)
i = gr2i2 (u

(2)
3 )r3i , c

(3)
i = mig

r1i+r2i(u
(3)
3 )r3i ,

c
(4)
i , c

(5)
i , c

(6)
i , c

(7)
i = wri

1 , c
(8)
i = wsi

2 , c
(9)
i = mig

ri+si , c
(10)
i , c

(11)
i , c

(12)
i ), where

w1 = g
1
x1 , w2 = g

1
x2 , g1 = ga, g2 = gb, u

(1)
3 = gξ11 , u

(2)
3 = gξ22 , u

3)
3 = gξ1+ξ2 .

The message obtained by the real R using si generated with sender’s secret key

SK = (x1, x2) in the real protocol is
c
(9)
i

sig
−v1,ig−v2,i

= mig
ri+si

(d1,i)x1(d2,i)x2g−v1,i g−v2,i
=

mig
ri+si

(w
ri
1 )x1(w

si
2 )x2

= mi, as the receiver R has v1,i, v2,i and receives c
(9)
i , si from the

sender S. The adversary A′ parses the trapdoor t, extracts (a, b) and computes
c
(3)
i

(c
(1)
i )1/a(c

(2)
i )1/b

=
mig

r1i+r2i (u
(3)
3 )r3i

(g
r1i
1 (u

(1)
3 )r3i )

1
a (g

r2i
2 (u

(2)
3 )r3i )

1
b

= mig
r1i+r2i (gξ1+ξ2)r3i

(g
r1i
1 (g

ξ1
1 )r3i )

1
a (g

r2i
2 (g

ξ2
2 )r3i )

1
b

=

mi, as A′ receives the BBS ciphertext (c
(1)
i , c

(2)
i , c

(3)
i ) from the sender S and

g1 = ga, g2 = gb. The adversary A′ gives mi to Fn×1
OT for each i = 1, 2, . . . , n.

The ideal receiver R gets mi when it asks Fn×1
OT for index i. Hence the output

of the receiver of the ideal world is same as the output of the the real world

receiver. Therefore, IDEALFn×1
OT ,A′,Z

c≈ REALΠ,A,Z .
��
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6. Brassard, G., Crépeau, C., Robert, J.M.: All-or-nothing disclosure of secrets. In:
Odlyzko, A.M. (ed.) CRYPTO 1986. LNCS, vol. 263, pp. 234–238. Springer,
Heidelberg (1987)

http://eprint.iacr.org


286 V. Guleria and R. Dutta

7. Camenisch, J., Dubovitskaya, M., Neven, G.: Oblivious transfer with access control.
In: ACM 2009, pp. 131–140 (2009)

8. Camenisch, J.L., Lysyanskaya, A.: Signature schemes and anonymous creden-
tials from bilinear maps. In: Franklin, M. (ed.) CRYPTO 2004. LNCS, vol. 3152,
pp. 56–72. Springer, Heidelberg (2004)

9. Camenisch, J.L., Neven, G., Shelat, A.: Simulatable adaptive oblivious transfer.
In: Naor, M. (ed.) EUROCRYPT 2007. LNCS, vol. 4515, pp. 573–590. Springer,
Heidelberg (2007)

10. Camenisch, J., Stadler, M.: Efficient group signature schemes for large groups. In:
Kaliski Jr., B.S. (ed.) CRYPTO 1997. LNCS, vol. 1294, pp. 410–424. Springer,
Heidelberg (1997)

11. Canetti, R., Lindell, Y., Ostrovsky, R., Sahai, A.: Universally composable two-party
and multi-party secure computation. In: ACM 2002, pp. 494–503 (2002)

12. Choi, S.G., Katz, J., Wee, H., Zhou, H.-S.: Efficient, adaptively secure, and com-
posable oblivious transfer with a single, global crs. In: Kurosawa, K., Hanaoka, G.
(eds.) PKC 2013. LNCS, vol. 7778, pp. 73–88. Springer, Heidelberg (2013)

13. Even, S., Goldreich, O., Lempel, A.: A randomized protocol for signing contracts.
Communications of the ACM 28(6), 637–647 (1985)

14. Fischlin, M., Libert, B., Manulis, M.: Non-interactive and re-usable universally
composable string commitments with adaptive security. In: Lee, D.H., Wang, X.
(eds.) ASIACRYPT 2011. LNCS, vol. 7073, pp. 468–485. Springer, Heidelberg
(2011)

15. Green, M., Hohenberger, S.: Universally composable adaptive oblivious transfer.
In: Pieprzyk, J. (ed.) ASIACRYPT 2008. LNCS, vol. 5350, pp. 179–197. Springer,
Heidelberg (2008)

16. Groth, J., Sahai, A.: Efficient non-interactive proof systems for bilinear groups. In:
Smart, N.P. (ed.) EUROCRYPT 2008. LNCS, vol. 4965, pp. 415–432. Springer,
Heidelberg (2008)

17. Haralambiev, K.: Efficient cryptographic primitives for noninteractive zero-
knowledge proofs and applications. Ph.D. thesis, New York University (2011)

18. Naor, M., Pinkas, B.: Oblivious transfer with adaptive queries. In: Wiener, M. (ed.)
CRYPTO 1999. LNCS, vol. 1666, pp. 573–590. Springer, Heidelberg (1999)

19. Peikert, C., Vaikuntanathan, V., Waters, B.: A framework for efficient and com-
posable oblivious transfer. In: Wagner, D. (ed.) CRYPTO 2008. LNCS, vol. 5157,
pp. 554–571. Springer, Heidelberg (2008)

20. Rabin, M.O.: How to exchange secrets by oblivious transfer. Tech. rep., Technical
Report TR-81, Harvard Aiken Computation Laboratory (1981)

21. Rial, A., Kohlweiss, M., Preneel, B.: Universally composable adaptive priced obliv-
ious transfer. In: Shacham, H., Waters, B. (eds.) Pairing 2009. LNCS, vol. 5671,
pp. 231–247. Springer, Heidelberg (2009)

22. Shacham, H.: A cramer-shoup encryption scheme from the linear assumption and
from progressively weaker linear variants. IACR Cryptology ePrint Archive 2007,
74 (2007)



Multi-receiver Authentication Scheme for Multiple
Messages Based on Linear Codes�

Jun Zhang1, Xinran Li1,2, and Fang-Wei Fu1

1 Chern Institute of Mathematics and LPMC,
Nankai University, Tianjin, 300071, China

{zhangjun04,xinranli}@mail.nankai.edu.cn,
fwfu@nankai.edu.cn

2 Cryptography Engineering Institute,
Information Engineering University,

Zhengzhou 450004, China

Abstract. In this paper, we construct an authentication scheme for multi-receivers
and multiple messages based on a linear code C. This construction can be re-
garded as a generalization of the authentication scheme given by Safavi-Naini
and Wang [1]. Actually, we notice that the scheme of Safavi-Naini and Wang is
constructed with Reed-Solomon codes. The generalization to linear codes has the
similar advantages as generalizing Shamir’s secret sharing scheme to linear se-
cret sharing sceme based on linear codes [2–6]. For a fixed message base field
Fq, our scheme allows arbitrarily many receivers to check the integrity of their
own messages, while the scheme of Safavi-Naini and Wang has a constraint on
the number of verifying receivers V � q. We further introduce access structure in
our scheme. Massey [4] characterized the access structure of linear secret sharing
scheme by minimal codewords in the dual code whose first component is 1. We
slightly modify the definition of minimal codewords in [4]. Let C be a [V, k] linear
code. For any coordinate i ∈ {1, 2, · · · ,V}, a codeword c in C is called minimal
respect to i if the codeword c has component 1 at the i-th coordinate and there is
no other codeword whose i-th component is 1 with support strictly contained in
that of c. Then the security of receiver Ri in our authentication scheme is char-
acterized by the minimal codewords respect to i in the dual code C⊥. Finally, we
illustrate our authentication scheme based on the elliptic curve codes, a special
class of algebraic geometry codes. We use the group of rational points on the
elliptic curve to determine all the malicious groups that can successfully make a
substitution attack to any fixed receiver.

Keywords: Authentication scheme, linear codes, secret sharing, minimal code-
words, substitution attack.

1 Introduction

One of the important goals of cryptographic scheme is authentication, which is con-
cerned with the approaches of providing data integrity and data origin validation
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between two communication entities in computer network. Traditionally, it simply deals
with the data authentication problem from a single sender to a single receiver. With the
rapid progress of network communication, the urgent need for providing data authenti-
cation has escalated to multi-receiver and/or multi-sender scenarios. However, the orig-
inal point-to-point authentication techniques are not suitable for multi-point commu-
nication. In [7], the authors considered a sender group and one receiver authentication
model which was introduced by Boyd [8] and by Desmedt and Frankel [9]. In that paper,
they studied unconditionally secure group authentication schemes based on linear per-
fect secret sharing and authentication schemes, and gave a construction based on max-
imum rank distance codes. In this paper, we discuss the multi-receiver authentication
model where a sender broadcasts an authenticated message such that all the receivers
can independently verify the authenticity of the message with their own private keys.
It requires a security that malicious groups of up to a given size of receivers can not
successfully impersonate the transmitter, or substitute a transmitted message. Desmedt
et al. [10] gave an authentication scheme of single message for multi-receivers. Safavi-
Naini and Wang [1] extended the DFY scheme [10] to be an authentication scheme of
multiple messages for multi-receivers.

The receivers independently verify the authenticity of the message using each own
private key. So multi-receiver authentication scheme involves a procedure of secret shar-
ing. To introduce the linear secret sharing scheme based on linear codes, we recall some
definitions in coding theory.

Let FV
q be the V-dimensional vector space over the finite field Fq with q elements.

For any vector x = (x1, x2, · · · , xV ) ∈ FV
q , the Hamming weight Wt(x) of x is de-

fined to be the number of non-zero coordinates, i.e., Wt(x) = # {i | 1 � i � V, xi � 0}.
A linear [V, k] code C is a k-dimensional linear subspace of FV

q . The minimum dis-
tance d(C) of C is the minimum Hamming weight of all non-zero vectors in C, i.e.,
d(C) = min{Wt(c) | c ∈ C \ {0}}. A linear [V, k] code C ⊆ FV

q is called a [V, k, d] linear
code if C has minimum distance d. A vector in C is called a codeword of C. A matrix
G ∈ Fk×V

q is called a generator matrix of C if the rows of G form a basis for C. A well
known trade-off between the parameters of a linear [V, k, d] code is the Singleton bound
which states that

d � V − k + 1 .

A [V, k, d] linear code is called a maximum distance separable (MDS) code if d =
V − k + 1. The dual code C⊥ of C is defined as the set

{
x ∈ FV

q | x · c = 0 for all c ∈ C
}
,

where x · c is the inner product of vectors x and c, i.e., x · c = x1c1 + x2c2 + · · ·+ xVcV .
The secret sharing scheme provides security of a secret key by “splitting” it to several

parts which are kept by different persons. In this way, it might need many persons
to recover the original key. It can achieve to resist the attack of malicious groups of
persons. Shamir [2] used polynomials over finite fields to give an (S , T ) threshold secret
sharing scheme such that any T persons of the S shares can uniquely determine the
secret key but any T − 1 persons can not get any information of the key. A linear secret
sharing scheme based on a linear code [4] is constructed as follows: encrypt the secret
to be the first coordinate of a codeword and distribute the rest of the codeword (except
the first secret coordinate) to the group of shares. McEliece and Sarwate [3] pointed
out that the Shamir’s construction is essentially a linear secret sharing scheme based on
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Reed-Solomon codes. Also as a natural generalization of Shamir’s construction and a
specialization of Massey’s construction [4, 5], Chen and Cramer [6] constructed a linear
secret sharing scheme based on algebraic geometric codes.

The qualified subset of a linear secret sharing scheme is a subset of shares such
that the shares in the subset can recover the secret key. A qualified subset is called
minimal if any share is removed from the qualified subset, the rests cannot recover the
secret key. The access structure of a linear secret sharing scheme consists of all the
minimal qualified subsets. A codeword v in a linear code C is said to be minimal if v
is a non-zero codeword whose leftmost nonzero component is 1 and no other codeword
v′ whose leftmost nonzero component is 1 has support strictly contained in the support
of v. Massey [4, 5] showed that the access structure of a linear secret sharing scheme
based on a linear code are completely determined by the minimal codewords in the dual
code whose first component is 1.

Proposition 1 ([4]). The access structure of the linear secret-sharing scheme corre-
sponding to the linear code C is specified by those minimal codewords in the dual
code C⊥ whose first component is 1. In the manner that the set of shares specified by
a minimal codeword whose first component is 1 in the dual code is the set of shares
corresponding to those locations after the first in the support of this minimal codeword.

In both schemes of Desmedt et al. [10] and Safavi-Naini and Wang [1], the key
distribution is similar to that in Shamir’s secret sharing scheme [2], using polynomials.
Both schemes are (V, k) threshold authentication scheme, i.e., any malicious groups of
up to k − 1 receivers can not successfully (unconditionally secure in the meaning of
information theory) impersonate the transmitter, or substitute a transmitted message to
any other receiver, while any k receivers or more receivers can successfully impersonate
the transmitter, or substitute a transmitted message to any other receiver. Actually, in the
proof of security of the authentication scheme of Safavi-Naini and Wang, the security is
equivalent to the difficulty to recover the private key of other receivers. So the security
essentially depends on the security of key distribution.

In this paper, we use general linear codes to generalize the scheme of Safavi-Naini
and Wang. Our scheme is an unconditionally secure authentication scheme and has all
the same advantages as the generalization of Shamir’s secret sharing scheme to linear
secret sharing sceme based on linear codes [4, 5]. Similarly as [4, 5], we introduce the
concept of minimal codeword respect to each coordinate, which helps to characterize
the capability of resisting substitution attack in our authentication scheme, similarly
to the linear secret sharing scheme. It guarantees higher security for some important
receivers.

The rest of this paper is organized as follows. In Section 2, we present our construc-
tion and main results about the security of our scheme. In Section 3, we give the security
analysis of our scheme. In Section 4, we show the relationship between the security of
our scheme and parameters of the linear code. Finally, in Section 5, the example of
authentication schemes based on elliptic curve codes is given, and we use the group of
rational points on the elliptic curve to characterize all malicious groups that can make a
substitution attack to some other receiver.
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2 Our Construction and Main Results

In a multi-receiver authentication model for multiple messages, a trusted authority
chooses random parameters as the secret key and generates shares of private keys se-
cretly. Then the trusted authority transmits a private key to each receiver and secret
parameters to the source. For each fixed message, the source computes the authenti-
cation tag using the secret parameters and sends the message adding with the tag. In
the verification phase, the receiver verifies the integrity of each tagged message using
his private key. Groups of malicious receivers are considered in the model those who
collude to perform an impersonation attack by constructing a fake message, or a substi-
tution attack by altering the message content such that the new tagged message can be
accepted by some other receiver or specific receiver.

In this section, we present our construction of an authentication scheme based on a
linear code for multi-receivers and multiple messages. It will be shown that the ability of
our scheme to resist the attack of the malicious receivers is measured by the minimum
distance of the dual code and minimal codewords respect to specific coordinate in the
dual code.

Let C ⊆ F
V
q be a linear code with minimum distance d(C) � 2. Assume that the

minimum distance of the dual code C⊥ is d(C⊥) � 2. Fix a generator matrix G of C

G =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

g1,1 g1,2 · · · g1,V

g2,1 g2,2 · · · g2,V
...
...
. . .

...
gk,1 gk,2 · · · gk,V

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Then make G public. Our scheme is as follows.

– Key Generation: A trusted authority randomly chooses parameters

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0,1 a0,2 · · · a0,k

a1,1 a1,2 · · · a1,k
...
...
. . .

...
aM,1 aM,2 · · · aM,k

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ F(M+1)×k

q .

– Key Distribution: The trusted authority computes

B = A ·G =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

b0,1 b0,2 · · · b0,V

b1,1 b1,2 · · · b1,V
...
...
. . .

...
bM,1 bM,2 · · · bM,V

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Then the trusted authority distributes each receiver Ri the i-th column of B as his
private key, for i = 1, 2, · · · ,V . Note that in this step, we can use public key cryp-
tography method to complete the key distribution process. We don’t expand it here
since in this paper we only focus on the main authentication scheme.
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– Authentication Tag: For message s ∈ Fq, the source computes the tag map

L = [L1, L2, · · · , Lk] : Fq → Fk
q

s �→ [L1(s), L2(s), · · · , Lk(s)] ,

where the map Li (i = 1, 2, · · · , k) is defined by

Li(s) =
M∑

j=0

a j,is
j .

Instead of sending the message s ∈ Fq, the source actually sends the authenticated
message x of the form

x = [s, L(s)] ∈ F1+k
q .

– Verification: The receiver Ri accepts the message [s, L(s)] if
∑M

t=0 stbt,i =∑k
j=1 L j(s)g j,i. Under the integrity of the tagged message, one can easily verify the

following

M∑

t=0

stbt,i =

M∑

t=0

st
k∑

j=1

at, jg j,i =

k∑

j=1

(
M∑

t=0

at, js
t)g j,i =

k∑

j=1

L j(s)g j,i .

Here, we call the result
∑M

t=0 stbt,i the label of Ri for message s.

If we take C to be the Reed-Solomon code, i.e., the generator matrix G is of the form

G =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 · · · 1
x1 x2 · · · xV

x2
1 x2

2 · · · x2
V

...
...
. . .

...
xk−1

1 xk−1
2 · · · xk−1

V

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (2.1)

for pairwise distinct x1, x2, · · · , xV ∈ Fq, then the scheme is the scheme of Safavi-Naini
and Wang [1].

The security of the above authentication scheme is summarized in the following two
theorems. The proofs of the two theorems will be given in Sections 3 and 4.

Theorem 2. The scheme we constructed above is a unconditionally secure multi-
receiver authentication code against a coalition of up to (d(C⊥)−2) malicious receivers
in which every key can be used to authentication up to M messages.

More specifically, we consider what a coalition of malicious receivers can success-
fully make a substitution attack to one fixed receiver Ri. To characterize this malicious
group, we slightly modify the definition of minimal codeword in [4].

Definition 1. Let C be a [V, k] linear code. For any i ∈ {1, 2, · · · ,V}, a codeword c in C
is called minimal respect to i if the codeword c has component 1 at the i-th location and
there is no other codeword whose i-th component is 1 with support strictly contained in
that of c.
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Then we have

Theorem 3. For the authentication scheme we constructed, we have

(i) The set of all minimal malicious groups that can successfully make a substitution
attack to the receiver Ri is determined completely by all the minimal codewords
respect to i in the dual code C⊥.

(ii) All malicious groups that can not produce a fake authenticated message which can
be accepted by the receiver Ri are one-to-one corresponding to subsets of [V] \ {i}
such that each of them together with i does not contain any support of minimal
codeword respect to i in the dual code C⊥, where [V] = {1, 2, · · · ,V}.

Compared with Safavi-Naini and Wang’s scheme, our scheme has all the advantages
as the generalization of secret sharing scheme based on polynomials [2, 3] to that
based on linear codes [4, 5]. The scheme of Safavi-Naini and Wang is a (V, k) threshold
authentication scheme, so any coalition of k malicious receivers can easily make a sub-
stitution attack to any other receiver. While in our scheme, by Theorem 3, sometimes it
can withstand the attack of coalitions of k or more malicious receivers to Ri. Indeed, it
is in general NP-hard to list all coalitions of malicious receivers that can make a sub-
stitution attack to the receiver Ri. So our scheme has better security than the previous
one.

3 Security Analysis of Our Authentication Scheme

In this section, we present the security analysis of our scheme. From the verification
step, we notice that a tagged message [s, v1, v2, · · · , vk] can be accepted by the receiver
Ri if and only if

∑M
t=0 stbt,i =

∑k
j=1 v jg j,i. So in order to make a substitution attack to Ri,

it suffices to know the label
∑M

t=0 stbt,i for some s ∈ Fq not sent by the transmitter, then
it is trivial to construct a tag (v1, v2, · · · , vk) such that

∑M
t=0 stbt,i =

∑k
j=1 v jg j,i.

Indeed, we will find that the security of the above authentication scheme depends on
the hardness of finding the key matrix A from a system of linear equations. Suppose a
group of K malicious receivers collaborate to recover A and make a substitution attack.
Without loss of generality, we assume that the malicious receivers are R1,R2, · · · ,RK .
Suppose s1, s2, · · · , sM have been sent. Each Ri has some information about the key A:

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 s1 s2
1 · · · sM

1
1 s2 s2

2 · · · sM
2

...
...
...
. . .
...

1 sM s2
M · · · sM

M

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
· A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

L1(s1) L2(s1) · · · Lk(s1)
L1(s2) L2(s2) · · · Lk(s2)
...

...
. . .

...
L1(sM) L2(sM) · · · Lk(sM)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

and

A ·

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

g1,i

g2,i
...

gk,i

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

b0,i

b1,i
...

bM,i

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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The group of malicious receivers combines their equations, and they get a system of
linear equations

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

S M · A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 s1 s2
1 · · · sM

1
1 s2 s2

2 · · · sM
2

...
...
...
. . .
...

1 sM s2
M · · · sM

M

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
· A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

L1(s1) L2(s1) · · · Lk(s1)
L1(s2) L2(s2) · · · Lk(s2)
...

...
. . .

...
L1(sM) L2(sM) · · · Lk(sM)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

A ·

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

g1,1 g1,2 · · · g1,K

g2,1 g2,2 · · · g2,K
...
...
. . .

...
gk,1 gk,2 · · · gk,K

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

b0,1 b0,2 · · · b0,K

b1,1 b1,2 · · · b1,K
...
...
. . .

...
bM,1 bM,2 · · · bM,K

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(3.1)

Lemma 4. Let P be the subspace of Fk
q generated by {g j | j = 1, 2, · · · ,K}, where g j

represents the j-th column of the generator matrix G. Suppose K0 = dim P � k − 1.
Then there exist exact qk−K0 matrices A satisfying the system of equations (3.1).

Proof. Rewrite the matrix A of variables ai, j as a single column of k(M + 1) variables.
Then System (3.1) becomes

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

S M

S M

. . .

S M

g1,1IM+1 g2,1IM+1 · · · gk,1IM+1

g1,2IM+1 g2,2IM+1 · · · gk,2IM+1
...

...
. . .

...
g1,K IM+1 g2,K IM+1 · · · gk,K IM+1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

·

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0,1

a1,1
...

aM,1

a0,2

a1,2
...

aM,2
...

a0,k

a1,k
...

aM,k

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

= T (3.2)

where IM+1 is the identity matrix with rank (M + 1) and T is the column vector of
constants in System (3.1) with proper order. Notice that the space generated by rows of
S M is contained in the space FM+1

q generated by gi, jIM+1 if gi, j � 0. So the rank of the
big matrix of coefficients in System (3.2) equals to

M · k + K0

which is less than k(M+1), the number of variables. So System (3.2) has qk(M+1)−kM−K0 =

qk−K0 solutions, i.e., System (3.1) has qk−K0 solutions. 	

Note that if C is a [V, k, d = V − k + 1] MDS code, e.g., Reed-Solomon code, then

whenever K � k − 1 the vectors in any K-subset of columns of G are linearly indepen-
dent.

By Lemma 4, part of the security of our authentication scheme follows.
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Theorem 5. The scheme we constructed above is an unconditionally secure multi-
receiver authentication scheme against a coalition of up to (d(C⊥) − 2) malicious re-
ceivers in which every key can be used to authentication up to M messages.

Proof. Suppose the source receiver has sent messages s1, s2, · · · , sM. It is enough to
consider the case that K = d(C⊥) − 2 malicious receivers R1, · · · ,RK have received the
M messages, since in this case they know the most information about the key matrix A.

What they try to do is to guess the label b0,K+1 + b1,K+1sM+1 + b2,K+1s2
M+1 + · · · +

bM,K+1sM
M+1 for some sM+1 � {s1, s2, · · · , sM} and construct a vector (v1, v2, · · · , vk) such

that
k∑

i=1

vigi,K+1 = b0,K+1 + b1,K+1sM+1 + b2,K+1s2
M+1 + · · · + bM,K+1sM

M+1 .

Then the fake message [sM+1, v1, v2, · · · , vk] can be accepted by RK+1.
It is easy to see that any K = d(C⊥)−2 columns of the generator matrix G is linearly

independent over Fq. Otherwise there exist x1, · · · , xK ∈ Fq, not all zeros, such that∑K
j=1 x j g j = 0 where g j is the j-th column of G, then the dual code C⊥ will have a code-

word (x1, · · · , xK , 0, · · · , 0) with Hamming weight � d(C⊥)−2 which is a contradiction.
By Lemma 4, there exist qk−d(C⊥)+2 matrices A satisfying the system of equations (3.1).

For any sM+1 � {s1, s2, · · · , sM}, we define the label map

ϕsM+1 : {Solutions of System (3.1)} −→ Fq

A �→ (1, sM+1, s2
M+1, · · · , sM

M+1)A

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

g1,K+1

g2,K+1
...

gk,K+1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

By Lemma 4 and knowledge of linear algebra, one can prove the following two state-
ments (due to the restriction of the length of the paper, the proof is omitted here):

(1) ϕsM+1 is surjective.
(2) for any y ∈ Fq, the number of the inverse image of y is |ϕ−1

sM+1
(y)| = qk−d(C⊥)+1.

So the information held by the colluders allows them to calculate q equally likely differ-
ent labels for sM+1 and hence the probability of success is 1/q which is equal to that of
guessing a label b0,K+1 + b1,K+1sM+1 + b2,K+1s2

M+1 + · · ·+ bM,K+1sM
M+1 for sM+1 randomly

from Fq. Hence we finish the proof of the theorem. 	

Remark 1. From the proofs of Lemma 4 and Theorem 5, the coalition of malicious
receivers B can successfully make a substitution attack to the receiver Ri if and only if
gi is contained in the subspace of Fk

q generated by {g j | j ∈ B}, where g j represents the
j-th column of the generator matrix G. In this case, they can recover the private key of
Ri. This is the motivation of the next section.

4 Code-Based Authentication Scheme and Minimal Codewords

In the previous section, we considered that any coalition of K malicious receivers can
not obtain any information about any other receiver’s label to make a substitution attack.
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To consider a weak point, we propose that for a fixed receiver Ri, what a coalition of
malicious receivers that can not get any information of the label of Ri. By Theorem 5,
we have seen that any coalition of up to (d(C⊥)−2) malicious receivers can not generate
a valid codeword [s, L(s)] for Ri in a probability better than guessing a label from Fq

randomly for the fake message s.
Denote [V] = {1, 2, · · · ,V} andP = {R1,R2, · · · ,RV} as the index set and the receiver

set respectively.

Definition 2. A subset of P \ {Ri} is called an adversary group to Ri if their coalition
can not obtain any information of the label of Ri when they want to make a substitution
attack to Ri. Define ti(C) to be the largest integer τi such that any subset A ⊆ P \ {Ri}
with cardinality τi is an adversary group to Ri.

Definition 3. A subset ofP\{Ri} that can successfully make a substitution attack to Ri is
called a substitution group to Ri. Moreover, a substitution group is called minimal if any
one receiver is removed from the group, then the rests can not obtain any information of
the label of Ri. Define ri(C) to be the smallest integer ρi such that any subset B ⊆ P\{Ri}
with cardinality ρi is a substitution group to Ri.

For any A ⊆ [V], πA is the projection of FV
q to F

|A|
q defined by

πA((x1, x2, · · · , xV )) = (x j) j∈A,

for any (x1, x2, · · · , xV ) ∈ F
V
q . Denote by πi = π{i} for short. For any receiver Ri, the

substitution groups to Ri are completely characterized as follows.

Proposition 6. For any receiver Ri, the following conditions are equivalent:

(i) B ⊆ P \ {Ri} is a substitution group to Ri;
(ii) gi is contained in the subspace of Fk

q generated by {g j | j ∈ B}, where g j represents
the j-th column of the generator matrix G;

(iii) there exists a codeword c ∈ C⊥ such that

πi(c) = 1 and πBc(c) = 0 ,

where Bc = (P \ {Ri}) \ B is the complement of B in P \ {Ri};
(iv) there is an Fq-linear map

fB,i : πB(C) −→ Fq

such that fB,i(πB(c)) = πi(c) for all c ∈ C;
(v) there is no codeword c ∈ C such that

πi(c) = 1 and πB(c) = 0 .

Proof. By Remark 1, conditions (i) and (ii) are equivalent.
First, we show that there exists a codeword c ∈ C⊥ such that πi(c) � 0. If not,

that is, for any codeword c ∈ C⊥, it holds πi(c) = 0. Then the unit vector with the
unique nonzero component 1 at the i-th coordinate belongs to C, which contradicts to
the assumption that d(C) � 2.



296 J. Zhang, X. Li, and F.-W. Fu

So there exists a codeword c ∈ C⊥ such that πi(c) = 1 by the linearity of C. The rest
of the proof that conditions (ii) and (iii) are equivalent is clear.

(iii)=⇒(iv). For any codeword y ∈ C⊥ with πi(y) = 1 and πBc(y) = 0, and for any
codeword c ∈ C, we have

∑

j∈B

π j(y)π j(c) + πi(c) = 0.

So define fB,i : πB(C)→ Fq by setting

fB,i(πB(c)) = −
∑

j∈B

π j(y)π j(c),

for all c ∈ C. Then fB,i satisfies the condition.
(iv)=⇒(iii). From the proof of “(iii)=⇒(iv)”, we see that the required codeword in

C⊥ is actually the coefficients of the map

φB,i = πi − fB,i.

(iv)=⇒(v). If the statement (v) does not hold, then there exists a codeword c ∈ C
such that πi(c) = 1 and πB(c) = 0. This contradicts to the fact that fB,i(πB(c)) = πi(c).

(v)=⇒(iv). A map fB,i : πB(C) −→ Fq satisfying fB,i(πB(c)) = πi(c) for all c ∈ C is
always linear over Fq by the linearity of C. So if the map fB,i : πB(C) −→ Fq satisfying
fB,i(πB(c)) = πi(c) for all c ∈ C does not exist, then there exist two different codewords
c, c′ ∈ C such that πi(c) � πi(c′) and πB(c) = πB(c′). That is, the codeword x = c− c′ ∈
C satisfies πi(x) = πi(c− c′) � 0 and πB(x) = πB(c− c′) = 0. This contradicts to (v). 	


By Proposition 6, adversary groups to Ri can be completely characterized by

Proposition 7. For any receiver Ri, the following conditions are equivalent:

(i) A ⊆ P \ {Ri} is an adversary group to Ri;
(ii) gi is not contained in the subspace of Fk

q generated by {g j | j ∈ A};
(iii) there is no codeword c ∈ C⊥ such that

πi(c) = 1 and πAc(c) = 0 ;

(iv) there exists a codeword c ∈ C such that

πi(c) = 1 and πA(c) = 0 .

Corollary 8. (i) For any i = 1, 2, · · · ,V, we have

d(C⊥) − 1 � ri(C) � V − d(C) + 1 ,

and

max{ri(C) | i = 1, 2, · · · ,V} = V − d(C) + 1, min{ri(C) | i = 1, 2, · · · ,V} = d(C⊥) − 1 .
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(ii) For any i = 1, 2, · · · ,V, we have

d(C⊥) − 2 � ti(C) � ri(C) − 1 ,

and
min{ti(C) | i = 1, 2, · · · ,V} = d(C⊥) − 2 .

Proof. (i) Suppose B ⊆ P \ {Ri} is any substitution group to Ri. By Proposition 6 (iii),
there is a codeword c ∈ C⊥ such that πi(c) = 1 and πBc(c) = 0. Then we have

d(C⊥) � Wt(c) � |B| + 1 .

So
ri(C) � |B| � d(C⊥) − 1 .

For any B ⊆ P\ {Ri} with cardinality � V −d(C)+1, it is obvious that any codeword
c ∈ C with πi(c) = 1 (in the proof of Proposition 6, we have seen that such a codeword
does exist.) has πB(c) � 0. Otherwise, the minimum distance d(C) � V−(V−d(C)+1) =
d(C) − 1. So by Proposition 6 (v), it follows

ri(C) � V − d(C) + 1 .

Let c be a codeword in C with minimum Hamming weight. Denote by S the support
of c. Let B = [V] \ S . Then by Proposition 6 (v), B is not a substitution group to Ri for
any i ∈ S . So

max{ri(C) | i = 1, 2, · · · ,V} � max{ri(C) | i ∈ S } � |B| + 1 = V − d(C) + 1 .

Hence
max{ri(C) | i = 1, 2, · · · ,V} = V − d(C) + 1 .

To prove min{ri(C) | i = 1, 2, · · · ,V} − 1 = d(C⊥) − 1, it suffices to show

ri(C) = d(C⊥) − 1

for some i = 1, 2, · · · ,V . Let y be a codeword in C⊥ with minimum Hamming weight.
Denote by T the support of y. For any i ∈ T , T \ {i} is a substitution group to Ri with
cardinality d(C⊥) − 1. On the other hand, by Proposition 6 (ii), any subset of P \ {Ri}
with cardinality � d(C⊥) − 2 could not be a substitution group to Ri. So

ri(C) = d(C⊥) − 1

for any i ∈ T .
(ii) Notw that ti(C) � ri(C)−1 by the definition. For any B ⊆ P\{Ri}with cardinality

� d(C⊥) − 2, there is no codeword c ∈ C⊥ such that πi(c) = 1 and πBc(c) = 0. If not,
then there is a codeword c ∈ C⊥ such that πi(c) = 1 and πBc(c) = 0. Then C⊥ has a
codeword c with Hamming weight � |B| + 1(� d(C⊥) − 1) which is impossible. So by
Proposition 7, B is an adversary group to Ri. Hence

d(C⊥) − 2 � ti(C) .
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Since d(C⊥) − 2 � ti(C) � ri(C) − 1, we have

d(C⊥)− 2 � min{ti(C) | i = 1, 2, · · · ,V} � min{ri(C) | i = 1, 2, · · · ,V} − 1 = d(C⊥)− 2 .

So
min{ti(C) | i = 1, 2, · · · ,V} = d(C⊥) − 2 .

	

By Corollary 8, it is natural to get

Corollary 9. For any receiver Ri, we have

(i) Subsets of P \ {Ri} with cardinality � (V − d(C) + 1) are substitution groups to Ri.
(ii) Subsets of P \ {Ri} with cardinality � (d(C⊥) − 2) are adversary groups to Ri.
(iii) For MDS codes C, subsets of P \ {Ri} with cardinality � (d(C⊥) − 2) are all the

adversary groups to Ri.

There is a gap in Corollary 9 in general that we do not known whether a subset of
size in the gap is a substitution group to Ri or not for general code-based authentication
scheme. Actually, it is NP-hard to list all substitution groups to Ri in general. Even
for authentication scheme based on algebraic geometric codes from elliptic curves, it
is already NP-hard (under RP-reduction) to list all substitution groups to Ri which we
will see later in Section 5.

By Proposition 6, we obtain the main result of this section, a generalization of Propo-
sition 1:

Theorem 10. For the authentication scheme we constructed, we have

(i) The set of all minimal substitution groups to the receiver Ri is determined completely
by all the minimal codewords respect to i in C⊥.

(ii) All adversary groups to the receiver Ri are one-to-one corresponding to subsets
of [V] \ {i} such that each of them together with i does not contain any support of
minimal codewords respect to i in C⊥.

5 The Authentication Scheme Based on Algebraic Geometry
Codes

In this section, we give examples of our authentication schemes based on some ex-
plicit linear codes, algebraic geometry (AG) codes from elliptic curves. First, recall the
definition of AG codes.

Let X/Fq be a geometrically irreducible smooth projective curve of genus g over
the finite field Fq with function field Fq(X). Denote by X(Fq) the set of all Fq-rational
points on X. Let D = {R1,R2, · · · ,Rn} be a proper subset of rational points X(Fq). Also
write D = R1 + R2 + · · · + Rn. Let G be a divisor of degree k (2g − 2 < k < n) with
Supp(G) ∩ D = ∅.

Let V be a divisor on X. Denote by L (V) the Fq-vector space of all rational functions
f ∈ Fq(X) with the principal divisor div( f ) � −V , together with the zero function.
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Denote by Ω(V) the Fq-vector space of all Weil differentialsω with divisor div(ω) � V ,
together with the zero differential (cf. [11]).

The residue AG code CΩ(D,G) is defined to be the image of the following residue
map:

res : Ω(G − D)→ F
n
q; ω �→ (resR1 (ω), resR2(ω), · · · , resRn (ω)) .

Its dual code, the functional AG code CL (D,G), is defined to be the image of the
following evaluation map:

ev : L (G)→ F
n
q; f �→ ( f (R1), f (R2), · · · , f (Rn)) .

They have the code parameters [n, n−k+g−1, d � k−2g+2] and [n, k−g+1, d � n−k],
respectively. Moreover, we have the following isomorphism

CΩ(D,G) � CL (D,D −G + (η))

for some Weil differential η satisfying υPi(η) = −1 and ηPi (1) = 1 for all i = 0, 1, 2, · · · , n
([11, Proposition 2.2.10]).

For the authentication scheme based on the simplest AG codes, i.e., generalized
Reed-Solomon codes, we have determined all the malicious groups that can make a
substitution attack to any (not necessarily all) other in Corollary 9. Next, we consider
the authentication scheme based on AG codes CΩ(D,G) from elliptic curves. The fol-
lowing theorem is a generalization of the main result in [12]. Using the Riemann-Roch
theorem, the malicious groups who together are able to make a substitution attack to
any (not necessarily all) other or not can be characterized completely as follows.

Theorem 11. Let X = E be an elliptic curve over Fq with a rational point O, D =
{R1,R2, · · · ,Rn} a subset of E(Fq) such that O � D and let divisor G = kO (0 <
k < n). Endow E(Fq) a group structure [13] with the zero element O. Then for the
authentication scheme based on the [n, n − k] AG code CΩ(D,G), we have

(i) Any coalition of up to (n − k − 2) malicious receivers can not make a substitution
attack to any other receiver.

(ii) A malicious group A ⊆ D, |A| = n − k − 1, can successfully make a substitution
attack to the receiver R j ∈ D \ A if and only if

∑

P∈D\A
P = R j

in the group E(Fq). Moreover, we note that they can only successfully make a sub-
stitution attack to the receiver

∑
P∈D\A P if

∑
P∈D\A P ∈ D \ A.

(iii) A malicious group A ⊆ D, |A| = n − k, can successfully make a substitution attack
to the receiver R j ∈ D \ A if and only if there exists some Q ∈ E(Fq) \ {R j} such that
the sum

Q +
∑

P∈D\A
P = R j

in the group E(Fq), which is equivalent to that in the group E(Fq), we have
∑

P∈D\A
P � O .
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Note that the latter condition is independent of R j, and hence, such a malicious
group can successfully make a substitution attack to any other receiver.

(iv) A malicious group with at least (n − k + 1) members can successfully make a
substitution attack to any other receiver.

Proof. The statement (i) follows from Theorem 5 as the minimum distance

d⊥(CΩ(D,G)) = d(CL (D,G)) ≥ n − k .

For the statement (ii), if the malicious group A ⊆ D, |A| = n− k − 1, can successfully
make a substitution attack to the receiver R j ∈ D \ A, then there exists some non-zero
function in the dual code f ∈ L (kO−∑R∈D\A R+R j), i.e., div( f ) � ∑R∈D\A R−R j−kO.
Both sides of the above inequality have degree 0, so it forces div( f ) =

∑
R∈D\A R − R j −

kO. That is, in the group E(Fq), we have
∑

R∈D\A
R = R j .

Similarly for the statement (iii), if a malicious group A ⊆ D, |A| = n − k, can suc-
cessfully make a substitution attack to the receiver R j ∈ D \ A, there exists some non-
zero function f ∈ L (kO − ∑R∈D\A R + R j) \ L (kO − ∑R∈D\A R), i.e., f (R j) � 0 and
div( f ) � ∑R∈D\A R − R j − kO. So there is an extra zero Q ∈ E(Fq) \ {R j} of f such that
div( f ) =

∑
R∈D\A R − R j + Q − kO. That is,

∑

R∈A
R + Q = R j .

The rest of (iii) is obvious.
We prove the statement (iv) by contradiction. A malicious group A can not suc-

cessfully make a substitution attack to the receiver R j if and only if there exists a lin-
ear function f ∈ L (D − G + (η)) such that f (R j) = 1, and f (R) = 0 ∀R ∈ A. As
f ∈ L (D−G + (η)), f has at most deg(D−G + (η)) = n− k zeros. So if |A| ≥ n− k+ 1,
the malicious group A can successfully make a substitution attack to any other receiver.

	

Remark 2. (1) From the statements (ii) and (iii) in the above theorem and the result

in [14], it is in general an NP-hard problem (under RP-reduction) to list all the
substitution groups of size n − k + 1 and n − k to any receiver.

(2) Comparing with the scheme of Safavi-Naini and Wang, from the statement (iii),
there are groups of n−k malicious receivers which can not make an efficient substi-
tution attack to any other receiver. But in their scheme, any group of n−k malicious
receivers which can easily make a substitution attack to any other receiver.

6 Conclusion

In this paper, we construct an authentication scheme for multi-receivers and multiple
messages based on linear code C [V, k, d]. Compared with schemes based on MACs or
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digital signatures which depend on computational security, our scheme is an uncondi-
tionally secure authentication scheme, which can offer robustness against a coalition
of up to (d(C⊥) − 2) malicious receivers. Our scheme has all the same advantages as
the generalization of Shamir’s secret sharing scheme to linear secret sharing sceme
based on linear codes [4, 5]. Compared with the scheme of Safavi-Naini and Wang [1]
which has a constraint on the number of verifying receivers that can not be larger than
the size of the finite field, our scheme allows arbitrary receivers for a fixed message
base field. Moreover, for some important receiver, coalitions of k or more malicious
receivers might not make a substitution attack on the receiver more efficiently than ran-
domly guessing a label from the finite field for a fake message. While the authentication
scheme of Safavi-Naini and Wang is a (V, k) threshold authentication scheme, any k of
the V receivers can easily produce a fake message that can be accepted by the receiver.
In general, it is very hard to list all the malicious groups respect to a fixed receiver. If we
choose elliptic curve codes for the linear codes in our authentication scheme, then we
can use the group of rational points on the elliptic curve to give a complete description
of all the substitution groups to each receiver.
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Abstract. This article proposes efficient solutions for the construction
of sealed-bid second-price and combinatorial auction protocols in an ac-
tive adversary setting. The main reason for constructing secure auction
protocols is that the losing bids can be used in the future auctions as well
as negotiations if they are not kept private. Our motivation is to apply
verifiable secret sharing in order to construct various kinds of sealed-bid
auctions. We initially propose two secure second-price auction protocols
with different masking methods. Subsequently, we provide two secure
combinatorial auction protocols based on our second masking approach.
In the first scheme, we apply an existing dynamic programming method.
In the second protocol, we use inter-agent negotiation as an approximate
solution in the multiple traveling salesman problem to determine auction
outcomes. It is worth mentioning that our protocols are independent of
the secret sharing scheme that is being used.

Keywords: Applied cryptography, security and privacy in auctions.

1 Introduction

The growth of e-commerce technologies has created a remarkable opportunity
for secure auctions where bidders submit sealed-bids to auctioneers and then
the auctioneers define outcomes without revealing the losing bids. The main
motivation for protection of the losing bids is that the bidders’ valuations can be
used in the future auctions and negotiations by different parties, say auctioneers
to maximize their revenues or competitors to win the auction. This problem can
be resolved by constructing privacy-preserving auction protocols.

In fact, secure comparison, as the main building block of sealed-bid auctions,
is first motivated by the millionaires’ problem [38]. In this problem, the goal
is to determine whether x > y, where both x and y are private secrets of two
players. The answer to this question becomes known to the parties only after
the execution of the protocol. The millionaires’ problem ultimately leaded to the
introduction of secure multiparty computation MPC, where n players cooperate
to perform a computation task based on the private data they each provide.
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Other methods were later proposed in order to construct protocols for secure
comparison, interval test and equality test. For instance, [9] proposes multiparty
computation techniques to implement these operations. The main building block
of this construction is a protocol, named bit-decomposition, that converts a poly-
nomial sharing of a secret into shares of its bits. This protocol is simplified in [22].
As a counterpart, [11] implements these operations by homomorphic encryption
in a computationally secure setting. We later clarify why these operations are
too expensive to build practical sealed-bid auctions, as shown in Table 2.

There exist many sealed-bid auctions in both passive and active adversary
models. In the former, players follow protocols correctly but are curious to learn
private bids. In the latter, players may also deviate from protocols. The majority
of the sealed-bid auction protocols either are secure only in the passive adversary
model or they apply costly bitwise approaches, e.g., using verifiable secret sharing
VSS for every single bit of each bid rather than a single VSS for the entire bid.

1.1 Literature Review

All the following protocols utilize “secret sharing” as their main building block.
In the initial construction of the first-price sealed-bid auction protocols, the
authors in [10] implement a secure auction service by using verifiable secret
sharing as well as verifiable signature sharing. At the end of the bidding time,
auctioneers open bids to define outcomes, therefore, they learn the losing bids.

The authors in [12] illustrate a set of protocols for sealed-bid auctions by using
secure distributed computation. The bidders’ valuations are never revealed to
any party even when the auction is completed. Their constructions support the
first-price and second-price auctions. The general idea of their approach is to
compare bids digit-by-digit by applying secret sharing techniques. This protocol
is computationally very expensive.

The proposed first-price construction in [14] (modified in [15]) demonstrates
a multi-round secure auction protocol in which winners from an auction round
take part in a subsequent tie-breaking second auction round. The authors use
the addition operation of secure multiparty computation in a passive adversary
model. Later, the authors in [27] detected some shortcomings in this scheme such
as the lack of verifiability. They then resolved those problems.

The authors in [13] present a protocol for the (M + 1)st-price auction. They
illustrate a new method where bidders’ valuations are encoded by the degree of
distributed polynomials. The proposed construction requires only two rounds of
computations; one round for bidders and one round for auctioneers. The pro-
posed scheme in [6] is a fully private (M + 1)st-price auction protocol in which
only the winning bidders and the seller learn the selling price. It has two main
shortcomings. First, the scheme is not able to handle ties among multiple win-
ners. Second, it is not an efficient construction in the computational setting.

Finally, the authors in [26] design a new first-price secure auction protocol
based on a homomorphic secret sharing scheme. Their construction relies on
hard computation problems and does not depend on any trust. They also show
that the proposed protocol is secure against different kinds of attacks.
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1.2 Motivation and Contributions

Our motivation is to propose efficient solutions for the construction of secure
second-price as well as combinatorial auction protocols where losing bids are
kept private in an active adversary model. We would like to use secret sharing
techniques to define auction outcomes without using costly bitwise operations.
This helps us to design approximate secure solutions for the general combina-
torial auction that is expensive even without using sealed-bids. Even by having
unlimited computational power, one can significantly reduce the communication
cost by avoiding the use of bitwise operations, that is, sharing each bid as a single
field element is more efficient compared to sharing every single bit/digit of that
element, for an example of such a scheme, see [12]. Our constructions consist of
an initializer I, n bidders and m auctioneers. Here are our contributions:

• Our first solution is proposed for the second-price auction by using VSS. In
this protocol, all bids are masked by using + operation, consequently, bids
are sealed but their differences are revealed only to auctioneers. Although
the general idea is similar to the comparison protocol in [22], our protocol
works in an active adversary setting without using any bitwise operation. In
that article, the authors use bitwise operations in a passive adversary model.

• We then improve our previous solution in order to prevent the revelation
of the difference between each pair of bids. We propose another sealed-bid
second-price auction protocol where all bids are masked by using + and ×
operations. As a result, both bids and their differences are sealed, however,
the ratio of the bids are revealed only to auctioneers. We should stress that
this protocol can be simply extended to the secure (M + 1)st-price auction.

• Finally, we provide two secure combinatorial auction protocols based on
our second masking approach: (a) we use an existing dynamic programming
method [33] to define auction outcomes. In that paper, the authors encode
bids as the degree of secret sharing polynomials. As a result, their protocol
only works in the passive adversary model whereas our construction works
in an active adversary setting, (b) we apply the inter-agent negotiation ap-
proach, introduced in [16], as an approximate solution in a multiple traveling
salesman problem in order to determine auction outcomes.

2 Preliminaries

2.1 Auction Protocols

In an auction, winner is a bidder who has submitted the highest bid. To define
the selling price, there are two main approaches: first-price and second-price
auctions. In the former, the winner pays the amount that he has proposed, i.e.,
highest bid. In the latter, the winner pays the amount of the second-highest bid.
There exist other types of auctions such as (M + 1)st-price and combinatorial
auctions. In the former, the highestM bidders win the auction and pay a uniform
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price defined by (M +1)-price. In the latter, multiple items with interdependent
values are sold while bidders can bid on any combination of items.

In the first-price auction, a bidder potentially is able to define the winner as
well as the selling price at the same time. On the other hand, in the second-price
auction, a bidder potentially is able to define either the winner or the selling price
for the winner. As a result, he proposes the actual highest value, say κ, he can
afford to pay, which is also a profitable price for him [35]. Suppose the proposed
bid is less than κ. In this case, the bidder decreases his chance of winning. If the
proposed bid is bigger than κ, the bidder might win with an unprofitable price.
This property forces the bidders to propose their true valuations.

2.2 Secret Sharing

In secret sharing schemes, a secret is divided into various shares in order to be
distributed among participants, then a subset of players cooperate to reveal the
secret [31,5]. In a (t, n)-secret sharing scheme where t < n, the secret is divided
into n shares such that any t+ 1 players can combine their shares to reveal the
secret, but any subset of t parties cannot learn anything about the secret.

In verifiable secret sharing VSS [8], players can verify the consistency of their
shares with other players’ shares. There are various techniques for performing the
verification procedure, such as using zero knowledge proof with small probability
of error, or applying bivariate polynomials without any probability of errors [4];
the latter construction works under the assumption that n ≥ 3t+1 by considering
secure pairwise channels among players. The proposed scheme in [29] applies the
same communication model along with a broadcast channel to construct a new
scheme with n ≥ 2t + 1. The authors in [32] construct a VSS protocol based
on symmetric bivariate polynomials. This construction is simple and uses both
pairwise channels and a broadcast channel under the assumption that n ≥ 4t+1.

3 Our Constructions

Our model, Figure 1, consists of n bidders B1 . . .Bn, m auctioneers A1 . . .Am

and a seller. We consider communication model of VSS that is being used [32].
In addition, a trusted initializer I distributes some information and then

leaves the scheme before our protocols start. This is preferable to a trusted party
who remains in the scheme. In the literature, trusted authorities are assumed
in many secure auction protocols, for instance, semi-trusted third party [7,2],

Initializer 

Auctioneers 

B
id

de
rs

 A 1 
B 1 

B n 
A m 

Fig. 1. Proposed Secure Auction Model
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trusted third party [37,21], trusted centers [30], trusted authority [1,34], trustee
[36]. It is worth mentioning that by paying an extra computational cost, a trusted
party or initializer can be removed from any scheme to be replaced by MPC.
Since each bidder acts as an independent dealer and the auctioneers perform the
computation, our protocols have the following properties and assumptions:

• They can tolerate colluding auctioneers ∇ where m ≥ 4t + 1 and t ≥ |∇|
due to VSS of [32]. If the complicated VSS of [29] is used, our protocols can
tolerate m ≥ 2t+ 1 since these protocols are independent of their VSS.

• They can tolerate dishonest bidders who submit inconsistent shares. Note
that we assume the majority of the bidders are honest.

• We assume bidders do not collude with auctioneers similar to [25], and multi-
auctioneer and multi-bidder protocols in [10,14].

There also exist other kinds of collusion assumptions in the literature, e.g.,
[20] assumes auctioneers do not collude with the auction issuer, [18] assumes the
seller does not collude with the auction authority, etc. In Table 1, we have listed
some protocols that have an assumption similar to our constructions.

Table 1. Protocols Where the Auctioneers Cannot Collude With the Bidders

Protocol Cryptographic Technique Adversary Model

Here Verifiable Secret Sharing Active

[25] Homomorphic Encryption Active

[14,15] Secret Sharing Passive

[10] Verifiable Secret and Signature Sharing Active

To construct our sealed-bid auction protocols, we use (1) + operation for
adding two shared secrets, (2) × operation for multiplying two shared secrets.
Although any arbitrary VSS can be used in our constructions, we apply the
verifiable secret sharing scheme proposed in [32] due to its simplicity. This means
our protocols would tolerate more dishonest auctioneers if the VSS of [4,29] were
used. All computations are performed in a large enough finite field Zq.

3.1 Sealed-Bid Second-Price Auction Protocol Using +

In our first construction, bidders initially distribute shares of their bids βi among
auctioneers by VSS. Auctioneers then mask all shared secrets by adding an
unknown value δ to bids, i.e., computing βi + δ for 1 ≤ i ≤ n: this increases
valuations equally in order to preserve the ordering. Finally, auctioneers reveal
the masked values to determine auction outcomes without revealing actual bids.

We assume that the total number of colluding auctioneers is limited to our
secret sharing threshold, i.e., |∇| ≤ t. We also select a large enough finite field
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to prevent the modular reduction after using the addition operation. Our first
solution is shown in Figures 2 and 3. The first phase is repeated n times, i.e., it
is used for each bidder Bk where 1 ≤ k ≤ n.

Initialization

1. I initiates a secret sharing scheme by a symmetric polynomial, that is, he
generates h(x, y) ∈ Zq[x, y] of degree t in which h(0, 0) = δ, where q > κ+ δ to
prevent the modular reduction and κ denotes the maximum possible price.

2. He then sends shares of auctioneers Ai for 1 ≤ i ≤ m accordingly and leaves
the scheme, i.e., hi(x) = h(x, ωi) where ω is a primitive element in the field.
Now, each auctioneer has a share of an unknown value δ.

Bid Submission

1. Each bidder Bk chooses a random symmetric polynomial gk(x, y) ∈ Zq[x, y] of
degree t to send shares gki(x) = gk(x, ω

i) to Ai for 1 ≤ i ≤ m through a private
channel where gk(0, 0) = βk.

2. To verify distributed shares, auctioneers Ai and Aj perform pairwise checks,
i.e., they verify that gki(ω

j) = gkj(ω
i), similar to VSS of [32]. They will either

accept shares of βk or disqualify Bk.

Fig. 2. A. Secure Auction Protocol Using Addition Operation

Outcome Computation

1. Each auctioneer Ai locally adds hi(x) to the share that he has received from
each bidder Bk, that is, ψki(x) = gki(x) + hi(x) for 1 ≤ k ≤ n. In fact, ψki(x)
are shares of βk + δ for 1 ≤ k ≤ n where δ is unknown to everyone.

2. Each Ai then sends ψki(0) to a selected auctioneer Aj where i, j ∈ Γ , i.e., the
set of good auctioneers. All computations performed by Aj are only visible to
the auctioneers. Aj computes ϕk(0, y) such that ϕk(0, ω

i) = ψki(0) for at least
m− 2|∇| values of i.

3. In fact, ϕk(x, y) = gk + h. Aj computes masked values ϕk(0, 0) = βk + δ and
then sorts them in decreasing order, i.e., ϕ1

w(0, 0), ϕ
2
s(0, 0), . . . , ϕ

n
∗ (0, 0), where

w is the index of the winner and s is the index of the second highest bid.

4. Auctioneers send the winner’s index along with shares gsi(x)-s to all bidders
through private channels. Each bidder locally computes the selling price by
gs(0, 0) = βs. They can agree on βs due to the honest majority assumption.

Fig. 3. B. Secure Auction Protocol Using Addition Operation

Since equal bids have equal masked values, ties among multiple winners can be
detected and handled by assigning priority to bidders or by a random selection.
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Theorem 1. The proposed protocol defines auction outcomes correctly and only
reveals the difference between each pair of bids to the auctioneers in an active ad-
versary setting. We require m ≥ 4t+1 even if one bidder is dishonest, otherwise,
we require m ≥ 3t+ 1 when we use VSS of [32].

Proof. The security of the verifiable secret sharing scheme that we use is proven
in [32]. We provide further clarifications on the condition of this construction.
Dishonest auctioneers have two possibilities: (a) they either collude to recover
secret bids or (b) they send incorrect shares to disrupt the protocol.
(a) t-privacy: If all colluding auctioneers |∇| ≤ t collect their shares, they are
not able to recover secret bids βk since all secret sharing polynomials gk(x, y)’s
are of degree t and each of which requires t+ 1 shares to be interpolated.
(b) t-resilience: On the other hand, dishonest auctioneers cannot disrupt the
protocol. In the worst case scenario, if a dishonest bidder sends incorrect shares
(i.e., less than 1

4 of shares can be corrupted for an acceptable bid submission)
to honest auctioneers during bid submission and also colluding auctioneers send
incorrect shares (i.e., less than 1

4 of the remaining 3
4 shares) to the selected

auctioneer Aj for the reconstruction of ϕk(0, 0) in the outcome computation
phase, Aj can then use an error correction technique, such as the Reed-Solomon
Codes [19], to interpolate ϕk(0, y). Finally, if dishonest auctioneers |∇| ≤ t send
incorrect shares to bidders in the step-4 of the outcome computation phase, they
can each use error correction to recover βs. If all bidders are honest, m ≥ 3t+1
satisfies the required condition of error correction.

Note that the dishonest bidders cannot disrupt the protocol if they collude
with each others because they are only involved in two tasks. (a) Bid submission
by VSS: either honest auctioneers receive consistent shares with respect to a
secret bid and accept secret sharing, or the bidder is disqualified. In the former
case, the bidder cannot repudiate his bid since those consistent shares are a
strong commitment. (b) Selling price reconstruction: each bidder receives the
winner’s index along with shares of the selling price from auctioneers in order to
compute the outcome, therefore, colluding bidders cannot disrupt the protocol
since majority of bidders are honest and they are able to agree on the winner’s
index and a correct selling price.

At the end of the protocol, all bidders only know auction outcomes. Assuming
bidders do not collude with auctioneers, all losing bids are kept secret from all
parties because δ is an anonymous constant term only known to I. It is worth
mentioning that revealing ϕk(0, 0)’s only discloses the masked values βk + δ and
the difference of each pair of bids to auctioneers, but not the actual bids βk. ��

3.2 Sealed-Bid Second-Price Auction Protocol Using × and +

We now apply a practical approach to hide bids as well as their exact distances.
Similar to the previous approach, bidders initially distribute shares of their bids
among auctioneers by VSS. Then, auctioneers mask shared secrets to define
outcomes. They start by comparing each pair of consecutive bids from β1 all the
way to βn to find the maximum element and repeat this process to define the
second maximum element, i.e., (n− 1) + (n− 2) = 2n− 3 comparisons in total.
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For each comparison, they multiply two bids by a new unknown secret 1 < αl

and then add two new random secrets δl1 and δl2 (as noise) to the resulting values
such that the order of two bids are maintained, i.e., αlβk + δl1 and αlβk+1 + δl2
where 1 ≤ δl1 �= δl2 < αl, shown in Figures 4 and 5. Each time, after executing ×
operation, the degree reduction protocol in [24] is used to adjust the threshold.

Initialization

1. Initializer I generates symmetric polynomials fl, hl1, hl2 ∈ Zq [x, y] of degree t
for 1 ≤ l ≤ (2n − 3) with constant terms αl, δl1, δl2, where q > αl(κ + 1) to
prevent the modular reduction. In fact, we use different l for each comparison.

2. He then sends shares of fl, hl1, hl2 to Ai for 1 ≤ i ≤ m and leaves the scheme.
That is, f i

l (x) = fl(x,ω
i), hi

l1(x) = hl1(x, ω
i) and hi

l2(x) = hl2(x, ω
i) where ω

is a primitive element.

Bid Submission

• We apply the bid submission protocol of the previous construction, that is,
each bidder Bk chooses a random symmetric polynomial gk(x, y) of degree t to
send gki(x) = gk(x, ω

i) to Ai for 1 ≤ i ≤ m through private channels such that
gk(0, 0) = βk. Auctioneers also verify shares similar to that protocol.

Fig. 4. Secure Auction Using Addition and Multiplication Operations

In this protocol, equal bids are not distinguished due to the random noise
δl1 and δl2. Therefore, auctioneers can execute a secure equality test on βw and
βk to detect potential ties between them, i.e., compute γl(βw − βk) where γl is
unknown. If it is zero, two bids are equal, otherwise, they are different.

Theorem 2. The proposed protocol defines auction outcomes correctly and only
reveals the ratio of bids to the auctioneers in an active adversary setting. We
require m ≥ 4t+1 even if a single bidder is dishonest, otherwise, we only require
m ≥ 3t+ 1 when we use VSS of [32].

Proof. We provide a short clarification since the security proof is straightforward
and the same as the previous theorem. In this protocol, the actual difference of
each pair of bids are kept private due to the additive factors δl1 and δl2, where
1 ≤ δl1 �= δl2 < αl. In other words, considering two consequtive bids βk < βk+1

where βk+1−βk = 1, their corresponding masked values have the same ordering,
that is, αlβk + δl1 < αlβk+1 + δl2 even if δl1 = αl − 1 and δl2 = 1. However,
upper and lower bounds of the bids’ ratios are revealed only to auctioneers:

ratio =
αlβk + δl1
αlβk+1 + δl2

<
αlβk + αl

αlβk+1
<

βk + 1

βk+1

ratio =
αlβk + δl1
αlβk+1 + δl2

>
αlβk

αlβk+1 + αl
>

βk

βk+1 + 1
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Outcome Computation

1. Auctioneers select shares of a pair of bids βk and βk′ . Each Ai locally computes
ψki(x) = f i

l (x) × gki(x) and ψk′i(x) = f i
l (x) × gk′i(x), that is, shares of new

symmetric polynomials. They execute a degree reduction protocol for thresh-
old adjustment [24]. After that, each Ai adds shares hi

l1(x) and hi
l2(x) to the

previous shares, i.e., ψki(x) ← ψki(x) + hi
l1(x) and ψk′i(x) ← ψk′i(x) + hi

l2(x).

2. Each Ai then sends ψki(0) and ψk′i(0) to a selected Aj where i, j ∈ Γ , i.e.,
the set of good auctioneers. Computations performed by Aj are only visible
to the auctioneers. Aj computes polynomials ϕk(0, y) and ϕk′(0, y) such that
ϕk(0, ω

i) = ψki(0) and ϕk′(0, ωi) = ψk′i(0) for at least m− 2|∇| values of i.
3. In fact, ϕk(x, y) = fl × gk + hl1 and ϕk′(x, y) = fl × gk′ + hl2. Therefore, Aj

reveals ϕk(0, 0) = αlβk + δl1 and ϕk′(0, 0) = αlβk′ + δl2. Now, auctioneers can
define which bid is larger by comparing masked values αlβk+δl1 and αlβk′+δl2,
where αl, δl1, δl2 are unknown to everyone.

4. Auctioneers repeat steps 1−3 to determine two highest bids βw and βs accord-
ingly. The winner’s id along with shares gsi(x)-s are sent to all bidders through
private channels. Each Bk locally computes the selling price by gs(0, 0) = βs.
They can agree on βs due to the honest majority assumption.

Fig. 5. Secure Auction Using Addition and Multiplication Operations

It is now easy to observe that the ratio of two bids are bounded as follows:

βk

βk+1 + 1
< ratio <

βk + 1

βk+1

During the outcome computation phase and the execution of a degree re-
duction protocol, auctioneers can verify all computations by means of pairwise
checks (similar to VSS of [32]) to make sure everyone is following the protocols
correctly since all polynomials remain symmetric. We should mention that the
degree reduction is avoidable in some other settings, e.g., having honest bidders
under m ≥ 4t+1 assumption, auctioneers can interpolate a polynomial of degree
2t in the existence of t malicious parties by using error correction [19]. ��

3.3 Sealed-Bid Combinatorial Auction Protocol by Dynamic
Programming

The first unconditionally secure combinatorial auction protocol was proposed
in [33]. (For other type of unconditionally secure auction protocols see [23,17],
i.e., sealed-bid Dutch-style auctions.) [33] applies a dynamic programming DP
technique to determine auction outcomes. This solution is secure only in the
passive adversary model and it is not verifiable. In addition, the number of
auctioneers must be larger than the maximum possible revenue.

In this construction, weight publishers (bidders) submit their valuations as
the degree of secret sharing polynomials. Then, evaluators (auctioneers) use
deg(gk) + deg(gl) = deg(gk × gl) and max{deg(gk), deg(gl)} = deg(gk + gl) to
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implement addition and max operations accordingly. They also use mask pub-
lishers (trusted third parties) to execute these operations securely. The authors
later propose the counterpart construction of this scheme in a computational
setting based on the homomorphic encryption [39].

We first provide an example to show a combinatorial auction model based on
a directed graph, Figure 6. We then illustrate the dynamic programming method
in order to define auction outcomes. Finally, we explain our secure solution to
this problem in an active adversary setting.

Example 1. Suppose six bidders B1, . . . ,B6 propose their evaluations on various
subsets of three items {a, b, c}. For instance, β5 = $5 for all three items, β2 = $3
for {a}, and so on. As you can see, auctioneers earn the maximum revenue if
they sell {b} to the first bidder for $1 and {a, c} to the last bidder for $5.

0: {a,b,c} 1: {a,c} 2: {c} 3: { } 
{b}: β1 = $1 {a}: β2 = $3 {c}: β3 = $1 

{a,c}: β6 = $5 

{a,b}: β4 = $2 
{a,b,c}: β5 = $5 

Fig. 6. Directed Graph to Model Combinatorial Auctions

r = 3 : f(3) = 0 destination function

r = 2 : f(2) = max{w23 + f(3)} = max{1} = 1

r = 1 : f(1) = max{w12 + f(2), w13 + f(3)} = max{4, 5} = 5

r = 0 : f(0) = max{w01 + f(1), w02 + f(2), w03 + f(3)} = max{6, 3, 5} = 6

More generally, f(r) =
link:r→s
max {wrs + f(s)}, where the value of the destination

function is zero and wrs is the weight of the link between two subsequent nodes r
and s. Therefore, we need two operations addition andmax in order to implement
a sealed-bid combinatorial auction protocol in the active adversary setting.

Similar to the previous construction, I first distributes some multiplicative
and additive factors based on the size of the directed graph. Bidders B1, . . . ,Bn

then distribute their bids by symmetric bivariate polynomials of degree t. In
the computation stage, auctioneers A1, . . . ,Am use the same addition operation
to execute wrs + f(s) = βk + f(s). They also apply the previous comparison
approach to implement themax operation. Finally, they define auction outcomes.

3.4 Sealed-Bid Combinatorial Auction Protocol by Multiple-TSP

In our last construction, we design an approximate secure solution in order to
solve the combinatorial auction problem through a multiple traveling salesman
problem MTSP, where more than one salesman is allowed to be used for finding
the solution. In the fixed destination version of this problem, each salesman
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returns to his original depot after completing the tour. Similar to the traveling
salesman problem, each city is visited exactly once and the total cost of visiting
cities is minimized [3]. We first illustrate how to model a combinatorial auction
based on the multiple traveling salesman problem and then we demonstrate an
inter-agent negotiation approach [16] to solve this problem, Figure 7.

Example 2. Suppose three bidders B1,B2,B3 propose their bids on various sub-
sets of seven items {a, b, c, d, e, f, g}, as shown below.

B1 → {a, b, c} : $12 or {a, b} : $5 or {a, c} : $7
B2 → {d, e} : $7 or {b, d, e} : $13 or {c, d, e} : $11
B3 → {f, g} : $9 or {b, f, g} : $16 or {c, f, g} : $14

In the initialization phase, auctioneers assign all items to three bidders for
the total price of $28, Figure 7 left-hand side. In the subsequent negotiation
stages, they maximize the selling price. For instance, both items {b} and {c}
can be release from the first bidder’s set. Since B1 pays more money for {a, c}
compared to {a, b}, therefore {b} is released with 12− 7 = $5 cost. On the other
hand, B2 pays extra 13−7 = $6 > $5 for {b} while B3 pays extra 16−9 = $7 > $5
for that. Therefore, {b} is assigned to the last bidder and the total selling price
is increased to $30 through one round of negotiation, Figure 7 right-hand side.

{a,b,c}: 1 = $12 {d,e}: 2 = $7 {f,g}: 3 = $9 {a,c}: 1 = $7 {d,e}: 2 = $7 {b,f,g}: 3 = $16{ , , } 1

b d f

{ , } 2 { g} 3 { , } 1

bd f

{ , } 2 { g} 3

Plus $2

a c e g a c e g

Fig. 7. Multiple Traveling Salesman Problem for Modeling Combinatorial Auctions

Similar to our previous construction, we require addition (minus is the same)
and max (or comparison) operations to implement the negotiation protocol in a
secure setting. We can also define a time interval for the entire protocol in order
to limit the number of negotiation rounds for an approximate solution.

4 Complexity and Properties

We now clarify why the existing bitwise operations are too expensive to construct
sealed-bid auction protocols. As we stated earlier, these protocols use VSS for
every single bit of each bid rather than a single VSS for each bid. Let � = !log2 q"
denotes the number of bits of each bid, i.e., the size of each finite field’s element.

The round complexity is measured by the number of rounds in which players
execute the multiplication protocol and the communication complexity is mea-
sured by the number of invocations of the multiplication protocol. For instance,
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to compute α1α2α3α4, α1α2 and (α1α2)α3 and (α1α2α3)α4 can be computed
sequentially, or α1α2 and α3α4 can be computed in parallel in order to compute
(α1α2)(α3α4). The former method takes 3 rounds with 3 invocations whereas
the later method takes 2 rounds with 3 invocations. In all complexity analyses,
the goal is to perform parallel multiplications as much as possible.

To construct bitwise operations, Bit-Decomposition BD protocol is proposed
in [9] to convert a polynomial sharing of a secret into shares of its bits. This
protocol takes 114 rounds and 118� + 110 � log � invocations. The authors also
provide a protocol, named Bitwise Less-Than BIT-LT, to compare two decom-
posed elements in 19 rounds with 22� invocations. Therefore, to compare two
elements, they must be decomposed in parallel and then they can be compared,
i.e., (114 + 19) rounds and (2 ∗ (118�+ 110 � log �) + 22�) invocations.

The authors in [22] show that the comparison protocol can be simplified by
using simpler subprotocols, i.e., (38 + 6) rounds and (2 ∗ (93�+94 � log �) + 19�)
invocations. They also show that the BD protocol itself can be simplified to
achieve even a better result, i.e., (25+6) rounds and (2 ∗ (93�+47 � log �)+ 19�)
invocations. Finally, they propose a new comparison protocol without applying
the DB protocol while using other bitwise operations. This construction takes
(13 + 2) rounds and (3 ∗ (93� + 1) + 2) invocations. Note that our comparison
protocol only takes 1 round for two multiplications in parallel and 2 invocations.

The summary of these analyses are presented in Table 2. Even by using ele-
ments with � = 128 bits, it is impractical to use any of these bitwise operations.
For instance, in the best case scenario, it requires 35, 717 secure multiplications in
order to perform one single comparison. Having only 10 bids, it requires 350, 717
secure multiplications to find the highest bid whereas our protocol only requires
20 multiplications. This implies that avoiding bitwise operations is better than
revealing partial information like ratio of bids.

Table 2. Single Comparison’s Cost in Terms of the Number of Multiplications

Secure Comparison Number Communication � = 128: Number of

Protocol of Rounds Complexity Secure Multiplications

Our 2nd Protocol 1 2 2

[22] not using BD 15 279� + 5 35, 717

[22] using BD 31 205� + 94 � log � 110, 464

[22] simplifying [9] 44 205� + 188 � log � 194, 688

[9] 133 258� + 220 � log � 230, 144

In general, sealed-bid auction protocols have some essential properties [28] as
listed below. (a) Correctness : determining auction outcomes correctly, i.e., the
winners and the selling price. (b) Privacy: preserving privacy of the losing bids.
(c) Verifiability: parties who exchange money such as bidders and the seller (if
applicable) must be able to verify auction outcomes. (d) Fairness : bidders must
not be able to modify and/or deny (a.k.a non-repudiation) the submitted bids.
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(e) Robustness : none of the active parties are assumed to be honest and malicious
behavior must be tolerated. (f) Anonymity: the identities of the losers must be
kept secret. Excluding property (f), our protocols have all the above features.

We also would like to highlight some important points regarding our protocols.
Although partial information like the ratio of the bids might be revealed to
auctioneers, our protocols keep the actual values of the losing bids secret. This
is much better than using impractical bitwise approach to fully hide the losing
bids. Moreover, revealing the ratio of the bids is better than revealing the exact
difference between two bids, i.e., saying the 2nd-highest bid is 3/4 of the winning
bid or saying the 2nd-highest bid is exactly $10 less than the winning bid. In our
schemes, auctioneers perform similar to an intermediate computation engine. In
other words, bidders determine the actual value of the selling price themselves by
outsourcing part of the computation, as in the client-server MPC model. Finally,
our initializer, who can be replaced by MPC, is not an active party when the
auction starts.

5 Concluding Remarks

We initially illustrated the lack of efficient solutions for the sealed-bid auction
protocols that are secure in an active adversary setting (without using costly bit-
wise operations). We therefore proposed four secure constructions with different
properties and applications. The summary of our contributions are presented in
Table 3. Note that m ≥ 2t+ 1 can be tolerated using complicated VSS of [29].

Table 3. Sealed-Bid Auction Protocols Using VSS of [32]

Protocol Adv. A1..m B1..n Assumption Opt. Reveal

2nd-price + bids’

honest m ≥ 3t+ 1 differences

2nd-price active dishonest or or ratio

combinatorial DP dishonest m ≥ 4t+ 1 +,× of

combinatorial MTSP bids

It is quite challenging to construct sealed-bid auction protocols in an active
adversary model without using a trusted party. In other words, if one relaxes
these assumptions, he can decrease the computation and communication com-
plexities. For instance, constructing the proposed schemes by considering the
simple passive adversary model or using a trusted authority who remains in the
scheme while the protocol is being executed. In addition, the winner determi-
nation problem of a general combinatorial auction is NP-complete and imple-
menting this problem in a secure fashion adds extra computational cost to the
protocol. Therefore, it is reasonable to apply simpler protocols (compared to
bitwise approach where every single bit of bids is shared) along with approxi-
mate solutions to define auction outcomes. In this case, even by having unlimited
computational power, we can significantly improve the communication cost.
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Abstract. Verifiable secret sharing (VSS) is a fundamental tool of
threshold cryptography and distributed computing. A number of VSS
schemes for sharing a secret that is an element of a finite field, either
on threshold access structures or on general access structures have been
available. In this paper, we study the verifiably sharing of a random el-
ement of a bilinear group on vector space access structures. We propose
such two information-theoretical secure schemes: a basic scheme and a
modified one with improved efficiency. The basic one is more general for
applications while the modified one has a smaller computational cost
compared with the basic one. The computational cost as well as the
security analysis for the proposed schemes are presented.

Keywords: Secret sharing, Verifiable secret sharing, Information-
theoretical secure, Vector space access structure, Bilinear pairing.

1 Introduction

Secret sharing [1] is a method of distributing shares of a secret among a set P of
participants in such a way that only qualified subsets of P can reconstruct the
secret from their shares. The earliest and most common secret sharing schemes
are threshold ones. In a (t, n) threshold secret sharing scheme, the dealer uses
a probabilistic polynomial time algorithm to split the secret into n shares and
sends them secretly to the n participants (or share-holders) such that using
t (the threshold) or more shares can reconstruct the secret, while using less
than t shares can not recover or even reveal any information of the secret. In
real applications, the traditional threshold secret sharing schemes have some
limitations: the first limit is that the dealer should always be honest, and the
second is it requires all participants possess exactly the equal position, power
and reliability.

To over the first limitation, the concept of Verifiable secret sharing (VSS) [2]
was introduced. a VSS scheme is a secret sharing scheme with the special prop-
erty that every participant is able to verify whether the share distributed to him
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by a dealer is correct. Its emergence comes from the reasonable distrust to the
dealer. In order to deal with the second limitation, general secret sharing schemes
have been studied, which can be used to share a secret on any access structures
as needed and do not have to assume the same position of share-holders. By
now, a number of VSS schemes for sharing secrets from a finite field, both on
threshold access structures[3, 4] and on general access structures[5–9], have been
available.

The vector space construction[10, 11], with good algebraic properties, is a
method to implement secret sharing schemes for a family of access structures
called vector space access structures that includes threshold access structures as
a particular case. F.Zhang et al. specially studied VSS for sharing a secret from
a finite field on vector space access structures and proposed two schemes: the ef-
ficient one in [8] and the information-theoretical secure one in [9]. Recently, the
bilinear pairing-based cryptography has received much attention from crypto-
graphic researchers and many bilinear pairing-based schemes and protocols have
been proposed[12–16]. In many of the pairing based cryptosystems, the private
key of a user is an element (or elements) of a bilinear group. To the secure
management of such privates, verifiably sharing of secrets from a bilinear group
is needed. However, few VSS schemes for sharing secrets from a bilinear group
on vector space access structures can be found in the literature. For the good
properties of vector space access structures and the prosperous of pairing based
cryptosystems, in this paper we investigate VSS on vector space access struc-
tures that shares secrets from bilinear groups. We present a basic VSS scheme
with detailed description and particularly analyze its security and computational
cost. Then we give a modified one with improved efficiency while enjoy the same
level of security with the first one.

Organization:

In Section 2 we briefly describe the concepts of bilinear pairing and access struc-
ture and some related mathematical operations. Then in Section 3 we present
a basic VSS scheme for sharing a random secret of a bilinear group on vector
space access structures with detailed description. We also analyze the security
and computational cost of our basic scheme. After that in Section 4 we give
a modified VSS scheme with a brief analysis of its security and computational
cost. At last we conclude our paper in Section 5.

2 Preliminaries and Definitions

We briefly review the concepts of bilinear pairing and access structure. Then we
give two mathematical operations on vector space and bilinear group which will
be used in the construction of our VSS schemes.

2.1 Bilinear Pairings

Let G1 and G2 be two groups with the same order q, where q is a large prime.
Here, we assume that G1 is an additive cyclic group, and G2 is a multiplicative
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cyclic group. A map ê: G1 ×G1 −→ G2 is called a bilinear pairing (or bilinear
map) if it satisfies the following three conditions:

1. Bilinear: For all P,Q ∈ G1 and a, b ∈ Z∗
q , ê(aP, bQ) = ê(P,Q)ab.

2. Non-degenerate: There exist P,Q ∈ G1 such that ê(P,Q) �= 1.
3. Computable: For all P,Q ∈ G1, there exists an efficient algorithm to compute

ê(P,Q).

We say that G1 is a bilinear group if there exists a group G2 and a bilinear
pairing ê : G×G1 −→ G2 as above, where ê and the group action in G1 and G2

can be computed efficiently.

2.2 Access Structure

A secret sharing scheme involves of a dealer D who holds the secret and a set
H = {H1, ..., Hn} of participants (share-holders) who receive shares of a secret
from the dealer. An access structure Γ onH specifies a family of qualified subsets
of H that are allowed to reconstruct the shared secret using their secret shares.
We denote by Γ0 = {A1, ..., Am} the basis of Γ , that is the set of minimal
elements of Γ under inclusion. Here we briefly describe the notion of the most
common threshold access structure and the more general vector space one which
actually involves the threshold one.

– Threshold Access Structure: A (k, n) threshold access structure consists
of all those subsets of H containing at least t of the n share-holders.

– Vector Space Access Structure: Let the secret space K = GF (q) be a
finite field and L = Kt the vector space over K with dimension t. An access
structure Γ is said to be a vector space access structure if there exists a
function

ψ : {D} ∪H → L (1)

such that A ∈ Γ if and only if the vector ψ(D) can be expressed as a linear
combination of the vectors in the set {ψ(P )|P ∈ A}.

The vector space construction is a method to implement secret sharing schemes
for vector space access structures that includes threshold access structures as
a particular case. Obviously the Shamir’s threshold scheme[17] can be seen
as a vector space secret sharing scheme by taking ψ(D) = (1, 0, ..., 0) and
ψ(Hi) = (1, xi, ..., xi

t−1), where x1, x2..., xn are n distinct, nonzero elements
of K[18].

2.3 Notations for Two Mathematical Operations

Let G1, q be the same as specified in section 2.1. Denote by K = GF (q) the finite
field with q elements. Assume α = (a1, ..., at), ν = (v1, ..., vt), V = (V1, ..., Vt),
where a1, ..., at, v1, ..., vt are elements of finite field K and V1, ..., Vt are elements
of the additive group G1. In our construction, we will use the operation of inner
product in Kt, and an operation of an element of Kt with an element in Gt

1.
They are defined as follows.
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– α • ν = a1v1 + · · ·+ atvt
– α ◦ V = a1V1 + · · ·+ atVt

Obviously the result of the first operation is an element in K and the second
belongs to G1.

3 Verifiable Secret Sharing on Vector Space Access
Structures over Bilinear Groups

In this section, firstly we show a technique of sharing a secret that is a random el-
ement of a bilinear group on vector space access structures. Then we present the
corresponding information-theoretical secure VSS scheme. After that we demon-
strate the correctness and analyze the security and the computational cost of
our scheme.

3.1 Secret Sharing on Vector Space Access Structures over Bilinear
Groups

LetD be dealer and H = {H1, ..., Hn} a set of n players (share-holders). Suppose
Γ is the vector space access structure with basis Γ0 defined on H . Both the secret
space and the share space are G1 which is an additive bilinear group with order
q as specified in section 2.

To share a random secret S ∈ G1, the dealer D firstly publishes a map ψ:
{D} ∪H → Zt

q. Then D randomly chooses a secret vector V = (V1, ..., Vt) from
Gt

1 such that ψ(D) ◦ V = a1V1 + · · · + atVt = S. Denote by α = ψ(D) =
(a1, ..., at), αj = ψ(Hj) = (aj1, ..., ajt). The share distributed to Hj by D is
Sj = ψ(Hj) ◦ V = aj1V1 + · · ·+ ajtVt.

When a qualified subset A = {Hi1, ..., Hil} of Γ intends to reconstruct the
secret, members of A firstly compute χ from χ ◦ ψ(A) = ψ(D), where χ is a
vector belongs to Z l

q and ψ(A) is a matrix with row vectors ψ(Hj1), ..., ψ(Hjl).
And then the secret can be calculated from S = χ ◦ SA with SA = (Sj1, ..., Sjl),
where Sji is the share held by player Hji.

3.2 Verifiable Secret Sharing on Vector Space Access Structures
over Bilinear Groups

– Parameters:
Assume G1, G2 are two groups with the same order q and ê : G1×G1 −→ G2

is the bilinear map as we refer previously in Section 2. Let P , Q be two
different generators of G1 and nobody knows logP Q. The elements P,Q can
either be chosen by a trusted center when the system is initialized, or by
(some of) the participants using a coin-flipping protocol. The secret space
and the share space are G1 and G

2
1 respectively and Gt

1 = {(W1,W2, ...,Wt) :
Wi ∈ G1, i = 1, 2, ..., t}. The access structure Γ is a vector space access
structure with basis Γ0. Assume S is the secret randomly chosen from G1 to
be shared and t is the maximum cardinal number of the minimum qualified
subsets.
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– Algorithm of Sharing:
• The dealer D publishes map ψ: {D} ∪ H → Zt

q. Assume that ψ(D) =
(a1, ..., at) = α and ψ(Hj) = (aj1, ..., ajt) = αj .

• D randomly chooses two secret vectorsV = (V1, ..., Vt) andB = (B1, ..., Bt)
fromGt

1 such thatψ(D)◦V = a1V1+ · · ·+atVt = S. LetR = ψ(D)◦B =
a1B1 + · · ·+ atBt.

• D computes and broadcasts E0 = E(S,R) = ê(S, P )ê(R,Q) and Ek =
E(Vk, Bk) = ê(Vk, P )ê(Bk, Q) for k = 1, ..., t, which are generally known
as commitments of the secret S and the vector V .

• D computes

Sj = ψ(Hj) ◦ V = aj1V1 + · · ·+ ajtVt, (2)

Rj = ψ(Hj) ◦B = aj1B1 + · · ·+ ajtBt (3)

and sends (Sj , Rj) secretly to Hj for j = 1, ..., n.
– Algorithm of Verification:

When Hj has received his share (Sj , Rj) he checks if

E0 =
t∏

k=1

Ek
ak (4)

E(Sj , Rj) = ê(Sj , P )ê(Rj , Q) =

t∏
k=1

Ek
ajk (5)

– Algorithm of Reconstruction:
Suppose A = {Hi1, ..., Hil} ∈ Γ is a qualified subset of H . And the players in
A cooperate to reconstruct the shared secret. Each player Hj(j = i1, ..., il)
broadcasts his secret share (Sj , Rj) to others in A. Every one can verify the
validity of shares provided by the others through Eq.( 5).
After receiving all the valid shares of players in A, they firstly computes χ
from χ◦ψ(A) = ψ(D) where χ is a vector belongs to Z l

q and ψ(A) is a matrix
with row vectors ψ(Hj1), ..., ψ(Hjl). And then the secret can be calculated
from S = χ ◦ SA, where SA = (Sj1, ..., Sjl) and Sji comes from the secret
share (Sji, Rji) of the share-holder Hji. Actually, as long as they obtain the
shares whose holders are enough to determine a minimum qualified subset
of A, the secret can be reconstructed effectively.

3.3 Correctness

In this subsection we show the correctness of the newly proposed VSS scheme
from two aspects: correctness of the verification algorithm and correctness of the
reconstruction algorithm.

– Correctness of the Verification Algorithm:

Theorem 1. Verification is successful if and only if the dealer follows the
protocol correctly.
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Proof. On one hand, if the dealer D follows the protocol correctly, then we
can obtain the following equations:

S = ψ(D) ◦ V = a1V1 + · · ·+ atVt, R = ψ(D) ◦B = a1B1 + · · ·+ atBt (6)

Sj = ψ(Hj) ◦V = aj1V1 + · · ·+ ajtVt, Rj = ψ(Hj) ◦B = aj1B1 + · · ·+ ajtBt

(7)
So we have

E0 = ê(S, P )ê(R,Q)

= ê(a1V1 + · · ·+ atVt, P )ê(a1B1 + · · ·+ atBt, Q)

= (ê(V1, P )ê(B1, Q))a1 · · · (ê(Vt, P )ê(Bt, Q))at

=

t∏
k=1

(ê(Vk, P )ê(Bk, Q))ak =

t∏
k=1

Ek
ak

and

E(Sj , Rj) = ê(Sj , P )ê(Rj , Q)

= ê(aj1V1 + · · ·+ ajtVt, P )ê(aj1B1 + · · ·+ ajtBt, Q)

= (ê(V1, P )ê(B1, Q))aj1 · · · (ê(Vt, P )ê(Bt, Q))ajt

=

t∏
k=1

(ê(Vk, P )ê(Rk, Q))ajk =

t∏
k=1

Ek
ajk

On they other hand, if E0 =
∏t

k=1Ek
ak and E(Sj , Rj) =

∏t
k=1Ek

ajk , then

ê(S, P )ê(R,Q) = E(S,R) =

t∏
k=1

Ek
ak

=

t∏
k=1

(ê(Vk, P )ê(Bk, Q))ak

=

t∏
k=1

(ê(Vk, P )ak ê(Bk, Q)ak)

=
t∏

k=1

ê(Vk, P )ak

t∏
k=1

ê(Bk, Q)ak

= ê(

t∑
k=1

akVk, P )ê(

t∑
k=1

akBk, Q)

ê(Sj , P )ê(Rj , Q) = E(Sj , Rj) =

t∏
k=1

Ek
ajk
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=
t∏

k=1

(ê(Vk, P )ê(Bk, Q))ajk

=
t∏

k=1

(ê(Vk, P )
t∏

k=1

ê(Bk, Q))ajk

=

t∏
k=1

ê(Vk, P )ajk

t∏
k=1

ê(Bk, Q)ajk

= ê(

t∑
k=1

ajkVk, P )ê(

t∑
k=1

ajkBk, Q)

So we have S =
∑t

k=1 akVk = ψ(D) ◦ V and Sj =
∑t

k=1 ajkVk = ψ(Hj) ◦ V
which means that the vector V has been properly chosen and the share Sj

sent to Hj is valid.

– Correctness of the Reconstruction Algorithm:
From the distribution algorithm we know that S = ψ(D) ◦ V = α ◦ V =
a1V1 + · · · + atVt and Sj = ψ(Hj) ◦ V = αj ◦ V = aj1V1 + · · · + ajtVt

for j = 1, ..., n. For a qualified subset A ∈ Γ , without loss of generality
we assume A = {H1, ..., Hk}, the vector ψ(D) can be expressed as a linear
combination of the vectors ψ(H1), ..., ψ(Hk). That is, there must be a vector
χ = (x1, ..., xk) ∈ Zk

q such that x1α1 + · · · + xkαk = α. So we have ai =
x1a1i + · · ·+ xkaki for i = 1, ..., t. Hence

S = a1V1 + · · ·+ atVt

= (x1a11 + · · ·+ xkak1)V1 + · · ·+ (x1a1t + · · ·+ xkakt)Vt

= x1(a11V1 + · · ·+ a1tVt) + · · ·+ xk(ak1V1 + · · ·+ aktVt)

= x1S1 + · · ·+ xkSk = χ ◦ (S1, ..., Sk) = χ ◦ SA.

3.4 Security Analysis

Consider a static and strong admissible adversary[19], i.e. the adversary has de-
termined which share-holders to corrupt before the protocol being implemented,
and can corrupt all but one player in an authorized subset. The only constraint
on this adversary is that at least one authorized subset must remain pure i.e.
composed of all uncorrupted players. The security of a VSS scheme involves the
following three aspects.

– The public information reveals no information about the secret and the
shares.

– Adversary cannot calculate the secret from the shares of those corrupted
players.

– There must be at lest one qualified subset whose members are all uncor-
rupted, and adversary can not prevent such a qualified subset from recon-
structing the secret.
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We analyze our scheme’s security including the three aspects above and present
the following theorems with proofs.

Theorem 2. The adversary can not get any information about the secret S
and the shares (Sj , Rj) from the open information, i.e. the commitments of the
secret S and the vectors V do not reveal any information about the secret and
the shares.

Proof. The public commitments are E0 = E(S,R) = ê(S, P )ê(R,Q) and Ek =
E(Vk, Bk) = ê(Vk, P )ê(Bk, Q) for k = 1, ..., t. As R is randomly chosen from G1

and B is a random vector in Gt
1, ê(R,Q) and ê(Bk, Q) are uniformly distributed

in G2. Consequently, E0 = ê(S, P )ê(R,Q) and Ek = ê(Vk, P )ê(Bk, Q) are uni-
formly distributed in G2. This means that the public commitment E0 reveals no
information about S and those commitments Ek do not reveal any information
about Vk, Bk and thus reveals no information about V,B.

According to the distribution algorithm, for each j = 1, ..., n, the share
(Sj , Rj) of Hj is calculated from Sj = ψ(Hj) ◦ V and Rj = ψ(Hj) ◦ B. As
the public commitments reveal no information about V and B, the adversary
can not acquire any information about (Sj , Rj) from the public commitments
either.

Theorem 3. With the shares of those corrupted participants, the static and
strong admissible adversary can derive no information about the share kept by
any honest one and consequently the secret S.

Proof. We learn that the adversary can not get any information about the secret
vectors V and B from Theorem 2. Nevertheless according to the distribution
algorithm, to acquire the shares of honest players, the adversary has no choice
but compute V and B merely using the shares of corrupted ones. Suppose that
the corrupted players are H1, ..., Hk. The adversary has to compute V from the
following set of equations:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ψ(H1) ◦ V = α1 ◦ V = a11V1 + a12V2 + · · ·+ a1tVt = S1

ψ(H2) ◦ V = α2 ◦ V = a21V1 + a22V2 + · · ·+ a2tVt = S2

...
ψ(Hk) ◦ V = αk ◦ V = ak1V1 + ak2V2 + · · ·+ aktVt = Sk

(8)

i.e. ⎡⎢⎢⎢⎣
a11 a12 · · · a1t
a21 a22 · · · a2t
...

...
ak1 ak2 · · · akt

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
V1
V2
...
Vt

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
S1

S2

...
Sk

⎤⎥⎥⎥⎦ (9)
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Since {H1, ..., Hk} /∈ Γ , the vector collection {ψ(H1), ..., ψ(Hk)} can not lin-
early express ψ(D), i.e. there does not exist any vector (x1, ..., xk) such that

(x1, · · · , xk)

⎡⎢⎢⎢⎣
ψ(H1)
ψ(H2)

...
ψ(Hk)

⎤⎥⎥⎥⎦ = (a1, · · · , at) (10)

Thus the rank of vector collection {ψ(H1), · · · , ψ(Hk)} must be no more than
k, which means that Eq.( 8) has at least q answers and the probability for
the adversary to dope out the genuine V is not more than 1

q . Accordingly the
probability to calculate the correct share of any uncorrupted player is not more
than 1

q . As q is a large primer, this probability can be ignored.

Theorem 4. The adversary can not prevent uncorrupted players from recon-
structing the secret

Proof. From the definition of the adversary we know that there is at least one
qualified subset must remain pure, i.e. all its members are uncorrupted. The dis-
tribution and reconstruction algorithms imply that the adversary cannot prevent
such a qualified subsect from recovering the secret.

3.5 Computational Cost

We just count those time-consuming operations in distribution phase, verification
phase and reconstruction phase. Let P , S and E denote the operation of bilinear
pairing from G1 to G2, scalar multiplication in G1 and exponentiation in G2

respectively. Assume there are t participants and the cost of verification is not
included in the reconstruction phase. The result is list in the following table.

P S E
distribution phase 2t+ 2 2t+ 2nt 0
verification phase 2n 0 nt+ t
reconstruction phase 0 t 0

Our reconstruction algorithm requires no pairing operations and no exponenti-
ations in G2, so it is very efficient.

4 A Modified Scheme with Improved Efficiency

In this section we propose a modified scheme with higher efficiency. The only
constraint on the modified scheme is that the dealer knows the discrete logarithm
of the secret, i.e. the secret can be generated by the dealer as his wish. We just
describe the procedure of the new scheme and analyze its efficiency comparing
with the former one. The correctness and security are similar as what we have
described for the basic scheme thus we omit them here.
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4.1 Description of the Scheme

– Parameters: Let D be the dealer, H = {H1, ..., Hn} the set of share-
holders. The common parameters (G1, G2, ê, P,Q, q), and the access struc-
ture Γ are defined the same as in the former scheme. The only difference is
that before distribution, D firstly chooses a random s ∈ Zq and set S = sP
as the secret to be shared.

– Algorithm of Sharing:
• D publishes map ψ: {D}∪H → Zt

q. Assume that ψ(D) = (a1, ..., at) = α
and ψ(Hj) = (aj1, ..., ajt) = αj .

• D randomly chooses two secret vectors ν = (v1, ..., vt) and β = (b1, ..., bt)
from Zt

q such that ψ(D) • ν = a1v1 + · · ·+ atvt = s. Set r = ψ(D) • β =
a1b1 + · · ·+ atbt.

• Compute and broadcast E0 = ê(P, P )sê(P,Q)r and Ek = ê(P, P )vk

ê(P,Q)bk for k = 1, ..., t.
• D computes

Sj = (ψ(Hj) • ν)P = (aj1v1 + · · ·+ ajtvt)P, (11)

Rj = (ψ(Hj) • β)P = (aj1b1 + · · ·+ ajtbt)P (12)

and sends (Sj , Rj) secretly to Hj for j = 1, ..., n.
– Algorithm of Verification:

When Hj has received his share (Sj , Rj) he checks if

E0 =

t∏
k=1

Ek
ak (13)

E(Sj , Rj) = ê(Sj , P )ê(Rj , Q) =
t∏

k=1

Ek
ajk (14)

– Algorithm of Reconstruction:
Let A = {Hi1, ..., Hil} ∈ Γ be a qualified subset of H to reconstruct the
shared secret. Each player Hj(j = i1, ..., il) broadcasts his secret share
(Sj , Rj) to others in A. Every one can verify the validity of shares provided
by others through Eq.( 14).
After receiving all the valid shares of a qualified subset, they firstly computes
χ from χψ(A) = ψ(D) where χ is a vector belongs to Z l

q and ψ(A) is a matrix
with row vectors ψ(Hj1), ..., ψ(Hjl). And then the secret can be calculated
from S = χ◦SA with SA = (Sj1, ..., Sjl). Actually as long as they obtain the
shares whose holders are enough to determine a minimum qualified subset
of A, the secret can be reconstructed effectively.

4.2 Computational Cost

To compare the computational cost of the modified scheme with the former one,
we count those time-consuming operations in different phases and list them in
the following table. The notation is defined the same as in Section 4.
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scheme in Section 3 scheme in Section 4
distribution phase (2t+ 2)P + (2nt+ t)S 2P + 2nS + (2t+ 2)E
verification phase 2nP + (nt+ t)E 2nP + (nt+ t)E
reconstruction phase tS tS

Although exponentiation in G2 increases in the modified scheme, bilinear pairing
and scalar multiplication in G1 are reduced. As computing bilinear pairings is
the most time-consuming operation, it is reasonable to say that the modified
scheme has a smaller computational cost.

5 Conclusion

General VSS is widely used in cryptography and the pairing-based cryptography
is a very active research field recent years. In this paper, we have investigated the
VSS on vector space access structures over bilinear groups. We have presented
two unconditionally secure VSS schemes on vector space access structures for
sharing secrets in a bilinear group which may be private keys of some pairing
based cryptosystems. In addition to analyze the the correctness and computa-
tional cost of the proposed schemes, we also present security proofs to show the
information-theoretic security of the basic scheme. Our newly proposed schemes
are efficient and may have practical applications in multiparty computations in-
volving bilinear pairings, safeguarding the private keys of some pairing based
cryptosystems.
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dation of China (No.61170298), Natural Science Fund for Colleges and Universi-
ties in Jiangsu Province (No. 12KJD520007), NSF of Jiangsu Province of China
(No. BK20130908).

References

1. Shamir, A.: How to share a secret. Comm. ACM 22, 612–613 (1979)
2. Chor, B., Goldwasser, S., Micall, S., Awerbuch, B.: Verifiable secret sharing and

achieving simultaneity in the presence of faults, FOCS (1985)
3. Feldman, P.: A practical scheme for non-interactive verifiable secret sharing. In:

The 28th IEEE Symposium on the Foundations of Computer Science, pp. 427–437
(1987)

4. Pedersen, T.P.: Non-interactive and information-theoretic secure verifiable secret
sharing. In: Feigenbaum, J. (ed.) CRYPTO 1991. LNCS, vol. 576, pp. 129–140.
Springer, Heidelberg (1992)

5. Zhang, F., Wang, Y.: Construction of secret sharing schemes on access structure
with transfer property. Acta Electronica Sinica 29, 1582–1584 (2001)

6. Zhang, F., Wang, Y.: An unconditional secure general verifiable secret sharing
protocol. Jouranl of Computer Research and Development 39, 1199–1204 (2002)

7. Zhang, F., Zhang, F., Wang, Y.: A secure and efficient general VSS protocol.
Journal of Software 13, 1187–1192 (2002)



Information-Theoretical Secure Verifiable Secret Sharing 329

8. Zhang, F., Gou, X., Wang, Y.: Efficient verifiable secret sharing on vector space
access structures. Computer Engineering and Applications (2002)

9. Zhang, F., Shi, J., Wang, Y.: Information-theoretical secure verifiable secret sharing
on vector space access structures. Journal of Electronics and Information Technol-
ogy (8), 1288–1293 (2004)

10. Brickell, E.F.: Some ideal secret sharing schemes. J. Combin. Math. and Combin.
Comput. 9, 105–113 (1989)
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Abstract. Proofs of Data Possession (PoDP) scheme is essential to data
outsourcing. It provides an efficient audit to convince a client that his/her
file is available at the storage server, ready for retrieval when needed. An
updated version of PoDP is Proofs of Retrievability (PoR), which proves
the client’s file can be recovered by interactions with the storage server.
We propose a PoR scheme based on Maximum Rank Distance (MRD)
codes. The client file is encoded block-wise to generate homomorphic
tags with help of an MRD code. In an audit, the storage provider is
able to aggregate the blocks and tags into one block and one tag, due
to the homomorphic property of tags. The algebraic structure of MRD
codewords enables the aggregation to be operated over a binary field,
which simplifies the computation of storage provider to be the most
efficient XOR operation. With properties of MRD codes, we also prove
an important security notion, namely soundness of PoR.

Keywords: Proofs of retrievability, MRD codes, data integrity, cloud
storage.

1 Introduction

Data outsourcing to cloud storage reduces the storage cost and makes the data
maintenance easier at both personal and business level. When clients move their
data to a service provider for storage, they can enjoy the convenience of out-
sourcing storage with a relative low fee. However, they may also worry about the
security of their data, as their data is out of their hands, and can be manipulated
by the untrustworthy storage provider.

An efficient way is that a client performs an audit of the storage provider. A
successful audit verifies that the provider stores the data, without the retrieval
and transfer of all the data from the provider to the client. The ability of a
storage system to generate proofs of possession of client’s data, without having
to retrieve the whole file, is called Proofs of Data Possession(PoDP). PoDP only
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concerns the provider’s proof of data possession. An improved version of PoDP is
known as Proof of Retrievability (PoR), which enables the provider to convince
the client that the original data could be recovered through enough interactions
between the client and provider.

Related Works. It was Juels and Kaliski [8] (2007) who first formulated
the concept of Proof of Retrievability and defined the corresponding security
model. Dodis, Vadhan and Wichs [6] (2009) presented Proof of Retrievability
Codes (PoR codes) for PoR schemes. More constructions of PoR schemes are
given by Ateniese et al. [5] (2007), Shacham and Waters [11] (2008), or Schwarz
and Miller [10] (2006). Oggier and Fathi [14] (2011) proposed an unconditionally
secure authentication scheme that deals with multiple receivers.

Among all the PoDP/PoR schemes, the most charming ones are those with
homomorphic authenticators. These schemes were identified as homomorphic
linear authenticator schemes in [6]. Ateniese et al. [5] (2007) proposed construc-
tions of PoDP scheme with homomorphic verifiable authenticator based on the
RSA assumption. The PoDP security model was further extended to be against
arbitrary adaptive PPT adversaries by Shacham and Waters [11](2008), who
presented PoR schemes (called the SW scheme), and their security was given
in the full security model. The file of a client is divided into blocks, and an
authenticator (tag) is computed for each block. In the audit, the client samples
blocks/authenticators (tags). The authenticator (tag) helps the owner of the
file to check the integrity of the block with an authentication key. Because of
the homomorphic property, multiple file blocks resp. authenticators can be com-
bined into a single aggregated block/authenticator pair. And the verification is
simplified to integrity check of the aggregated block. Therefore, both the com-
putational complexity and communication complexity of an audit are greatly
reduced, due to the homomorphic property of authenticators.

Our Contributions. In this paper, we proposed a PoR scheme based on MRD
codes.

The linearity of the MRD code results in homomorphic authenticators (tag),
just like the scheme by Shacham and Waters (the SW scheme). However, our
proposal has different features from the SW scheme.

– Efficient Computation by the Service Provider. The MRD encoding
plants algebraic structure in blocks so that the generation of tags and ag-
gregation of messages and tags can be computed over a small field Fq. As
to the instantiation of F2, the challenge vector can be taken as a random
binary sequence of length w, where w is the number of blocks of a storage
file, and the computation of the storage server for the response is simply
XOR. This is the most efficient operation for the storage server. For com-
parison, the SW scheme is based on a large prime field Fp with p at least 80
bits. To reduce the communication band and the computational overhead of
the storage provider, the SW scheme suggests that only l (l ≤ w) random
locations in the challenge vector are chosen to take values from a small set



332 S. Han et al.

B ⊆ Fp. If B = {1}, the computation for the response is reduced to addition
over the prime field Fp. Unfortunately, B = {1} is vulnerable to an attack,
hence compromising the security of the SW scheme, as shown in [11]. There-
fore, it is inevitable for the storage provider to use multiplications over Fp

to prepare the aggregated response in the SW scheme.

– Mild Amount of Pre-computation by the Client. The MRD encod-
ing is applied block-wise. If we take a file as a matrix, then each row, as
a block, is encoded into an MRD codeword. The file encoding involves w
MRD encoding, so the encoding computational complexity is of O(w) in
terms of MRD encoding. When parameters of the MRD code are fixed, the
MRD encoding consumes a constant amount of computation. While in the
SW scheme, each column of the file is encoded into an Erasure Correction
Codeword, and such an encoding needs at least O(w2) multiplications over
the prime field Fp. This imposes a great computational burden for the client
to encode the file.

– Our Proposal Considers PoR with the Security Notion ε-Soundness,
Which Justify the Sufficiency of the Audit Strategy. We define the
security notion served for the sufficiency of the audit strategy, namely ε-
soundness. ε-soundness considers the proof of retrievability, which suggests
that if the provider answers challenges with consistent responses with prob-
ability at least ε, it is possible for an extractor to retrieve the original file.
The security proof strongly relies on the property of MRD codewords. The
algebraic property of MRD codewords makes an adversary impossible to
forge a response, which passes client’s verification but is not computed as it
is supposed to be. This helps to prove the ε-soundness of the scheme and
justify the rationality of the audit strategy.

Performance Comparison. Below gives a comparison among the SW[11]
and our schemes. For a 1GB file, the block size is 1KB(the SW scheme [11]),
4KB(as suggested in Section 5, our proposal). The block number is w = 220, 218

respectively.
Suppose the multiplication in Fp has computational complexity O((log p)2)

and exponentiation in Fp has computational complexity O((log p)3) in terms of
bit-XOR. The SW scheme takes a 80-bit p for Fp. Our proposal takes a binary
field as suggested in Section 5.

With the same sampling strategy as our scheme, namely, each block is sampled
with probability 1/2, we show the computation complexity and communication
complexity of the two schemes in Table 1. The table includes precomputation,
computation of the client in one interaction, computation of the server in one
interaction, length of challenge in one interaction, and length of response in one
interaction. Length of response of our scheme is larger than that of the SW
scheme, but it is still affordable. A response in one interaction is an aggregated
block/tag pair, thus length of response is mainly determined by the block size.



Proofs of Retrievability Based on MRD Codes 333

Table 1. Computational and Communication Complexity of the SW and Our Schemes

Scheme
Precomput.
(bit-XOR)

Client Comput.
(bit-XOR)

Server Comput.
(bit-XOR)

Length of
Challenge

(KB)

Length of
Response
(KB)

SW O(259) O(231) O(238) O(210) ≈ 1

Ours O(249) O(231) O(233) 25 ≈ 8

2 PoR Scheme: Definition and Security Model

2.1 Notations and Assumptions

We use the following notations throughout the paper. Let λ denote the security
parameter, which is an integer tending to infinity. The current security standard
requires that λ ≥ 80.

Let Fq be a finite field with q elements, i.e., GF (q). Let k denote a column

vector of dimension t over Fq, or an element in Fqt , and kT denote transpose of

the vector k. The notation (C1, · · · , Cn)
T represents

⎛⎜⎝C1

...
Cn

⎞⎟⎠ instead of

⎛⎜⎝CT
1
...
CT

n

⎞⎟⎠,

where C1, · · · , Cn are matrices. Let “◦” denote scalar multiplication over Fq.

For example, k =
(
k(1), k(2), · · · , k(n)

)T ∈ (Fq)
n and v ∈ Fq, then v ◦ k =(

v · k(1), v · k(2), · · · , v · k(n)
)T

, where · is the multiplication over Fq. Let a denote
a row vector of column vectors, i.e., a = (a1, a2, . . . , an), where ai is a column
vector over Fq. It can also be regarded as a matrix over Fq. Then v ◦ a =
(v ◦ a1, v ◦ a2, · · · , v ◦ an).

Let A||B denote the concatenation of A and B. Let |S| denote the cardinality
of set S, and |s| denote the bit length of string s. The notation s← S indicates
that s is chosen uniformly at random from set S. The notation a← Alg(x) means
that run the algorithm Alg with input x and obtain a as an output, which is
distributed according to the internal randomness of the algorithm.

A function f(λ) is negligible if for every c > 0 there exists a λc such that
f(λ) < 1/λc for all λ > λc. If the running time of probabilistic algorithm Alg is
polynomial in λ, then Alg is a probabilistic polynomial time (PPT) algorithm.

Pseudo-Random Functions. Let l1 and l2 be two positive integers, which are
polynomially bounded functions in security parameter λ. Let PRF = {Fs}s∈S be
a family of functions indexed by s, and Fs : {0, 1}l1 → {0, 1}l2. Function Fs(·)
can also be represented by F (s, ·). Let Γl1,l2 be the set of all functions from
{0, 1}l1 to {0, 1}l2.

Definition 1. [9] Given an adversary A which has oracle access to a function
in Γl1,l2 , suppose that A always outputs a bit. The advantage of A over PRF is
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defined as

AdvAPRF(1
λ) =

∣∣∣Pr [AFs(1λ) = 1
∣∣ s← S

]
− Pr

[
Af (1λ) = 1

∣∣ f ← Γl1,l2

] ∣∣∣.
Define the advantage of PRF as AdvPRF(λ) = max

PPTA
AdvAPRF(1

λ). PRF is called

pseudo-random if AdvPRF(λ) is negligible.

Obviously, the output of a pseudo-random function is a pseudo-random se-
quence, which is indistinguishable from a real random sequence to any PPT
adversary.

2.2 PoR Scheme

A PoR scheme consists of seven PPT algorithms KeyGen, Encode, Decode,
Challenge, Response, Verification and an audit algorithm Audit, where the al-
gorithms Challenge, Response and Verification constitute an interaction protocol.
A PoR system associates a data storage service provider(P) with clients(V). The
algorithms in a PoR scheme work as follows.

Key Generation: (sk, pp)← KeyGen(1λ). Each client V calls (sk, pp)← Key-
Gen(1λ) to get his own private key sk and a public parameter pp. V keeps
the private key sk secret and stores (sk, pp) locally.

Storage Encoding: M∗ ← Encode(sk, pp,M). When a client V prepares a file
M for outsourced storage, he/she will call M∗ ← Encode(sk, pp,M) to en-
code M to M∗. The client V submits M∗ to the storage provider.

Storage Recovery: {M,⊥} ← Decode(sk, pp,M∗). When a client V gets back
the out-sourced fileM∗, he/she will call {M,⊥} ← Decode(sk, pp,M∗) to re-
cover the original file M or ⊥ indicating that M∗ is too corrupted to recover
M .

Storage. The storage provider P stores M∗ submitted by the client V .
Audit: β ← Audit (u, Interaction(P(M∗, pp) � V(sk, pp))). A client V can run

the interactive protocol Interaction(P(M∗, pp) � V(sk, pp)) with the storage
provider P for u times, which is polynomial in λ. The storage provider P
possesses M∗ and the client V keeps secret key sk. The protocol consists of
the following three algorithms.

Interaction (P(M∗, pp) � V(sk, pp))
(1) ch← Challenge(1λ): This is a PPT algorithm run by the verifier V .
On input the security parameter λ, it outputs a challenge ch.
(2) re← Response(pp,M∗, ch): This is a deterministic algorithm run
by the prover P . On input the public parameter pp, the encoded file M∗

and the challenge ch, the algorithm returns a corresponding response re.
(3) b← Verification(pp, sk, ch, re): This is a deterministic algorithm run
by the verifier V . On input the public parameter pp, the secret key sk, the
challenge/response pair (ch, re), the algorithm returns a bit b ∈ {0, 1},
indicating acceptance with 1 or rejection with 0.
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If b = 0, the interaction protocol outputs ⊥; otherwise the protocol
outputs (ch, re), and we call (ch, re) a consistent pair and the execution
of the protocol successful.

After u executions of the interaction protocol in the audit, the client will
output a bit β according to some audit strategy. If β = 1, the audit succeeds
and the client will be convinced that the storage provider is still storing the
file M∗. If β = 0, the audit fails, and the client will consider that his/her file
M∗ has been corrupted or lost.

Correctness of a PoR scheme requires that for all (sk, pp,M∗) such that
(sk, pp) ← KeyGen(1λ) and M∗ ← Encode(sk, pp,M), the following two state-
ments hold with probability 1.

– The original file M is always recovered from the correctly encoded file M∗,
i.e., M = Decode(sk, pp, M∗) if M∗ ← Encode(sk, pp,M).

– For honest P and V , algorithm Verification(pp, sk, ch, re) always outputs 1
in the interaction protocol, hence the interaction protocol outputs a chal-
lenge/response, i.e, (ch, re)← Interaction(P(M∗, pp) � V(sk, pp)).

Security of a PoR scheme is characterized by the following security notion.

Soundness for PoR. Each successful execution of Interaction protocol brings
some confidence to the client that his/her file is still stored by the stor-
age provider. Successful executions of Interaction protocol provide consistent
challenge/response (chi, rei) pairs and each pair may provide some informa-
tion about the original M . The soundness of the PoR scheme suggests that
the original fileM can be extracted from those consistent challenge/response
(chi, rei) pairs collected from successful interactions as long as the number
(polynomial in λ) of executions of Interaction protocol is big enough.

2.3 Soundness of PoR Scheme

Even a truthful storage provider may malfunction in an audit, due to temporary
system failure, and that does not imply that the provider does not possess the
audited data. To be more robust, it is desirable that the PoR system supports an
ε-admissible storage prover, where the storage prover convincingly answers an ε
fraction of the challenges in an audit. We want to prove that it is still possible
to distill the original file M , as long as ε is larger than some threshold and the
number of executions of Interaction protocol in the audit is big enough. This can
be characterized by the soundness of Proof of Retrievability (PoR).

A (cheating) prover P̃ε is ε-admissible, if it convincingly answers a challenge
with probability at least ε, i.e.,

Pr
[
Verification(pp, sk, ch, re′) = 1

∣∣∣ ch← Challenge(1λ), re′ ← P̃ε(pp, ch)
]
≥ ε.

The PoR system is ε-sound if there exists a PPT algorithm Extractor, which
recovers M on input the public parameter pp, the secret key sk and the output
of the interactive protocol Interaction(P̃ε(pp, ·) � V(sk, pp)), i.e.,

Extractor
(
pp, sk, Interaction(P̃ε(pp, ·) � V(sk, pp))

)
= M,
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with overwhelming probability.
The formal definition of soundness of PoR scheme has been presented in [6],

[11]. Here we give a refined description.
Given a PoR scheme (KeyGen,Encode,Decode,Challenge,Response, Verification,

Audit), we define the following soundness game SoundPoR
A (λ) between an adver-

sary A and a challenger V . A is going to create an adversarial prover P̃ε, and a
PPT Extractor aims to extract the original file from interactions with P̃ε.

SoundPoR
A (λ)

1. The challenger V obtains a secret key and a public parameter by (sk, pp)←
KeyGen(1λ), and sends pp to the adversary A.

2. A chooses a message M from the message spaceM, and sends M to V .
3. V encodes M to M∗ with M∗ ← Encode(sk, pp,M), and sends M∗ to A.
4. Test stage. The adversaryA gets protocol access to V(sk, pp) and can interact

with V for a polynomial times. Then the adversaryA outputs an ε-admissible
prover P̃ε. This ε-admissible prover P̃ε functions as an oracle, which will
output a consistent re for a proper query (challenge) ch with probability at
least ε.

5. A PPT Extractor is given the public parameter pp, the secret key sk and or-
acle access to the ε-admissible prover P̃ε. After querying P̃ε for a polynomial
times, the Extractor outputs a file M ′.

Definition 2. [6] A PoR scheme (KeyGen, Encode, Decode, Challenge, Response,
Verification, Audit) is ε-sound, if there exists a PPT Extractor, such that for any
PPT adversary A which outputs an ε-admissible P̃ε through interacting with V
in the above game SoundPoR

A (λ), Extractor is able to recover the original file M
by querying P̃ε except with negligible probability. In formula,

Pr

⎡⎢⎢⎣M ′ �= M

∣∣∣∣∣∣∣∣
(sk, pp)← KeyGen(1λ),M ← A(pp),
M∗ ← Encode(sk, pp,M),

P̃ε ← A (pp,M,M∗, access to V(sk, pp)) ,
M ′ ← Extractor(pp, sk, P̃ε)

⎤⎥⎥⎦
is negligible.

3 Maximum Rank Distance Codes and Gabidulin Codes

Rank distance was first considered for error-correcting codes by Delsarte [4], and
lots of work has been devoted to rank distance properties, code construction,
and efficient decoding. In [4], [3], [2], a Singleton bound on the minimum rank
distance of codes was established, and a class of codes achieving the bound with
equality was constructed, e.g. MRD codes. Gabidulin codes is one of MRD codes,
which can be considered as the rank metric analogues of Reed-Solomon codes.
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3.1 Rank Distance Codes

Let Fq be a finite field, and Fqt be an extended field of degree t. Let (Fqt)
n
be the

n-dimensional vector space over Fqt . Given a vector a = (a1, a2, . . . , an) ∈ (Fqt)
n,

each entry ai ∈ Fqt can be expressed as a t-dimensional column vector over Fq,

i.e., ai =
(
a
(1)
i , a

(2)
i , · · · , a(t)i

)T

. Consequently, vector a can be expressed as a

t× n matrix over Fq by expanding all the entries of a.

Definition 3. [1] A rank distance code CR over finite field Fqt is a subspace of
(Fqt)

n, satisfying the following properties.

(a) For each codeword c ∈ CR, the rank weight (over Fq) of c, denoted as
rank(c|Fq), is defined as the rank of the corresponding t × n matrix over
Fq when c is expressed as a matrix over Fq.

(b) For any two codewords a, b ∈ CR, the rank distance (over Fq) of a and b is
defined as dR(a, b) = rank(a− b|Fq).

(c) The minimum rank distance of the code CR, denoted as dR(CR), is the min-
imum rank distance of all possible pairs of distinct codewords in CR, i.e.,
dR(CR) = min

a =b∈CR

dR(a, b).

We call CR a [q, c, n, t, d] rank distance code, if each codeword consists of
n elements in Fqt , c = |CR| is the number of codewords, d = dR(CR) is the
minimum rank distance.

3.2 Maximum Rank Distance Codes and Gabidulin Code

For a [q, c, n, t, d] rank distance code CR with t ≥ n, it was shown that dR ≤
dH in [3], where dH denotes the minimum Hamming distance of CR. With the
Singleton Bound for block codes, we have the minimum rank distance of CR
satisfies d = dR ≤ n− k + 1, where k = logqt c.

Definition 4. A [q, c, n, t, d] rank distance code CR with t ≥ n is called the
maximum-rank-distance code(MRD code), if CR achieves the bound d = n−k+1,
where k = logqt c.

Definition 5. A [q, k, n, t] Gabidulin code CR with t ≥ n consists of a genera-
tion matrix Gk×n, a parity check matrix Hn×(n−k) over Fqt and two algorithms
(GabiEncode, GabiDecode).

Generation Matrix Gk×n/Parity Check Matrix Hn×(n−k). Thegeneration
matrix Gk×n is determined by n elements (g1, g2, . . . , gn), with gi ∈ Fqt , i =
1, 2, · · · , n, and all the n elements are linearly independent over Fq. The parity
check matrix Hn×(n−k) is determined by the generation matrix Gk×n satisfying
Gk×n · Hn×(n−k) = 0. In [12], a fast algorithm was shown to find hi ∈ Fqt ,
i = 1, 2, · · · , n such that
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Gk×n =

⎛⎜⎜⎜⎝
g1 g2 · · · gn
gq1 gq2 · · · gqn
...

...
...

gq
k−1

1 gq
k−1

2 · · · gqk−1

n

⎞⎟⎟⎟⎠ , Hn×(n−k) =

⎛⎜⎜⎜⎜⎝
h1 hq1 · · · h

qn−k−1

1

h2 hq2 · · · h
qn−k−1

2
...

...
...

hn hqn · · · hqn−k−1

n

⎞⎟⎟⎟⎟⎠ .

(1)
GabiEncode(m,Gk×n). Taking as input the generation matrix Gk×n and the

message vector m = (m1,m2, · · · ,mk) ∈ (Fqt)
k, it computes c = m · Gk×n,

and outputs the codeword c = (c1, c2, · · · , cn).
GabiDecode(r,Hn×(n−k)). Taking as input the parity check matrix Hn×(n−k)

and a vector r = (r1, r2, · · · , rn) ∈ (Fqt)
n, it outputs m = (m1,m2, · · · ,mk).

Refer to [7] for the specific decoding algorithm.

A [q, k, n, t] Gabidulin code CR is a [q, qtk, n, t, n−k+1] MRD code and CR =
{c | c = m · Gk×n,m = (m1, m2, · · · ,mk),mi ∈ Fqt , i = 1, 2, · · · , k} ⊆ (Fqt)

n.
The correctness of Gabidulin Code requires that m =

GabiDecode(c,Hn×(n−k)) if c← GabiEncode(m,Gk×n) for all m ∈ (Fqt)
k.

Lots of work has been done on the efficient decoding of Gabidulin and other
MRD Codes. Decoding algorithms have been proposed to decode erasures or
errors or both of them simultaneously.

4 PoR Scheme from MRD Codes

We will use Gabidulin Code as an instantiation of MRD code. The only reason to
use Gabidulin Code instead of a general MRD code is that Gabidulin Code has
explicit generation matrix and parity check matrix, which helps us to analyze
the performance of our proposal.

The primitives involved in the PoR scheme are

– a Pseudo-Random Function PRF : Kprf × {0, 1}∗ → Fqt , which uses a seed
k′, randomly chosen from space Kprf , to generate pseudo-random keys with
PRF(k′, i) for i = 1, 2, · · · . The length of the seed k′ is determined by the
security parameter λ.

– A [q, k, n, t] Gabidulin code CR with t ≥ n, which is associated with (Gk×n,
Hn×(n−k), GabiEncode, GabiDecode) defined in Definition 5.

The PoR scheme constructed from Gabidulin codes consists of the following
algorithms.

• (sk, pp)← KeyGen(1λ): The key generation algorithm takes as input the se-
curity parameter λ, chooses random elements k ∈ Fqn and k′ ∈ Kprf . Choose
a Pseudo-Random Function (PRF) PRF : Kprf × {0, 1}∗ → Fqt and a
[q, k, n, t] Gabidulin code CR. Output the public parameter pp = (PRF, CR)
and the secret key sk = (k, k′).
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• M∗ ← Encode(sk, pp,M): The storage encoding algorithm takes as input the
secret key sk, the public parameter pp and the original fileM . It will compute
an encoded file M∗ as follows.

(1) Block Division: The original file M is divided into w blocks, denoted
by (M1,M2, · · · , Mw)

T, each block Mi = (mi1,mi2, · · · ,mik) ∈ (Fqt)
k

consisting of k elements of Fqt .
(2) Gabidulin Encoding: The original file M is encoded into Gabidulin

codewords block by block with Ci ← GabiEncode(Mi,Gk×n), i =
1, 2, · · · , w. More precisely, given blockMi = (mi1,mi2, · · · ,mik)∈(Fqt)

k,
the codeword Ci = (ci1, ci2, · · · , cin) ∈ (Fqt)

n is computed as Ci =
(ci1, ci2, · · · , cin) = (mi1,mi2, · · · ,mik) · Gk×n. It should be noted that
the encoding is a matrix multiplication over finite field Fqt .
Express each cij as a column vector of dimension t over Fq, i.e., cij =(
c
(1)
ij , c

(2)
ij , · · · , c

(t)
ij

)T

. Then each codeword Ci can be expressed as a t×n
matrix over Fq.

(3) Tag Generation: Compute a tag σσσi for each codeword Ci with the
secret key sk = (k, k′).
(i) Express k ∈ Fqn as a vector of dimension n over Fq, i.e., k =(

k(1), k(2), · · · , k(n)
)T

.
(ii) Compute ki = PRF(k′, i) for i = 1, 2, · · · , w. Express ki ∈ Fqt as a

vector of dimension t over Fq, i.e., ki =
(
k
(1)
i , k

(2)
i , · · · , k(t)i

)T

.

(iii) For each codeword Ci, a tag σσσi ∈ Fqt is computed with

σσσi = Ci · k+ ki =

⎛⎜⎜⎜⎜⎝
c
(1)
i1 c

(1)
i2 · · · c

(1)
in

c
(2)
i1 c

(2)
i2 · · · c

(2)
in

...
...

...

c
(t)
i1 c

(t)
i2 · · · c

(t)
in

⎞⎟⎟⎟⎟⎠ ·
⎛⎜⎜⎜⎝
k(1)

k(2)

...

k(n)

⎞⎟⎟⎟⎠+

⎛⎜⎜⎜⎜⎝
k
(1)
i

k
(2)
i
...

k
(t)
i

⎞⎟⎟⎟⎟⎠ , (2)

where all the operations are in the basic field Fq.
(4) Storage File M∗ : Each blockMi is encoded as (Ci||σσσi) = (ci1, ci2, · · · ,

cin,σσσi). The final encoded file M∗ consists of blocks attached with tags:

M∗ = (C1||σσσ1, C2||σσσ2, · · · , Cw||σσσw)
T =

⎛⎜⎜⎜⎝
c11 c12 · · · c1n σσσ1

c21 c22 · · · c2n σσσ2

...
...

...
...

cw1 cw2 · · · cwn σσσw

⎞⎟⎟⎟⎠ ,

where each entry in the matrix is an element from Fqt .

• {M,⊥} ← Decode(sk, pp,M∗): Parse M∗ as M∗ =

(C′
1||σσσ′

1, C
′
2||σσσ′

2, · · · , C′
w||σσσ′

w)
T
.

for i = 1, 2, · · · , w do
If C′

i · Hn×(n−k) �= 0 return “⊥”.
If σσσ′

i �= C′
i · k+ ki return “⊥”.
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M ′
i ← GabiDecode(C′

i,Hn×(n−k)).

end for

Return M = (M ′
1,M

′
2, · · · ,M ′

w)
T
.

• {(ch, re),⊥} ← Interaction(P(M∗, pp) � V(sk, pp)): The interactive protocol
consists of three algorithms.

� ch← Challenge(1λ): The challenge ch = (v1, v2, · · · , vw) is chosen uni-
formly at random from (Fq)

w.

� re← Response(pp,M∗, ch): (i) First the encoded file M∗ is segmented

into w blocks. Let M∗ = (C1||σσσ1, C2||σσσ2, · · · , Cw||σσσw)
T
.

(ii) Then the response re is computed with aggregation.

re = ch ◦M∗ = (v1, v2, · · · , vw) ◦

⎛⎜⎜⎜⎝
c11 · · · c1n σσσ1

c21 · · · c2n σσσ2

...
...

...
cw1 · · · cwn σσσw

⎞⎟⎟⎟⎠
=

(
w∑

i=1

vi ◦ ci1, · · · ,
w∑

i=1

vi ◦ cin,
w∑

i=1

vi ◦ σσσi

)
,

where “◦” is scalar multiplication over vector space on Fq. More pre-

cisely, express cij =
(
c
(1)
ij , c

(2)
ij , · · · , c

(t)
ij

)T

as a t-dimentional vector

over Fq. Then vi ◦ cij =
(
vi · c(1)ij , vi · c

(2)
ij , · · · , vi · c

(t)
ij

)T

.

� b← Verification(pp, sk, ch, re): The input is given by the public param-
eter pp = (PRF, CR), where CR is associated with the generation matrix
Gk×n and parity check matrix Hn×(n−k), the secret key sk = (k, k′) ∈
Fqn × Kprf , the challenge ch = (v1, v2, · · · , vw) ∈ (Fq)

w, and response
re = (c̄1, c̄2, · · · , c̄n, σ̄̄σ̄σ) ∈ (Fqt)

n+1.

(i) Parse re as (C̄, σ̄̄σ̄σ), where C̄ = (c̄1, c̄2, · · · , c̄n). Check whether C̄ is
an MRD codeword by testing C̄ ·Hn×(n−k) = 0. If not, output b = 0.

(ii) Express k ∈ Fqn as a vector of dimension n over Fq, i.e., k =(
k(1), k(2), · · · , k(n)

)T
. Compute ki = PRF(k′, i) ∈ Fqt for i =

1, 2, · · · , w. Express ki as a vector of dimension t over Fq, i.e.,

ki =
(
k
(1)
i , k

(2)
i , · · · , k(t)i

)T

.

(iii) Express C̄ as a matrix over Fq, i.e., C̄ =

⎛⎜⎜⎜⎜⎝
c̄
(1)
1 c̄

(1)
2 · · · c̄(1)n

c̄
(2)
1 c̄

(2)
2 · · · c̄(2)n

...
...

...

c̄
(t)
1 c̄

(t)
2 · · · c̄(t)n

⎞⎟⎟⎟⎟⎠ and

σ̄̄σ̄σ =
(
σ̄(1), σ̄(2), · · · , σ̄(t)

)T
.
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(iv) Check

σ̄̄σ̄σ =

⎛⎜⎜⎜⎜⎝
c̄
(1)
1 c̄

(1)
2 · · · c̄(1)n

c̄
(2)
1 c̄

(2)
2 · · · c̄(2)n

...
...

...

c̄
(t)
1 c̄

(t)
2 · · · c̄(t)n

⎞⎟⎟⎟⎟⎠ ·
⎛⎜⎜⎜⎝
k(1)

k(2)

...
k(n)

⎞⎟⎟⎟⎠+

⎛⎜⎜⎜⎜⎝
∑w

i=1 vi · k
(1)
i∑w

i=1 vi · k
(2)
i

...∑w
i=1 vi · k

(t)
i

⎞⎟⎟⎟⎟⎠ , (3)

where all the operations are in the field Fq. If Eq.(3) holds, return
1, otherwise return 0.

• {0,1}← Audit. The client V executes the Interaction protocol u times.

b = 0;

for i = 1 to u do Interaction(P(M∗, pp) � V(sk, pp))
ch← Challenge(1λ);

re← Response(pp,M∗, ch);

If Verification(pp, ch, re) = 1 then b← b+ 1;

end for

If (b/u > 1
q ) return 1, otherwise return 0.

In the audit, b/u > 1
q means b/u− 1

q is non-negligible, since u is polynomial
in λ.

The Correctness of the above PoR scheme is guaranteed by the following
facts. For all (sk, pp,M∗) such that (sk, pp) ← KeyGen(1λ) and M∗ ← Encode
(sk, pp,M),

– the original file M is always recovered from the correctly encoded file M∗,
due to the correctness of the encoding/decoding algorithms of Gabidulin
codes;

– the interaction protocol between honest P and V results in 1← Verification(pp,
sk, ch, re), hence the interaction protocol outputs a challenge/response, i.e,
(ch, re)← Interaction(P(M∗, pp) � V(sk, pp)), due to the following facts:

w∑
i=1

vi ◦ σσσi = (v1, v2, · · · , vw) ◦

⎛
⎜⎜⎜⎝

σσσ1

σσσ2

.

.

.
σσσw

⎞
⎟⎟⎟⎠ = (v1, v2, · · · , vw) ◦

⎛
⎜⎜⎜⎝

⎛
⎜⎜⎜⎝

C1

C2

.

.

.
Cw

⎞
⎟⎟⎟⎠ · k +

⎛
⎜⎜⎜⎝

k1
k2
.
.
.
kw

⎞
⎟⎟⎟⎠
⎞
⎟⎟⎟⎠

=

(
w∑

i=1

vi ◦ ci1,
w∑

i=1

vi ◦ ci2, · · · ,

w∑
i=1

vi ◦ cin

)
· k +

w∑
i=1

vi ◦ ki

= (c̄1, c̄2, · · · , c̄n) · k +

w∑
i=1

vi ◦ ki,

where c̄j =
(
c̄
(1)
j , c̄

(2)
j , · · · , c̄(t)j

)T

, k =
(
k(1), k(2), · · · , k(n)

)T
and ki =

(
k
(1)
i ,

k
(2)
i , · · · , k(t)i

)T

, which are vectors over Fq.
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5 Performance Analysis

To evaluate the efficiency of the proposed PoR scheme, we will analyze the local
storage of the client, the expansion rate θ of the storage, which is defined as the
ratio of the length of encoded file M∗ to that of the original file M , the length of
the challenge, denoted by |ch|, the length of the response, denoted by |re|, the
computational complexity of the storage provider to compute the response, and
the computational complexity of the client to verify the response.

Let MulFq denote a multiplication and AddFq denote an addition over finite
field Fq.

We will use a pseudo-random function PRF : {0, 1}λ × {0, 1}∗ → Fqt as an
instantiation.

Local Storage: The client will store the key k ∈ Fqn , the seed k′ ∈ {0, 1}λ of
PRF, and the parity check matrix Hn×(n−k) of the [q, k, n, t] Gabidulin code.
The parity check matrix is determined by hi ∈ Fqt , i = 1, 2, · · · , n according
to Eq.(1). Hence the local storage is (n log q + λ+ nt log q) bits.

Storage Expansion Rate: θ = |M∗|
|M| = n+1

k .

Length of Challenge: ch ∈ (Fq)
w, hence |ch| = w log q bits.

Length of Response: re consists of a Gabidulin codeword and a tag, hence
|re| = (n+ 1)t log q bits.

Computational Complexity of the Storage Server: To compute re, the
storage server will do (n + 1)tw(q − 1)/q multiplications and (n + 1)t(w −
1)(q−1)/q additions over Fq on average. Hence there are totally (n+1)tw(q−
1)/qMulFq + (n+ 1)t(w − 1)(q − 1)/qAddFq on average.

Computational Complexity of the Client: To test the consistency of
(ch, re), the client needs (n − k)n multiplications and (n − k)(n − 1) ad-
ditions over Fqt to test Gabidulin codeword, and another tn + wt(q − 1)/q
multiplications and t(n−1)+ t(w−1)(q−1)/q additions over Fq on average.
Hence there are totally (n−k)nMulFqt

+(n−k)(n− 1)AddFqt
+(tn+wt(q−

1)/q)MulFq + (t(n− 1) + t(w − 1)(q − 1)/q)AddFq .

Now we instantiate the PoR scheme with security parameter λ = 80, and a
[q, k, n, t] Gabidulin Code with q = 2, k = 128, n = t = 256 and d = 129. q = 2
means that the addition over the binary field is reduced to XOR.

We consider a file M of size 1GB. The number of blocks is w = 218.
During an interaction, the server will implement 233 bit-XOR to prepare a

response re. To verify the consistency of the response, the client’s computation

Table 2. Instantiation of PoR Scheme with [2, 128, 256, 256]-Gabidulin Code

Local Rate θ |ch| |re| Server Comput. Client Comput.

|sk|= 336 bits, |pp|=8KB ≈ 2 32KB ≈ 8KB O(233) bit-XOR O(231) bit-XOR
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is dominated by 215MulF2256
. One MulF2256

needs O(256 · 256) = O(216) bit
operations. Hence the client’s computation complexity is O(231).

Consider a modular exponentiation in RSA with a 1024-bit modulus. It will
take 1024 modular squares and about 512 modular multiplications. One modu-
lar multiplication needs O(1024 · 1024) = O(220) bit operations. So a modular
exponentiation in RSA with a 1024-bit modulus has computation complexity of
O(230).

Therefore, to audit the storage of 1GB file, the computational complexity
of both client and server in an interaction is comparable to 2 and 8 modular
exponentiations with a 1024-bit modulus respectively.

6 The Security of the Proposed PoR Scheme

Recall that in the audit of the PoR scheme, the audit strategy is determined
by a threshold 1

q . Only if ε fraction, ε > 1
q , of the u executions of Interaction

protocol is successful, does the audit claim success.
The ε-soundness of the PoR scheme will justifiy the sufficiency of the thresh-

old 1
q . We will prove that as long as a storage provider replies a response re

that passes verification with probability ε > 1
q , there exists a PPT extractor

recovering the original file M as long as the number of executions of Interaction
protocol is big enough.

Definition 6. A response re is called valid to a challenge ch if re = Response(pp,
M∗, ch) and the challenge/response (ch, re) is called a valid pair. A response re
is called consistent to a challenge ch if Verification(pp, sk, ch, re) = 1, and the
challenge/response (ch, re) is called a consistent pair.

Given a challenge ch, there may exists many consistent responses, but there
is only one valid response due to the deterministic algorithm Response. Hence,
a consistent pair is not necessarily a valid pair.

Before the formal proof of soundness of the MRD-based PoR scheme, we
will slightly change the PoR scheme. The key sequence ki = PRF(k′, i), i =
1, 2, · · · , w, which is used to compute tags for blocks and to verify the consistency
of a challeng/response pair, is replaced with a truly random sequence over Fqt .
Then we have the following lemma.

Lemma 1. Suppose that ki, i = 1, 2, · · · , w is randomly chosen from Fqt instead
of setting ki = PRF(k′, i). In an execution of Interaction Protocol of the PoR
scheme, given a valid challenge/response pair (ch, re), any adversary A outputs
a consistent but invalid response re′ with respect to the same challenge ch, i.e.,
re′ �= re but Verification(pp, sk, ch, re′) = 1, with probability at most 1/qd, where
d is the minimum rank distance of the MRD Code.

The proof is omitted here due to the space limitation. See [13] for the full version
of this paper.
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6.1 ε-Soundness of the PoR Scheme

Now we consider how a PPT Extractor extracts the original file M through
executions of the Interaction protocol with an ε-admissible storage provider. The
idea is as follows: ε should be big enough to ensure that Extractor always gains
information about M as the number of interactions with P̃ε increases. When the
number of interactions in the audit is big enough,M can be recovered by solving
equations.

Theorem 2. The MRD-code-based PoR system is ε-sound for ε > 1
q , given

secure PRF and [q, k, n, t] Gabidulin code with t ≥ n and n− k + 1 = Ω(λ).

The proof will be given in the full version [13] of the paper due to the space
limitation.

7 Conclusion

In this paper, we propose a PoR scheme based on MRD codes. The MRD codes
helps in two ways. Firstly, the MRD code can be applied over small field, and
that help the storage provider efficiently computes responses in an audit. As to
the binary field, the computation can be as simple as XOR. Secondly, the rank
property of the MRD codewords helps the security proof of the PoR scheme. Even
if the storage provider knows a correct response with respect to a challenge, it
still cannot forge a different response to pass the client verification. This helps
to prove the soundness of the PoR scheme.
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Abstract. The semi-trusted servers in cloud environment may outsource
the files of their clients to some low expensive servers to increase their
profit. To some extent, such behavior may violate the wishes of cloud
users and impair their legitimate rights and interests. In this paper, a
probabilistic challenge-response scheme is proposed to prove that the
clients’ files are available and stored in a specified cloud server. In or-
der to resist the collusion of cloud servers, common cloud infrastructure
with some reasonable limits, such as rational economic security model,
semi-collusion security model and response time bound, are exploited.
These limits guarantee that a malicious cloud server could not conduct a
t-round communication in a finite time. We analyze the security and per-
formance of the proposed scheme and demonstrate that our scheme pro-
vides strong incentives for economically rational cloud providers against
re-outsourcing the clients’ data to some other cloud providers.

Keywords: Cloud storage, Economical server collusion, Storage secu-
rity, Probabilistic scheme.

1 Introduction

In the cloud computing environment, the Cloud Storage Providers (CSPs) offer
paid storage space on its infrastructure to store customers’ data. Since the CSPs
are not necessarily trusted in cloud storage system, efficient and secure schemes
should be built to constrain their malicious activities.

For sensitive data, legitimate concerns are necessary when using cloud stor-
age services. The failure of cloud storage server at Amazon results in the per-
manent loss of customer data [4]. Also, there are a variety of economical and
legal restrictions that may compel a customer to choose to store data in a spe-
cific cloud storage provider. For example, many companies are willing to store
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their sensitive data in the same cloud storage server and many privacy laws
in Nova Scotia, British Columbia, Australia and EU [8] require personal data
stored within a political border or other nations with comparable protections.
Further, the cross server deduplication will greatly reduce the storage overhead
of cloud servers, which will reduce the costs of the service providers and en-
hance their competitiveness. However, the data deduplication may violate the
intention of users and undermine the interests of them. Therefore, we see that
it is necessary to constrain the activity of the CSPs and verify that their ac-
tivity meet the storage obligations. Since the clients data is stored in remote
server without a local copy, it is very difficult to provide transparency to the
users that their sensitive data is correctly handled by the cloud provider. We
need to use challenge-response scheme to provide an efficient method to prove
the malicious storage re-outsourcing activity. However, the existing challenge-
response scheme could not provide a proof that the data of clients stored in a
semi-trusted remote cloud storage is not re-outsourced in the economical server
collusion network model [6, 7].

In this paper, we demonstrate that it is possible to design a challenge-response
protocol which imposes a strong incentive onto the cloud providers to store
their clients’ data at rest. In particular, we present a probabilistic challenge-
response scheme where semi-collusion bound, communication and computation
bound and response time bound are adopted. A malicious cloud server S who
has re-outsourced its client data to some other cloud server S′ should conduct
a t-round communication with S′ to generate a correct response. If t is large
enough, the malicious server could not generate the response in time even if with
unlimited computation power. It is demonstrated that our scheme is secure under
cryptography assumption and our analysis shows that as long as the designed
communication round t is large enough, TIMER scheme will provide a strong
incentive for the rational economic cloud providers to store the data of their
clients in their storage servers.

2 Related Works

Provable Data Possession: To protect the availability of the clients’ files
stored in remote data storage server, Ateniese et al. [1] proposed a formal-
ized model called Provable Data Possession (PDP). Unlike the low efficiency
deterministic schemes [10, 14, 23] and probability scheme [22], PDP could effi-
ciently check whether the clients’ files stored in remote server have been tam-
pered or deleted with very high probability. Several variations of their proposed
scheme, such as static PDP schemes [11,18,24] and limited dynamic or dynamic
schemes [2,13], are proposed to achieve efficient proof of remote data availability.

Secure Deduplication: Conducting deduplication will reduce the data stor-
age burden and maintenance cost, which can promote price reductions of data
storage service and enhance the competition of CSPs. Recent researches on stor-
age deduplication [12, 25] show that deduplication achieves a higher level of
scalability, availability, and durability. However, Harnik et al. [16] point out that
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client-side deduplication introduces security problems that an attacker is able to
get the entire file from the server by learning just a small piece of the hash value
about the file. Therefore, Halevi et al. [15] proposed a scheme called Proofs of
Ownership (PoWs), where a client proves to the server that it actually holds a
copy of the file and not just some short information about it based on Merkle
trees [20] and specific encodings.

Location Sensitive Services: In data storage system, users’ data is impor-
tant for some location sensitive services. Some schemes [19, 26] proposed to use
semi-trusted landmarks to provide geolocation solutions for data storage. Also,
to provide the security against the colluding of adversaries, hidden landmarks
are used in geolocation system [5] in wireless networks. Bowers et al. [4] pro-
posed an hourglass scheme to verify a cloud storage service provider is duplicate
data from multiple drives through the measurements of network delay. Gondree
and Peterson proposed a provable data geolocation and they detect the network
delay of different distance and they point that their system could be built on
any exiting PDP scheme.

The PDP relevant solutions are proposed to realize efficient data availability
check on remote data storage servers. The data storage deduplication relevant
solution PoWs is proposed to protect against an attacker from gaining access
to potentially huge files of other users based on a very small amount of side
information. However, all these schemes focus on the authentication of data
integrity and availability problems between clients and servers, which could not
prevent a semi-trusted server from re-outsourcing clients’ data to some other
servers to save its storage space or increase its profit. Such behavior may reduce
the security and availability guarantee of clients’ data and the benefit of the
clients may be violated in this situation.

3 Problem Statement and Design Goals

3.1 System and Threat Model

In cloud storage environment, the clients’ data may be re-outsourced multiple
times and stored in some unknown servers with low quality of service, which will
cause some serious economical and security problems in cloud storage outsourc-
ing service.

Conspiracy to Profit: A CSP may offload the clients’ data to some other
CSPs when the sum of their payment is lower than that from its clients. Thus,
on one hand, the CSP will be able to enlarge its profit by the difference between
the payment of itself and the sum payment of all the other CSPs. Also, data
re-outsourcing may be used to save the storage space to store the data from
other clients. On the other hand, the colluded CSPs will get payment from the
CSP. As a result, the conspiracy to profit model will promote the collusion of
CSPs driven by the interests.

Storage Location Security: In the multiple time storage re-outsourcing
scenario, the data owner will not be able to control the data re-outsourcing
behavior of the malicious CSP and the location of its data is uncontrollable.
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Therefore, the clients’ data may be stored in some servers controlled by its
competitors or in some servers beyond the scope of legal protection. Then, some
data security and privacy issues will arise.

Low Service Quality: If the cloud storage service is provided in a multi-hop
mode in storage re-outsourcing scenario, the CSPs may not be able to respond
the request from their clients in time. Worse still, the CSPs will not be able to
respond the clients when any CSP in the storage re-outsourcing chain is out of
service. Also, the client’s data will be stored in a lower payment data store which
usually provides lower data security and quality of service guarantee.

3.2 Design Goals

To design a secure and practical TIMER scheme, our system should achieve the
following security and performance guarantees.

1. Correctness: Any cloud server that faithfully follows the mechanism must
produce an output that can be decrypted and verified by the customer.

2. Soundness: No cloud server can generate an incorrect output that can be
decrypted and verified by the customer with non-negligible probability.

3. Efficiency: The local computations done by customer should be substantially
less than the whole data.

4 Proposed Scheme

In this section, we first present the bounds of our scheme. Then, we introduce
the definition and designing detail of our scheme.

4.1 Construction Overview

As the first idea, we have to make a cryptography design where the challenges
from the client C could not be responded correctly in time, when a cloud server
S storing the client’s files F colludes with some other cloud server S′ and re-
outsources F to it. Thus, we propose probabilistic TIMER scheme based on
communication time delay to prove that the client data is available and stored
in specified data store. The proposed scheme adopts cryptographical assump-
tion and network delay to restrict the collusion re-outsourcing behavior of cloud
servers. We properly parameterize some bounds on the protocol as follow:

Semi-Collusion Bound (SC-Bound): In TIMER scheme, every cloud
provider runs the public key generation algorithm and produces a pair of keys
(pk, sk). The cloud provider then publicizes its public key pk and keeps its pri-
vate key sk secret. It should be emphasized that a cloud provider will not conduct
a full proxy signature delegation activity [28] with any other cloud server even
in the collusion situation.

Communication and Computation Bound (CC-Bound): The cloud
providers are rational. They would not like to sign for every possible combination
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of u tags, chosen from n tags, beforehand and outsourcing all the clients’ files
with these singed tags.(Actually, it is impossible for a cloud provider to conduct
this kind of activity when u and n are relative large.)

Time Bound (T-Bound): The time for a cloud storage provider to compute
the proof TC is much less than the time to conduct a 1-round challenge-response
commutation TT . The maximum time delay for an honest server to response
the client in the TIMER scheme is Δt. S and S′ could not conduct t-round
communication in Δt, even if they collude with each other.(Since multi-hop re-
outsourcing needs much more response time than the 1-hop re-outsourcing, we
only need to analyze the 1-hop re-outsourcing security in our scheme.)

With the above bounds, we could provide an explanation of our TIMER
scheme based on network delay. On one hand, Papagiannaki et al. [21] showed
that the single-hop average communication delay of packet in the backbone expe-
rience is around 0.1ms. On the other hand, Jansma et al. [17] showed that 10ms
is needed to compute an RSA signature on an Intel P4 2.0GHz machine with
512MB of RAM. As in T −Bound, we assume that the cloud storage providers
have much powerful computation ability which makes the time to generate a
proof TC much less than the time TT . Thus the maximum time for an honest
server S to response the challenge in TIMER scheme is T ime1 = TT + tTC+Δt
where TC is the proof computation time of S. The minimum time for a dishon-
est server S, who has re-outsourced file F to another server S′, to response the
challenge is T ime2 = (t+1)TT + tTC′ where TC′ is the joint computation time
of server S and S′. According to the T −Bound, TC and TC′ is much less than

TT and Δt is smaller than tTC. We obtain that Time2
Time1

= (t+1)TT+t×TC′×TC+Δt
TT+t

and the challenger C will be able to prove that its file F is not stored in the
data storage server S.

In general, TIMER scheme is a challenge-response scheme based on PDP
and it forces S to conduct a t-round communication with S′ when the file F is
offloaded from S and stored at S′. The colluded servers S and S′ would not be
able to generate a correct proof in a time delay Δt if t is chosen properly.

4.2 TIMER Scheme

In this section, we present the constructions of TIMER scheme. We start by
introducing some additional notations used by the constructions. Let p = 2p′+1
and q = 2q′+1 be secure primes and let N = pq be an RSA modulus. Let g be a
generator of QRN , the unique cyclic subgroup of Z∗

N of order p′q′. We can obtain

g as g = a2, where a
R← Z∗

N such that gcd(a± 1, N) = 1. All exponentiations are
performed modulo N , and we sometimes omit writing it explicitly for simplicity.
Let h : {0, 1}∗ → QRN be a secure deterministic hash function that maps
strings uniformly to QRN . Let k, l, λ be security parameters (λ is a positive
integer) and let H be a cryptographic full domain hash function as used in the
provably secure FDH signature scheme [3, 9]. We get H : {0, 1}k → Z∗

N . In
addition, we make use of a pseudo-random function (PRF) f and a pseudo-
random permutation (PRP) π that f : {0, 1}k × {0, 1}log2(n) → {0, 1}l and
π : {0, 1}k × {0, 1}log2(n) → {0, 1}log2(n).



TIMER: Secure and Reliable Cloud Storage against Data Re-outsourcing 351

We write fk(x) to denote f keyed with key k applied on input x. The algo-
rithms of TIMER scheme are described in Algorithm 1. We are able to maintain
1-round communication cost between C and S with a combined value ρ, and
verification materials Tl and ρl(0 ≤ l ≤ t− 1).

As previously defined, let f be a pseudo-random function, π be a pseudo-
random permutation and H be a cryptographic hash function.

According to the TIMER algorithms in Algorithm 1, We construct the TIMER
system in two phases, Setup and Challenge:

Setup: The client C runs GenC(1
k) → (pkC , skC), stores (skC , pkC) and sets

(NC , g) = pkC , (eC , dC , v) = skC . C then runs Tag(pkC , skC , bi, i) → (Ti,bi ,Wi)
for all 1 ≤ i ≤ n and sends pkC , F and TAG = (T1,b1 , ..., Tn,bn) to S for storage.
C may now delete F and TAG from its local storage.

Challenge: C requests proof of possession for c = ut distinct blocks of the file
F (with 1 ≤ c ≤ n):

1. C generates the challenge CHAL = (r, k0, k
′, gs, u, t), where k1

R← {0, 1}k, k′
R← {0, 1}k, gs = gs mod N, s

R← Z∗
N , CT1 is the machine time when C sends

the challenge, u and t are used to decide the number of blocks to verify and
the round number that S has to sign the intermediate results and Δt is the
upper bound of time for S to respond a challenge. C sends CHAL to S and
stores the current system time CT1.

2. S runs GenS(1
k)→ (pkS , skS) and then runs Prof(pkC , skS , F, CHAL, TAG)

→ V and sends to C the proof of possession V .
3. When C receives the response from S, it stores the current system time CT2.

Then C sets CHAL = (k1, k
′, u, t, s, CT1, CT2, Δt) and checks the validity

of the proof V by running Vrfy (pkS , pkC , skC , CHAL,V).

It is obvious that, the additional tags do not change the storage requirements
for the server, since the size of the file is O(n). Considering the efficiency of the
proposed scheme, we need to remark that 2t + 1 values are needed among the
communication between C and S. It means that the client needs to conduct t
times signatures verification in each request. In the TIMER system, we consider
a 1024-bit modulus N . In the Challenge phase, C sends to S 5 value with total
298 bytes (r and gs are both 128 bytes, k0 is 16 bytes, k′ is 20 bytes, u is 4
byte and t is 1 byte). The values contained in the server’s response are related
with the communication round t and the total length is (148t + 20) bytes (
Tl(0 ≤ l ≤ t − 1) is 128 bytes, ρl(0 ≤ l ≤ t − 1) is 20 bytes and ρ is 20
bytes). The communication rounds t is decided according to Δt in full data
re-outsourcing situation. However, in partial data re-outsourcing, it will grow
when the allowed percent of the re-outsourced data becomes smaller, and we
will provide a detailed analysis in the next section. According to out TIMER
system above, we only need to send a small number of values and the server
does not need to send back to the client the file blocks. The storage of a client
is O(1), and the communication overhead and computation overhead of a client
are both O(t).
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Algorithm 1. The TIMER Algorithms

GenC(1
k):

1. Generate pkC = (N, g) and skC = (eC , dC , v), such that eCdC ≡ 1( mod
p′Cq

′
C), eC > λ is a large secret prime and dC > λ, g is a generator of

QRN and v
R← {0, 1}k.

2. Output (pkC , skC).

GenS(1
k):

1. Generate pkS = (N, eS) and skS = (N, dS), such that ed ≡ 1( mod p′Sq
′
S),

eS > λ is a large secret prime and dS > λ, g is a generator of QRN .
2. Output (pkS , skS).

Tag(pkC = (N, g), skC = (dC , v), b, i):

1. Generate Wi = v||i. Compute Ti,b = (h(Wi) · gb)dC mod N .
2. Output (Ti, b,Wi).

Prof(pkC = (N, g), skS = dS , F = (b1, ..., bn), CHAL = (r, k0, k
′, gs, u,

t), TAG = (T1,b1 , ..., Tn,bn)):

1. Let c = ut.
for 0 ≤ l ≤ t− 1 do

for 1 ≤ j ≤ u do
Compute coefficients:al,j = fk′(ul + j) ; Compute the indices of
the blocks for which the proof is generated: il,j = πkl

(ul + j);

Compute Tl = (h(Wil,1 )
al,1 · ... · h(Wil,u)

al,u · gal,1bil,1+·...·+al,ubil,u )dC ;

Compute ρl = (H(Tl||r))dS . let kl+1 = ρl;

2. Compute ρ = H(
�t−1

l=0 g
al,1bil,1+·...·+al,ubil,u
s mod N);

3. Output V = (ρ, T0, ..., Tt−1, ρ0, ..., ρt−1).

Vrfy(pkS = eS , pkC = (N, g), skC = (eC , v), CHAL = (r, k0, k, u, t,
s, CT1, CT2, Δt),V = (ρ, T0, ..., Tt−1, ρ0, ..., ρt−1)):

if CT2 − CT1 < Δt then

Compute T = T0· ... · Tt−1 = (
�t−1

l=0 h(Wil,1 )
al,1 · ... ·

h(Wil,u )
al,ugal,1bil,1+...+al,ubil,u ); for 0 ≤ l ≤ t− 1 do

Compute H(Tl ‖ r) = θl Let kl+1 = ρl and τ = T eC . for 1 ≤
j ≤ u do

Compute al,j = fk′(ul + j);// Compute il,j = πkl
(ul +

j),Wil,j = v||il,j , and ;

if θl = (ρl))
eS (0 ≤ l ≤ t− 1) and H(τs mod N) = ρ then

Output Accept.

else
Output reject.
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5 Security and Performance Analysis

In this section, we present the security and performance analysis of our TIMER
scheme.

5.1 Security Proof of TIMER Scheme

We suppose that the maximum time delay that a client allows the server to
respond the proof is Δt. According to the T − Bound, when the file F is re-
outsourced to S′ from S, the collusion servers would not conduct a t round
communication between each other. However, S will be able to forge a proof of
possession V for the blocks indicated by CHAL without conducting a t-round
interaction with S′. Thus, we have to prove that the colluded servers could forge
a valid proof in each phase Phi(0 ≤ i ≤ t− 1) with a negligible probability.

The initial key k0, used to choose the blocks, is from the client while the phase
key used to choose the blocks in each phase is generated from the result of the
previous phase of the current phase. Thus, we have to prove that a Probability
Polynomial Time (PPT) adversary will forge each phase key kl(1 ≤ l ≤ t − 1)
with only a negligible probability. If the PDP scheme [1] adopted in our scheme
is secure under the RSA and KEA-r assumption [27], we could start the security
proof for TIMER system by the phrase key unforgeability. We construct the
phase key generation scheme according to our TIMER scheme as follow:

The Phrase Key Generation Scheme

Let f and π be the pseudo-random function and pseudo-random permutation
respectively as defined before and some other parameters r, k0 k′, F and TAG are as
defined in TIMER algorithms.

Key Generation: Compute(N, e, d) ← GenRSA (1k) and the public key is (N, e) and
the secret is d. Let H : {0, 1}k → Z

∗
N be a hash function.

Phrase Key Generation: When kl(1 ≤ l ≤ t − 1) is needed to compute, the pa-
rameter Tl−1 has been computed as defined in TIMER algorithms. Then compute
ρl = (H(Tl||r))dS mod N and kl+1 = ρl. At last, output (r, k0, k

′, {T0, T1, ..., Tt−1},
{k1, k2, ..., kt−1}).

Phrase Key Verification: Input (r, k0, k
′, {T ′

0, T
′
1, ..., T

′
t−1}, {k′

1, k
′
2, ..., k

′
t−1}) and

check whether all the ρ′l
eS ?

= H(T ′
l ‖ r) and k′

l+1 = ρ′l where 0 ≤ l ≤ t− 1.

Theorem 1. If the PDP scheme is provably secure under the RSA and KEA1-r
assumption, and H and h are modeled as random oracles, the construction of
the Phase Key Generation Scheme is unforgeable under adaptive chosen-message
attack.

Proof. On one hand, the PDP scheme is secure under RSA and KEA1-r as-
sumption, which assures that an adversary can forge T0 with only a negligible
probability. On the other hand, the RSA-signature is a trapdoor permutation
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and H is assumed to be a full-domain hash function, which guarantees that the
output of the signature scheme in the phrase key generation scheme has a unique
signature. Then, we get that the probability for an adversary to forge a phase
key k′1 = ρ′0 and ρ′0

eS = H(T ′
0 ‖ r) is negligible. As a result, if a PPT adver-

sary could forge the key k′l with only a negligible probability, the probability
that k′l+1 can be correctly generated is negligible. Consequently, the phase key
{k1, k2, ..., kt−1} is unforgeable when the phase key seed k0 is determined.

Theorem 2. For any phase Phl(0 ≤ l ≤ t − 1), on input dS , {k0, k1, ..., kl−1}
and {T0, T1, ..., Tl−1}, the probability that S could forge a signature Tl =

(h(Wil,1 )
al.1 · ... · h(Wil,u )

al,u · gal,1bil,1+...+al,ubil,u )dC is negligible without inter-
acting with S′; On input F = b1, ..., bn, W and {k0, k1, ..., kl−1}, the probability
that S′ could forge the phase key kl+1 is negligible without interacting with S.

Proof. We model h as a random oracle. Then, the block identity il,j =
hkl−1

(j)(1 ≤ j ≤ u) is uniform distribution. Since S has re-outsourced F =
b1, ..., bn to S′, S could not compute a value Tl = (h(Wil,1 )

al.1 · ... · h(Wil,u )
al,u ·

gal,1bil,1+...+al,ubil,u )dC from a random set of u blocks without communicating
with S′. Then, we have to prove that S′ could not forge Tα(l + 1 ≤ α ≤ t − 1)
without communicating with S.

According to the SC − Bound, S would not conduct a full proxy signa-
ture with S′. Thus, S′ will not get the secret key dS of S. Under the as-
sumption SC − Bound, We consider a game in which a challenger generates
an RSA key (N, e), chooses random m ∈ {0, 1}k and r ∈ Z∗

N , and sends
(N, e, y = h(m||r) ∈ Z∗

N ) to adversary A. The goal is for A to compute y1/e

mod N . Assume that A can query the random oracle H : Z∗
N → Z∗

N at
any sequence of points x1, ..., x� ∈ Z∗

N receiving in return the output values
y1 = H(x1), ..., y� = H(x�) and, without loss of generality, these points are dis-
tinct. The challenger then gives to A the value y1/e mod N for all i, assuming
that the challenger knows the factorization of N and can compute these values.
We claim that A still can not compute a signature σ = y1/e mod N except with
negligible probability. We construct the following adversary A′ which computes
y1/e mod N with the same probability at A, but without any additional help
from the challenger:

Algorithm 2. Algorithm A′

Given (N, e, y) as input, and its goal is to compute y1/e mod N .

1. Run A on input (N, e, y).
2. Oracle Query:

for each random oracle query H(xi) of A do
Choose Ri ← Z∗

N . Answer the query using yi := Re
i mod N .

3. Give R1, ...R� to A, output whatever value is output by A.
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According to Theorem 1 and Theorem 2, if server S has re-outsourced F to
S′, it must conduct a t-round interaction with S′ to generate a correct proof.
Combining with T − Bound, they will not respond in time and the client will
detect the malicious behavior of server S.

5.2 Probabilistic Analysis of Data Re-outsourcing

Our TIMER scheme is a probability scheme, where server S may re-outsource
x blocks of the n-block file F to S′ to break through the T − Bound. Let u be
the number of different blocks for which client C asks proof in each phase of a
challenge. Let X be a discrete random variable that is defined to be the number
of blocks chosen by C that matches the blocks deleted by S. We could compute
the probability PX that at least one of the blocks picked by C matches one of
the blocks re-outsourced to S′ by S in each phases. We have:

PX =P{X ≥ 1} = 1− P{X = 0}

=1− n− x

n
· n− x− 1

n− 1
· ... · n− u+ 1− x

n− u+ 1
.

(1)

Since n−i−x
n−i ≥ n−i−1−x

n−i−1 , we get:

1− (
n− x

n
)u ≤ PX ≤ 1− (

n− u+ 1− x

n− u+ 1
)u (2)

If x blocks of F are offloaded to S′ from S, PX indicates the probability that a
challenger C will detect the misbehavior of server S, when it asks proof for u out
of n blocks. Since secure parameter t is the maximum communication rounds in
a finite time delay Δt according to T −Bound, we have to guarantee that server
S should conduct the communication rounds not less than t from the viewpoint
of probability. Then, we get the relation between ideal communication rounds t
and the actual communication rounds t′ as t′ × PX = t. That is:

t′ =
t

PX
≥ t

1− (n−x
n )u

. (3)

Then, we assume that S re-outsources y out of n blocks of file F . Let Y be a
discrete random variable that is defined to be the number of blocks chosen by C
and matches the blocks destroyed by S. The probability PY that at least one of
the blocks picked by C matches one of the blocks destroyed by S in each phase
can be computed. We have:

PY =P{Y ≥ 1} = 1− P{Y = 0}

=1− n− y

n
· n− y − 1

n− 1
· ... · n− u+ 1− y

n− u+ 1
.

(4)

We define the probability P that, in all the t′ phases, at least one of the blocks
picked in each phase matches one of the blocks destroyed by S. we get:

P = 1− [1− PY ]
t′ . (5)



356 T. Jiang et al.

Then we have:

1− (
n− y

y
)ut′ ≤ P ≤ 1− (

n− u+ 1− y

n− u+ 1
)ut′ . (6)

Let c = ut′ be the number of blocks chosen for the proof of data availability in
PDP [1]. The lower bound of inequalities (5) is the same as detection probability
expressed in PDP. If y equals to 1% of n, then C needs to ask for ut = 460 blocks
and ut = 300 blocks in order to achieve P of at least 99% and 95%, respectively.
Fig.1 shows the relation between t′ and t when the total blocks asked by C are
460 and 300 respectively.

0 5 10 15 20 25 30
0

5

10

15

20

25

30

t′ (number of ideal communication round)

t (
nu

m
be

r 
of

 a
ct

ua
l c

om
m

un
ic

at
io

n 
ro

un
d)

 

 

x/n=1%
x/n=3%
x/n=5%
x/n=10%
x/n=20%
x/n=100%

(a) ut = 460

0 5 10 15 20 25 30
0

5

10

15

20

25

30

t′ (number of ideal communication round)

t (
nu

m
be

r 
of

 a
ct

ua
l c

om
m

un
ic

at
io

n 
ro

un
d)

 

 

x/n=1%
x/n=3%
x/n=5%
x/n=10%
x/n=20%
x/n=100%

(b) ut = 300

Fig. 1. Relationship between the ideal communication round t and the actual commu-
nication round t′ when different percents of file are re-outsourced

According to Fig. 1, it is obvious that t′ = t when F is re-outsourced from
S to S′. However, when only a part of F is re-outsourced from S to S′, the
TIMER scheme should also be able to tolerate a t-round communication delay.
Thus, t′ rounds communication needs to be adopted to prevent from partial data
re-outsourcing and the relation between t and t′ is shown in Fig. 1. We need to
choose appropriate t′ to prevent against different percent of data re-outsourcing,
because the smaller t′ is , the more efficient our scheme will be. If t′ is relatively
small, it means the allowed response delay Δt is not very large compared with a
1-round communication time delay in the network. From this point of view, the
efficiency of our scheme, to some extent, depends on precise measurement of the
maximum response delay Δt.

TIMER scheme is efficient when t′ is relative small and the total challenge
block number c = ut′ is fixed. However, to detect the malicious activity of S,
when only a small percent data is re-outsourced, 1 percent or even smaller, t′

may become too large compared to t. As a result, u = c/t′ may become a relative
small number and the package composition number Cu

n may not be large enough
as a secure parameter. In this situation, we need to fix u and compute the relative
t′. Therefore, the total number of random blocks that C challenges will be linear
correlation with the actual communication rounds t′.
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6 Conclusion

Server side clients’ data re-outsourcingmay cause some security problems in cloud
storage environment. In this paper, the proposed probabilistic TIMER schemewill
provide an efficient way to detect this malicious behavior of cloud servers. It adopts
cryptographic assumptions and network delay to prevent servers from collusion in
cloud storage, which will provide a strong incentive for the economically rational
cloud server to store clients’ data in their stores.We provide a security and perfor-
mance analysis of our scheme. The analysis shows that our scheme is secure and
efficient. The storage overhead of clients in TIMER scheme isO(1) and the compu-
tation and communication overhead are both O(t) in full data re-outsourcing sce-
nario and the client storage overhead, computation and communication overhead
become O(1), O(t′) andO(t′), respectively. However, t and t′ will become relative
large when only a small percent of clients’ data is re-outsourced. In the future, we
will explore some new methods to construct a scheme with constant computation
and communication overhead.
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Abstract. Cloud storage allows cloud users to enjoy the on-demand
and high quality data storage services without the burden of local data
storage and maintenance. However, the cloud servers are not necessarily
fully trusted. As a consequence, whether the data stored on the cloud
are intact becomes a major concern. To solve this challenging problem,
recently, Chen proposed a remote data possession checking (RDPC) pro-
tocol using algebraic signatures. It achieves many desirable features such
as high efficiency, small challenges and responses, non-block verification.
In this paper, we find that the protocol is vulnerable to replay attack and
deletion attack launched by a dishonest server. Specifically, the server can
either fool the user to believe that the data is well maintained but ac-
tually only a proof of the challenge is stored, or can generate a valid
response in the integrity checking process after deleting the entire file of
the user. We then propose an improved scheme to fix the security flaws of
the original protocol without losing the desirable features of the original
protocol.

1 Introduction

Cloud storage provides a novel service model wherein data are maintained, man-
aged and backed up remotely and accessed by the users over the network at
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anytime and from anywhere [1]. Although cloud storage is targeted to take up
much of the workload from the client, it is fraught with security risks [2]. On
the one hand, frequent data access increases the probability of disk corruption,
as a result, loss of the data may occur constantly. Simultaneously, cloud service
providers may try to hide data loss incidents in order to maintain their repu-
tation. On the other hand, cloud providers are not fully trusted and thus, they
might discard the data that have not been or are rarely accessed for monetary
reasons. Therefore, whether the stored data keeps virgin is a major concern of
the cloud users.

In order to check the data integrity at untrusted stores, in 2007, Ateniese
et al. [3, 4] proposed the notion of provable data possession (PDP) for the
first time and presented two efficient and provably-secure PDP schemes based
on homomorphic verifiable tags. In their protocols, users are allowed to ver-
ify data integrity without accessing the entire file. At the same time, Juels
et al. [5] formalized the model of proof of retrievability (PoR) which enables
the server to produce a concise proof that a user can retrieve data, and then,
presented a sentinel-based PoR scheme using error-correcting code. In 2008,
Shacham and Waters [6,7] described two efficient and compact PoR schemes. In
2009, Ateniese et al. [8] provided a framework for building public-key homomor-
phic linear authenticators from any identification protocol, and then described
how to turn any public-key homomorphic linear authenticator into a publicly-
verifiable PDP scheme with an unbounded number of verifications. Subsequently,
a number of data auditing protocols [9–16] from some efficient PDP and PoR
schemes [5–7, 17–19], were proposed to ensure the integrity of users’ data. In
2013, Chen [20] proposed an algebraic signature based remote data possession
checking (RDPC) protocol, which is a similar notion inherited from PDP, but
the number of verifications in their basic protocol is limited. To overcome this
drawback, an improved scheme supporting to refresh tags after t verifications
was also proposed in [20]. Both protocols provide a number of desirable features
of a remote data possession checking protocol such as high efficiency, small chal-
lenges and responses, no-block verification and were suggested to be adopted to
the cloud storage scenario.

Our Contribution. In this paper, we identify several security flaws in the
RDPC protocols in [20]. Firstly, neither the basic protocol nor the improved one
is secure against the replay attack, in which the server is able to generate a valid
proof from the previous proofs, without accessing the actual data. Consequently,
the server needs only to store a previous proof and replay it as a valid response
when required. Secondly, the improved protocol is vulnerable to a malicious
server’s deletion attack; namely, the server can generate a valid response in the
integrity checking process after deleting the original data file. Then, we propose
a new RDPC protocol to fix these security problems. Finally, we show the fixed
protocol is secure based on the security model due to Ateniese et al. [3] and
maintains the desirable features of the original protocol on performance.
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Organization. Section 2 gives some preliminaries used in this paper. Section 3
reviews the RDPC protocols in [20] and discusses the security of the protocols.
Section 4 describes our new RPDC protocol. Section 5 provides security proofs
for the new RDPC protocol and Section 6 concludes the paper.

2 Preliminaries

In this section, we review basic knowledge of the RDPC protocols, including
security model, components and security requirements of a RDPC protocol.

2.1 System Model

The remote data possession checking architecture for cloud storage involves two
kinds of entities: a cloud server and its users. The cloud server, which has signif-
icant storage space and computation resources, stores users’ data and provides
data access service. The users have large amount of data to be stored on the
cloud in order to eliminate the overhead of local storage. As users no longer
possess the entire data locally and the cloud server is not fully-trusted, it is of
critical importance for users to ensure their data are correctly stored and main-
tained in the cloud. Therefore, the users should be able to efficiently check the
integrity and correctness of their outsourced data.

2.2 Components of a RDPC Protocol

A remote data possession checking protocol, which can be used to verify the in-
tegrity of the users’ data, consists of five phases: Setup, TagBlock, Challenge,
ProofGen and ProofVerify [3, 4].

– Setup is a probabilistic algorithm run by the user to setup the protocol. It
takes a security parameter κ as input and returns k as the secret key of the
user.

– TagBlock is a probabilistic algorithm that is run by the user to generate
tags for a file. It takes the secret key k and a file F as input and returns the
set of tags T for file F .

– Challenge is a probabilistic algorithm that is run by the user to gener-
ate a challenge. It takes the security parameter κ as input and returns the
challenge chal.

– ProofGen is a deterministic algorithm that is run by the cloud server in
order to generate a proof of possession. It takes the blocks of file F and the
set of tags T as input and returns a proof of possession R for the challenged
blocks in F .

– ProofVerify is a deterministic algorithm that is run by the user in order to
evaluate a proof of possession. It takes his secret key k, the challenge chal
and the proof of possession R as input, and returns whether the proof is a
correct proof of possession for the blocks challenged by chal.
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2.3 Security Requirements

In cloud storage, the cloud server could be self-interested and might hide data
corruption incidents to maintain its reputation. So a practical remote data pos-
session checking protocol should be secure against the internal attacks a cloud
server can launch, namely replace attack, forge attack, replay attack and deletion
attack [14].

– Replace attack: The server may choose another valid pair of data block and
tag (Fi, Ti) to replace a challenged pair of data block and tag (Fj , Tj), when
it has already discarded Fj or Tj.

– Forge attack: The server may forge valid tags of data blocks to deceive the
user.

– Replay attack: The server may generate a valid proof of possession R from
previous proofs or other information, without accessing the outsourced data.

– Deletion attack: The server may generate a valid proof R making use of the
tags T or other information, even the user’s entire file has been deleted.

The security game due to Ateniese et al. [4] covers all the attacks mentioned
above by capturing that an adversary cannot produce a valid proof without
possessing all the blocks corresponding to a given challenge, unless it guesses all
the missing blocks. The details of the game are as follows:

– Setup: The challenger runs Setup algorithm to generate a secret key k and
keeps it secret.

– Query: The adversary chooses some data blocks Fi(i = 1, · · · , n) and makes
tag queries adaptively. The challenger computes the corresponding tags
Ti(i = 1, · · · , n) for the blocks and sends them back to the adversary.

– Challenge: The challenger generates a challenge chal and requests the adver-
sary to respond a proof of possession R for the challenged blocks.

– Forge: The adversary computes a proof R for the challenged blocks and
returns it to the challenger.

The adversary wins the game if VerifyProof(k, chal, Ti(i = 1, · · · , n), R)
holds. A RDPC protocol is secure against a malicious server if for any (prob-
abilistic polynomial-time) adversary the probability that it wins the security
game on a set of file blocks is negligible.

3 On the Security of the RDPC Protocols

In this section, we review the basic RDPC protocol and the improved one in [20]
and show that both protocols are insecure against the replay attack, and the
improved scheme is also susceptible to the deletion attack.
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3.1 A Brief Review of the RDPC Protocols

The following symbols are used in the RDPC protocols in [20].

– t: the number of verifications;
– c: the number of blocks challenged in each challenge;
– Ekt(·), Dkt(·): the encryption and decryption algorithms of a symmetric
cryptosystem, where kt is the symmetric key;

– F = F [1], · · · , F [n]: F denotes a file name, and F [i] denotes the ith data
block of the file F ;

– T = T1, · · · , Tt: T denotes the set of block tags and Ti denotes the ith tag;
– f(·): {0, 1}κ × {0, 1}l → {0, 1}l, denotes a pseudo-random function (PRF);
– σ(·): {0, 1}κ × {1, · · · , n} → {1, · · · , n}, denotes a pseudo-random permuta-
tion (PRP);

– ASg(·): denotes an algebraic signature algorithm. Here the algebraic signa-
ture on a block s0, s1, · · · , sn−1 is defined as:

ASg(s0, s1, · · · , sn−1) =
∑n−1

i=0 si · gi,

where g is a primitive element of a Galois field [21].

The details of the basic RDPC protocol in [20] are described in Figure 1.

Setup: The user generates a master

key k
R←−− {0, 1}κ, an encryption key

kt
R←−− {0, 1}κ, and two random

values r1, r2
R←−− {0, 1}κ.

TagBlock:

0 < i ≤ t

ki = fk(r1 + i)

s = 0

for 0 < j ≤ c

lj = σki(r2 + j)

s = s+ F [lj]

δi = ASg(s)

Ti = Ekt(δi)

The user sends < F, T > to the server.

Challenge: For the ith challenge,

the user computes ki = fk(r1 + i),

and sends < r2, ki > to the server.

ProofGen:

F ′
i = 0

for 0 < j ≤ c

lj = σki(r2 + j)

F ′
i = F ′

i + F [lj ]

return < F ′
i , T

′
i >.

ProofVerify:The user checks whether

ASg(F
′
i ) = Dkt(T

′
i ) holds.

Fig. 1. The basic RDPC protocol in [20]

An improved scheme using challenge updating was proposed as well to over-
come the drawback of limited number of data verifications in the basic protocol.
The new tag generation and challenge updating are shown in Figure 2 and the
other processes are the same as those of the basic protocol.



364 Y. Yu et al.

Setup: The user picks a master key k
R←−− {0, 1}κ, the encryption key

kt
R←−− {0, 1}κ, and three random numbers r1, r2, r3

R←−− {0, 1}κ.

TagBlock:

for 0 < i ≤ n

τi = ASg(F [i])

for 0 < i ≤ t

s = 0

ki=fk(r1 + i)

for 0 < j ≤ c

lj = σki(r2 + j)

s = s+ τlj

Ti = Ekt(s)

Forward < F, T, τ > to the server.

Challenge-updating:

For the mth updating

ku
m = fk(r3 +m)

for 0 < i ≤ t

s=0

ki = fku
m
(r1 + i)

for 0 < j ≤ c

lj = σki(r2 + j)

s = s+ τlj

T ′′
i = Ekt(s)

Send < T ′′ > to the server.

Fig. 2. The improved RDPC protocol in [20]

3.2 Replay Attacks on the Protocols

The User

1.For the first challenge,

compute k1 = fk(r1 + 1) �< r2, k1 >

The Server

2.Compute lj = σk1(r2 + j) for

1 ≤ j ≤ c and F ′
1 =

∑c
j=1 F [lj ]� < F ′

1, T
′
1 >

3.Verify ASg(F
′
1) = Dkt(T

′
1)

4.If the proof is available, discard

< F, T >, and keep < F ′
1, T

′
1 >

5.For the ith challenge,

compute ki = fk(r1 + i) �< r2, ki >

6.Replay < F ′
1, T

′
1 >� < F ′

1, T
′
1 >

7.Verify ASg(F
′
1) = Dkt(T

′
1)

Fig. 3. Replay attack on the RDPC protocols

The replay attack, a serious security threat to RDPC protocols, says that the
server can generate a valid proof from previous proofs or other information
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without accessing the actual data of the user. In the RDPC protocols in [20], since
the replayed proof < F ′

1, T
′
1 > can always make the equation ASg(F

′
1) = Dkt(T

′
1)

hold and as a consequence, the server only needs to keep < F ′
1, T

′
1 > instead of

the entire file and verifiable tags < F, T > of the user. Thus, the RPDC protocols
in [20] are insecure against replay attack as shown in Figure 3.

3.3 Deletion Attack on the Improved Protocol

The deletion attack enables the server to generate a valid proof from the block
tags or other information after deleting all the stored data of the user. In the
improved protocol in [20], the server can launch deletion attack to fool the user
to believe that the data in the cloud are well maintained, while actually only the
block tags are stored. The details of the attack are shown below:

– Receiving the stored file < F, T, τ > from the user, the server keeps the
values < T, τ > and discards the file F .

– When receiving the ith challenge < r2, ki > from the user, the server com-
putes lj = σki(r2 + j) for each j ∈ [1, c], and generates the lj-th data block
F ∗[lj ] = s∗lj,0, · · · , s

∗
lj ,n−1 using τlj as follows: pick n − 1 random values

s∗lj ,1, · · · , s
∗
lj ,n−1, and compute s∗lj ,0 as:

s∗lj ,0 = τlj −
n−1∑
j=1

s∗lj ,j · g
j .

– After generating all the challenged data blocks {F ∗
l1
, · · · , F ∗

lc
}, the server

computes F ∗
i =

∑c
j=1 F

∗
lj

and responds the proof < F ∗
i , Ti > to the user.

The verification equation ASg(F
∗
i ) = Dkt(T1) holds since F ∗

i is equal to Fi

and thus, the user believes that the data in the cloud are well maintained. But
in fact, the server stores only the block tags of the file < T, τ > instead of the
whole data < F, T, τ >. As a consequence, the server can delete the file F and
rent the storage space to other cloud users without being detected by the user
in data possession checking process.

4 Our RDPC Protocol

To enhance the security of original RDPC protocols in [20], we incorporate the
basic RDPC scheme and the tricks due to Shacham and Waters [6, 7], namely,
we involve the name of the file Fid and the block sequence numbers i in generat-
ing block tags. Besides, since algebraic signatures in [20] are non-cryptographic
encoding methods rather than digital signatures, the server can generate a valid
proof using the block tags τ after deleting all the data of the user. In our proto-
col, we enhance the algebraic signature algorithm by involving pseudo-random
functions. Moreover, to improve the efficiency of the RDPC protocol, we make
use of the random sampling technique to challenge the server. It’s not necessary
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for the user to update the tags after t times verifications in the new protocol.
Besides, the communication flows of our RDPC protocol should be transmit-
ted via an authenticated and reliable channel in order to avoid the attack by
Ni et al. [22]. The details of Setup, TagBlock, Challenge, ProofGen and
ProofVerify are shown below.

– Setup: κ denotes the security parameter which determines the size of a prime
q. Let G1 be a cyclic group generated by g with order q. The user generates

a secret key k
R←−− Z∗

q , and defines two pseudo-random functions (PRF): δ:
{0, 1}∗ × Z∗

q → Z∗
q and φ: Z∗

q × Z∗
q → Z∗

q . π: Z
∗
q × {1, · · · , n} → {1, · · · , n}

represents a pseudo-random permutation (PRP); H : {0, 1}∗ → Z∗
q stands

for a hash function. Choose kenc as the secret key of a symmetric encryption
scheme Enc(·) and Dec(·).

– TagBlock: Given a file F , the user firstly splits F into m blocks
F = {F [1], · · · , F [m]}, further divides each block say F [i] into n sectors
{si,1, · · · , si,n}. Next, the user picks n random values {α1, · · · , αn} in Z∗

q

and generates τ = Fid||m||n||Enckenc(α1|| · · · ||αn) as the file tag of the file
F where Fid is the name of the file F . Then, the user computes the verifiable
tag of F [i] as

Ti =

n∑
j=1

(αj · si,j +H(Fid||gid||i)) · gjid,

where gid is computed as gid = δk(Fid). Finally, the user sets T =
{T1, · · · , Tm} and sends (τ, F, T ) to the server.

– Challenge: The user chooses a value c as the number of the blocks chal-

lenged, and generates two random numbers k1
R←−− Z∗

q , k2
R←−− Z∗

q , then
sends the challenge chal = (c, k1, k2) to the server.

– ProofGen: Upon receiving the challenge from the user, the server computes
the lt = πk1 (t) and at = φk2(t) for 1 ≤ t ≤ c. Then the server generates
σ =

∑c
t=1 at · Tlt and ρj =

∑c
t=1 atslt,j for 1 ≤ j ≤ n. Finally, the server

sets ρ = {ρ1, ρ2, · · · , ρn} and responds (τ, σ, ρ) to the user.

– ProofVerify: Upon receiving the proof from the server, the user computes
lt = πk1(t), at = φk2(t) for 1 ≤ t ≤ c and gid = δk(Fid), then decrypts
α1|| · · · ||αn = Deckenc(Enckenc(α1|| · · · ||αn)) and checks whether the iden-
tity holds:

σ =
n∑

j=1

(αj · ρj +
c∑

t=1

(at ·H(Fid||gid||lt))) · gjid.

If the equation holds, it indicates the user’s data are well maintained; Oth-
erwise, the data have been corrupted. The protocol is illustrated in Figure
4.
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The User

1.Compute τ and Ti =∑n
j=1(αjsi,j +H(Fid||gid||i))gjid

for F [i] where gid = δk(Fid). �(τ, F, T )

The Server

2.Store (τ, F, T ).

3.Generate a random challenge:

chal = (c, k1, k2) �(c, k1, k2) 4.Compute lt = πk1(t) and

at = φk2 (t) for 1 ≤ t ≤ c.

5.Generate σ =
∑c

t=1 at · Tlt .

6.Generate ρj =
∑c

t=1 atslt,j

for 1 ≤ j ≤ n.�(τ, σ, ρ)
7.Compute lt = πk1(t) and

at = φk2 (t) for 1 ≤ t ≤ c

and gid = δk(Fid).

8.Decrypt τ and check whether the equation

σ =
∑n

j=1(αj · ρj +
∑c

t=1(at ·H(Fid||gid||lt))) · gjid holds.

Fig. 4. Our new RDPC protocol

The correctness of the protocol is elaborated as follows:

σ =

c∑
t=1

at · Tlt (1)

=

c∑
t=1

at ·
n∑

j=1

(αj · slt,j +H(Fid||gid||lt)) · gjid (2)

=

n∑
j=1

c∑
t=1

at(αj · slt,j +H(Fid||gid||lt)) · gjid (3)

=
n∑

j=1

(
c∑

t=1

at · αj · slt,j +
c∑

t=1

at ·H(Fid||gid||lt)) · gjid (4)

=
n∑

j=1

(αj · ρj +
c∑

t=1

(at ·H(Fid||gid||lt))) · gjid (5)

5 Security Proofs

In this section, we prove that our RDPC protocol is secure under the security
model of Ateniese et al. [3] using the tricks due to Shacham and Waters [6, 7].
Intuitively, without maintaining the whole file, an adversary cannot generate
a valid response to a challenge. That is, we will prove that the ProofVerify
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algorithm will reject except when the prover’s ρj are computed correctly, i.e. are
such that ρj =

∑c
t=1 atslt,j .

Theorem 1. If the pseudo-random function is secure and the symmetric en-
cryption scheme is semantically secure, then there exists no adversary to break
our RDPC protocol, that cause the user to accept a corrupted proof in the re-
mote data possession checking process, within non-negligible probability, except
the responding proof (σ, ρ) is computed correctly by ProofGen phase.

In order to prove theorem 1, we construct a series of games and interleave
the game description by limiting the difference in adversary’s behavior between
successive games.

Game 0. The first game, Game 0, is defined the same as the security game
defined in Section 2.3.

Game 1. In Game 1, the challenger uses the a random bit-string of the same
length as encryption of α1|| · · · ||αn to replace the ciphertext. When given a
challenged tag, the adversary can distinguish the encrypted value of the tag,
rather than attempting to decrypt the ciphertext, the challenger declares failure
and aborts.
Analysis. In Game 1, the challenger keeps a table of plaintexts α1|| · · · ||αn and
their tags to respond queries in decryption oracles. The challenger can break the
semantic security of the symmetric encryption scheme employing the adversary
if the probability of the adversary’s success between Game 0 and Game 1 is non-
negligible. In order to bridge the gap between Game 0 and Game 1, we must use
a hybrid argument between “all valid encryption” and “no valid encryption”,
which will cause the reduction suffer a 1/qs security loss, where qs is the number
of queries made by the adversary.

Specifically, the challenger interacts with the adversary A following the se-
curity game in section 2.3 and keeps track of the files stored by A. Then, if A
succeeds in some data integrity checking interaction with a proof that is differ-
ent from that would be generated by the ProofGen algorithm, the challenger
aborts and outputs 1; Otherwise, outputs 0. Assume the challenger outputs 1
with some non-negligible probability ε0 if its behavior is as specified in Game
0, and the challenger outputs 1 with some non-negligible probability ε1 if its
behavior is as specified in Game 1, we will show that the gap between ε0 and ε1
is negligible as long as the symmetric encryption scheme is semantic secure.

In game 0, the challenger uses the ciphertext of α1|| · · · ||αn to generate each
tag. In Game 1, the challenger encrypts a random string of the same length
in generating each tag. Suppose that |ε1 − ε0| is non-negligible. Consider the
hybrid argument in which the challenger generates the first i tags using random
ciphertexts, and the remaining qs − i tags involving random values. Thus, there
must be a value of i such that the difference between the challenger’s outputs in
hybrid i and hybrid i+1 is at least |ε1−ε0|/qs, which is non-negligible. According
to this, we will construct an algorithm B to break the security of the symmetric
encryption scheme.
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The encryption oracle for kenc is accessible to B, as well as a left-or-right
oracle which given stringsm0 and m1 of the same length, outputs the encryption
of mb, where b is a random bit. B interacts with A acting as the challenger. In
answeringA’s first i queries, B uses its encryption oracle to obtain the encryption
of α1|| · · · ||αn, which includes in the tag. In answering A’s the (i + 1)th query,
B generates the correct plaintext m0 = α1|| · · · ||αn and a random plaintext m1

of the same length and submits both to its left-or-right oracle. In answering A’s
remaining queries, B encrypts a random plaintext which has the same length as
the correct plaintext using its encryption oracles and includes the result in the
tags. B keeps track of the files stored by the adversary. If A succeeds in some
data possession checking interaction but the proof is different from that would
be generated by the ProofGen algorithm, the challenger aborts and outputs 1;
Otherwise, outputs 0.

If the left-or-right oracle receives its left input, B is interacting with A accord-
ing to hybrid i. If the left-or-right oracle receives its right input, B is interacting
with A according to hybrid i + 1. There is a non-negligible difference in A’s
behavior and therefore in B’s, which breaks the security of the symmetric en-
cryption scheme. Note that, since the values α1|| · · · ||αn are randomly chosen
and independent with each file, the values given by B to its left-or-right ora-
cle are consistent with a query it makes to its encryption oracle with negligible
probability.

Game 2. In Game 2, the challenger uses truly random values in Z∗
p instead of

the outputs of the pseudo-random function δ, remembering these values to use in
verifying the validation of the adversary’s responses in data possession checking
instances. More specifically, the challenger evaluates gid not by applying the
PRF gid = δk(Fid), but by generating a random value r ← Z∗

q and inserting an
entry (k, Fid, r) in a table; it queries this table when evaluating the PRF δ to
ensure consistency.
Analysis. In Game 2, the challenger uses random values to replace the outputs
of the PRF δ and then keeps a table of (k, Fid, r) to ensure the verification of the
adversary’s proof. If there is a difference in the adversary’s success probability
between Games 1 and 2, we can use the adversary to break the security of the
PRF δ. This means that if the adversary can distinguish random values from
the outputs of PRF, the challenger can break the security of the PRF involving
the adversary.

As in the analysis of Game 2, the difference in behavior we use to break the
security of PRF is the event that the adversary succeeds in a data possession
checking interaction but responded values (σ, ρ) are different from those that
would be by the ProofGen algorithm. Similar to the analysis of Game 1, a
hybrid argument is necessary to proof Game 2 with a security loss 1/(mqs)
in the reduction, where m is a bound on the number of blocks in any file the
adversary requests to have stored.

Game 3. In Game 3, the challenger handles RDPC protocol executions initiated
by the adversary differently than in Game 2. In each such RDPC protocol execu-
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tion, the challenger issues a challenge as before. However, the challenger verifies
the adversary’s response differently from what it specified in ProofVerify phase.

The challenger keeps a table of the TagBlock queries made by the adversary
and the corresponding responses to maintain consistency; the challenger knows
the values ρj and σ that the sever would have produced in response to the query
it issued. If the values the adversary sent were exactly these values, the challenger
accepts the adversary’s response. If in any of these interactions the adversary
responds in such a way that (1) passes the verification algorithm but (2) is not
what would have been computed by an honest server, the challenger declares
failure and aborts.
Analysis. The adversary’s view is different in Game 3 and Game 2 only when
the response of adversary (1) can make the verification algorithm satisfied but
(2) is not what would have been computed by the challenger, which acts as an
honest server, in some RDPC protocol interaction. We show that the probability
that this happens is negligible.

Before analyzing the difference in probabilities between Game 3 and Game
2, we firstly describe the notion and draw a few conclusions. Suppose the file F
that causes the abort is divided into m data blocks F = F [1], · · · , F [m], further
divides each block into n sectors F [i] = si,1, · · · , si,n. Fid denotes the name of
the file F and i represents the block number of F [i]. Assume chal = (c, k1, k2)
is the query that causes the challenger to abort and the adversary’s response to
that query is (σ∗, ρ∗). If the adversary’s response satisfies the verification–i.e., if

σ∗ =

n∑
j=1

(αj · ρ∗j +
c∑

t=1

(at ·H(Fid||r||lt))) · rj ,

where lt = πk1(t) and at = φk2 (t) for 1 ≤ t ≤ c and r is the random value
substituted by Game 2 for gid. Let the expected response, which would have
been obtained from an honest prover, be (σ, ρ), where σ =

∑c
t=1 at ·Tlt and ρj =∑c

t=1 atslt,j . Because of the correctness of the protocol, the expected response
can pass the verification equation, that is

σ =

n∑
j=1

(αj · ρj +
c∑

t=1

(at ·H(Fid||r||lt))) · rj .

Observe that if ρ∗j = ρj for each j, the value of σ∗ should be equal to σ, which
contradicts our assumption above. Therefore, let us define Δσ = σ∗ − σ and
Δρj = ρ∗j − ρj for 1 ≤ j ≤ n and subtracte the verification equation for σ from
that for σ∗, we have

Δσ =

n∑
j=1

αj ·Δρj · rj .

The bad event occurs exactly when some Δρj is not zero, which means that
the adversary’s submitting a convincing response is different from an honest
server’s response.
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However, the values {α1, · · · , αn} for every file are randomly chosen and there-
fore independent of the adversary’s view. There is no other needed to consider
the encryption in generating the tags, and the appearance is in computing Ti =∑n

j=1(αj ·si,j+H(Fid||r||i))·rj , whereH(Fid||r||i) is a secure hash function. Since
the output of δ is replaced by a random value r, Ti is independent of {α1, · · · , αn}.
Therefore, the probability that the bad event happens if the challenger first picks
the random values {α1, · · · , αn} for each stored file and then undertakes the data
possession checking interactions is the same as the probability that the bad event
happens if the challenger first undertakes the data possession checking interac-
tions and then chooses the value {α1, · · · , αn} for each file.

Consider the values Δρj and Δσ in responses from the adversary and the
choice of {α1, · · · , αn}. The probability makes the equation Δσ =

∑n
j=1 αj ·Δρj ·

rj hold for a specific entry in an interaction is 1/p. Therefore, the probability
that the equation holds for a nonzero number of entries is at most qP /p, where
qP is the number of RDPC protocol interactions initiated by the adversary.
Thus, except with negligible probability qP /p, the adversary never generates a
convincing response which is different from an honest server’s response, so the
probability of the challenger aborts is negligible.

Wrapping Up. Yet we have argued that, assuming the PRF is secure and the
symmetric encryption is semantic security, there is only a negligible difference in
the success probability of the adversary in Game 3 compared to Game 0, where
the adversary is not constrained in this manner. This completes the proof of
Theorem 1.

6 Conclusion

In this paper, we presented a security analysis on a remote data possession check-
ing protocol using algebraic signature in [20], and showed that it suffers from the
replay attack and deletion attack. We also proposed an improved protocol by
using the techniques of Shacham and Waters [6,7] to fix these security flaws. In-
volving the security model due to Ateniese et al [3], we provided formal security
proofs of our new RDPC protocol.
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Abstract. Cloud database is now a rapidly growing trend in cloud com-
puting market recently. It enables the clients run their computation on
out-sourcing databases or access to some distributed database service on
the cloud. At the same time, the security and privacy concerns is major
challenge for cloud database to continue growing. To enhance the security
and privacy of the cloud database technology, the pseudo-random num-
ber generation (PRNG) plays an important roles in data encryptions and
privacy-preserving data processing as solutions. In this paper, we focus
on the security and privacy risks in cloud database and provide a solution
for the clients who want to generate the pseudo-random number collab-
oratively in a distributed way which can be reasonably secure, fast and
low cost to meet requirement of cloud database. We provide two solutions
in this paper, the first one is a construction of distributed PRNG which
is faster than the traditional Linux PRNG. The second one is a protocol
for users to execute the random data perturbation collaboratively before
uploading the data to the cloud database.

Keywords: cloud database, pseudo-random number generators,
distributed computation, data randomization.

1 Introduction

In the so-called “big data” era, huge volumes of data are being created from
the organizations procedure, business activities, social network and scientific
research. Databases are ubiquitous and of immense importance and the cloud
database technology offers many benefits such as data storage and outsource
computing to meet the new technological requirements. Many cloud database
service and computation are in the distributed environment, as an important
security primitive, pseudo-random number generator play an extremly important
role in such cloud based data service. In this paper, we propose a framework for
pseudo-random number generator (PRNG) which is used in distributed cloud
database, our proposal is based on the collection of high entropy from operation
system such as Linux.
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In Linux PRNG, there are two devices dev/random and dev/urandom. dev/
random is nearly a true random number generator consists of a physical non
deterministic phenomenon produces a raw binary sequence and a deterministic
function, compress this sequence in order to reduce statistical weakness. But
these procedures to produce the nearly true random number sequences from
dev/random are expensive and low-speed for practical cloud database applica-
tion. So usually for practical usage, we use pseudo-random number generators
which are deterministic random bit generators such as Linux dev/urandom, Linux
dev/urandom use algorithms for generating a sequence of numbers that approx-
imates the properties of true random number but with lower security bound.
Our research purpose is to make the robust and secure dev/random which is
more secure and robust to be faster to meet the need of cloud database service.

1.1 Related Works

Many random number generators exists (e.g., [15,18,23,1,20,21]. Shamir was first
to provide SPRNG [23] while Blum-Blum-Shub [1] and many other PRNGs fol-
lowed. A high-quality source of randomness must be used to design a high-quality
true random data generator for cryptographic purposes. In a typical environ-
ment of general purpose computer systems, some good sources of randomness
may exist in almost any user input - the exact timing of keystrokes and the
exact movements of mouse are well known. Some other possible sources are for
example microphone (if unplugged then A/D convertor yields electronic noise
[9]), video camera (focused ideally on some kind of chaotic source as lava lamp
[16]), or fluctuations in hard disk access time [6].

Following the unsuitability of the so called statistical PRNGs for cryptograph-
ical purposes, special PRNGs, intended for cryptography uses, were developed.
The most related works to ours are Linux PRNG. The first security analysis
of Linux PRNGs was given in 2006 by Gutterman et. al [10], based on kernel
version 2.6.10 released in 2004. In 2012, Lacharme et. al [19] gave a detailed an-
alyze the PRNG architecture in the Linux system and provide its first accurate
mathematical description and a precise analysis of the building blocks, including
entropy estimation and extraction.

1.2 Problem Definition and Our Contributions

There are two common deployment models of cloud database: users can run
databases on the cloud independently, using a virtual machine image, or they can
purchase access to a database service, maintained by a cloud database provider
such as Distributed database as a service (DBaaS). However, cloud database
adoption may be hampered by concerns about security, privacy, and proprietary
issues, such distributed DBaaS are vulnerable to threats such as unauthorized
access and malicious adversaries who want to compromise the privacy of the
data storage. Our protocol is constructed based on Linux kernel, the internal
state of the Linux PRNG is composed of three pools, namely the input pool, the
blocking pool for dev/random output and the nonblocking pool for dev/urandom
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output, according to the source code. We assume that there are many severs who
provide outsourcing distributed database services and need to generate pseudo-
random number for encryption or data random perturbation. If the blocking
pool cannot accumulate enough entropy, the PRNG output will be blocked.
However, the Linux OS dev/random is extremely suitable for use when very high
quality randomness is desired (for example, for key generation, one-time pads and
sensitive data randomization), but it will only return a maximum of the number
of bits of randomness contained in the entropy pool. The major problem we focus
in this paper is to construct a fast dev/random in the distributed environment
to achieve a higher speed.

– For the cryptographic purposes, the distributed clients and the cloud servers
may need to generate encryption or decryption keys to secure their commu-
nication or create some fresh nonce or to execute the protocols for authen-
tication. In this case, pseudo-random numbers are necessary for both key
generations, encryption authentication.

– For data privacy purpose, the clients who purchase the services for the cloud
database may store their database on the cloud servers. In order to aggregate
information that contains personal data without involving a trusted aggre-
gator, two important constraints must be fulfilled: 1) privacy of individuals
or data subjects whose data are being collected, and 2) security of data con-
tributors who need to protect their data from other contributors as well as
the untrusted aggregation.

For an OS-based pseudo-random generator, Linux PRNG is a good candidate
for the distributed environment. Because it is an open-source OS and it plays
a huge role in virtualized cloud operations including the DBaaS. The theory of
computational pseudo-randomness discussed in our paper emerged from cryp-
tography, where researchers sought a definition that would ensure that using
pseudo-random bits instead of truly random bits would retain security against
all computationally feasible attacks.

Our Contributions. In this paper, we propose a framework for pseudo-random
number generators under the distributed environment.

– We clarify the necessary conditions for implementing secure and fast PRNGs
for the distributed cloud database.

– We propose a protocol based on Linux PRNG for the distributed pseudo-
random number generation which is faster than stand-alone Linux PRNG.
We let all parties execute the collection of entropy for distributed ran-
dom source and then mix them securely to form a local random pool for
the pseudo-random number generation. The second one is to apply Barak-
Shaltiel-Tromer randomness extractor randomness exactor to generate the
pseudo-random number with the same probability distribution for the data
aggregation in cloud database.

– We also provide the security proof and show that the security of our proposals
holds as long as the adversary has limited influence on the high-entropy
source.
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The rest of the paper is constructed as follows: We outline preliminaries for
pseudo-random number generator in Section 2. The constructions of our schemes
are in Section 3 and Section 4, respectively. In Section 5, we provide the security
proofs for our proposed distributed PRNGs and our experimental analysis. We
draw the conclusions in Section 6.

2 Preliminaries

In this section, we give a brief descriptions about the building blocks used in our
schemes and the security definition.

2.1 Building Blocks

Linux PRNG. The Linux PRNG is part of the Linux kernel since 1994. The
original version was written by Tsfo [24], and later modified by Mackall [22]. The
PRNG is implemented in C with more than about 1700 lines code in a single
source file, drivers/char/random.c. There are many build-in function which we
can use to construct our distributed PRNG.

Barak-Halevi Model. Let us briefly recall construction of PRNG with input
due to Barak and Halevi [3]. This model (which we call BH model) involves a
randomness extraction function: Extract : {0, 1}p → {0, 1}n and a standard de-
terministic PNRG G; {0, 1}n → {0, 1}n+l In the Barak-Halevi’s framework, two
functions are defined in the pseudo-random number generator: function next(s)
that generates the next output and then updates the state accordingly and a
function refresh(s, x) that refreshes the current state s using some additional
input x.

Twisted Generalized Feedback Shift Register (TGFSR)[20]. It is a improved
version of Generalized Feedback Shift Register (GFSR) which can be used to
run w Linear Feed Back Registers (LFSR) in parallel, where w is the size of the
machine word and its cycle length 2p − 1 with a memory of p words. TGFSR
achieves a period of 2wp−1 and removes the dependence of a initialized sequence
in GFSR, without the necessary of polynomial being a trinomial.

Verifiable Secret Sharing. The VSS protocol has a two-phase structure: In a
primary phase, the dealer D distributes a secret s, while in a second, later phase,
the players cooperate in order to retrieve it. More specifically, the structure is
as follows:

– Sharing phase: The dealer initially holds secret s ∈ K whereK is a finite field
of sufficient size; and each player Pi finally holds some private information
vi.

– Reconstruction phase: In this phase, each player Pi reveals (some of) his
private information vi. Then, on the revealed information v′i (a dishonest
player may reveal v′i �= vi), a reconstruction function is applied in order to
compute the secret, s = Rec(v′1, ..., v

′
n)
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2.2 Security Definitions and Model

A deterministic function G : {0, 1}d → {0, 1}m is a (t, ε) pseudo-random gen-
erator (G) if d < m, G(Ud) and Um are (t, ε) indistinguishable. Information
disclosure in G refers to the leaking of the internal state, or seed value, of a
PRNG. Leaks of this kind can make predicting future output from the PRNG
in use much easier. Here in this paper. we follow the formal security model for
PRNGs with input was proposed in 2005 by Barak and Halevi (BH model) [3]
and its extension by Dodis et al. [8].There is a proof that the security definition
imply the following security notions in [8].

– Resilience: The internal state and future output of PRNG must not able to
predict even if an adversary can influence or attain the entropy source used
to initialize or refresh the internal state of the PRNG;

– Forward security and backward security: an adversary must not be able to
predict past and future outputs even if he can compromise the internal state
of the PRNG.

Our security model is based on Dodis et al. [8]’s modified BH model, the
adversary A can access several oracle calls as follows:

– D-refresh. This is the key procedure where the distribution sampler D is run,
and where its output I is used to refresh the current state ST . Additionally,
one adds the amount of fresh entropy to the entropy counter c, and resets
the corrupt flag to false when c crosses the threshold γ.

– get-state and set-state. These procedures provide A with the ability to either
learn the current state ST , or set it to any value ST ∗. In either case c is
reset to 0 and corrupt is set to true. We denote by qS the total number of
calls to get-state and set-state.

– next-ror and get-next. These procedures provide A with either the real-or-
random challenge (provided that corrupt = false) or the true PRNG output.
As a small subtlety, a gprematureh call to get-next before corrupt = false
resets the counter c to 0, since then A might learn something non-trivial
about the (low-entropy) state ST in this case. We denote by qR the total
number of calls to next-ror and get-next.

This model involves an internal state that is refreshed with a (potentially bi-
ased) external random source, and a cryptographic function that outputs random
numbers from the continually internal state. The game continues in this fashion
until the attacker decides to halt with some output in {0, 1}. For a particular
construction G = (setup, next, refresh), we let Pr[A(m,H)I(G) = 1] denote the
probability that adversary A outputs the bit 1 after interacting as above with
the system. Here I(G) stands for the ideal random process and note that we only
use G in this game to answer queries that are made while the compromised flag
is set to true.



378 J. Chen, A. Miyaji, and C. Su

Definition 1. We say that G = (setup, next, refresh) is a robust pseudo-random
generator (with respect to a family H of distributions) if for every probabilistic
polynomial-time attacker algorithm A, the difference

Pr[A(m,H)G = 1]− Pr[A(m,H)I(G) = 1] < ε

in some security parameter as follows:

– G with input has (t, qD, γ∗, ε)-recovering security if for any adversary A and
legitimate sampler D, both running in time t, the advantage of recovering
the internal state with parameters qD is at most ε.

– G with input has (t, ε)-preserving security if the advantage of any adversary
A running in time t of distinguishable G output and internal state from true
random sample is at most aε.

3 Our Proposal on Distributed PRNG

The PRNG used by the cloud server relies on external entropy sources. Entropy
samples are collected from system events inside the kernel, asynchronously and
independently from output generation. These inputs are then accumulated into
the input pool. Beyond the difficulty of collecting truly random data from various
randomness sources, the problem of insufficient amount of truly random data
which can be effectively solved by using pseudo-random data is also important.
Our protocol overcomes this problem by sharing the collecting the entropy in
cloud computing environment.

1. We apply a hash function or symmetric key encryption scheme to protect the
vulnerable PRNG outputs. If a PRNG is suspected to be vulnerable to direct
cryptanalytic attack, then outputs from the PRNG should be preprocessed
with a cryptographic hash function.

2. Occasionally generate a new starting PRNG state, a whole new PRNG state
should occasionally be generated from the current PRNG. This will ensure
that any PRNG can fully reseed itself, given enough time and input entropy.
The best way to resist all the state-compromise extension attacks is simply
never to have the PRNG’s state compromised.

3.1 Distributed Pseudo-Random Number Generator

A nice PRNG should always have a component for harvesting entropy. Even if
entropy is only used to seed a PRNG, the infrastructures using PRNG should
still harvest their own entropy, because experience shows that pawning the re-
sponsibility for entropy harvesting onto clients leads to a large number of systems
with inadequately seeded PRNGs. Entropy gathering should be a separate com-
ponent from the PRNG. This component is responsible for producing outputs
that are believed to be truly random. The following work reviewed is due to
Gutterman, Pinkas and Reinman [10].
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Our work focus on how to overcome the security problems in existing PRNG
based on Linux. Furthermore, we apply the Lacharme’s linear corrector [17] to
implement the entropy addition and update to get more high entropy compared
to existing Linx-based PRNG [10].

We assume that there are k distributed users or cloud servers online to gen-
erate the pseudo-random number. Let Gi : {0, 1}m → {0, 1}n+l be a distributed
pseudo-random generator, where 1 ≤ i ≤ k, and a ensemble of external input I.
We then model our PRNG construction as follows:

– Initial phase: It uses a function setup() to generate the seed = (s, s′) ←
{0, 1}n+l at first.

– State refresh phase: Given seed = (s, s′) as input, the refresh algorithm
refresh(ST, I) outputs a next internal state ST ′

– Random bits output phase: The generator Gi outputs a random string R
and a new state ST ′.

The Protocol for Distributed Pseudo-random Number Generation

1. Each party translates system events into bits which represent the underlying
entropy and then share out their entropy to other parties.

2. Each party also collecting entropy for other other party. Because the system can-
not consume more entropy than it has collected, and once the entropy counter
for the input pool has reached its maximum value, the party starts ignoring
any incoming events in order to save CPU resources. Thus, it collects no more
entropy.

3. Each party run the setup() to get the initial seeds as input of PRNGG, after that
each party adds these bits to the generator pools using add input randomness()
function in Linux PRNG.

4. Each party use function refresh() to extract entropy and update the entropy
pool. If the accumulated entropy from both internal events and external events
of other parties can pass the test of entropy estimator, send the bits as input of
function next().

5. When bits are read from the generator, each party uses function next() to gen-
erates the output of the generator and the feedback which is entered back into
the pool.

6. Each party runs its internal G, let the random data generation be done in
blocks of 10 output bytes. For each output block, 20 bytes, produced during the
process, are injected and mixed back into the source pool to update it.

Fig. 1. The Distributed PRNG

3.2 The Details of Our Protocol

There are four asynchronous procedures: the initialization, the entropy accumu-
lation, pool updating with entropy addition and the random number output. We
provide some details of our construction in the following paragraphs.



380 J. Chen, A. Miyaji, and C. Su

Initialization. Operating system start-up includes a sequence of routine actions.
This sequence, including initializing the PRNG with constant OS parameters and
time-of-day, can easily be predicted by an adversary. If no special actions are
taken, the PRNG state will include very low entropy. The time of day is given
as seconds and micro-seconds, each is 32-bits. In reality this has very limited
entropy as one can find computer uptime within an accuracy of a minute, which
leads to a brute-force search of 60seconds×106microseconds < 226 which is feasible
according the [11]. Even if the adversary cannot get the system uptime, he can
check the last modification time of files that are created or modified during the
system start-up, and know the uptime in an accuracy of minutes.

To solve this problem, PRNG simulate continuity along shut-downs and start-
ups. This is done by skipping system boots. A random-seed is saved at shut-down
and is written to the pools at start-up. A script that is activated during system
start-ups and shut-downs uses the read and write capabilities of /dev/urandom
interface to perform this maintenance.

The script saves 512 bytes of randomness between boots in a file. During
shut-down it reads 512 bytes from /dev/random and writes them to the file,
and during start-up these bits are written back to /dev/random. Writing to
/dev/random modifies the primary pool and not the random pool, as one could
expect. The secondary and the random pool get their entropy from the primary
pool, so the script operation actually affects all three pools.

The author of [24] instructs Linux distribution developers to add the access
control of initial seed in order to ensure unpredictability at system start-ups.
This implies that the security of the PRNG is not completely stand-alone but
dependent on an external component which can be predictable in a certain Linux
distribution.

2. Collecting and Sharing Entropy. Each party collects entropy from events
originating from the keyboard, mouse, disk and interrupts on each client’s local
computer while collecting the event entropy from other parties. When such an
event occurs, four 32-bit words are used as input to the entropy pools: For each
entropy event fed into the Linux PRNG, three 32-bit values are considered: the
num value, which is specific to the type of event 2, the current CPU cycle count
and the jiffies count at the time the event is mixed into the pool. Here, we can use
three functions for Linux PRNG: add disk randomness(), add input randomness()
and add interrupt randomness().

The sequence from the three function represent the jiffies counts (the time
between two ticks of the system timer interrupt) of the events, and is thus an
increasing sequence. Since the estimation of the entropy should not depend on
the time elapsed since the system was booted (beginning of the jiffies count),
only the sequence of time differences are considered. A built-in estimator Ent is
used to give an estimation of the entropy of the input data used to refresh the
state ST . It is implemented in function add timer randomness which is used to
refresh the input pool.
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3. Entropy Addition and Pool Updating. LINUX PRNG uses an internal mixing
function which is implemented in the built-in function mix pool bytes. It is used
in two contexts, once to refresh the internal state with new input and secondly to
transfer data between the input pool and the output pools., used to refresh the
internal state with new input and to transfer data between the pools. The design
of the mixing function relies on a Twisted Generalized Feedback Shift Register
(TGFSR) as defined in Section 2. In the entropy pools, we add Lacharme’s linear
corrector with mixing function to update the pool, it is a deterministic function
to compress random sequence in order to reduce statistical weakness [17]. Let C
the [255, 21, 111] BCH code, D the [256, 234, 6] dual code of C, with generator
polynomial

H(X) = X21 +X19 +X14 +X10 +X7 +X2 + 1 (1)

The input 255-tuple (m1, ...,m255) is coded by a binary polynomial m(X) =∑2
55i=1miX

i. Therefore the function f mapping F 255
2 to F 21

2 , defined by
m(X) %→ m(X) mod H(X) is a (255, 21, 110)-resilient function. This poly-
nomial reduction is implemented by a shift register of length 21 with only seven
xor gates.In this case, with an important input bias e/2 = 0.25, it give an output
bias of: ∀y ∈ F 21

2 |P (f(X) = y)− 2−21| ≤ 2−111. Therefore, the minimal entropy
of the output is very close to 21.

We can use a general constructions of good post-processing functions. We
have shown that linear correcting codes and resilient functions provide many
correctors achieving good bias reduction with variable input sizes. Linear feed-
back shift register are suitable for an hardware implementation where the chip
area is limited.

If input pool does not contain enough entropy. Otherwise, estimated entropy
of the input pool is increased with new input from external event. Entropy
estimation of the output pool is decreased on generation. Data is transferred
from the input pool to the output pools if they require entropy. When the pools
do not contain enough entropy, no output can be generated with /dev/random.

4. Random Bits Output. Entropy estimations of the participating pools are up-
dated according to the transferred entropy amount. Extracting entropy from a
pool involves hashing the extracted bits, modifying the pool inner-state ST and
decrementing the entropy amount estimation by the number of extracted bits.
Such tasks are executed by next() function in G. It extracts 80 random bytes
from the secondary pool one time.It uses SHA-1 and entropy-addition opera-
tions before actually outputting entropy in order to avoid backtracking attacks.
In addition it uses folding to blur recognizable patterns from 160 bits SHA-1
output into 80 bits.

Once mixed with the pool content, the 5 words computed in the first step are
used as an initial value or chaining value when hashing another 16 words from the
pool. These 16 words overlap with the last word changed by the feedback data. In
the case of an output pool (pool length = 32 words), they also overlap with the
first 3 changed words. The 20 bytes of output from this second hash are folded
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in half to compute 11 the 10 bytes to be extracted: if w [m...n] denotes the bits
m, ..., n of the word w, the folding operation of the five words w0, w1, w2, w3, w4 is
done by w0⊕w3, w1⊕w4, w2 [0...15]⊕w2 [16...31]. Finally, the estimated entropy
counter of the affected pool is decremented by the number of generated bytes.

4 Application to Distributed Data Random Perturbation

Data random perturbation is a technology when preserve the data privacy by
adding the random noise to the original data, in recent years, it has been reviewed
and the such as differential privacy is the state-of-the-art privacy notion [7] that
gives a strong and provable privacy guarantee for aggregated data. The basic
idea is partial random noise is generated by all participants, which draw random
variables from Gamma or Gaussian distributions, such that the aggregated noise
follows Laplace distribution to satisfy differential privacy.

Here in this section, we propose a application of our distributed PRNG. Com-
bined with randomness extractor We assume that the adversary has some control
over the environment in which the device operates (temperature, voltage, fre-
quency, timing, etc.), and it is possible that that changes in this environment
affect the distribution of X . In the Barak-Shaltiel-Tromer model, they assumed
that the adversary can control at most t boolean properties of the environment,
and can thus create at most 2t different environments.

Definition 2. (Barak-Shaltiel-Tromer randomness extractor [2]) A function E:
{0, 1}n×{0, 1}t → {0, 1}m is a (k, ε)-extractor if for every random variable X of
min-entropy at least k it holds that E(X,Ut) is ε-close to the uniform distribution
over {0, 1}m.

Definition 3. (The security definition of Barak-Shaltiel-Tromer randomness
extractor [2])

– An adversary chooses 2t distributions D1, . . . , D2t over {0, 1}n, such that
H∞(Di) > k for all i = 1 · · · , 2t.

– A public parameter π is chosen at random and independently of the choices
of Di.

– The adversary is given π, and selects i ∈ {1, ..., 2t}.
– The user computes Eπ(X), where X is drawn from Di.

Given n, k, m, ε, δ and t, an extractor E is t-resilient if, in the above setting,
with probability 1-ε over the choice of the public parameter the statistical distance
between Eπ(X) and Um is at most δ.

We can apply this random extractor to a distributed environment with k par-
ticipated database owners Pi, i = 1, ..., k by using the Verifiable Secret Sharing
scheme [5] which allows any party distributes his shares of a secret, which can
be verified for consistency. The Gaussian noise can be generated and all the par-
ticipants cooperatively verify that the shared values are legitimate. Finally, each
party site Pi, i = 1, ..., n can cooperatively reconstruct the original datadensity
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by using the reconstruction technique of the verifiable secret sharing scheme. In
our proposal, we need that all parties must generate the noise from the same
probability distribution. yi and bi can be generated interactively among all par-
ties. The protocol is shown in Fig.2.

Protocol for distributed random noise generation for cloud database service

1. Before upload data to cloud database, the client i will generate random bits
string using the G we proposed in last section and get a1,i, ..., ak,i.

2. Every client collaborative executing the coin tossing protocol some random bits
b1, ..., bn with a pre-determined distribution and share out those bits via
verifiable secret sharing.

3. The client i can apply a randomness extractor Ext() with the input πi(b1, ..., bn)
where πi is a random permutation and get the random bits c1,i, ..., ck,i

4. Then client i computes a1,i ⊕ ck,i, ..., a1,i ⊕ ck,i and then converts these random
bits GF (2) to random noise on GF (q). The sequences of random noise is
serially uncorrelated and the output has good statistical characteristics due to
the randomness extractor.

Fig. 2. The Distributed Random Noise Generation

Each party i shares a random bit by sharing out a value bi ∈ {0, 1}GF (q),
using a non-malleable verifiable secret sharing scheme, where q is sufficiently
large, and engages in a simple protocol to prove that the shared value is indeed
in the specified set. And then suppose for a moment that we have a public source
of unbiased bits, c1, c2, ..., cn. By XORing together the corresponding b’s and c’s,
we can transform the low quality bits bi (in shares) into high-quality bits bi⊕ ci
in shares. Finally, each participant party sums her shares to get a share of the
random noise.

The principal costs are the multiplications for verifying random noise in
{0, 1}GF (q) and the executions of verifiable secret sharing. Note that all the
verifications of random noise parameters are performed simultaneously, so the
messages from the different executions can be bundled together. The same is
true for the verifications in the VSS. The total cost of the scheme is Θ(n) mul-
tiplications and additions in shares, which can be all done in a constant number
of rounds.

5 Security Proofs and Experimental Analysis

In this section, we provide security proofs and the experimental analysis.

5.1 Security Proof of the Distributed PRNG

We show the security of our scheme in Theorem 1 and Theorem 2 as follows:
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Theorem 1. Our PRNG has t′, qD, ε-recovering security.

Proof. The adversary A compromised a state and get the value ST0 of the G,
let’s consider the game as follows:

– The challenger choose a seed seed ← setup(), after that he sample the D
and get some assemble σk, Ik, γk, zk), where k = 1, ..., qD. Here γ is some
fresh entropy estimation of I, z is the leakage about I given to the A.

– The adversay get γ1, ..., γqD and z1, ..., zqD , after that he launch an attack
against qD + 1 step computation of G, he can call D-fresh along with other
oracle

– The challenger sequentially computes STj = refresh(STj−1, Ij , seed) for j =
1, ..., d. If b = 0, A is given (ST ∗, R) = next(STd) and if b = 1, A is given
(ST ∗, R)← {0, 1}n+l.

– The adversary A output a bit b∗.

Adversary can query the oracles in security definition and try to distinguish the
internal state from the random sample. Let Game 0 be the original recovering
security game above: the game outputs a bit which is set to 1 iff the A guesses the
challenge bit b∗ = b. We define Game1 where, during the challengerfs computa-
tion of (ST ∗, R)← next(Sd) for the challenge bit b = 0, it chooses U ← {0, 1}m
uniformly. We can know that Pr[(Game0) = 1]−Pr[(Game1) = 1] ≤ ε according
the argument in [8].

Theorem 2. Our PRNG has t, ε-preserving security.

Proof. Intuitively, it says that if the state S0 starts uniformly random and un-
compromised, and then is refreshed with arbitrary (adversarial) samples. Here
in this paper, we adapt the security notions which is simplified by Dodis [8]
based on BH model we mentioned above. I1, ..., Id resulting in some final state
Sd, then the output (S∗, R) ← next(Sd) looks indistinguishable from uniform.
Formally, we consider the following security game with an adversary A who try
to compromise the PRNG. We consider the game as follows:

– The challenger chooses an initial state S0 ← {0, 1}n, a seed seed ← setup,
and a bit b← {0, 1} uniformly at random.

– A gets seed and specifies arbitrarily long sequence of values I1, ..., Id with
Ij ∈ {0, 1}n for all j ∈ [d].

– The challenger sequentially computes STj = refresh(STj−1, Ij , seed) for j =
1, ..., d. If b = 0, A is given (ST ∗, R) = next(STd) and if b = 1, A is given
(ST ∗, R)← {0, 1}n+l.

– A outputs a bit b∗.

Without loss of generality, we will assume that all compromised next queries
that the A makes are to get − next. Let Game 0 be the original preserving
security game: the game outputs a bit which is set to 1 iff the attacker guesses
the challenge bit b∗ = b. If the initial state is ST0 ← {0, 1}n, the seed is seed =
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(X,X ′), and the adversarial samples are Id, ..., I0 (indexed in reverse order where
Id is the earliest sample) then the refreshed state that incorporates these samples
will be Sd := S0 ·Xd+Pj = Ij ·Xj. As long as X = 0, the value STd is uniformly
random (over the choice of S0). We consider a modified Game 1, where the
challenger simply chooses STd ← {0, 1}n. We can use using the hybrid argument
and get the advantage of A is |Pr[b]− 1

2 | < ε.

5.2 Security Analysis of Application of PRNG in Random Data
Perturbation

In order to determine the effect of a perturbation method, it is necessary to
consider the security provided by that method. If two data matrics X and X ′

differ in a single row, the statistical difference between X and X ′ is 1/n. Let X
be a random variable and Pr[X = x] be the probability that X assigns to an
element x. Let H∞(X) = log( 1

maxx∈XPr[X=x] ). By definition, it is easy to verify

that the following claims:

– If maxx∈XPr[X = x] ≤ 2−k if and only if H∞(X) ≥ k;
– If maxx∈XPr[X = x] ≥ 2−k if and only if H∞(X) ≤ k.

To design randomness extractor E : {0, 1}n → {0, 1}m, we need to consider
its input and mathematical structure. It is well-known result that one cannot
extract m bits from a distribution X with H∞(X) ≤ m − 1. H∞(X) ≤ m − 1
implies Pr[X = x] ≥ 2−(m−1). For any candidate extractor function E : {0, 1}n
→ {0, 1}m, we know that Pr[y = E(x)] ≥ 2−(m−1). It follows that E(x) is far
from being uniformly distributed. Another well-known result is that there exists
no single deterministic randomness extractor for all high-entropy sources X .
Consider the goal of designing an extractor for all distributions X with H∞(X)
≤ n−1. One can show that there exists a design for function E : {0, 1}n → {0, 1}.
For an arbitrary adversaryA, there are two statistically similar data matrix, only
differ in on row, after the linear transformation, he can not indistinguish between

the transcript T (X) and T (X ′). Because T (X)/T (X ′) is at most e−
X−X′

σ , where
σ is . Using the law of conditional probability, and writing ti for the indices of

t, Pr(T (X)=t)
Pr(X′+Y =t) ∈ exp(± |X−X′|

σ ).

5.3 Experimental Analysis

Our experiment is executed on Note PCs with 2.6GHz, the OS is 32-bit Ubuntu
13.10. We collect the entropy from three other PC and generate the
pseudo-random from 100 bytes to 1000 bytes. We did not use linux kernel APIs
in linux/net.h and /linux/netpoll.h to send UDP packets, but to collect three
PC’s entropy and form them into a file which is used for the fourth experiment
PC. So we only calculate the computation time as shown in Fig. 3.

From the Fig.3, we can see that our proposed is faster than the stand-alone
Linux PRNG dev/random. We also can see that the time for generating pseudo-
random number from dev/random does not always increases progressively with
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Fig. 3. A Comparison of Stand-alone Linux PRNG and our Distributed PRNG

the output size. That is due to the unpredictability of the event entropy which
imply a stronger security and robustness than dev/urandom which repeatedly
use the pool entropy without enough update input for random events.

6 Conclusion and Future Works

In this paper, we proposed a distributed pseudo-random number generator based
on Linux kernel and its PRNG. After that, we provide a solution for using the
proposed PRNG to do the distributed random data perturbation which can be
used to preserve the data privacy before using the cloud database service. The
future direction should be modifying the our PRNG to make it more efficient
and secure, we may try to use of a newer hash function, for example SHA-3 or
AES to do the extracting output. It would require a significant change of the
design, and an investigation of Linux PRNG.
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Abstract. Conventionally, the unforgeability of ring signature schemes
is defined in an ideal environment where the attackers cannot access any
information about the secret keys of the signers. This assumption is too
strong to be satisfied in the real world since the cryptographic opera-
tions involves the secret key information leakage in various ways due to
power/time consumption difference in operations on the 0/1 bits of the
secret key. An attacker can obtain this information both passively by
collecting power consumption information or actively by injecting faults
during the signing operations. Thus, provably secure ring signature in
the conventional security definition may be insecure in the real world
due to the key information leakage. To address this problem, we formal-
ize the first bounded leakage resilience definition for ring signature. A
leakage resilient ring signature scheme remains secure even if arbitrary,
but bounded, information about the secret key is leaked to an adversary.
A bound on the leaked information is necessary because a ring signa-
ture cannot be secure if some signer’s secret key is fully leaked. Then we
propose the first ring signature scheme with bounded leakage resilience.
Following the enhanced security definition with leakage resilience, the
proposed scheme is provably secure based on the difficulty of the second
l-representation problem in finite field.

Keywords: Ring signature, Secret key leakage, Leakage resilience.

1 Introduction

A useful model when proving the security of a cryptographic primitive is to
think of it as a black box, that is, to assume that the adversary can only use
and observe the primitive in a pre-specified and limited way. This simplified
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model commonly assumes that no information on the secret key is accessible
to the adversary. However, when cryptographic primitives are implemented in
the real world, they actually become “translucent” boxes to a clever adversary.
Indeed, the adversary may succeed in recovering significant information on the
secret key through side-channel cryptanalysis [1,2], fault attacks [3,4], timing
attacks [5], et al. As a result, some bits of the secret key are at risk of being
leaked. The conventional security definitions of cryptosystem do not capture
this kind of attacks. A secure cryptographic scheme should remain secure even
if some bits of the secret key have been leaked to the adversary. It can make
cryptographic schemes secure after they are implemented in the real world, not
just theoretically secure in an ideal security model.

We formalize an appropriate model of what information the adversary can
learn during a leakage attack. We also need to bound how much information the
adversary can learn since a cryptographic scheme cannot be secure if all the bits
of the secret key are leaked. Therefore, in this work we assume that the attacker
can repeatedly and adaptively learn arbitrary function values of the secret key
sk, as long as the total number of bits leaked during the lifetime of the system is
bounded by some parameter l. A cryptographic scheme is said to be secure with
bounded leakage resilience if it remains secure under this attack. Specially, we
study secure ring signature scheme in the model of bounded leakage resilience.
We allow the leakage function to be arbitrary as long as the total leakage is
bounded as some function of the secret key length |sk|. If the secret key is
unchanging, such a restriction on the leakage is essential.

1.1 Related Work

In recent years, there has been impressive progress in leakage-resilient cryp-
tography. The early efforts were made to obtain leakage resilience encryption
schemes [6,7]. In 2009, Akavia et al. proposed memory attacks and proved that
two lattice-based public-key encryption schemes are secure in the face of these
attacks [8]. Subsequently, Naor et al. proposed a leakage-resilient public-key
encryption scheme based on a universal hash proof system [9].

There has also been works on leakage-resilient signatures. Katz et al. gave
a signature scheme tolerating the secret key leakage [10]. Faust et al. gave a
tree-based, stateful leakage-resilient signature scheme from any 3-time signature
scheme [11]. Boyle et al. constructed fully leakage-resilient signature schemes
without random oracles [12]. Malkin et al. [13] presented the first signature
scheme that is resilient to fully continual leakage: memory leakage as well as
leakage from processing during signing, key generation and updates ( both of the
secret key and the randomness ). Faust et al. [14] proposed the first construc-
tions of digital signature schemes that are secure in the auxiliary input model.
They designed a digital signature scheme that is secure against chosen-message
attacks when given an exponentially hard-to-invert function of the secret key.
Phong et al. [15] considered the continual key leakage scenario of strong key-
insulated signature design. Guo et al. proposed efficient online/offline signatures
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with computational leakage resilience in the online phase [16]. Alwen et al. stud-
ied the design of cryptographic primitives resilient to key leakage attacks [17].

Most efforts have been devoted to leakage-resilient signatures in the single-
signer setting. Motivated by group-oriented applications, ring signature were
introduced in 2001 by Rivest et al. [18]. In a ring signature scheme, one user can
form an on-the-fly group in an ad hoc way by simply adding other users’ public
keys to the group key list, without getting other users’ agreements. Then he can
sign any message on behalf of that temporal group. The resulting signature is
verifiable by anyone who knows the public keys of the group members in the
temporal group. For a secure ring signature, it is required that only users in the
group member list can generate a valid signature and the signatures generated
by different members are theoretically indistinguishable. The former property is
referred to as unforgeability and the latter as unconditional anonymity. It has
been shown that ring signature is a very useful cryptographic primitive in many
applications [19,20,21,22]. However, to the best of our knowledge, no leakage-
resilient ring signature was proposed in the public literature. This motivates
us to investigate security-enhanced ring signature that can withstand bounded
leakage of the secret key.

1.2 Our Contribution

This paper focuses on leakage-resilient ring signature. More specifically, our con-
tributions are twofold:

– First, we formalize the model of ring signature with bounded leakage re-
silience. We focus on existential unforgeability under adaptively chosen-
message and bounded leakage attacks. In these attacks, an attacker is al-
lowed not only to adaptively query for ring signature on any message of his
choice, but also to access a leakage oracle through a leakage function f to
gain information about the secret keys of the signers. The constraint is that
the output of the leakage function after all the leakage queries should be
bounded. Unforgeability states that no polynomial-time attacker can forge
a valid ring signature with non-negligible probability in probabilistic poly-
nomial time.

– Second, we propose the first ring signature scheme with bounded leakage
resilience. Specifically, we follow the above model and prove that our scheme
is unforgeable under the adaptively chosen message and bounded leakage at-
tacks. The proof relies on the hardness of the second l-representation problem
which is related to the well-known discrete logarithm problem. We also show
that our ring signature scheme preserves unconditional anonymity even if the
attacker is provided with the secret keys in the group. Thus, the anonymity
of our ring signature scheme is perfectly leakage-resilient without any bound
on the information leakage on the secret keys.



A Provably Secure Ring Signature Scheme with Bounded Leakage Resilience 391

1.3 Plan of This Paper

The rest of this paper is organized as follows. Section 2 contains some technical
preliminaries. Section 3 formalizes the security model of ring signature with
bounded leakage resilience. Section 4 presents our concrete ring signature scheme
with bounded leakage resilience. Section 5 evaluates the security of our scheme.
Finally, Section 6 contains some conclusions and sketches future work directions.

2 Preliminaries

We review some information theory results and computational assumptions.

2.1 Information Theory Lemmas

The following two definitions come from the reference [23].

Definition 1 (Min-entropy). The min-entropy of a random variable X, de-

noted by H∞(X), is H∞(X)
def
= minx∈{0,1}n{− log2 Pr[X = x]}.

Definition 2 (Average-conditional min-entropy). The average-conditional
min-entropy of a random variable X given Z, denoted as H̃∞(X |Z), is

H̃∞(X |Z) def
= − log2(Ez←Z [max

x
Pr[X = x|Z = z]])=− log2(Ez←Z [2

H∞[X|Z=z]])

where Ez←Z(·) means taking average of the argument over all values z of Z.

The following lemma is proven in [23].

Lemma 1. Let X,Y, Z be random variables where Y takes values in a set of
size at most 2l. Then, H̃∞(X |(Y, Z)) ≥ H̃∞((X,Y )|Z)− l ≥ H̃∞(X |Z)− l, and
in particular, H̃∞(X |Y )) ≥ H̃∞(X)− l.

The following lemma is proven in [10].

Lemma 2. Let X be a random variable with H
def
= H∞(X), and fix Δ ∈ [0, H ].

Let f be an arbitrary function with range {0, 1}λ, and set

Y
def
= {y ∈ {0, 1}λ|H∞(X |y = f(X)) ≤ H −Δ}

Then, Pr[f(X) ∈ Y ] ≤ 2λ−Δ.

In other words, the probability that knowledge of f(X) decreases the min-
entropy of X by Δ or more is at most 2λ−Δ. Put differently, the min-entropy of
X after observing the value of f(X) is greater than H ′ except with probability
at most 2λ−H+H′

.
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2.2 Computational Assumptions

We recall the computationally difficult problems underlying our constructions.
In this paper, let q and p denote two secure prime numbers that satisfy q|(p−1).

On the other hand, k̂ is the security parameter.

Assumption 1 (Discrete logarithm problem). Let G be a probabilistic al-

gorithm which takes a security parameter k̂ as input and outputs (G, q, p), where
G is a finite cyclic subgroup of order q which belongs to a group of order p. We
say the discrete logarithm problem is hard for the group G if, for any probabilis-
tic polynomial-time (PPT) algorithm A, the advantage of A is negligible. The
advantage of A can be defined below

AdvDLP
A = Pr

[
(G, q, p)← G (1k̂)
g, h← G

∣∣∣∣ x← A (G, q, g, h, ) ∧ gx = h

]
where x ∈ Z∗

q , g
x = h mod p, g is a generator of G.

Assumption 2 (First l-representation problem). [10] We say that the
first l-representation problem is hard for the group G if, for any PPT algorithm
A, the advantage of A is negligible. The advantage of A can be defined below

Advl-FRPA =Pr

⎡⎣ (G, q, p)← G (1k̂)
g1, g2, · · · , gl ← G

∣∣∣∣
(
x1, x2, · · · , xl

x′1, x
′
2, · · · , x′l

)
← A (G, q, g1, g2, · · · , gl)

∧
∏

i g
xi

i =
∏

i g
x′
i

i

∧−→x �= −→x ′

⎤⎦
where q is the order of the group G, p is the size of G, (x1, x2, · · · , xl) ∈ (Z∗

q)
l,

(x′1, x
′
2, · · · , x′l) ∈ (Z∗

q)
l,
∏

i g
xi

i =
∏

i g
x′
i

i mod p, g is a generator of G.

Notes: The discrete logarithm problem and the first l-representation problem
are equivalent.

1. If the first l-representation problem is easy, then when l = 2, we can solve the
discrete logarithm problem. Given g, h, then A can get two different tuples
(x, y), (x′, y′) that satisfy gxhy = gx

′
hy′

mod p. Denote h = gω, then we can

get ω = x′−x
y−y′ mod q. Thus, the discrete logarithm problem is solved.

2. On the other hand, if the discrete logarithm problem is easy, then A can
get ri that satisfy gi = gri for 1 ≤ i ≤ l. A can pick a random tuple
−→x = (x1, x2, · · · , xl) and compute x̂ =

∑l
i=1 rixi mod q. Then, A solves the

equation
∑l

i=1 rix
′
i = x̂ mod q. It is easy to calculate another tuple

−→
x′ =

(x′1, x
′
2, · · · , x′l) that satisfies

∑l
i=1 rixi =

∑l
i=1 rix

′
i mod q, i.e.,

∏
i g

xi

i =∏
i g

x′
i

i . Thus, the first l-representation problem is solved.

According to the above analysis, we know that the discrete logarithm problem
and the first l-representation problem are equivalent.
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Assumption 3 (Second l-representation problem).We say that the second
l-representation problem is hard for the group G if, for any PPT algorithm A,
the advantage of A is negligible. The advantage of A is defined below

Advl-SRP
A = Pr

[
(G, q, p) ← G (1k̂)
g1, g2, · · · , gl ← G

∣∣∣∣
(
x′
1, x

′
2, · · · , x′

l

)
← A(G, q, g1, g2, · · · , gl, (x1,

x2, · · · , xl)) ∧
∏

i g
xi
i =

∏
i g

x′
i

i

∧−→x �= −→x ′

]

where q is the order of the group G, p is the size of G, (x1, x2, · · · , xl) ∈ (Z∗
q)

l is

randomly chosen beforehand, (x′1, x
′
2, · · · , x′l) ∈ (Z∗

q)
l,
∏

i g
xi

i =
∏

i g
x′
i

i mod p, g
is a generator of G.

In this paper, our proposed leakage-resilient ring signature scheme is built on
some subgroup of Z∗

p with the order q. The discrete logarithm problem, the first
l-representation problem and the second l-representation problem are difficult
on the subgroup of Z∗

p.
Notes: The first l-representation problem assumption is stronger than the

second l-representation problem assumption. If the assumption 3 does not hold,
the adversary A can pick a random tuple (x1, x2, · · · , xl) as the input, it can
output another tuple (x′1, x

′
2, · · · , x′l) by taking use of the second l-representation

oracle. Thus, the adversary A gets the two tuples −→x = (x1, x2, · · · , xl) and
−→x ′ = (x′1, x

′
2, · · · , x′l) that satisfy

∏
i g

xi

i =
∏

i g
x′
i

i

∧−→x �= −→x ′. Thus, the second
l-representation problem assumption is weaker than the first l-representation
problem assumption.

3 Modeling Ring Signature with Bounded Leakage
Resilience

We provide a formal definition of bounded leakage-resilient ring signature, and
we state some technical lemmas that will be used in our security analysis. The
security definitions are the variants of the reference [10].

Definition 3 (Ring signature). A ring signature scheme is a tuple of PPT
algorithms ( Setup, Ring-Sign, Ring-Vrfy ) defined as follows.

Setup. Each potential user Ui generates his secret/public key pair (ski, pki) by

using a key generation protocol that takes as input a security parameter k̂.
Ring-Sign. If a user Uk wants to compute a ring signature on behalf of a ring

L = {U1, · · · , Un} that contains himself, i.e., Uk ∈ L, Uk executes this prob-
abilistic polynomial time algorithm with input a message m, the public keys
pk1, · · · , pkn of the ring and his secret key skk. The output of this algorithm
is a ring signature σ for the message m and the ring L.

Ring-Vrfy. This is a deterministic polynomial time algorithm that takes as in-
put a message m and a ring signature σ, that includes the public keys of
all the members of the corresponding ring L, and outputs “True” if the ring
signature is valid, or “False” otherwise.
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The resulting ring signature scheme must satisfy the following properties:

1. Correctness : A ring signature generated in a correct way must be accepted
by any verifier with overwhelming probability.

2. Anonymity: If a signer computes a ring signature on behalf of a ring of n
members, any verifier not belonging to the ring should not have probability
greater than 1

n to guess the signer’s identity. If the verifier is a member of the
signer’s ring, but is not the signer himself, then his probability of guessing
the signer’s identity should not be greater than 1

n−1 .
3. Unforgeability: Any attacker has only negligible probability in forging a valid

ring signature for some message m on behalf of a ring that does not contain
him, even if he knows valid ring signature for messages, different from m,
that he can adaptively choose.

The definition of ring signature with bounded leakage resilience is the same
as the standard definition of ring signature. The security model definition of
ring signature with bounded leakage resilience is similar to the standard secu-
rity model definition of ring signature, except that we additionally allow the
adversary to specify arbitrary leakage functions {fi} and obtain the value of
these functions applied to the secret key. The formal security properties of ring
signature with bounded leakage resilience are stated next.

Definition 4 (Unforgeability of ring signature with bounded leakage
resilience). Let

∏
={Setup, Ring-Sign, Ring-Vrfy} be a ring signature scheme,

and let λ be a function. Given an adversary A, the experiment is defined as
follows:

1. The user Ui can obtain the corresponding secret/public key pair (ski, pki)

by running (ski, pki) ← Gen(1k̂, ri), 1 ≤ i ≤ n, where Gen denotes an
algorithm that can generate the secret/public key pair.

2. Run A(1k̂, pk1, · · · , pkn). The adversary may adaptively access a ring sign-
ing oracle Ring-Sign(·) and a leakage oracle Leak(·) that have the following
functionalities:

– Let the i-th ring signature query be Ring-Signskk
(mi, pkj1 , · · · , pkji), where

Li = {pkj1 , · · · , pkji} ⊆ {pk1, · · · , pkn} and pkk ∈ Li. The ring signature
oracle computes σi = Ring-Signskk

(mi, pkj1 , · · · , pkji), and returns σi

to A.
– In order to respond to the i-th leakage query Leak(fi, skk) (where fi is

specified as a circuit), the leakage oracle returns fi(skk) to A, where skk
is the secret key to be used for computing the ring signature. skk may
be other secret key whose corresponding public key belongs to the signing
set Li and A queries Uk to sign the message. ( To make the definition
meaningful in the random oracle model, the {fi} are allowed to be oracle
circuits that depend on the random oracle. ) The {fi} can be arbitrary,
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subject to the restriction that the total output length of all the fi(skk) is
at most λ(|skk|).

3. At some point, A outputs (m,L, σ) where L ⊆ {pk1, pk2, · · · , pkn}.
We say A succeeds if (1) Ring-Vrfypkj1 ,···,pkjl

(m,σ) = 1, and (2) m was not
previously queried to the Ring-Signskj (·) oracle. We denote the probability of this

event by Prλ−leakage
A,

∏ (k̂). If Prλ−leakage
A,

∏ (k̂) is negligible for any PPT adversary

A, we say
∏

is λ-leakage resilient.

Definition 4 gives the unforgeability of ring signature with bounded leakage
resilience. Unconditional anonymity is another important security property of
ring signature that can be defined as follows.

Definition 5 (Anonymity of ring signature with bounded leakage re-
silience). If a signer computes a ring signature on behalf of a ring of n members,
any verifier not belonging to the ring should not have probability greater than 1

n
to guess the signer’s identity even some bits of the secret key are leaked . If the
verifier is a member of the signer’s ring, but is not the signer himself, then his
probability of guessing the signer’s identity should not be greater than 1

n−1 even
if some bits of the secret key are leaked .

Note that unconditional anonymity means that the scheme remains anony-
mous even all the secret keys are exposed to the adversary. Thus, if we can prove
that a ring signature scheme satisfies unconditional anonymity, then this scheme
remains anonymous with bounded leakage.

The anonymity property is closely related to the witness indistinguishability
notion [24]. In general, an NP statement may have multiple witnesses. For ex-
ample, a Hamiltonian graph may have multiple Hamiltonian cycles; a 3-colorable
graph may have multiple ( non-isomorphic ) 3-colorings; etc. In leakage-resilient
public-key cryptography, we are interested in proof systems ( for languages in
NP ) that do not leak information about which witness the prover is using, even
to a malicious verifier. In the sequel, we let 〈A(y),B(z)〉(x) denote the view (i.e.,
inputs, internal coin tosses, incoming messages) of B when interacting with A
on common input x, A has auxiliary input y and B has auxiliary input z. The
definition of witness indistinguishability can be used to decide whether our pro-
posed scheme satisfies the property. It is also important to prove our scheme’s
unforgeability based on witness indistinguishability.

Definition 6 (Witness indistinguishability). Let L ∈ NP and let (P ,V) be
an interactive proof system for L with perfect completeness. We say that (P ,V)
is witness-indistinguishable (WI) if for every PPT algorithm V∗ and every two
sequences {ω1

x}x∈L and {ω2
x}x∈L such that ω1

x and ω2
x are both witnesses for x,

the following ensembles are computationally indistinguishable:

1. {〈P(ω1
x),V∗(z)〉(x)}x∈L,z∈{0,1}∗

2. {〈P(ω2
x),V∗(z)〉(x)}x∈L,z∈{0,1}∗

(When the security parameter is not written explicitly, we simply take |x| = k̂
without confusion.) In particular, we may have z = (ω1

x, ω
2
x).
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4 Our Ring Signature Scheme with Bounded Leakage
Resilience

In this section, we describe our ring signature scheme with bounded leakage
resilience. Our concrete scheme is based on Schnorr signature [25] and Rivest
et al.’s ring signature construction skeleton [18]. Here, by a ∈R Z∗

q we denote
drawing a random number a from Z

∗
q according to the uniform distribution. Also,

by H : {0, 1}∗ → Z∗
q we denote a collision-resistant hash function. Our scheme

consists of three phases: Setup, Ring-Sign, Ring-Vrfy.

Setup. Suppose that there exist n users in the system. Assume that g1, · · · , gl
are generators of some subgroup SG of Z∗

p , where the order of the subgroup
SG is q. Let (n, p, q, g1, · · · , gl) be the publicly accessible global system pa-
rameters. For i = 1, 2, · · · , n and j = 1, 2, · · · , l, select xij ∈ Z∗

q . Then, the
i-th user’s secret/public key pair is (ski, pki), where

ski = (xi1, xi2, · · · , xil), pki =

l∏
j=1

g
xij

j mod p.

Ring-Sign. Suppose that the actual signer is Uk. He selects a signer set L con-
taining Uk. Without loss of generality, we assume that L = {U1, U2, · · · , Uk−1,
Uk, Uk+1, · · · , Us}. The actual signer Uk performs the procedures as follows.
1. Pick α1, · · · , αl ∈R Z∗

q and calculate

ck+1 = H(L,m, gα1
1 gα2

2 · · · gαl

l mod p)

2. For i = k+1, · · · , s, 1, · · · , k− 1, pick si1, si2, · · · , sil ∈R Z∗
q and calculate

ci+1 = H(L,m, gsi11 gsi22 · · · gsill pkci
i mod p)

where 1 = s+ 1 mod s, i.e., they are cycle.
3. Calculate sk1 = α1−xk1ck mod q, · · · , skl = αl−xklck mod q. Finally,

Uk outputs {c1, sij , 1 ≤ i ≤ s, 1 ≤ j ≤ l} as the ring signature for m,L.
Ring-Vrfy. Upon receiving the ring signature {c1, sij , 1 ≤ i ≤ s, 1 ≤ j ≤ l} for

m and L, the verifier does:
1. For i = 1, · · · , s, calculate ei = gsi11 · · · gsill pkci

i mod p, ci+1 = H(L,m, ei).

2. Check whether c1
?
= H(L,m, es) holds or not. If it holds, accept this

signature. Otherwise, reject it.

Theorem 1 (Correctness). If the signer and the verifier are honest, our ring
signature with bounded leakage resilience can pass the verification.

Proof. Without loss of generality, suppose the actual signer is Uk. The received
ring signature is {c1, sij , 1 ≤ i ≤ s, 1 ≤ j ≤ l} for m and L. According to
the signature process, we know that if ek = gα1

1 gα2
2 · · · gαl

l mod p holds, it is
straightforward that our ring signature scheme can pass the verification.
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According to the signature process, we know that

gα1
1 gα2

2 · · · gαl

l mod p = gsk1+xk1ck
1 gsk2+xk2ck

2 · · · gskl+xklck
l mod p

= gsk1
1 gsk2

2 · · · gskl

l gxk1ck
1 gxk2ck

2 · · · gxklck
l mod p

= gsk1
1 gsk2

2 · · · gskl

l pkck
k mod p

= ek

Thus, our scheme satisfies the correctness. ��

5 Security Analysis

A secure ring signature scheme with bounded leakage resilience must satisfy the
following requirements: unconditional anonymity and unforgeability.

Theorem 2. Our proposed ring signature scheme with bounded leakage resilience
is unconditionally anonymous.

Proof. From the above ring signature process, we know that (si1, si2, · · · , sil) ∈R

Z
∗
q
l, where i ∈ {1, 2, · · · , k−1, k+1, · · · , s}. For the signer’s subscript k, we have

that sk1, sk2, · · · , skl are also uniformly distributed over Z∗
q because (αk1, · · · , αkl)

∈R Z∗
q
l. Therefore, for fixed (L,m), (si1, si2, · · · , sil), 1 ≤ i ≤ s has qsl variations

that are equally likely regardless of the signer’s subscript k. The remaining ele-
ment c1 is a hash value which is determined uniquely by (L,m), ssj , 1 ≤ j ≤ l
and pks. In random oracle model, c1 is a random value which does not expose
the true signer’s identity. Thus, our proposed ring signature scheme is uncondi-
tionally anonymous. ��

Lemma 3. Our proposed ring signature scheme with bounded leakage resilience
satisfies the property of witness indistinguishability.

Proof. To prove this, for two different witnesses, (xk1, xk2, · · · , xkl) and (x′k1,

x′k2, · · ·, x′kl) satisfying pkk =
∏l

j=1 g
xkj

j =
∏l

j=1 g
x′
kj

j mod p (1), we show
that even an infinitely powerful adversary B cannot determine which witness
was used from the ring signature.

Let δkj = x′kj−xkj mod q where 1 ≤ j ≤ l. Suppose the actual signer is Uk and
the ring signature is {c1, sij , 1 ≤ i ≤ s, 1 ≤ j ≤ l} for m and L. Due to the ring
signature procedures, we know that all the sij are random for i �= k, 1 ≤ j ≤ l.
When i = k and 1 ≤ j ≤ l, from the ring signature procedure, the following
equation holds for the chosen random numbers αkj that were picked in the
phase of Ring-Sign.

skj = αj − xkjck = αj + δkjck − (δkj + xkj)ck = αj + δkjck−1 − x′kjck−1 mod q

From Equation (1), it follows that

l∏
j=1

g
xkj

j =
l∏

j=1

g
xkj+δkj

j mod p,
l∏

j=1

g
δkj

j = 1 mod p



398 H. Wang et al.

Let α′
j = αj + δkjck. We obtain

Ak =
∏l

j=1 g
αj

j =
∏l

j=1 g
α′

j−δkjck
j =

∏l
j=1 g

α′
j

j

∏l
j=1 g

−δkjck
j

=
∏l

j=1 g
α′

j

j (
∏l

j=1 g
δkj

j )−ck =
∏l

j=1 g
α′

j

j mod p

Thus, the distributions of −→α = (α1, · · · , αl) and −→α ′ = (α′
1, · · · , α′

l) are exactly
equivalent. To the two different tuples −→α and −→α ′, the signer Uk can get the
same ring signature {c1, sij , 1 ≤ i ≤ s, 1 ≤ j ≤ l} when it picks the same
random numbers sij for i �= k, 1 ≤ j ≤ l. Hence, even an infinitely powerful
adversary B cannot determine which witness was used from the ring signature.
Our proposed ring signature scheme with bounded leakage resilience satisfies the
property of witness indistinguishability. ��

Theorem 3. Suppose A is a (T, ε, qH , qS , λ)-forger against our ring signature
scheme, i.e., A can forge a valid ring signature with probability ε within time T
after qH hash queries, qS signature queries and leakage of at most λ = (12 −

1
2l −

ε) · l · log2 q bits of the secret key, where the length of the secret key is l · log2 q
bits. Then, the second l-representation problem can be solved with probability
1
2n (1−

qH
q2εl ) within time T ′ ≤ 144823Vqh,n(T+qsTs)

ε , where VQ,n denotes the number

of n-permutations of Q elements, that is, VQ,n = Q(Q−1) · · · (Q−n+1). Based
on the difficulty of the second l-representation problem, our scheme is λ-leakage
resilient.

Proof. Let
∏

denote the scheme given above, and let A be a PPT adversary with

success probability ε
def
= Pr[Succλ−leakage

A,
∏ (k̂)], where k̂ is the security parameter.

Input the second l-representation problem (SG, q, g1, g2, · · · , gl, (x1, x2, · · · , xl)),
we construct a challenger B solving the second l-representation problem with

probability 1
2 (1 −

qH
q2εl

) within time T ′ ≤ 144823Vqh,n(T+qsTs)

ε .
B is given some secret keys ski, 1 ≤ i ≤ n, where ski is a secret key that

corresponds to the user Ui. Algorithm B then answers the signing and leaking
queries of A using the secret keys ski, 1 ≤ i ≤ n that it knows. Since the
secret keys are distributed identically to the secret key of an honest signer, the
simulation for A is perfect.

Without loss of generality, we make a number of assumptions about A. First,
we assume that if A outputs {c1, sij , 1 ≤ i ≤ s, 1 ≤ j ≤ l} on m and L and
computes the value Ai = gsi11 · · · gsill pkci

i mod p, then (1)A at some point queried
H(m,L,Ak), 1 ≤ k ≤ s and (2) A never requested a signature on m. Second,
for any leakage query Leak(fi) we assume fi(state) makes the same number of
H-oracle calls regardless of the value of state (this can always be ensured by
adding dummy queries, as needed).

We construct a probabilistic polynomial-time algorithm B solving the second l-
representation problem. Algorithm B proceeds as follows: Input (SG, q, g1, g2, · · · ,
gl, (x1, x2, · · · , xl)), for 1 ≤ z ≤ n, B designs xz1 = x1, xz2 = x2, · · · , xzl = xl

and calculate pkz =
∏l

j=1 g
xzj

j mod p , then it chooses random {xij , 1 ≤ i ≤
n, 1 ≤ j ≤ l, i �= z} and computes pki =

∏l
j=1 g

xij

j mod p, 1 ≤ i ≤ n. It gives the
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system parameters (p, q, g1, · · · , gl) and public keys pki, 1 ≤ i ≤ n to A. Thus,
the challenger B can easily respond to the ring signature queries and leakage
queries because he knows one of the secret keys.

When A terminates, B examines A’s output {c1,1, sij,1, 1 ≤ i ≤ s, 1 ≤ j ≤ l}
on the message m and the set L of ring members. If A’s output can pass the
signature verification, this forged signature is successful. According to the forking
lemma of ring signature [26], the attacker A can also forge another ring signature
{c′1,1, sij,1, 1 ≤ i ≤ s, 1 ≤ j ≤ l} on the same message m, the same set L of ring
members and the same randomness. With non-negligible probability, the two
forged ring signatures satisfy the following properties:

1. cj,1 �= c′j,1 for one j ∈ {1, 2, · · · , s};
2. ci,1 = c′i,1 for all i = 1, · · · , s such that i �= j;

Thus, due to the same randomness, we can get

g
sj1,1
1 · · · gsjl,1l pk

cj,1
i = g

s′j1,1
1 · · · gs

′
jl,1

l pk
c′j,1
i mod p∏l

i=1 g
sji,1+cj,1x

′
ji

i =
∏l

i=1 g
s′ji,1+c′j,1x

′
ji

i mod p∏l
i=1 g

(sji,1+cj,1x
′
ji)−(s′ji,1+c′j,1x

′
ji)

i = 1 mod p

We denote g1 = gα1 , g2 = gα2 , · · · , gl = gαl . Then, we can get

l∑
i=1

αi[(sji,1 + cj,1x
′
ji)− (s′ji,1 + c′j,1x

′
ji)] = 0 mod q

After sl times to perform the above procedures, we can get sl equations

l∑
i=1

αi[(sji,w + cj,wx
′
ji)− (s′ji,w + c′j,wx

′
ji)] = 0 mod q

where 1 ≤ j ≤ s, 1 ≤ w ≤ sl + 1. Thus, there must exist at least one
user, denoted as j = u, has the following l equations which correspond to l
different w:

l∑
i=1

αi[(sui,w + cu,wx
′
ui)− (s′ui,w + c′u,wx

′
ui)] = 0 mod q

We can compute all the corresponding discrete logarithms αi if (sui,w+cu,wx
′
ui)−

(s′ui,w + c′u,wx
′
ui) �= 0 mod q by calculating the above equation group. Based on

the difficulty of discrete logarithm problem, we know that all the l + 1 equa-
tions satisfy the following (sui,w + cu,wx

′
ui) − (s′ui,w + c′u,wx

′
ui) = 0 mod q.

The probability of u = z is s
n ×

1
s = 1

n . When u = z, it must hold that

s′zi,1 + c′z,1x
′
zi = szi,1 + cz,1x

′
zi mod q, i.e., x′zi =

szi,1−s′zi,1
c′z,1−cz,1

mod q for 1 ≤ i ≤ l.

At last, the challenger B gets another l-representation (xz1, xz2, · · · , xzl) of the
value pkz .
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Next, we consider the success probability of B as follows.
Suppose that the adversaryA can forge a valid ring signature with probability

ε within time T . According to the forking lemma of ring signature [26], the
adversary A can produce two valid ring signature such that cj �= c′j , for some
j ∈ {1, 2, · · · , n} and ci = c′i for all i = 1, · · · , n such that i �= j, in the expected

time T ′ ≤ 144823Vqh,n(T+qsTs)

ε . Then, we consider the probability that B can solve
the second l-representation problem.

When B succeeds in obtaining two different forged ring signature, we need to
evaluate the probability that the extracted l-representation −→x ′ = (x′1, · · · , x′l) is
equal to the original l-representation −→x = (x1, · · · , xl).

Let λ = (12 −
1
2l − ε) · l · log2 q, an upper bound on the number of leaked

bits in each run of A. The public key pkj constrains −→x to lie in an (l − 1)-
dimensional vector space, and signature queries do not further constrain −→x [27].
Thus, the min-entropy of −→x conditioned on the public key and the observed
signatures is (l − 1) log2 q bits. The views of A in its two runs contain only the
following additional information about −→x : at most 2 · λ bits from the leakage
functions (i.e., λ bits in each view), and log2 qH bits indicating the relevant state
associated with the first forgery. According to Lemmas 2 and 3, we can see that
the conditional min-entropy of −→x is greater than 0 except with probability at
most

22λ+log2 qH−(l−1) log2 q ≤ qHq
−2εl.

From the above analysis, if the adversary A can forge a valid ring signature
with probability ε within time T , then the second l-representation problem can
be solved with probability 1

2 (1−
qH
q2εl

)× 1
n = 1

2n (1−
qH
q2εl

) within time

T ′ ≤ 144823Vqh,n(T + qsTs)

ε

under the condition that λ = (12 −
1
2l − ε) · l · log2 q bits of the secret key are

leaked. Based on the difficulty of the second l-representation problem, our scheme
is secure. ��

Thus, based on Theorem 2 and Theorem 3, we know that our proposed ring
signature scheme with bounded leakage resilience is provably secure.

6 Conclusions and Future Work

In this paper, we have proposed the first definition of ring signature resilient
to bounded leakage and we have given a concrete instantiation of such ring
signature. Based on the difficulty of the second l-representation problem, our
proposed ring signature scheme with bounded leakage resilience is provably se-
cure in the random oracle model. Our model does not cover attacks in which the
attacker may obtain some information about the system’s internal randomness
state during the signing process. It seems interesting to explore as future work
ring signature that can resist bounded leakage of the system’s internal state. We
plan to develop a more general leakage resiliency model for ring signature that
takes internal state leaks into account.
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Abstract. Ring signatures, introduced by Rivest, Shamir and Tauman, attest the
fact that one member from a ring of signers has endorsed the message but no one
can identify who from the ring is actually responsible for its generation. It was de-
signed canonically for secret leaking. Since then, various applications have been
discovered. For instance, it is a building block of optimistic fair exchange, des-
tinated verifier signatures and ad-hoc key exchange. Interestingly, many of these
applications require the signer to create a ring signature on behalf of two possible
signers (a two-party ring signature) only. An efficient two-party ring signature
scheme due to Bender, Katz, and Morselli, is known. Unfortunately, it cannot
be used in many of the aforementioned applications since it is secure only in a
weaker model. In this paper, we revisit their construction and proposed a scheme
that is secure in the strongest sense. In addition, we extend the construction to
a two-party blind ring signature. Our proposals are secure in the standard model
under well-known number-theoretic assumptions. Finally, we discuss the applica-
tions of our construction, which include designated verifier signatures, optimistic
fair exchange and fair outsourcing of computational task.

1 Introduction

The notion of ring signatures, introduced by Rivest, Shamir and Tauman [14], is a
group-oriented signature which takes into account privacy concerns. A user can au-
tonomously sign on behalf of a group, while group members can be totally unaware
of being included in the group. Any verifier can be assured that a message has been
endorsed by one of the members in this group, but the actual identity of the signer
remains hidden. Unlike group signatures [6], there is no group manager and no revo-
cation. Following the terminology, the group is usually called a ring since the original
proposal arrange the group members in a ring during the process of signature genera-
tion. The formation of the ring is spontaneous and the original motivation is for Whistle
Blowing.

If the ring consists of two members only, the resulting signature is called a two-
party ring signature, which is the focus of this paper. The reason is that most of the
applications of ring signatures only require a ring size of 2. Nonetheless, even with this
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relaxation, construction in the standard model under well-established assumption still
remains daunting.

Chow et al. [8] gave a construction with a formal security analysis in the standard
model under a new assumption. The general version of Bender et al. [2] uses generic
ZAPs for NP as a building block and is inefficient. They also proposed an efficient two-
party ring signature scheme under standard assumptions in a weaker security model.
Shacham and Waters [17] proposed an efficient ring signature scheme without using
random oracles but anonymity is computational and required a trusted setup assump-
tion. Chandran et al. [4] presented a scheme in the untrusted common reference string
model while providing “heuristically statistical” anonymity. Schäge and Schwenk [16]
provided another ring signature scheme in the standard model using basic assumptions,
again, in a weaker security model. Recently, Ghadafi [9] offered both ring signatures
and blind ring signatures in the standard model. Again, the anonymity is computational
and required a trusted setup assumption.

As mentioned, the focus of our paper is on two-party ring signatures. We start from
the specific construction due to Bender et al. due to its simplicity and efficiency. All
other existing schemes employ non-interactive proof of some sort in the signature and
it is hard to improve their efficiency. In addition, due to the use of non-interactive
proof, the anonymity is often computational due to the use of the Groth-Sahai proof
system [11] which requires a trusted setup for the common reference string. The major
issue with Bender et al.’s two-party ring signature scheme is its insecurity under the
chosen key model where an attacker is allowed to generate its own public key. An at-
tack of this kind in this model is presented in [17]. This limits the use of this scheme
as a building block in a larger system involving multiple users who could be malicious
and are allowed to generate their own keys.

We observe that the problem can be solved if all the keys introduced by the attackers
are “certified” to be properly generated. In other words, if we require all users to make
a zero-knowledge proof-of-knowledge of the secret keys, the system could be proven
secure. For if this is the case, the simulator in the security proof could “extract” the
secret key for each public key presented by the adversary and uses this key to answer
the query. The only remaining issue is that the prove has to be non-interactive so that
it could be viewed as part of this public key. In this regard, we make use of the proof
system from Groth-Sahai and present two useful non-interactive protocols as building
blocks. The advantage of our approach is that these complex non-interactive proof are
only added as part of the public key which only needs to be verified once in practice.
Thus, our proposal retains most of the computational advantage of the two-party ring
signature scheme from Bender et al. Finally, we equip our scheme with a blind signature
generation protocol. We believe our construction can be used as a building block for
many larger systems.

1.1 Our Contribution

1. We present efficient non-interactive zero-knowledge proof-of-knowledge protocols
for discrete logarithm and commitment.
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2. We present an efficient two-party ring signature construction in the standard model
and equip it with a blind signing procedure.

3. We discuss various applications of two-party (blind) ring signatures.

Organization. The rest of the paper is organized as follows. In Sec. 2, we review the
syntax of a two-party (blind) ring signature scheme its security definitions. We present
two non-interactive zero-knowledge proof-of-knowledge protocols in Sec. 3. Based on
our protocols, we present an efficient construction of two-party ring signatures and its
blind version in Sec. 4. We discuss various applications of our proposal in Sec. 5 before
concluding our paper in Sec. 6.

2 Preliminary

If n is a positive integer, we use [n] to denote the set {1, . . . , n}. We review the follow-
ing well-known computational assumptions.

Definition 1 (DL Assumption). Let G = 〈g〉 be a cyclic group of prime order p. The
discrete logarithm assumption states that given a tuple (g, Z) ∈ (G,G), it is computa-
tionally infeasible to compute the value z ∈ Zp such that Z = gz .

Definition 2 (CDH Assumption). Let G = 〈g〉 be a cyclic group of prime order p.
The computational Diffie-Hellman assumption states that given a tuple (g, ga, gb) ∈
(G,G,G), it is computationally infeasible to compute the value gab.

Definition 3 (DLIN Assumption). Let G = 〈g〉 be a cyclic group of prime order p. The
decision linear (DLIN) assumption states that given a tuple (u, v, w, ua, vb, T ) ∈ (G,
G, G, G, G, G), it is computationally infeasible to decide if T = wa+b.

2.1 Bilinear Pairing

Let G,GT be two cyclic groups of the same prime order p. Let g be a generator of G.
A mapping ê : G×G→ GT is a bilinear pairing if the following are true:

– (Unique Representation) Each element of G and GT has a unique binary represen-
tation.

– (Bilinear) For all a, b ∈ Zp, ê(ga, gb) = ê(g, g)ab.
– (Non-degenerate) ê(g, g) �= 1GT , where 1GT is the identity element of the group
GT .

The setting we present here is often referred to as a symmetric pairing. We abuse
the notation and use 1 to represent the identity element regardless of the group. For
example, we will use 1 to represent 1GT in the subsequent text.
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2.2 Groth-Sahai Non-interactive Witness-Indistinguishable Proof System

We briefly review the non-interactive witness-indistinguishable proof system developed
by Groth and Sahai [11] (referred to as GS proof hereafter). They gave three instantia-
tions and we employ the version that depends on the decision linear assumption since
it is often regarded as the weakest assumption amongst the three and works in the sym-
metric pairing setting.

Consider a set of variables {Xi}ni=1 ∈ Gn and public constants {Ai}ni=1 ∈ Gn,
{bi,j ∈ Zp}i,j∈[n], tT ∈ GT . A pairing product equation is of the form:

n∏
i=1

ê(Xi, Ai)

n∏
i=1

n∏
j=1

ê(Xi, Xj)
xi,j = tT .

The GS proof system requires a common reference string which allows a prover to
make commitments of a set of variables {Xi}. It also allows the prover to produce
an non-interactive proof that these committed variables satisfy a set of pairing product
equations. The proof is witness-indistinguishable in the sense the the proof generated
by one set of variables is indistinguishable to another. There are two kinds of common
reference string in a GS proof system, namely, soundness string and simulation string.
The former allows the string creator to open the “commitments” and thus guarantees the
soundness of the system. The latter provides perfectly hiding commitments and guaran-
tees witness-indistinguishably. These two strings are computationally indistinguishable.

As an example, consider a variable X and a constants A and the following pairing
product equation:

ê(X,X)ê(X,A) = 1.

A GS proof of a variable X satisfying the above equation could be produced using
X = 1 or X = A−1 and the proofs produced by these two values (often called wit-
nesses) are indistinguishable. Indeed, proof of satisfaction of the above equation would
assure the verifier that either X = 1 or X = A−1.

Throughout this paper, we will use the following notation to represent a GS proof of
knowledge of variables satisfying a set of pairing product equations. All symbols that
appear on the left hand side inside the brackets are variables while all other symbols
on the right hand side after the colon are the public constants of the pairing product
equations. For example,

NIWI

{
(X1, X2, X3) :

ê(X1, X1)ê(X1, A) = 1 ∧
ê(X1, X2)ê(X2, X3) = T

}
means a proof of the variables X1, X2, X3 that satisfies the two equations, with A and
T being public constants.

2.3 Syntax of Two-Party Ring Signatures

We adapt the definitions and security models of ring signatures from various litera-
tures. A ring signature scheme in the common reference string model consists of four
algorithms, namely, Setup, Gen, Sign, Verify, whose functions are enumerated below.
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param ← Setup(1λ): On input a security parameter λ, this algorithm outputs the
public parameter param for the system. We assume param is an implicit input to all
algorithms listed below.

(pk, sk)← Gen(): This algorithm outputs a key pair (pk, sk) for a signer. If (pk, sk) is
an output of the algorithm Gen(), we say pk is the corresponding public key of sk
(and vice versa).

(σ,R) ← Sign(skS ,R,m) : On input a message m, a secret key of a signer skS
(whose public key is pkS) and a set public keys R with pkS ∈ R, this algorithm
outputs a signature σ, which is a ring signature of m with respect to the ringR.

valid/invalid← Verify(σ,R,m) : On input a public key a message m, a signa-
ture σ with a set of public keysR, this algorithm verifies the signature and outputs
valid/invalid.

A ring signature scheme must possess Correctness, Unforgeability and Anonmity, to
be reviewed below.

Correctness. For any security parameter λ and param ← Setup(1λ), (pkS , skS) ←
Gen() andR = {pk1, . . ., pkn} such that (pki, ski)← Gen() for i ∈ [n] with pkS ∈ R.
For any message m, if (σ,R)← Sign(skS ,R,m), then valid← Verify(σ, R, m).

In this paper, our focus is on two-party ring signature. That is, |R| = 2 for all
signatures.

Unforgeability. The following game between a challenger C and an adversary A for-
mally captures the requirement of Unforgeability.

Setup C invokesSetup(1λ) and subsequentlyGen() to obtain (param, {(pki, ski)}i∈[n]).
Denote the set {pki}i∈[n] by R. (param, pkS ,R) is given to A.

Query A is allowed to make the following queries:
– Corruption Query.A submits a public key pki ∈ R and receives ski.
– Signature Query. A submits a message m, an arbitrary ring R′ = {pk′0, pk′1}

and a bit b, and receives (σ, R′) ← Sign(sk′b, R′, m) where sk′b is the corre-
sponding private key of pk′b.

Output A submits (σ∗,R∗,m∗) and wins if and only if
1. valid← Verify(σ∗,R∗, m∗) andR∗ ⊂ R.
2. A has not submitted a Signature Query with input m∗, R∗.
3. A has not submitted a Corruption Query on input pk such that pk ∈ R∗.

Definition 4 (Unforgeability). A two-party ring signature scheme is unforgeable if no
PPT adversary wins the above game with non-negligible probability.

Our definition of unforgeability is slightly stronger than the strongest notion, ex-
istential unforgeability with respect to insider corruption [2], in which we allow the
adversary to issue signature query on behalf of arbitrary ring without supplying the
corresponding secret key.

Anonymity. It means that given a message m and a signature (σ,R), it is infeasible to
determine who created the signature, even if all the secret keys are known. The formal
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definition is adapted from [2] for general ring signatures against full key exposure. Note
that we allow the common reference string to be maliciously generated in this model.

The following game between a challenger C and an adversary A formally captures
the requirement of Anonymity.

Setup A gives param to C. C invokes Gen() to obtain {(pki, ski)}i∈[n]). Denote the set
{pki}i∈[n] byR. (pki, ski) for i ∈ [n]) is given to A.

Challenge A gives two indexes i0, i1 and a message m to C. C filps a fair coin b and
computes (σ, {pki0 , pki1})← Sign(skb,m{pki0 , pki1}). σ is returned to A.

Output A submits a guess bit b′ and wins if and only if b′ = b.

Definition 5 (Anonymity). A two-party ring signature is unconditionally anonymous
if no computationally unbounded adversray A wins the above game with probability
that is non-negligibly higher than 1/2.

2.4 Syntax of Two-Party Blind Ring Signatures

A signature is blind if there exists a protocol between the signer and a user in which
the user obtains a signature from the signer on message m in such a way that the signer
learns nothing about the m nor the signature issued. More formally, a blind signature
scheme is a scheme with the following additional protocol BSign.

Setup, Gen, Verify are the same as above.
BSign : This is a protocol between the signer and a user. The common input is param

and a ring of two public keysR = (pk0, pk1). The signer has additionally a private
input a private key (skb) such that the corresponding public key (pkb) is in the ring
R. The user has a private input m. Upon successful completion of the protocol, the
user obtains a ring signature σ on message m with respect to ringR.

Unforgeability. The following game between a challenger C and an adversary A for-
mally captures the requirement of Unforgeability for any two-party blind ring signa-
tures.

Setup C invokesSetup(1λ) and subsequentlyGen() to obtain (param,{(pki, ski)}i∈[n]).
Denote the set {pki}i∈[n] byR. (param, pkS ,R) is given to A.

Query A is allowed to make the following queries:
– Corruption Query.A submits a public key pki ∈ R and receives ski.
– Blind Sign Query. A submits an arbitrary ring R′ = {pk′0, pk′1} and a bit b,

and interacts with C who plays the role of a signer (with public key pk′b and
secret key sk′b).

Output A submits a ringR∗ and (k+1) distinct messages (m∗
i ) and their correspond-

ing signatures (σ∗
i ) for i = 1 to k + 1 and wins if and only if

1. R∗ ⊂ R and A has not submitted a Corruption Query on input pk such that
pk ∈ R∗.

2. valid← Verify(σ∗
i ,R∗, m∗

i ) for i = 1 to k + 1.
3. A has submitted at most k blind sign queries with inputR∗.

Definition 6 (Unforgeability). A two-party blind ring signature scheme is unforgeable
if no PPT adversary wins the above game with non-negligible probability.
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Anonymity Anonymity for the blind version is shown as follows.
The following game between a challenger C and an adversary A formally captures

the requirement of Anonymity.

Setup A gives param to C. C invokes Gen() to obtain {(pki, ski)}i∈[n]). Denote the set
{pki}i∈[n] byR. C gives (pki, ski) for i ∈ [n] to A.

Challenge A gives two indexes i0, i1 to C. C filps a fair coin b and interacts with A as
a signer in protocol BSign with private input skib .

Output A submits a guess bit b′ and wins if and only if b′ = b.

Definition 7 (Anonymity). A two-party blind ring signature is unconditionally anony-
mous if no computationally unbounded adversray A wins the above game with proba-
bility that is non-negligibly higher than 1/2.

Blindness Blindness refers to the fact that the signer learns nothing about the mes-
sage being signed nor the signature created during a blind sign protocol. The following
game between a challenger C and an adversaryA formally captures the requirement of
Blindness.

Setup C invokes Setup() and subsequently Gen() to obtain param, {(pki, ski)}i∈[n]).
Denote the set {pki}i∈[n] byR. C gives param and (pki, ski) for i ∈ [n] to A.

Challenge A gives a ring R∗ ⊂ R and two messages m0, m1 to C. C filps a fair coin
b and obtains two signatures from A in protocol BSign in the following order: the
first interaction is to obtain signature on message mb and the second interaction
is for signature on message m1−b. C gives σ0, σ1 to A which are the resulting
signatures from these interactions. Note that the index i is arbitrary, meaning that
σi could be the result from the first run or the second interaction. Further, σi =⊥ if
the interaction does not terminate successfully.

Output A submits a guess bit b′ and wins if and only if b′ = b.

Definition 8 (Blindness). A two-party blind ring signature is blind if no PPT adversray
A wins the above game with probability that is non-negligibly higher than 1/2.

3 Non-interative Zero-Knowledge Proof-of-Knowledge

Our construction relies on an non-interactive zero-knowledge proof-of-knowledge of
discrete logarithm satisfying the requirement of what is commonly referred to as signa-
ture proof-of-knowledge. More formally, it has to be simulatable and extractable under
the same common reference string. Being simulatable means that given a trapdoor of the
common reference string, there exists an efficient algorithm, called simulator, which is
capable of simulating a proof-of-knowledge of discrete logarithm of an element with-
out actually knowing the discrete logarithm. Being extractable means that given the
trapdoor of the common reference string, there exists another efficient algorithm, called
extractor, which is capable of outputting the discrete logarithm of an element given a
proof-of-knowledge of discrete logarithm of that element.

Many secure constructions requires a proof system that allows simulations and ex-
traction under the same string and this is not readily achievable in the GS proof system.
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Nonetheless, Bernhard et al. [3], following the technique employed in [10], showed
how a GS proof for pairing product equations can be turned into signature of knowl-
edges offering simulatability and extractability simultaneously. Our protocol follows
their concept and the difference is discussed after the presentation of the protocol.

3.1 Proof PDL

We use the notationPDL{(x) : Y = gx} to represent an non-interactive zero-knowledge
proof-of-knowledge of the discrete logarithm of Y to base g. The protocol makes use
of the GS witness-indistinguishable proof system on a set of pairing-product equations.
Our protocol is inspired by various constructions in the literature and we introduce sev-
eral optimizations for efficiency considerations.

Setup Let n be the security parameter. The common reference string of PDL consists
of crsGS, the soundness string of the GS proof system, and the following elements
v′, v1, . . . , vn, h1, h2 ∈ G and a collision-resistant hash function H : {0, 1}∗ →
Zp.

Proof Generation Intuition We first present the intuition of the non-interactive proof
of knowledge of x such that Y = gx. The prover first express x as

∑n−1
i=0 2ix[i]

where x[n − 1] . . . x[0] is the binary representation of x. The prover generates a
witness-indistinguishable proof of the following fact:

NIWI

⎧⎪⎪⎪⎨⎪⎪⎪⎩(X0, . . . , Xn−1, S1) :

(∧n−1
i=0 (Xi = g2

i ∨Xi = 1) ∧
Y =

∏n−1
i=0 Xi ∧

)
∨(

ê(S1, h) = ê(h1, h2)ê(V(statement), S2)
)
⎫⎪⎪⎪⎬⎪⎪⎪⎭

where V(statement) is the waters hash of the statement being proved. Specifically,
let C be the commitments of the witnesses of {Xi}’s in the GS proof system. Fur-

ther, let s = H(C||Y ||S2) and V(statement) is defined as v′
∏
v
s[i]
i where s[i]

is the i-th bit of s. The idea of the proof is that Xi = g2
i

if x[i] is 1 and Xi = 1
(the identity element of G) if x[i] = 0. Due to the soundness of the GS proof
system, knowing the set of Xi’s implies knowing a set of values x[i] ∈ {0, 1}.
Since the later part assures the verifier that Y =

∏n−1
i=0 Xi, knowing a set of val-

ues x[i] ∈ {0, 1} is equivalent to knowing the value x =
∑n−1

i=0 x[i] such that
Y = gx. One could view the final equation as knowing a Waters’ signature on the
statement. In fact, (S1, S2) is a Waters’ signature on the value s = H(C||Y ||S2).
This is purely for the simulatablility of the proof as the simulator who generates the
common reference string knows the “secret key” (α) such that h1 = hα would be
capable of generating (S1, S2) and use it for the proof simulation. Due to witness-
indistinguishability of the GS proof system, the simulated proof is indistinguishable
to the proof generating using witness {Xi}. The remaining challenge is to trans-
form the above idea into a set of pairing-product equations where the GS proof
system can be used.
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Proof Generation The prover randomly picks r ∈R Zp, computes S2 = hr
1 ∈ G and

computes the following GS proof.

NIWI

⎧⎪⎪⎨⎪⎪⎩(X0, . . . , Xn−1, S1, S) :

ê(S/h, S/h1) = 1 ∧∧n−1
i=0 (ê(Xi, Xi/g

2i) = 1) ∧
ê(Y, S/h) = ê(

∏n−1
i=0 Xi, S/h) ∧

ê(S1, S)= ê(h2, h1)ê(V(statement), S2)

⎫⎪⎪⎬⎪⎪⎭
using the set of witnesses {Xi = gx[i]2

i}, S = h1, S1 = V(statement)hr
2. Again,

let C be the commitments of {Xi}’s and S in the GS proof system. Let s =

H(C||Y ||S2) and V(statement) is defined as v′
∏
v
s[i]
i where s[i] is the i-th bit

of s.
Proof Verification The verifier validates the NIWI proof and that S2 �= 1.

Discussions Various optimization techniques have been employed for the realization
of PDL. Firstly, one could note that the variable S acts as a selector. The first equa-
tion guarantees that S = h or S = h1. When S = h1, the prover can simulate the
last equation without knowing the Waters signature on the statement as shown above.
Specifically, the prover can set S2 = hr

1 and use the witness S1 = V(statement)hr
2. In

this setting, the prover is forced to set Xi to be gx[i]2
i

so that the equation ê(Y, h1/h) =
ê(
∏n

i=0Xi, h1/h) holds. Finally, one could note that the equation ê(Xi, Xi/g
2i) = 1

guarantees that Xi = 1 or g2
i

.
To produce a simulated proof, the simulator would have to generate the common

reference string so that it knows α such that h1 = hα. With this trapdoor (α), the
simulator could set Xi = 1, S = h so that all but the last equation holds. For the
last equation, the simulator creates a Waters signature on the statement. Specifically, it
randomly picks r ∈R Zp, computes S2 = hr and S1 = hα

2V(statement)r.
While the general idea is similar to that of [3] in the construction of signature proof

of knowledge, our realization contains several optimizations. Firstly, only part of the
Waters’ signature (S1) is a variable. The reason is that S2 can be computed without
knowing the signing key and can be “simulated” by the real prover. Secondly, we make
use of the symmetric pairing to save the number of variables for the “OR” proofs. For
instance, proving the knowledge of variable X satisfying the relation e(X/A,X/B) =
1 is equivalent to proving X = A or X = B with one pairing-product equation in one
variable.

3.2 Proof PWH

Let g, u1, . . . , un ∈ G be generators of group G. Consider a message m ∈ Zp, we

consider the commitment ofm as
∏n

i=1 u
m[i]
i gr for a random value r ∈R Zp wherem[i]

is the i-th bit ofm. We use the notation PWH{(m, r) : M =
∏n

i=1 u
m[i]
i gr} to represent

the non-interactive zero-knowledge proof-of-knowledgeof how the commitmentM can
be openned.

Common Reference String is the same as the proof PDL.
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Proof Generation The prover randomly picks t ∈R Zp, computes S2 = ht
1 ∈ G and

computes the following GS proof.

NIWI

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
⎛⎝R0, . . . , Rn−1,

U1, . . . , Un,
S1, S

⎞⎠ :

ê(S/h, S/h1) = 1 ∧∧n
i=1(ê(Ui, Ui/ui) = 1) ∧∧n−1

i=0 (ê(Ri, Ri/g
2i) = 1) ∧

ê(M,S/h) = ê(
∏n

i=1 Ui

∏n−1
i=0 Ri, S/h) ∧

ê(S1, S) = ê(h2, h1)ê(V(statement), S2)

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
using the set of witnesses {Ri = gr[i]2

i}, {Ui = u
m[i]
i }, S = h1, S1 =

V(statement)ht
2. Here r[n − 1] . . . r[0] is the binary representation of r. Again,

let C be the commitments of {Ri}’s, {Ui}’s and S in the GS proof system. Let

s = H(C||M ||S2) and V(statement) is defined as v′
∏
v
s[i]
i where s[i] is the i-th

bit of s.
Proof Verification The verifier validates the NIWI proof and that S2 �= 1.

Regarding the security of these two non-interactive proofs, we have the following
theorem whose proof can be found in Appendix A.

Theorem 1. PDL andPWH are simulatable under the DLIN assumption and extractable
under the CDH assumption in the standard model.

4 Constructions

We first describe our construction of a two-party ring signature, which is essentially the
scheme from [2] with a proof-of-correctness added to the public key.

4.1 A Two-Party Ring Signature Scheme

param ← Setup(1λ): On input a security parameter λ, this algorithm chooses two
cyclic groups G, GT of prime order p such that |p| = λ and that there exists a
bilinear map ê : G × G → GT . It also generates the common reference string of
the non-interactive proof system discussed in section 3. Finally, it chooses several
generator g, u′, u1, . . . , un ∈ G, where n is the bit-length of the message.

(pk, sk) ← Gen(): This algorithm randomly picks x ∈R Zp and computes Y = gx.
It also computes the non-interactive proof πY = PDL{(x) : Y = gx}. The public
key is (Y, πY ) and the secret key is x.

(σ,R)← Sign(skS ,R,m) : On input a message m, a secret key of a signer x and two
public keys (Y, πY ) and (Y ′, πY ′) where Y = gx, this algorithm first validates πY ′ .

Next, it computesM = u′
∏n

i=1 u
m[i]
i . It then chooses r ∈R Zp, computesS2 = gr

and S1 = Y ′xM r. Output σ as (S1, S2) and the ring as {(Y, πY ), (Y
′, πY ′)}.

valid/invalid← Verify(σ,R,m) : On input a a message m, a signature σ and a
rinf {(Y, πY ), (Y

′, πY ′)}, this algorithm first validates πY and πY ′ . Next, it outputs
valid if and only if

ê(S1, g) = ê(Y, Y ′)ê(u′
n∏

i=1

u
m[i]
i , S2).
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Note that the signature size is only 2 elements. While the validations of πY and πY ′

is quite expensive, it is required to be conducted once per each public key. Thus, in a
long run, our scheme is nearly as efficient as the original scheme from [2] if the public
key of the users are relatively stable.

4.2 A Blind Signature Generation Protocol for Our Two-Party Ring Signature
Scheme

The blind signature generation protocol is a two-round protocol described below. The
public keys of the ring, (Y, πY ) and (Y ′, πY ′) are known to both the signer and the user.
Without loss of generality, the signer has an additional input x such that Y = gx. The
user has an additional input m.

The user validates (Y, πY ) and (Y ′, πY ′). Then it computes a commitment of m as

M ′ =
∏n

i=1 u
m[i]
i gr for some random r ∈R Zp and the non-interactive proof

πM ′ = PWH{(m, r) : M ′ =
∏n

i=1 u
m[i]
i gr}. It sends M ′, πM ′ to the signer.

Upon receive M ′, πM ′ , the signer validates πM ′ and πY ′ . Next, it computes S2 = gt

for some randomly generated t ∈R Zp, S1 = Y ′x(u′M ′)t and returns (S′
1, S

′
2) to

the user.
The user picks a ∈R Zp, computes S1 = (S′

1/(S
′
2)

r)(u′M ′)a and S2 = S′
2g

a. It
outputs the signature on m as (S1, S2).

It is straightforward to see that the signature created using the blind signature gener-
ation protocol has the same distribution as those outputted from the sign algorithm.

Regarding the security of our two-party ring signatures, we have the following theo-
rem whose proof can be found in Appendix B.

Theorem 2. Our construction of two-party ring signatures is unforgeable under the
DLIN and CDH assumption. It is unconditionally anonymous. The blind signature ver-
sion possesses blindness under the DLIN and CDH assumption.

5 Applications

Designated Verifier Signatures A direct application of our two-party ring signature
scheme is on designated verifier signatures, Jakobsson, Sako and Impagliazzo [13], and
independently by Chaum [5] in 1996. A DVS scheme allows a signer Alice to convince a
designated verifier Bob that Alice has endorsed the message while Bob cannot transfer
this conviction to anyone else. As discussed in [15], if Alice create a ring signature
on behalf of the ring with Alice and Bob and sends the ring signature to Bob, Bob
will be convinced that the message has been endorsed by Alice. On the other hand, the
signature will not be able to convince any outsider since Bob could have been the creater
of the signature. Hence, a two-party ring signature is sufficient for the construction of
designated verifier signature. Our construction secure in the strong model is necessary
for it allows the resulting designated verifier signatures to be secure against the vogue
key attack [13,18]. On the other hand, some existing schemes make use of some ad-hoc
techniques [20] to defend against this attack.
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Optimistic Fair Exchange. Optimistic fair exchange, introduced by Asokan, Schunter
and Waidner [1] allows two parties, Alice and Bob, to exchange digital signatures with
the help of a passive trusted third party. Haung et al. [12] presents an elegant realization
based on a secure two-party ring signatures. Their construction is generic in which any
secure two-party ring signature scheme can be used. Having said that, since optimistic
fair exchange is supposed to work in the multi-user setting, the security requirement of
the underlying ring signature is stronger than the model guaranteed by the two-party
ring signatures in [2]. On the other hand, our scheme satisfies their security require-
ments and can be used. We also make the following observation. If the blind version
of our ring signature scheme is employed, the resulting optimistic fair exchange proto-
col enjoys an additional property in which the trusted third party cannot learn anything
about the messages and signatures being exchanged even if it is called upon for protocol
completion. This will improve the applicability of this protocol since they exchanging
parties might be reluctant to reveal the information of the exchange.

Fair Outsourcing. Following the fair exchange paradigm, Chen et al. [7] consider the
problem of the exchange of payment and outsourcing computation. In their proposal,
the job owner outsourced some computationally expensive task to a set of workers and
upon completion of its assigned computation, the worker shall receive the payment
from the job owner. A fair exchange protocol is used to ensure fairness. Specifically, the
computation result is used in exchange of the job owner’s payment. As a two-party ring
signature can be used as a building block for a fair exchange protocol, our construction
is also useful in the fair outsourcing system.

6 Conclusion

In this paper, we present two useful non-interactivezero-knowledgeproof-of-knowledge
protocols. With these protocols, we proposed an efficient two-party ring signatures and
its extension to support blind signature generation. Finally, we discussed several appli-
cations of our constructions.
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A Proof of Theorem 1

We sketch the proof idea for PDL. The proof for PWH is similar and is thus omitted.

Simulatability. In the intuition of PDL, we already discussed how a simulator, with the
knowledge of α such that h1 = hα can produce a simulated proof PDL. It remains to
argue this simulated proof is indistinguishable from the real proof. The argument makes
use of the game-hoping technique [19] which involves a sequence of games defined
below.

1. Game0: This is the real game.

http://eprint.iacr.org/
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2. Game1: Same is Game0 except the common reference string of the GS proof system
crsGS is chosen in the simulation setting instead of the soundness setting.

3. Game2: Same as Game1 except the non-interactive proofs PDL given to the adver-
sary is generated by the simulator.

4. Game3: Same as Game2 except the common reference string of the GS proof sys-
tem crsGS is chosen to be in the soundness setting instead of the simulation setting.

The setting in Game3 is where the adversary is given simulated proofs instead of real
proofs. It remains to show the advantage of an adversary trying to distinguish whether
it is playing Game0 and Game3 is negligible. The argument goes as follows. The differ-
ence between Game0 and Game1 is negligible under the DLIN assumption due to the
computational indistinguishably of the common reference string of the GS proof sys-
tem. For Game1 and Game2, observe that the distribution of S2 is the same (uniformly
at random from G) and that the distribution of the GS proof is also the same (since
the commitments are perfectly hiding in the simulation string), the difference between
Game1 and Game2 is negligible. Finally, the difference between Game2 and Game3
is negligible under the DLIN assumption. Thus, PDL is simulatable under the DLIN
assumption.

Extractability. Due to the soundness of the GS proof system, the extractor can always
extracts fromPDL a set of witnesses (X0, . . . , Xn−1, S1, S) satisfying the set of pairing
product equations. From the equation

ê(S/h, S/h1) = 1,

S can only be h or h1. If S = h, the last equation

ê(S1, S) = ê(h2, h1)ê(V(statement), S2)

means that the witness S1 together with the value S2 is a Waters signature on the mes-
sage “statement”. Since the adversary must be producing a new statement. It is easy
to setup the simulator which breaks the existential unforgeability of Waters signature,
which is equivalent to solve the CDH problem. (The simulator is given a signing oracle
of the Waters signature and use it to produce all the simulated proof. Finally, we then
adversary produces a new proof, the simulator extracts a new Waters signature.)

When S = h1, we have

ê(Y, S/h) = ê(

n−1∏
i=0

Xi, S/h),

which implies Y =
∏n−1

i=0 Xi. Recall that for all i,

ê(Xi, Xi/g
2i) = 1,

it means Xi = 1 or Xi = g2
i

. From this, the simulator can calculate x =
∑n−1

i=0 x[i]2i

where x[i] = 0 if Xi = 1 and x[i] = 2i otherwise.
Thus, PDL is extractable under the CDH assumption.
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B Proof of Theorem 2

We sketch the proof idea for our construction of two-party (blind) ring signatures.

Unforgeability. The signature generation and verification is the same as the construc-
tion of [2], which is unforgeable against chosen sub-ring attack. The only difference is
the addition of the non-interactive proof of knowledge of the secret key attached in the
public key. For all public keys presented by the adversary, the simulator can extract the
corresponding signing keys and use it to answer all queries related to these keys chosen
by the adversary. This in turns allow our scheme to be proven secure in the stronger
model where the adversary can introduce keys into the system. For the blind signa-
ture generation protocol, the simulator can always extract from PWH the message to be
signed in the protocol and the rest is the same as the origin version. Due to the need to
produce a simulated proof for the challenge public key and the need of extractions, our
construction is secure under the CDH and the DLIN assumption in the standard model.

Anonymity. The original two-party ring signature of [2] is unconditionally anonymous
and it is straightforward to see our construction retains this desirable property. Consider
a given signature (S1, S2), {PK,PK ′} on message m. For any public key PK =

(Y, πY ), there exists a random value r such that S1 = gyy
′
(u′

∏m
i=1 u

m[i]
i )r and S2 =

gr. In other words, it can be generated by user with public key PK or PK ′ and thus
the signature is unconditionally anonymous.

Blindness. Consider two transcripts of the blind signature generation protocol (M ′,
πM ′ , S′

1, S′
2) and (M̄ ′, πM̄ ′ , S̄′

1,S̄′
2) and a given message-signature pair (m,S1, S2).

There exists a set of randomness (r, a) such that M ′ =
∏n

i=1 u
m[i]
i gr, S2 = S′

2g
a

and S1 = (u′M ′)aS′
1/(S

′
2)

r (this only holds when S′
1, S′

2 are correctly computed by
the signer for M ′ yet if the signer does not, the user can detect this misbehavior and
abort).

At the same time, there exists another set of randomness (r̄, ā) such that M ′ =∏n
i=1 u

m[i]
i gr̄, S2 = S̄′

2g
ā and S1 = (u′M ′)āS̄′

1/(S̄
′
2)

r̄ (again, assume S′
1 and S′

2 are
correctly computed).

This means that a message-signature pair can be the result of interaction M ′, S′
1, S

′
2

or M̄ ′, S̄′
1, S̄

′
2. Finally, due to the simulatablility of PWH, πM ′ nor πM̄ ′ leaks no infor-

mation about m and r under the DLIN and CDH assumption. Thus, our construction
possesses blindness under the DLIN and CDH assumption.
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Abstract. We extend the techniques of Kiltz et al. (in ASIACRYPT
2010) and Galindo et al. (in SAC 2012) to construct two efficient leakage-
resilient signature schemes. Our schemes based on Boneh-Lynn-Shacham
(BLS) short signature and Waters signature schemes, respectively. Both
of them are more efficient than Galindo et al.’s scheme, and can tolerate
leakage of (1 − o(1))/2 of the secret key at every signature invocation.
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1 Introduction

In the traditional security proof of the cryptographic schemes, there has a basic
assumption that the secret state is completely hidden to the adversary. However,
it is almost impossible to realize this assumption in the real world. Many cryp-
tographic engineers have designed some side-channel attacks can detect some
leakage information about the secret state. For example, power consumption
[23], fault attacks [5,8], and timing attacks [7], etc.

Leakage-resilient cryptography is a countermeasure to resist such side-channel
attacks with some algorithmic techniques, which means that designing algo-
rithms such that their description already provides security against those at-
tacks. Leakage-resilient cryptography is an increasingly active area in recent
years and many leakage models have been proposed, such as only computa-
tion leaks information (OCLI) [18,20,24,22], memory leakage [1,17], bounded
retrieval [2,3,14], and auxiliary input models [15,20,19], etc. In this work, we
design leakage-resilient signature schemes based on the following two leakage
models:
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– OCLI model: leakage is assumed to only occur on values that currently ac-
cessed during the computation.

– Continual leakage model: the amount of leakage is assumed to be bounded
only in between any two successive key refreshes but the overall amount can
be unbounded.

Bounded leakage model [21,6] is a weaker notion, corresponding to the continual
leakage model, means that the amount of the leakage information is bounded
with a fixed value throughout the lifetime of the system. Obviously, the contin-
ual leakage model is more closer to the real-world scenarios. Note that in the
continual leakage setting, the secret state should be stateful, i.e., the secret state
should be updated after (or before) every round of the invocation of the secret
state. Otherwise, the entire secret state will be completely leaked after multiple
invocations.

Kiltz and Pietrzak [22] designed a leakage-resilient PKE scheme which is a
bilinear version of the ElGamal key encapsulation mechanism and it is secure in
the presence of continual leakage in the generic bilinear group (GBG) model [10].
It is more important that their scheme is very efficient, just less than a little time
slower than the standard ElGamal scheme. Galindo and Vivek [20] then adapted
their techniques (i.e., blinding the secret key) to construct a practical signature
scheme based on the Boneh-Boyen IBE scheme [9]. Its efficiency is close to the
non leakage-resilient one and it tolerates leakage of almost half of the bits of the
secret key at every signature invocation.

In this paper, we follow the techniques by Kiltz et al. [22] and Galindo et al.
[20], construct two leakage-resilient signature schemes based on the OCLI and
continual leakage models. Our first scheme is based on the BLS signature scheme
[12], its signing algorithm is deterministic, we adapt it to a probabilistic one and
the resulting scheme can tolerate leakage of (1−o(1))/2 of the secret key at every
signature invocation. Our second scheme is based on the Waters signature scheme
[28], the resulting scheme also can tolerate leakage of (1 − o(1))/2 of the secret
key at every signature invocation. Both of them are provable leakage-resilience in
the GBG model (the BLS-based one needs an additional random oracle for the
proof), and more efficient than Galindo and Vivek’s signature scheme, more pre-
cisely, one exponentiation is decreased in the signing and verification algorithm,
respectively.

2 Preliminaries

In this section, we review some basic notions and preliminaries for this paper:
bilinear groups and two intractability assumptions CDH and DBDH, generic
bilinear groups model, entropy, and Schwartz-Zippel lemma.

The following notations will be used in this paper. Let Z be the set of integers
and Zp be the ring modulo p. 1k denotes the string of k ones for k ∈ N. |x| denotes
the length of the bit string x. s

$← S means randomly choosing an element s
form the set S. [n] is a shorthand for the set {1, 2, . . . , n}. We write y ← A(x) to
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indicate that running the algorithm A with input x and then outputs y, y
$← A(x)

has the same indication except that A is a probabilistic algorithm, and if we want
to explicitly denote the randomness r used during the computation we write it
y

r← A(x). Lastly we write PPT for the probabilistic polynomial time.

2.1 Bilinear Groups

Let G1 and G2 be two multiplicative cyclic groups with a same prime order p,
and g be an arbitrary generator of G1. We say that ê : G1 × G1 → G2 be an
admissible bilinear mapping if it satisfies the the following properties:

– Bilinearity: ê(ga, gb) = ê(g, g)ab for all a, b ∈ Zp.
– Non-degeneracy: ê(g, g) �= 1.
– Computability: there exists efficient algorithm to calculate ê(ga, gb) for all
a, b ∈ Zp.

We assume that BGen(1k) be a PPT algorithm can generate parameters P =
(G1, G2, p, g, ê) to satisfy the above properties on input a security parameter k.
The group G1 is said to be a bilinear group, and it is also called the base group
and G2 be the target group.

Definition 1. (CDH Assumption). For any PPT adversary A, any polynomial
p(·), and all sufficiently large k ∈ N,

Pr

⎡⎣ (G1, G2, p, g, ê)← BGen(1k);

a, b
$← Zp; : v = gab

v← A(G1, p, g, g
a, gb)

⎤⎦ <
1

p(k)
.

Definition 2. (DBDH Assumption). For any PPT adversaryA, any polynomial
p(·), and all sufficiently large k ∈ N,∣∣∣∣∣Pr

⎡⎣ (G1, G2, p, g, ê)← BGen(1k);

a, b, c
$← Zp; : d = 1

d← A(P, ga, gb, gc, ê(g, g)abc)

⎤⎦−

Pr

⎡⎣ (G1, G2, p, g, ê)← BGen(1k);

a, b, c, r
$← Zp; : d = 1

d← A(P, ga, gb, gc, ê(g, g)r)

⎤⎦ ∣∣∣∣∣ < 1

p(k)
.

2.2 Generic Bilinear Group Model

In the generic group model [25], the elements of the group encoded by unique
but randomly chosen strings, and thus the only property that can be tested by
adversary is equality. Boneh et al. [10] extended it to a generic bilinear group
(GBG) model. In the GBG model, the encoding is given by randomly chosen
injective functions ξ1 : Zp → Ξ1 and ξ2 : Zp → Ξ2 which are the representations
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of the elements of the base group G1 and target group G2, respectively (w.l.o.g.,
we assume that Ξ1 ∩ Ξ2 = ∅). The operations of the groups and the bilinear
map are performed by three public oracles O1,O2, and Oê, respectively. For any
a, b ∈ Zp,

– O1(ξ1(a), ξ1(b))→ ξ1(a+ b (mod p))
– O2(ξ2(a), ξ2(b))→ ξ2(a+ b (mod p))
– Oê(ξ1(a), ξ1(b))→ ξ2(ab (mod p))

For a fixed generator g of G1 we have g = ξ1(1) and gT = ê(g, g) = ξ2(1).

2.3 Entropy

LetX be a finite randomvariable, then themin-entropy ofX definedbyH∞(X)
def
=

− log2(maxx Pr[X = x]), and the average conditional min-entropy of X given a

random variable Y defined by H̃∞(X |Y )
def
= − log2(Ey←Y [maxx Pr[X = x|Y =

y]]).
We have the following lemma which is from [16].

Lemma 1. Let f : X → {0, 1}Δ be a function on X. Then H̃∞(X |f(X)) ≥
H∞(X)−Δ.

2.4 Schwartz-Zippel Lemma

We follow the result of [20,25], it is a simple variant of the Schwartz-Zippel
lemma [26,29].

Lemma 2. Let F ∈ Zp[X1, . . . , Xn] be a non-zero polynomial of total degree
at most d. Let Pi(i = 1, . . . , n) be probability distributions on Zp such that

H∞(Pi) ≥ log p−Δ, where 0 ≤ Δ ≤ log p. If xi
Pi← Zp(i = 1, . . . , n) are chosen

independently, then Pr[F (x1, . . . , xn) = 0] ≤ d
p2

Δ.

This lemma can be proved by mathematical induction (please refer to [20,25] for
detailed proof). Based on this lemma, we can get the following result directly.

Corollary 1. If Δ = (1 − o(1)) log p in Lemma 2, then Pr[F (x1, . . . , xn) = 0]
is negligible (in log p).

3 Definitions

3.1 Signature Scheme

A signature scheme Σ generally consists of three algorithms, key generation,
signing, and verification, denoted by KGen, Sign, and Vrfy, respectively.

Definition 3. Σ=(KGen, Sign, Vrfy) is a signature scheme if it satisfies:
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– KGen is a PPT algorithm takes as input a security parameter k, then outputs

the signer’s public key pk and secret key sk. We write it (pk, sk)
$←KGen(1k).

– Sign is a PPT algorithm run by the signer who takes as input its secret key sk

and a messagemi, then outputs a signature σi. We write it σi
$←Sign(sk,mi).

– Vrfy is a deterministic algorithm run by the verifier who takes as input
the signer’s public key pk, the signed message mi, and the correspond-
ing signature σi, then outputs 1 if it is valid, else outputs 0. We write it
1/0←Vrfy(pk,mi, σi).

For any index i, we require that 1← Vrfy(pk,mi, Sign(sk,mi)).

We say that a signature scheme is stateful if its signing algorithm is stateful, it
means that the secret key will be updated before (or after) each signing algorithm
invocation while the public key remains fixed.

3.2 Security

The notion of existential unforgeability against adaptive chosen message attack
(EUF-CMA) for the signature scheme is defined by the following game Geuf−cma

Σ,A .

Game Geuf−cma
Σ,A (1k) Oracle OSign(mi)

(pk, sk)
$← KGen(1k) σi

$← Sign(sk,mi)

(m∗, σ∗)
$← A

OSign(pk) return σi and set i← i + 1
if 1← Vrfy(pk,m∗, σ∗) and m∗ �∈ {m1, . . . ,mi}
then output 1 else output 0

Adversary A wants to give a forgery (m∗, σ∗) by means of adaptively query to
the signing oracle OSign. We denote the advantage of A wins the above game

by Adveuf−cma
Σ,A .

Definition 4. The signature scheme Σ is EUF-CMA secure if have no PPT
adversary can win the above game with a non-negligible advantage.

3.3 Security in the Presence of Leakage

Following the techniques of [20,22], we split the signing key into two parts, and
store them in two different parts of the memory. Then the signing process be
divided into two corresponding phases. However, the input/output behavior will
exactly the same as in the original one.

Formally, Σ∗ = (KGen∗, Sign∗,Vrfy∗) be a stateful signature scheme, in the
KGen∗ algorithm, the secret key sk is split into two initial states S0 and S′

0,
correspondingly, the signing algorithm is processed with a sequence of two phases
Sign∗ = (Sign∗Phase1, Sign

∗
Phase2). The i

th invocation of signing (with secret state
(Si−1, S

′
i−1)) is computed as

(Si, wi)
ri← Sign∗Phase1(Si−1,mi); (S

′
i, σi)

r′
i← Sign∗Phase2(S

′
i−1, wi), (1)



Efficient Leakage-Resilient Signature Schemes 423

where the parameter wi is some state information passed from Sign∗Phase1 to
Sign∗Phase2. After this round of signing, the secret state will be updated to
(Si, S

′
i).

In the presence of leakage, an adversary A∗ can obtain some leakage infor-
mation in addition to the signatures for some messages of its choice. In order to

model such behavior, we define a Sign&Leak oracleOLeakSign . In this oracle, besides

the messages chosen by A∗ to the signing oracle, it also allowed to specify two
leakage functions fi and hi with bounded range {0, 1}λ (where λ be the leakage
parameter). The leakage functions defined as

Λi = fi(Si−1, ri);Λ
′
i = hi(S

′
i−1, r

′
i, wi). (2)

We define the security notion of existential unforgeability under adaptive
chosen message and leakage attacks (EUF-CMLA) through the following game

Geuf−cmla
Σ∗,A∗ , where |fi| denotes the length of the output of fi.

Game Geuf−cmla
Σ∗,A∗ (1k) Oracle OLeakSign (mi, fi, hi)

(pk, (S0, S
′
0))

$← KGen∗(1k), i← 1 if |fi| �= λ or |hi| �= λ, return ⊥

(m∗, σ∗)
$← A

∗OLeak
Sign (pk) (Si, wi)

ri← Sign∗Phase1(Si−1,mi)

if 1← Vrfy∗(pk,m∗, σ∗) and (S′
i, σi)

r′
i← Sign∗Phase2(S

′
i−1, wi)

m∗ �∈ {m1, . . . ,mi} Λi = fi(Si−1, ri)
then output 1 else output 0 Λ′

i = hi(S
′
i−1, r

′
i, wi)

return (σi, Λi, Λ
′
i) and set i← i+ 1

Adversary A∗ wants to give a forgery (m∗, σ∗) by means of adaptively query to

the Sign&Leakage oracle OLeakSign . We denote the advantage of A∗ wins the above

game by Adveuf−cmla
Σ∗,A∗ .

Definition 5. We say that the signature scheme Σ∗ is EUF-CMLA secure if
have no polynomial-bounded adversary can win the above game with a non-
negligible advantage.

4 Boneh-Lynn-Shacham Signature Scheme

In ASIACRYPT 2001, Boneh, Lynn, and Shacham [12] proposed a very efficient
short signature scheme. (See [12] for the BLS signature scheme construction.) It
has been received great attention and adopted to construct many more compli-
cated cryptographic schemes (e.g. [11,13]).

4.1 Probabilistic BLS Signature Scheme

We adapt the deterministic BLS signature to a probabilistic scheme. We denote
it by ΣpBLS = (KGenpBLS, SignpBLS,VrfypBLS), it constructed as follows:
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– KGenpBLS(1
k):

• Run (G1, G2, p, g, ê)
$← BGen(1k) and choose a cryptographic hash func-

tion H : {0, 1}∗ → G1, then set the system public parameter as P =
(G1, G2, p, g, ê, H).

• Choose random x
$← Zp, then compute X = gx ∈ G1 and XT =

ê(X, g) = ê(g, g)x ∈ G2.
• Output pk = XT and sk = X .

– SignpBLS(P, sk,m):

• Choose random r
$← Zp.

• Compute and output σ = (σ1, σ2) = (X ·H(m)r, gr).

– VrfypBLS(P, pk,m, σ): Check whether ê(σ1,g)
ê(σ2,H(m))

?
= XT .

In fact, the above probabilistic BLS signature scheme is similar to Galindo
et al.’s basic signature scheme (cf. Section 3 of [20]). In their scheme, σ1 =
X · (X0 ·Xm

1 )r, it can be regarded as a design without random oracles. However,
the probabilistic BLS signature has advantages of efficiency and the length of
the public key.

Similarly to the Galindo et al.’s basic scheme (cannot proved in the standard
model), we cannot prove the security of the probabilistic BLS scheme in the
random oracle model as the original BLS scheme does. In the following theorem,
we prove it in the combinational model of the random oracle and generic bilinear
group, this means that in the generic bilinear groups model, the hash function
H is treated as a random oracle.

Theorem 1. The probabilistic BLS signature scheme ΣpBLS is EUF-CMA se-

cure w.r.t. the Definition 4 in the combinational models of random oracle and

generic bilinear group. The advantage of a q-query adversary is O( q
2

p ).

Proof. Let A be an adversary can break the security of the scheme ΣpBLS.

Without loss of generality, we assume that A is allowed to make totally at most
q queries, which contains qg group oracles (O1,O2,Oê) queries, qh random oracle
(OH) queries, and qs signing oracle (OSign) queries, i.e., qg + qh + qs ≤ q. We

bound the advantage of A against ΣpBLS in the following game G. A plays the

game G with a simulator S as follows.
Game G: Let X, {Hi : i ∈ [qh]}, {Ri : i ∈ [qs]}, {Yi : i ∈ [qg1 ], qg1 ∈ [0, 2qg +
2]}, and {Zi : i ∈ [qg2 ], qg2 ∈ [0, 2qg]} be indeterminates. They correspond to
randomly chosen group elements in the scheme ΣpBLS, or more precisely their

discrete logarithms, that is to say, X corresponds to x. Ri corresponds to the
randomness ri that used in the signature invocation. Besides that, A can query
the group oracles with some bit strings that not previously obtained from the
group oracles. In order to record thus values we introduce indeterminates Yi

and Zi which correspond to the discrete logarithm of the elements of G1 and
G2, respectively. Hi corresponds to the discrete logarithms of the random and
independent elements chosen from G1, it means the hash values of the messages.
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Without loss of generality, we assume that the first qs queries of the OH , i.e.,
{Hi : i ∈ [qs]}, correspond to the hash values of messages {mi : i ∈ [qs]} that
chosen by A used to query to the signing oracle, and the (qs + 1)th query, i.e.,
Hqs+1, corresponds to message m∗ that also chosen by A as the message of
its forgery. For simplicity sake, we denote them by {R}, {Y }, {Z}, and {H},
respectively.
S maintains the following two lists of polynomial-string pair to answer and

record A’s queries
L1 = {(F1,i, ξ1,i) : i ∈ [τ1]}, (3)

L2 = {(F2,i, ξ2,i) : i ∈ [τ2]}, (4)

whereF1,i ∈ Zp[X, {H}, {R}, {Y }], F2,i ∈ Zp[X, {H}, {R}, {Y }, {Z}] and ξ1,i, ξ2,i
are bit strings from the encoding sets Ξ1 (of group G1) and Ξ2 (of group G2),
respectively.

Initially, i.e., at step τ = 0 and τ1 = 2qs + qh + qg1 +1, τ2 = qg2 +1, S creates
the following lists

L1 =
{
(1, ξ1,1), {(Hi, ξ1,i+1) : i ∈ [qh]}, {(Yi, ξ1,i+qh+1) : i ∈ [qg1 ]},

{(X +RiHi, ξ1,2i+qh+qg1
), (Ri, ξ1,2i+qh+qg1+1) : i ∈ [qs]}

}
,

L2 =
{
(X, ξ2,1), {(Zi, ξ2,i+1) : i ∈ [qg2 ]}

}
,

where ξ1,i, ξ2,i are chosen randomly and distinctly from Ξ1 and Ξ2, respectively.
We assume that the entries in the sets Ξ1 and Ξ2 are recorded in order, and thus
given a string ξ1,i or ξ2,i, it is able to determine its index in the lists if it exists.
Similarly, the entries {(Hi, ξ1,i+1) : i ∈ [qh]} has an ordering and thus given a
message m, then it is able to determine its index in these entries if it exists. At
step τ ∈ [0, qg + qh] of the game,

τ1 + τ2 = τ + 2qs + qh + qg1 + qg2 + 2. (5)

For the initial entries of the two lists, they correspond to the group elements of
the public parameters and the signatures on the corresponding messages chosen
by A. {Y } and {Z} correspond to the group elements that A will guess in the
actual interaction. In the game, A can query the group oracles with at most two
new (guessed) elements and it also will output two new elements from G1 as
the forgery, hence qg1 + qg2 ≤ 2qg + 2. Therefore, from the equation (5) we have
(w.l.o.g., assuming qh + qs ≥ 4)

τ1 + τ2 ≤ qg + qh + 2qs + qh + 2qg + 2 + 2 ≤ 3(qg + qh + qs) ≤ 3q. (6)

Random Oracle OH : A queries the random oracle OH with input m, S searches
the entries {(Hi, ξ1,i) : i ∈ [qh]} in L1, if there exists entry {(Hk, ξ1,k)} for k ≤ qh
corresponds to m, then S returns ξ1,k to A. Otherwise, it first increments the
counter τ1 := τ1 + 1 and τ := τ + 1, then returns a random string ξ1,i distinct
from those already contained in L1 to A. Finally, adding (Hi, ξ1,i) to L1.
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Group Oracles O1,O2: For the group operations in group G1, A takes as input
two elements ξ1,i, ξ1,j(i, j ∈ [τ1]) in L1 and specifies whether to multiply or divide
them. S first increments the counters τ1 := τ1+1 and τ := τ +1, then computes
F1,τ1 = F1,i+F1,j if A calls for multiplication, or else F1,τ1 = F1,i−F1,j . If there
exists k < τ1 such that F1,τ1 = F1,k, then sets ξ1,τ1 := ξ1,k. Otherwise, S chooses
a random string ξ1,τ1 that distinct from those already contained in L1. Finally,
S adds the entry (F1,τ1 , ξ1,τ1) to L1. Note that the degree of the polynomials F1,i

in L is at most two. Similarly, S answers A’s queries to the oracle O2, updates
the list L2 and the counters τ2 and τ .
Pairing Oracle Oê: A takes as input two elements ξ1,i, ξ1,j(i, j ∈ [τ1]) from the
list L1 to this oracle. S first increments the counters τ2 := τ2 +1 and τ := τ +1,
and then computes F2,τ2 = F1,i·F1,j . If there exists k < τ2 such that F2,τ1 = F2,k,
then sets ξ2,τ1 := ξ2,k. Otherwise, S chooses random string ξ2,τ2 that distinct
from those already contained in L2. Finally, S adds the entry (F2,τ2 , ξ2,τ2) to the
list L2. The degree of the polynomials F2,i ∈ L2 is at most four.
Output: After finishing the queries, A outputs (m∗, (ξ1,σ1 , ξ1,σ2 )) ∈ Zp × L1 ×
L1(σ1, σ2 ∈ [τ1]). It corresponds to the forgery outputted by A in the actual
interaction and m∗ was not taken as input to the signing oracle. Let F1,σ1 and
F1,σ2 be the polynomials that correspond to ξ1,σ1 and ξ1,σ2 in L1, respectively.
S computes the polynomial

F1,σ = X + F1,σ2Hqs+1 − F1,σ1 . (7)

The degree of F1,σ is at most three. Then S chooses random and independent
values x, {h}, {r}, {y} and {z} from Zp and evaluates the polynomials in the lists
L1 and L2. We say that A wins the game G if one of the following cases occurs:

– Case 1: F1,i(x, {h}, {r}, {y}) = F1,j(x, {h}, {r}, {y}) in Zp, for some two
polynomials F1,i �= F1,j in list L1.

– Case 2: F2,i(x, {h}, {r}, {y}, {z}) = F2,j(x, {h}, {r}, {y}, {z}) in Zp, for some
two polynomials F2,i �= F2,j in list L2.

– Case 3: F1,σ(x, {h}, {r}, {y}) = 0 in Zp.

Game G vs. actual EUF-CMA game: The success probability of A in the actual
EUF-CMA game is bounded by its success probability in the above game G with
a negligible probability gap. The reasons are as follows:

– Case 1 means that A can provoke collisions among group elements of G1,
i.e., F1,i �= F1,j but gF1,i(x,{h},{r},{y}) = gF1,j(x,{h},{r},{y}) in the actual
EUF-CMA game with a fixed generator g of the group G1, this can be
used to solve the discrete logarithm problem of the group G1 (cf. Lemma
1 of the full version of the paper [22]). Similarly, case 2 means that A can
provoke collisions among group elements of G2. As long as these two cases
do not occur, then the view of A is identical that in the game G and in
the actual interaction. Therefore, if A cannot provoke collisions, then its
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adaptive strategies are no more powerful than non-adaptive ones (for more
details, please refer to [25]).

– Case 3 means that (ξ1,σ1 , ξ1,σ2 ) is a valid forgery on a new message m∗.

Advantage: We now analyze the advantage of A in the game G. Since F1,i �=
F1,j ⇔ F ′ = F1,i − F1,j �= 0, and the degree of the polynomials in the list L1 at
most two. According to the Schwartz-Zippel lemma (with Δ = 0), Pr[F ′(x, {h},
{r}, {y}) = 0] ≤ 2

p . The list L1 has τ1 entries, so there exists at most C2
τ1

distinct pairs (F1,i, F1,j), the probability of the case 1 occurs is at most C2
τ1 ·

2
p .

Similarly, the probability of the case 2 occurs is at most C2
τ2 ·

4
p . The degree of

the polynomial F1,σ is at most three, so if it is non-zero (proved in Lemma 3
below), then we can use the Schwartz-Zippel Lemma to compute the probability
of the case 3 occurs is at most 3

p . In conclusion, the advantage of A wins the
game G is

Adveuf−cma
ΣpBLS,A ≤ C2

τ1 ·
2

p
+ C2

τ2 ·
4

p
+

3

p
≤ 2

p
(τ1 + τ2)

2 ≤ 18q2

p
= O(

q2

p
). (8)

Therefore, let q = poly(log p), then Adveuf−cma
ΣpBLS,A is negligible.

Lemma 3. F1,σ is a non-zero polynomial in Zp[X, {H}, {R}, {Y }].
Proof. From the design of the group oracles and the initial elements of the list
L1, we can see that any polynomial in L1 is computed by either adding or
subtracting two polynomials previously existing in the list. Therefore, w.l.o.g.,
we can write the forgery (F1,σ1 , F1,σ2) as follows

F1,σ1 = c1 +

qh∑
i=1

c2,iHi +

qs∑
i=1

c3,iRi +

qg1∑
i=1

c4,iYi +

qs∑
i=1

c5,i(X +RiHi), (9)

F1,σ2 = d1 +

qh∑
i=1

d2,iHi +

qs∑
i=1

d3,iRi +

qg1∑
i=1

d4,iYi +

qs∑
i=1

d5,i(X +RiHi), (10)

where c1, d1, cj,i, dj,i(j = 2, 3, 4, 5) ∈ Zp are chosen by A. We divide them into
two cases:

– Case 1: c5,i = d5,i = 0, for ∀i ∈ [qs].
In this case, both F1,σ1 and F1,σ2 do not contain the indeterminate X . Hence
the polynomial F1,σ2Hqs+1 − F1,σ1 in (7) also does not contain the determi-
nate X . Therefore, in the polynomial F1,σ, the coefficient of the term X is
non-zero, and thus F1,σ is non-zero.

– Case 2: c5,k �= 0 or d5,k �= 0, for ∃k ∈ [qs].
• If d5,k �= 0, then the coefficient of the term RkHkHqs+1 is non-zero, and
thus F1,σ is non-zero.

• If c5,k �= 0, then the coefficient of the term RkHk is non-zero, and thus
F1,σ is non-zero.

Therefore, the polynomial F1,σ is non-zero. This completes the proof of
Theorem 2. �
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4.2 Leakage-Resilient Probabilistic BLS Signature Scheme

We now adapt the probabilistic BLS signature scheme to the leakage-resilient
setting, i.e., leakage-resilient probabilistic BLS signature scheme. It denoted by
Σ∗
pBLS = (KGen∗pBLS, Sign

∗
pBLS,Vrfy

∗
pBLS) and constructed as follows:

– KGen∗pBLS(1
k):

• Run (G1, G2, p, g, ê)
$← BGen(1k) and choose a cryptographic hash func-

tion H : {0, 1}∗ → G1, then set the system public parameter as P =
(G1, G2, p, g, ê, H).

• Choose random x
$← Zp, then compute X = gx ∈ G1 and XT =

ê(X, g) = ê(g, g)x ∈ G2.

• Choose random l0
$← Zp and set (S0, S

′
0) = (gl0 , gx−l0).

• Output pk = XT and sk0 = (S0, S
′
0).

– Sign∗pBLS(P, ski−1,m):

• Phase 1 (P, Si−1,m):

∗ Choose random li
$← Zp and compute Si = Si−1 · gli .

∗ Choose random r
$← Zp and compute (σ′

1, σ
′
2) = (Si ·H(m)r, gr).

∗ Output wi = (li, σ
′
1, σ

′
2).

• Phase 2 (P, S′
i−1, wi):

∗ Compute S′
i = S′

i−1 · g−li .
∗ Compute and output σ = (σ1, σ2) = (S′

i · σ′
1, σ

′
2).

– Vrfy∗pBLS(P, pk,m, σ): Check whether ê(σ1,g)
ê(σ2,H(m))

?
= XT .

At the beginning of the each signing phase, the partial secret key will be re-
randomized, however, for any i, let Li :=

∑i
j=0 lj , then Si ·S′

i = gLi ·gα−Li = X .
Hence the signatures of the scheme Σ∗

pBLS identical to that from schemeΣpBLS,

however, precisely because of the re-randomized process, adversary cannot collect
enough leakage information from the “fresh” secret state to recover the real secret
key X .

In the first phase of the the signing algorithm, it requires three exponentia-
tions, and no exponentiation in the second phase if we see g−l as the inverse
element of gl which has been calculated in the first phase. Hence it requires
three exponentiations in every signature calculation. In addition, it requires two
pairing operations in the verification algorithm.

Because of the values of the input and output of the schemes Σ∗
pBLS and

ΣpBLS are identical, the security of Σ∗
pBLS in the non-leakage setting is obvious.

Lemma 4. The probabilistic BLS signature scheme Σ∗
pBLS is EUF-CMA secure

w.r.t. the Definition 4 in the combinational models of random oracle and generic

bilinear group. The advantage of a q-query adversary is O( q
2

p ).

The security of the above scheme in the leakage-resilient setting is as follows.
For the sake of space, we give the following theorem, please see the full version
[27] for the detailed proof.
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Theorem 2. The probabilistic BLS signature scheme Σ∗
pBLS is EUF-CMLA

secure w.r.t. the Definition 5 in the combinational models of random oracle and
generic bilinear group. The advantage of a q-query adversary who gets at most

λ bits of leakage per each invocation of Sign∗Phase1 or Sign∗Phase2 is O( q
2

p 22λ).

5 Waters Signature Scheme

In this section we construct a leakage-resilient signature scheme based on the
Waters signature [28].

5.1 Leakage-Resilient Waters Signature Scheme

We now adapt the Waters signature scheme to the leakage-resilient setting, i.e.,
leakage-resilient Waters signature scheme Σ∗

W = (KGen∗W, Sign∗W,Vrfy∗W), it
constructed as follows:

– KGen∗W(P):

• Run P = (G1, G2, p, g, ê)
$← BGen(1k).

• Choose random x1, x2
$← Zp and compute (X1, X2) = (gx1 , gx2), then

set XT = ê(X1, X2).

• Choose random ui
$← Zp, i ∈ [0, n] and compute Ui = gui ∈ G1, then set

U = {Ui}i∈[0,n].

• Choose random l0
$← Zp and set (S0, S

′
0) = (X l0

2 , X
x1−l0
2 ).

• Output pk = (XT ,U) and sk0 = (S0, S
′
0).

– Sign∗W(P, ski−1,m):
• Phase 1 (P, Si−1,m):

∗ Let m = m1m2 · · ·mn, where mi denotes the i
th bit of the m.

∗ Choose random li
$← Zp and compute Si = Si−1 ·X li

2 .
∗ Choose random r $←Zp andcompute (σ′

1, σ
′
2)=(Si·(U0

∏
i∈M Ui)

r, gr).
∗ Output wi = (li, σ

′
1, σ

′
2).

• Phase 2 (P, S′
i−1, wi):

∗ Compute S′
i = S′

i−1 ·X−li
2 .

∗ Compute and output σ = (σ1, σ2) = (S′
i · σ′

1, σ
′
2).

– Vrfy∗W(P, pk,m, σ): Check whether ê(σ1,g)
ê(σ2,U0

∏
i∈M Ui)

?
= XT .

At the beginning of the each signing phase, the partial secret key will be re-
randomized, however, for any i, let Li :=

∑i
j=0 lj , then Si ·S′

i = XLi
2 ·Xx1−Li

2 =
X . Hence the signature of this scheme Σ∗

W identical to that from scheme ΣW.
In the first phase of the the signing algorithm, it requires three exponentia-

tions, and no exponentiation in the second phase if we see X−l
2 as the inverse

element of X l
2 which has been calculated in the first phase. Hence it requires
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three exponentiations in every signature calculation. In addition, it requires two
pairing operations in the verification algorithm.

Because of the input-output behavior of the schemes Σ∗
W and ΣW are iden-

tical, the security of Σ∗
W in the non-leakage setting is obvious.

Lemma 5. The signature scheme Σ∗
W is EUF-CMA secure in standard model

based on the DBDH assumption.

The security of the scheme Σ∗
W in the leakage-resilient setting is as follows.

For the sake of space, the detailed proof of the following theorem is given in the
full version [27].

Theorem 3. The signature scheme Σ∗
W is EUF-CMLA secure w.r.t. the Defini-

tion 5 in the generic bilinear group model. The advantage of a q-query adversary
who gets at most λ bits of leakage per each invocation of Sign∗Phase1 or Sign∗Phase2

is O( q
2

p 22λ).

6 Comparison

We compare our schemes Σ∗
pBLS and Σ∗

W to Galindo et al.’s scheme Σ∗
BB [20].

All of them have similar security results: if allowing λ bits of leakage at every
signing process then the security of the schemes decreased by at most a factor

22λ, and thus they can tolerate 1−o(1)
2 log p bits per each signing invocation. We

now compare them from the aspects of their length of public key, signing cost,
and verification cost, respectively. The results of the comparison in the table
below, where |G1|, |G2| denote the length of the element in group G1 and G2,
respectively, e denotes an exponentiation computation and p denotes a pairing
computation.

Table 1. Comparing the three schemes

Scheme Length of public key Signing cost Verification cost
Σ∗
BB 2|G1|+ |G2| 4e e + 2p

Σ∗
pBLS |G2| 3e 2p

Σ∗
W (n+ 1)|G1|+ |G2| 3e 2p

From the above table we can see that both of our two schemes are more
efficient than the scheme Σ∗

BB, especially the scheme Σ∗
pBLS not only has a low

computation cost, but also has a short public key. The public key of the scheme
Σ∗
W is long, however, its security can be guaranteed in the standard model in

the black-box model, that is to say, there is no information leakage (both Σ∗
BB

and Σ∗
pBLS do not have this property), and from this point of view, we can see

that proving cryptographic scheme’s security in the leakage-resilient setting is
more intractable than in the traditional black-box model.
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Abstract. We present a new notion called the attribute-based signa-
ture with message recovery. Compared with the existing attribute-based
signature schemes, an attribute-based signature with message recovery
scheme does not require transmission of the original message to verify
the validity of the signature, since the original message can be recovered
from the signature. Therefore, this scheme shortens the total length of
the original message and the appended attribute-based signature. The
contributions of this paper are threefold. First, we introduce the notion
of attribute-based signature with message recovery. Second, we present
a concrete construction of an attribute-based signature with message re-
covery scheme based on bilinear pairing. Finally, we extend our scheme to
deal with large messages. The proposed schemes support flexible thresh-
old predicates and are proven to be existentially unforgeable against
adaptively chosen message attacks in the random oracle model under
the assumption that the Computational Diffie-Hellman problem is hard.
We demonstrate that the proposed schemes are also equipped with the
attribute privacy property.

Keywords: Signature, Attribute-Based Signature, Message Recovery.

1 Introduction

Essentially, there are two general classes of digital signature schemes. Signature
schemes with appendix require the original message as input to the verification
algorithm. Signature schemes with message recovery do not require the original
message as input to the verification algorithm. In networks with limited band-
width and lightweight mobile devices, long digital signatures will obviously be
a drawback. Apart from shortening the signature itself, the other effective ap-
proach for saving bandwidth is to eliminate the requirement of transmitting the
signed original message for the sake of verifying the attached digital signature.
In this work, we consider the latter approach. In signature schemes with message
recovery, all or part of the original message is embedded within the signature and
can be recovered from the signature itself. It is somewhat related to the problem
of signing short messages using a scheme that minimizes the total length of the
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original message and the appended signature, and hence it is useful in an organi-
zation where bandwidth is one of the main concerns and useful for applications
in which short messages should be signed.

An attribute-based signature is an elaborated cryptographic notion that sup-
ports fine-grain access control in anonymous authentication systems. A related
approach, but much simpler, to an attribute-based signature is identity-based
signature. Compared with an identity-based signature in which a single string
representing the signer’s identity, in an attribute-based signature, a signer who
obtains a certificate for a set of attributes from the attribute authority is defined
by a set of attributes. An attribute-based signature attests not to the identity of
the individual who signed a message, but assures the verifier that a signer whose
set of attributes satisfies a predicate has endorsed the message. In an attribute-
based signature, the signature reveals no more than the fact that a single user
with some set of attributes satisfying the predicate has attested to the message.
In particular, the signature hides the attributes used to satisfy the predicate and
any identifying information about the signer. Furthermore, users cannot collude
to pool their attributes together.

Our Contributions. In this paper, we introduce the notion of attribute-based
signature with message recovery. This notion allows fine-grain access control
as well as enjoys the shortness of message-signature length. We propose two
efficient schemes supporting flexible threshold predicate. The first one embeds
short original message in the signature and it will be recovered in the process of
verification, while keeping the signature size the same as existing scheme which
requires transmission of the original message to verify the signature. For large
messages, the second scheme separates the original message to two parts. The
signature is appended to a truncated message and the discarded bytes can be
recovered by the verification algorithm. The security of our schemes are proven
to be existentially unforgeable against adaptively chosen message attacks in the
random oracle model under the assumption that the CDH problem is hard. These
schemes are also equipped with attribute-privacy property.

Paper Organization. The rest of this paper is organized as follows: In
Section 2, we introduce some related work that has been studied in the literature.
In Section 3, we introduce some preliminaries used throughout this paper. In
Section 4, we propose a notion of attribute-based signature with message re-
covery scheme and present a concrete scheme based on bilinear pairing. We
also present a security model and security proofs about existential unforgeabil-
ity against adaptively chosen message attacks and attribute-privacy property.
Section 5 extends the first scheme in order to deal with large messages.
Section 6 concludes the paper.

2 Related Work

Attribute-based signatures extend the identity-based signature of Shamir [11] by
allowing the identity of a signer to be a set of descriptive attributes rather than
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a single string. As a related notion to attribute-based signature, fuzzy identity-
based signature was proposed and formalized in [13], which enables users to
generate signatures with part of their attributes. An attribute-based signature
was also proposed in [12], to achieve almost the same goal. However, these kinds
of signatures do not consider the anonymity for signers. Khader [3,2] proposed a
notion called attribute-based group signatures. This primitive hides the identity
of the signer, but reveals which attributes the signer used to satisfy the predi-
cate. It also allows a group manager to identify the signer of any signature. In
Khader [4] and Maji et al. [7,8], they treated attribute-privacy as a fundamental
requirement of attribute-based signatures.

Maji et al. [7] constructed an attribute-based signature scheme that supports
a powerful set of predicates, namely, any predicate consists of AND, OR and
Threshold gates. However, their construction is only proved in the generic group
model. Li and Kim [6] first proposed an attribute-based signature scheme that
is secure under the standard CDH assumption. Their scheme only considered
(n, n)-threshold, where n is the number of attributes purported in the signa-
ture. Shahandashti and Safavi-Naini [10] extended Li and Kim’s scheme [6] and
presented an attribute-based signature scheme supporting (k, n)-threshold. Li
et al. [5] explored a new signing technique integrating all the secret attributes
components into one. Their constructions provide better efficiency in terms of
both the computational cost and signature size.

In order to minimize the total length of the original message and the appended
signature, message recovery schemes were introduced (e.g. [9]). Zhang et al.
[14] presented the seminal construction of an identity-based message recovery
signature scheme. Inspired by the schemes due to Zhang et al. [14] and Li et al.
[5], we propose our attribute-based signature with message recovery scheme.

Comparison. As we have mentioned above, the scheme of Li et al. [5] have
improved schemes of [6,10] to provide better efficiency in terms of both the
computational cost and signature size. Compared with the scheme of Li et al.
[5] which requires transmission of the original message, our scheme embeds the
original message in the signature while keeping the signature size same as that of
[5]. We also note that Gagné et al. [1] proposed a new threshold attribute-based
signature scheme which they claimed the signature size is independent of the
number of attributes. However, this result is restricted only to a very special
(t, t) threshold scenario. For general attribute policies such as (t, n) threshold
scenario, the signature size still grows linearly with the number of attributes
used to generate the signature. Furthermore, the scheme of Gagné et al. [1] only
deals with fixed threshold. While our scheme can deal with flexible threshold
from 1 to d which is predefined in the setup step.

3 Preliminaries

3.1 Lagrange Interpolation

Given d points q(1), · · · , q(d) on a d−1 degree polynomial, let S be this d-element
set. The Lagrange coefficient Δj,S(i) of q(j) in the computation of q(i) is:
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Δj,S(i) =
∏

η∈S,η =j

i− η

j − η

We can use Lagrange interpolation to compute q(i) for any i ∈ Zp.

3.2 Bilinear Pairing

Let G1 be a cyclic additive group whose order is a prime p. Let G2 be a cyclic
multiplicative group with the same order p. Let ê : G1 ×G1 → G2 be a bilinear
mapping with the following properties:

– Bilinearity: ê(aP, bQ) = ê(P,Q)ab for all {P,Q} ∈ G1, {a, b} ∈ Zq.
– Non-degeneracy: There exists P ∈ G1 such that ê(P, P ) �= 1.
– Computability: There exists an efficient algorithm to compute ê(P,Q) for all
{P,Q} ∈ G1.

3.3 CDH Problem

Let G1 be a group of prime order p. Let g be a generator of G1. Let A be an
attacker. A tries to solve the following problem: Given (g, ga, gb) for some
unknown a, b ∈ Z∗

p, compute gab.
The CDH problem is said to be intractable, if for every probabilistic polyno-

mial time algorithm A, the success probability is negligible.

4 Attribute-Based Signature with Message Recovery

4.1 Definitions

We assume there is a universal set of attributes U . Each signer is associated
with a subset ω ⊂ U of attributes that is verified by an attribute authority. Our
scheme consists of the following four algorithms.

Setup: On input of a security parameter, this algorithm selects the master secret
key and generates the corresponding public key.
Extract: When a party requires its attribute private key {Di}i∈ω corresponding
to an attribute set ω, this algorithm generates the attribute private key using the
master key and attributes in ω if he is eligible to be issued with these attributes.
Sign: This scheme supports all predicates Υt,ω̄(·) → 0/1 consisting of t out of
n threshold gates, in which ω̄ is an n-element attribute set with threshold value
t flexible from 1 to d where Υt,ω̄(ω) = 1 when |ω ∩ ω̄| ≥ t. On input a message
m, a predicate Υt,ω̄(·)→ 0/1, and a sender’s private key {Di}i∈ω, this algorithm
generates a signature σ when |ω ∩ ω̄| ≥ t.
Verify: When receiving a signature σ and a predicate Υt,ω̄(·) → 0/1, this al-
gorithm checks whether the signature is valid corresponding to the predicate
Υt,ω̄(·) → 0/1. If the signature σ is valid, this algorithm recovers the original
message m.
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4.2 Our Scheme

Setup: First, define the attributes in universe U as elements in Z∗
p where p

is a sufficient large prime. A (d − 1) default attribute set from Z
∗
p is given as

Ω = {Ω1, Ω2, · · · , Ωd−1}. Select a random generator g ∈ G1, a random x ∈ Z∗
p,

and set g1 = gx. Next, pick a random element g2 ∈ G1. Five hash functions are
also chosen such that H1 : Z∗

p → G1, H2 : {0, 1}∗ → Z∗
p, H3 : {0, 1}∗ → G1,

F1 : {0, 1}k2 → {0, 1}k1, F2 : {0, 1}k1 → {0, 1}k2. The public parameters are
params = (g, g1, g2, d,H1, H2, H3, F1, F2), the master secret key is x.
Extract: To generate private key for an attribute set ω,

– First, randomly choose a (d− 1) degree polynomial q(z) such that q(0) = x;
– Generate a new attribute set ω̂ = ω ∪ Ω. For each i ∈ ω̂, choose ri ∈R Zp

and compute di0 = g
q(i)
2 ·H1(i)

ri and di1 = gri ;
– Finally, output Di = (di0, di1) as the private key for each i ∈ ω̂.

Sign: Suppose one has private key for the attribute set ω. To sign a message
m which length is equal to k2 with predicate Υt,ω̄(·), namely, to prove owning
at least t attributes among an n-element attribute set ω̄, he selects a t-element
subset ω′ ⊆ ω ∩ ω̄ and selects randomly an element j from subset ω̄/ω′, and
proceeds as follows:

– First, select a default attribute subset Ω′ ⊆ Ω with |Ω′| = d− t and choose
(n + d − t − 1) random values r′i ∈ Z∗

p for i ∈ (ω̄/j) ∪ Ω′, choose a random
value s ∈ Z∗

p;
– Compute v = e(g1, g2);
– Compute f = F1(m)||(F2(F1(m))⊕m);
– Compute r = H2(v) + f ;

– Compute σi = d
Δi,S(0)
i1 · gr′

i for i ∈ ω′ ∪Ω′;

– Compute σi = gr
′
i for i ∈ ω̄/(ω′ ∪ j);

– Compute σj = gs;

– Compute σ0 =
[∏

i∈ω′∪Ω′ d
Δi,S(0)
i0

]
·
[∏

i∈(ω̄∪Ω′)/j H1(i)
r′
i

]
·
(
H1(j) ·H3(r, {σi}i∈(ω̄∪Ω′)/j , σj)

)s
;

– Finally, output the signature σ = (r, σ0, {σi}i∈(ω̄∪Ω′)/j , σj).

To sign a message m which length is shorter than k2, one can just pad spaces
after the message until k2.
Verify: To verify the validity of a signature σ = (r, σ0, {σi}i∈(ω̄∪Ω′)/j , σj) with
threshold t for attributes ω̄, the verifier performs the following verification pro-
cedure to recover the message m:

e (g, σ0)∏
i∈ω̄∪Ω′ e (H1(i), σi) · e

(
σj , H3

(
r, {σi}i∈(ω̄∪Ω′)/j , σj

)) = v

r −H2(v) = f.

Then, m = [f ]k2 ⊕F2([f ]
k1) is recovered from f . The verifier checks whether the

equation [f ]k1 = F1(m) holds. If it holds, output accept and the message m is
recovered. Otherwise, output reject to denote the signature is not valid.
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In the above computation, the subscript k2 of f denotes the least significant
k2 bits of f , and the superscript k1 of f denotes the most significant k1 bits of f .

4.3 Security Model

Existential Unforgeability against Chosen Message Attacks
It can be defined using a game between an adversary A and a challenger C.

The adversary A knows the public key of the signer. Its goal is to forge a valid
signature of a message m∗ with a predicate Υt,ω̄(·)→ 0/1 that his attributes do
not satisfy.

Firstly, challenger C runs the Setup algorithm to get the master secret key
with respect to a security parameter and the system’s public parameters params.
Then, C sends params to adversary A. A can access polynomially bounded
number of the following oracles.

H1 Oracle: For each H1 hash query with respect to an attribute i ∈ Z∗
p, C

returns a hash value H1(i) ∈R G1 corresponding to the attribute i.
H3 Oracle: For eachH3 hash query with respect to a tuple (r, {σi}i∈(ω̄∪Ω′)/j , σj)
in which the first r ∈ Z∗

p and the rest elements all come from group G1, C
returns a hash value H3(r, {σi}i∈(ω̄∪Ω′)/j , σj) ∈R G1 corresponding to the tuple
(r, {σi}i∈(ω̄∪Ω′)/j, σj).
Extract Oracle: For each Extract query with respect to an attribute set ω such
that |ω̄ ∩ ω| < t, C returns Di = (di0, di1) for each i ∈ ω as the private key of
attribute set ω.
Sign Oracle: For each Sign query on arbitrary designated attribute set ω and
arbitrary message m, C returns a valid signature σ with respect to m on behalf
of the designated signer who possesses the attribute set ω.
Output: A outputs an alleged signature σ∗ on message m∗ on behalf of a user
who possesses an attribute set ω∗ such that |ω̄ ∩ ω∗| ≥ t. If no Sign queries of
message m∗ with an attribute set ω such that |ω̄∩ω| ≥ t and no Extract queries
with respect to an attribute set ω such that |ω̄ ∩ ω| ≥ t have been queried, A
wins the game if the signature σ∗ is valid.

If there is no such polynomial-time adversary A that can forge a valid signa-
ture in the game described above, we say this scheme is secure against existential
forgery under chosen message attacks.

It is worth noting that this model also guarantees collusion resistance. This is
because if a group of signers can cooperate to construct a signature that none of
them could individually produce, then they can build another adversary which
can forge a valid signature to win the above game.

Attribute Privacy
In an attribute-based signature scheme, a legitimate signer is indistinguishable
among all the users whose attributes satisfying the predicate specified in the
signature. The signature reveals nothing about the identity or attributes of the
signer beyond what is explicitly revealed by the claim being made.

It can be defined using a game between an adversary A and a challenger C.
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The adversary A even knows the master secret key. So he could generate all
signer’s private keys as well as public keys. Its goal is to distinguish between two
signers which one generates the valid signature of a message with a predicate
such that both of their attributes satisfy the predicate.

Firstly, challenger C runs the Setup algorithm to get the master secret key
and the public parameters params. Then, C sends params as well as the master
secret key to adversary A. A can access polynomially bounded number of H1

and H3 oracles which are the same as described in the previous game. A can
generate private keys and signatures itself, because he has got the master secret
key.

Challenge: A outputs a message m∗, two attribute sets ω∗
0 , ω

∗
1 , and challenged

attribute set ω∗ for signature query, where ω∗ ⊆ ω∗
0 ∩ ω∗

1 . C chooses b ∈ {0, 1},
computes the challenge signature σ∗ on behalf of the signer who possesses at-
tribute set ω∗ selected from ω∗

b and provides σ∗ to A.
Guess:A tries to guess which attribute set between ω∗

0 and ω∗
1 is used to generate

the challenge signature σ∗. Finally, A outputs a guess b′ ∈ {0, 1} and wins the
game if b′ = b.

If there is no such polynomial-time adversary A that can win the game de-
scribed above, we say this scheme holds attribute privacy property.

It is worth noting that this property holds even for the attribute authority,
because the master secret key is also given to the adversary.

4.4 Security Analysis

Theorem 1. This attribute-based signature with message recovery scheme is
correct.

Proof. The correctness of this scheme can be justified as follows:

e (g, σ0)∏
i∈ω̄∪Ω′ e (H1(i), σi) · e

(
σj , H3

(
r, {σi}i∈(ω̄∪Ω′)/j , σj

))
=

e
(
g,
[∏

i∈ω′∪Ω′ d
Δi,S(0)
i0

]
·
[∏

i∈(ω̄∪Ω′)/j H1(i)
r′
i

]
·H1(j)

s
)

∏
i∈ω̄∪Ω′ e (H1(i), σi)

=
e
(
g,
[∏

i∈ω′∪Ω′ d
Δi,S(0)
i0

]
·
[∏

i∈(ω̄∪Ω′)/j H1(i)
r′
i

]
·H1(j)

s
)

∏
i∈ω′∪Ω′ e

(
H1(i), d

Δi,S(0)
i1 · gr′

i

)
·
∏

i∈ω̄/(ω′∪j) e
(
H1(i), gr

′
i

)
· e (H1(j), gs)

=
e
(
g,
∏

i∈ω′∪Ω′ d
Δi,S(0)
i0

)
· e
(
g,
∏

i∈(ω̄∪Ω′)/j H1(i)
r′
i

)
∏

i∈ω′∪Ω′ e
(
H1(i), d

Δi,S(0)
i1 · gr′

i

)
·
∏

i∈ω̄/(ω′∪j) e
(
H1(i), gr

′
i

)
=

e
(
g,
∏

i∈ω′∪Ω′ d
Δi,S(0)
i0

)
· e
(
g,
∏

i∈ω′∪Ω′ H1(i)
r′
i

)
· e
(
g,
∏

i∈ω̄/(ω′∪j)H1(i)
r′
i

)
∏

i∈ω′∪Ω′ e
(
H1(i), d

Δi,S(0)
i1 · gr′
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)
·
∏
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(
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)
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=
e
(
g,
∏

i∈ω′∪Ω′ d
Δi,S(0)
i0

)
· e
(
g,
∏

i∈ω′∪Ω′ H1(i)
r′
i

)
∏

i∈ω′∪Ω′ e
(
H1(i), d

Δi,S(0)
i1 · gr′

i

)
=

e
(
g,
∏

i∈ω′∪Ω′ d
Δi,S(0)
i0

)
∏

i∈ω′∪Ω′ e
(
H1(i), d

Δi,S(0)
i1

)

=

e

(
g,
∏

i∈ω′∪Ω′

(
g
q(i)
2 ·H1(i)

ri
)Δi,S(0)

)
∏

i∈ω′∪Ω′ e
(
H1(i), (gri)

Δi,S(0)
)

= e
(
g, g

∑
i∈ω′∪Ω′ q(i)Δi,S (0)

2

)
= v

Then, using this v and r, we can recover f from the following computation.

r −H(v) = f

Since f is computed from f = F1(m)||(F2(F1(m))⊕m), the original message
m will be recovered from f like this:

[f ]k2 ⊕ F2([f ]
k1)

= [F1(m)||(F2(F1(m))⊕m)]k2 ⊕ F2([F1(m)||(F2(F1(m))⊕m)]k1)

= F2(F1(m)) ⊕m⊕ F2(F1(m))

= m ��

Theorem 2. This attribute-based signature with message recovery scheme is ex-
istentially unforgeable under chosen message attacks in the random oracle model,
under the assumption that the CDH problem is hard.

Proof. Assume there is an algorithm A that can forge a valid signature under
chosen message attacks. There will be another algorithm B that can run the
algorithm A as a subroutine to solve the CDH problem.

We assume that the instance of the CDH problem consists of group elements
(g, gx, gy) ∈ G3

1, and our goal is to compute an element gxy ∈ G1.

Setup: Let the default attribute set be Ω = {Ω1, Ω2, · · · , Ωd−1}. Since the
threshold in our scheme is flexible from 1 to d, without loss of generality, we fix
the threshold to t ≤ d in this proof. Firstly, B selects randomly a subset Ω′ ⊆ Ω
with |Ω′| = d − t. B selects g as the generator of G1, and sets g1 = gx and
g2 = gy. B sends public system parameters params to adversary A.
H1 Queries: B creates and keeps one listH1-List to simulateH1 Oracle. This list
is used to store tuples like (i, αi, H1(i)). In this type of tuples, the first element
i ∈ Z∗

p indicates an attribute. The second element αi is a random number in Z∗
p.

The last element H1(i) is a random element selected from G1.



Attribute-Based Signature with Message Recovery 441

Upon receiving an H1 hash query with respect to an attribute i, if this i is not
included in this H1-List and i ∈ ω̄ ∪ Ω′, B randomly selects a number αi ∈ Z∗

q

and returns H1(i) = gαi as the H1 hash value of this i. Then, B records the tuple
(i, αi, g

αi) in this H1-List. If this i is not included in this H1-List and i /∈ (ω̄∪Ω′),
B randomly selects a number αi ∈ Z∗

q and returns H1(i) = g−αi
1 as the H1 hash

value of this i. Then, B records the tuple (i, αi, g
−αi
1 ) in this H1-List. If the i is

already in a record in this H1-List, B only returns the corresponding H1(i) in
the record as the H1 hash value.

H3 Queries: B creates and keeps one list H3-List to simulate H3 Oracle. This
list is used to store tuples like(

(r, {σi}i∈(ω̄∪Ω′)/j , σj), β, H3(r, {σi}i∈(ω̄∪Ω′)/j , σj)
)
.

In this type of tuples, the first tuple (r, {σi}i∈(ω̄∪Ω′)/j , σj) includes an element
in Z∗

p and some other elements in G1. The second element β is a random number
in Z∗

p. The last element H3(r, {σi}i∈(ω̄∪Ω′)/j , σj) is a random element selected
from G1.

Part of the records in this H3-List corresponding to the queries which are
queried by the adversary A. We will discuss this situation soon. The other part
of the records in this H3-List corresponding to the queries which are conducted
by the simulator B when B responds to the Sign queries. We will postpone to
discuss this situation in the Sign Queries.

Upon receiving the k-th H3 hash query which is conducted by the adver-
sary A with respect to a tuple (r, {σi}i∈(ω̄∪Ω′)/j , σj)k, if this tuple is not in-
cluded in this H3-List, B randomly selects a number βk ∈ Z∗

q and returns

H3((r, {σi}i∈(ω̄∪Ω′)/j , σj)k) = gβk as the H3 hash value of this tuple. B records

((r, {σi}i∈(ω̄∪Ω′)/j , σj)k, βk, g
βk) in thisH3-List. If the tuple is already in a record

in this H3-List, B only returns the corresponding H3((r, {σi}i∈(ω̄∪Ω′)/j , σj)k) in
the record as the H3 hash value.

Extract Queries: A can make requests for private keys of attribute set ω
such that |ω̄ ∩ ω| < t. First define three sets Γ, Γ ′, S in the following manner:
Γ = (ω ∩ ω̄) ∪Ω′, Γ ′ such that Γ ⊆ Γ ′ ⊆ S and |Γ ′| = d− 1, and S = Γ ′ ∪ {0}.

Similar to the case in the normal scheme, B should randomly choose a (d− 1)
degree polynomial q(z) such that q(0) = x. We will show how B simulate private
keys for attribute sets although B does not know exactly the value of x.

For i ∈ Γ ′, B randomly selects two numbers τi, ri ∈ Z∗
p. In this case, B

assumes the value q(i) corresponding to this i of the randomly chosen (d − 1)
degree polynomial q(z) is q(i) = τi. Then, B can compute Di for i ∈ Γ ′ as
follows:

Di = (g
q(i)
2 ·H1(i)

ri , gri) = (gτi2 ·H1(i)
ri , gri)

For i /∈ Γ ′, B looks up the H1-List which is created by H1 Oracle to find
the record about attribute i and get the corresponding αi. B randomly selects a
number r′i ∈ Z∗

p, and let

ri =
Δ0,S(i)

αi
y + r′i
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We will show how B simulate private keys for attribute i /∈ Γ ′ although B
does not know exactly the value of y. In case of the values q(i) for i ∈ Γ ′ are
determined in the previous stage, B can compute the value q(i) corresponding to
i /∈ Γ ′ of the randomly chosen (d− 1) degree polynomial q(z) by using Lagrange
interpolation as

q(i) =
∑
j∈Γ ′

Δj,S(i) · q(j) +Δ0,S(i) · q(0)

in which q(0) = x. Then, B can compute Di for i /∈ Γ ′ as follows:

Di = (g
q(i)
2 ·H1(i)

ri , gri)

= (g
∑

j∈Γ ′ Δj,S(i)·q(j)
2 · (g−αi

1 )r
′
i , g

Δ0,S(i)

αi
2 · gr

′
i)

although B does not know exactly the value of x and y.
B returns Di for each i ∈ (ω ∪Ω) as the private key of ω.

Sign Queries: For a Sign query on message m with respect to an attribute set
ω. If |ω̄∩ω| < t, B can get a simulated private key with respect to ω by querying
the Extract Oracle, and compute a signature on message m with respect to ω
normally.

If |ω̄ ∩ ω| ≥ t, B selects a t-element subset ω′ ⊆ ω̄ ∩ ω and selects randomly
an element j from subset ω̄/ω′, and simulates the signature as follows:

Firstly, B selects a random (d− t)-element subset Ω′ from Ω. Then, B chooses
two random numbers ri and r

′′
i for each i ∈ ω′∪Ω′, and let r′i = ri ·Δi,S(0)+ r′′i .

It is obviously that r′i is still a random number for each i ∈ ω′ ∪ Ω′. B also
chooses random number r′i for each i ∈ ω̄/(ω′ ∪ j). B also chooses two random
values βh, s

′ ∈ Z∗
p and let s = 1

βh
y + s′ which is also a random number because

βh and s′ are randomly chosen. We will show how B simulate a correct signature
although B does not know exactly the value of y.

Firstly, B computes the following parts by using previous parameters as in
the normal scheme:

– Compute v = e(g1, g2);
– Compute f = F1(m)||(F2(F1(m))⊕m);
– Compute r = H2(v) + f ;
– Compute σi = (gri)Δi,S(0) · gr′′

i = gri·Δi,S(0)+r′′
i = gr

′
i for i ∈ ω′ ∪Ω′;

– Compute σi = gr
′
i for i ∈ ω̄/(ω′ ∪ j);

– Compute σj = gs = g
1

βh
y+s′

= g
1

βh
2 · gs′ ;

After this computation, B inserts a record ((r, {σi}i∈(ω̄∪Ω′)/j , σj), βh, g
−βh

1 ) in
the H3-List. Then, B computes σ0 as follows:

σ0 = gx2 ·

⎡⎣ ∏
i∈(ω̄∪Ω′)/j

H1(i)
r′
i

⎤⎦ ·H1(j)
s ·H3(r, {σi}i∈(ω̄∪Ω′)/j , σj)

s
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= gx2 ·H3(r, {σi}i∈(ω̄∪Ω′)/j , σj)
s ·

⎡⎣ ∏
i∈(ω̄∪Ω′)/j

H1(i)
r′
i

⎤⎦ ·H1(j)
s

= gx2 · (g
−βh

1 )
1

βh
y+s′ ·

⎡⎣ ∏
i∈(ω̄∪Ω′)/j

H1(i)
r′
i

⎤⎦ · (gαj )
1

βh
y+s′

= gx2 · g
−y
1 · g−βhs′

1 ·

⎡⎣ ∏
i∈(ω̄∪Ω′)/j

H1(i)
r′
i

⎤⎦ · (g αj
βh
2 · gαjs

′
)

= g−βhs′
1 · (g

αj
βh
2 · gαjs

′
) ·

⎡⎣ ∏
i∈(ω̄∪Ω′)/j

H1(i)
r′
i

⎤⎦
We will show this simulated σ0 have the same form as in the normal scheme

as follows:

σ0 = gx2 ·

⎡⎣ ∏
i∈(ω̄∪Ω′)/j

H1(i)
r′
i

⎤⎦ · (H1(j) ·H3(r, {σi}i∈(ω̄∪Ω′)/j , σj))
s

= g
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2 ·
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r′
i ·
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s

=
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g
q(i)·Δi,S(0)
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H1(i)
ri·Δi,S(0) ·
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·
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i · (H1(j) ·H3(r, {σi}i∈(ω̄∪Ω′)/j , σj))

s

=
∏

i∈ω′∪Ω′
(g

q(i)
2 ·H1(i)

ri)Δi,S(0) ·
∏

i∈ω′∪Ω′
H1(i)

r′′
i ·

∏
i∈ω̄/(ω′∪j)

H1(i)
r′
i

·(H1(j) ·H3(r, {σi}i∈(ω̄∪Ω′)/j , σj))
s

Compared with a signature generated from the normal scheme, we will find
out that this simulated signature can be regarded as a normal signature which

is generated by a signer who possesses private keys Di = (g
q(i)
2 ·H1(i)

ri , gri) for
attribute i ∈ ω′ ∪ Ω′ in which q(z) is a random (d − 1) degree polynomial such
that q(0) = x. It is worth noting that although r′′i and r′i are not the same form
at the first glance, they are indeed the same form because both of r′′i and r′i are

random numbers. So the two parts
∏

i∈ω′∪Ω′ H1(i)
r′′
i and

∏
i∈ω̄/(ω′∪j)H1(i)

r′
i

can be merged into one part as
∏

i∈(ω̄∪Ω′)/j H1(i)
r′
i in the normal scheme.

Verify: While |ω̄ ∩ ω| < t, the simulated signature on message m with respect
to ω is computed by querying the Extract Oracle to get a simulated private key
with respect to ω normally. It will certainly pass the normal verification process.
While |ω̄ ∩ ω| ≥ t, we can check that the simulated signature can also pass the
normal verification process by straight-forward substitutions.
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Finally, The adversary outputs a forged signature σ∗ on message m∗ for at-
tribute set ω∗ such that |ω̄ ∩ω∗| ≥ t. It satisfies the verification equation, which
means that

σ∗ = {r∗, gx2 ·

⎡⎣ ∏
i∈(ω̄∪Ω′)/j

H1(i)
r′
i

⎤⎦ ·H1(j)
s ·H3(r

∗, {σ∗
i }i∈(ω̄∪Ω′)/j, σ

∗
j )

s,

{gr
′
i}i∈(ω̄∪Ω′)/j , g

s}.
Then, B can compute

σ∗
0∏

i∈(ω̄∪Ω′)/j(σ
∗
i )

αi · (σ∗
j )

αj · (σ∗
j )

βk
= gxy.

So, B can solve an CDH problem if A is able to forge valid signatures.
If there is no such polynomial-time adversary that can forge a valid attribute-

based signature with a predicate that his attributes do not satisfy, we say that
this attribute-based signature with message recovery scheme is secure against
existential forgery under chosen message attacks. ��

Theorem 3. This attribute-based signature with message recovery scheme is
equipped with the attribute privacy property in the random oracle model.

Proof. Setup: First, a (d − 1) default attribute set from Z∗
p is given as Ω =

{Ω1, Ω2, · · · , Ωd−1} for some predefined integer d. C selects a random generator
g ∈ G1, a random x ∈ Z

∗
p as the master secret key, and set g1 = gx. Next, C

picks a random element g2 ∈ G1. C sends these public parameters params as
well as the master secret key x to adversary A.

Both of the H1 oracle and H3 oracle are the same as described in Theorem 2.

Challenge: The adversary outputs two attribute sets ω∗
0 and ω∗

1 . Both the
adversary A and the challenger C can generate secret keys corresponding to
these two attribute sets as D0

i for i ∈ ω∗
0 ∪Ω and D1

i for i ∈ ω∗
1 ∪Ω respectively.

Then, the adversary outputs a message m∗ and a t-element challenge attribute
subset ω∗ ⊆ ω∗

0∩ω∗
1 . The adversaryA asks the challenger to generate a signature

on messagem∗ with respect to ω∗ from either ω∗
0 or ω∗

1 . The challenger C chooses
a random bit b ∈ {0, 1}, a (d−t)-element subset Ω′ ⊆ Ω, and outputs a signature
σ∗ = {r∗, σ∗

0 , {σ∗
i }i∈(ω̄∪Ω′)/j , σ

∗
j } by running algorithm which is described as the

Sign oracle in Theorem 2 using the secret key Db
i for i ∈ ω∗

b ∪Ω.
As we have mentioned in Theorem 2, part of the signature σ∗

0 can be written as∏
i∈ω∗∪Ω′(g

q(i)
2 ·H1(i)

ri)Δi,S(0) ·
∏

i∈ω∗∪Ω′ H1(i)
r′′
i ·
∏

i∈ω̄/(ω∗∪j)H1(i)
r′
i · (H1(j) ·

H3(r, {σi}i∈(ω̄∪Ω′)/j , σj))
s, σi for i ∈ ω∗∪Ω′ can be written as σi = (gri)Δi,S(0) ·

gr
′′
i = gri·Δi,S(0)+r′′

i = gr
′
i .

So, the challenge signature can be regarded as generated by a signer who

possesses private keys Di = (g
q(i)
2 · H1(i)

ri , gri) for attributes i ∈ ω∗ ∪ Ω′ in
which q(z) is a random (d − 1) degree polynomial such that q(0) = x. Thus, if
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this challenge signature is generated by using the secret key D0
i for i ∈ ω∗

0 ∪Ω, it
can also be generated by using the secret key D1

i for i ∈ ω∗
1 ∪Ω since the secret

key D1
i for i ∈ ω∗

1 ∪ Ω also satisfy the situation mentioned above. Similarly, if
this challenge signature is generated by using the secret key D1

i for i ∈ ω∗
1 ∪Ω,

it can also be generated by using the secret key D0
i for i ∈ ω∗

0 ∪Ω.
Therefore, even the adversary has access to the master secret key and has

unbounded computation ability, he cannot distinguish between two signers which
one generates a valid signature of a message with a predicate such that both of
their attributes satisfy the predicate. ��

5 Extended Scheme

In order to deal with messages which are larger than k2, we can extend the
previous scheme as follows.

Setup: The Setup algorithm is same as in the previous scheme.

Extract: The Extract algorithm is also same as in the previous scheme.

Sign: Suppose one has private key for the attribute set ω. To sign a message m
which length is larger than k2 with predicate Υt,ω̄(·), namely, to prove owning
at least t attributes among an n-element attribute set ω̄, he selects a t-element
subset ω′ ⊆ ω ∩ ω̄ and selects randomly an element j from subset ω̄/ω′, and
proceeds as follows:

– First, separate the messagem into two partsm = m1||m2, and let the length
of m1 be k2.

– Select a default attribute subset Ω′ ⊆ Ω with |Ω′| = d − t and choose
(n + d − t − 1) random values r′i ∈ Z∗

p for i ∈ (ω̄/j) ∪ Ω′, choose a random
value s ∈ Z∗

p;
– Compute v = e(g1, g2);
– Compute f = F1(m1)||(F2(F1(m1))⊕m1);
– Compute r = H2(v) + f ;
– Compute c = H2(r,m2);

– Compute σi = d
Δi,S(0)
i1 · gr′

i for i ∈ ω′ ∪Ω′;
– Compute σi = gr

′
i for i ∈ ω̄/(ω′ ∪ j);

– Compute σj = gs;

– Compute σ0 =
[∏

i∈ω′∪Ω′ d
Δi,S(0)
i0

]
·
[∏

i∈(ω̄∪Ω′)/j H1(i)
r′
i

]
·
(
H1(j) ·H3(c, {σi}i∈(ω̄∪Ω′)/j , σj)

)s
;

– Finally, output the signature σ = (m2, r, σ0, {σi}i∈(ω̄∪Ω′)/j , σj).

Verify: To verify the validity of a signature σ = (m2, r, σ0, {σi}i∈(ω̄∪Ω′)/j , σj)
with threshold t for attributes ω̄, the verifier performs the following verification
procedure to recover the message m1:

e (g, σ0)∏
i∈ω̄∪Ω′ e (H1(i), σi) · e

(
σj , H3

(
H2(r,m2), {σi}i∈(ω̄∪Ω′)/j , σj

)) = v

r −H2(v) = f.
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Then, m1 = [f ]k2 ⊕ F2([f ]
k1) is recovered from f . The verifier checks whether

the equation [f ]k1 = F1(m1) holds. If it holds, output accept. Then the verifier
combines m = m1||m2 and the message m is recovered. Otherwise, output reject
to denote the signature is not valid.

In the above computation, the subscript k2 of f denotes the least significant k2
bits of f , and the superscript k1 of f denotes the most significant k1 bits of f .

Theorem 4. This extended attribute-based signature with message recovery sche-
me is correct.

Proof. Correctness can be verified similarly with the above attribute-based sig-
nature with message recovery scheme in Theorem 1. ��

Theorem 5. This extended attribute-based signature with message recovery sche-
me is existentially unforgeable under chosen message attacks in the random oracle
model, under the assumption that the CDH problem is hard.

Proof. This proof is similar to the proof of Theorem 2 and therefore it is omitted.
��

Theorem 6. This extended attribute-based signature with message recovery sche-
me is equipped with the attribute privacy property in the random oracle model.

Proof. This proof is similar to the proof of Theorem 3 and therefore it is omitted.
��

6 Conclusion

We proposed a new notion of attribute-based signature with message recov-
ery, and presented two concrete attribute-based signature with message recov-
ery schemes based on bilinear pairing that support flexible threshold predicates.
The first scheme allows the signer to embed the original message in the sig-
nature without the need of sending the original message to the verifier, while
keeping the same signature size. The original message can be recovered from the
signature. Therefore, our first scheme minimizes the total length of the origi-
nal message and the appended signature. The second scheme is extended from
the first scheme in order to deal with large messages. These schemes have been
proven to be existentially unforgeable against adaptively chosen message attacks
in the random oracle model under the assumption that the CDH problem is hard.
These schemes have also been proven to have the attribute privacy property.
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1 Introduction
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key associated with some descriptive values y matching x. ABE has many ap-
plications, such as audit log applications [10]. It usually has two classifications:
Key-Policy ABE (KP-ABE) and Ciphertext-Policy ABE (CP-ABE). In a KP-
ABE system, ciphertexts are associated with attribute sets and secret keys are
associated with access policies. However, CP-ABE is complementary. This paper
deals with the case of CP-ABE.

In a cloud storage system, a user, say Alice, may encrypt a data under a spec-
ified access policy such that other system users satisfying this policy can access
the data. She might encrypt her profile under a policy AP1 = (“Department :
Human Resource” and “Position : Team manager or above”) before upload-
ing to the cloud. The system users satisfying AP1 then can download the cipher-
text from the cloud, and next access the data by using the corresponding secret
keys. This data sharing pattern, nonetheless, does not scale well when the policy
needs to be updated frequently. Suppose the policy above is updated as AP2 =
(“Department : Human Resource or Materials Storage” and “Position :
Team manager only”), Alice then should generate a new encryption accord-
ingly. If Alice does not back up the data locally, she needs to download the
ciphertext so as to recovers the data first. If the access policy is updated N
times, Alice needs to construct N new encryptions. This might not be desir-
able as Alice’s workload is linearly in N . Besides, if she is off-line or using some
resource-limited devices which cannot afford such heavy computational cost, the
data sharing might not be handled effectively.

To efficiently share data, we may leverage Proxy Re-Encryption (PRE). PRE
is introduced by Mambo and Okamoto [19], and further studied by Blaze, Bleumer
and Strauss [5]. It is an interesting extension of PKE providing the delegation
of decryption rights. Specifically, it allows a semi-trusted proxy to transform a
ciphertext intended for Alice into another ciphertext of the same plaintext in-
tended for another system user, say Bob, without revealing knowledge of the
secret keys and the underlying plaintext. It is applicable to many network ap-
plications, such as secure distributed files systems [1] and email forwarding [5].

To integrate PRE in the ABE cryptographic setting, Liang et al. [16] defined
Ciphertext-Policy Attribute-Based PRE (CP-ABPRE), and proposed a concrete
CP-ABPRE system enabling proxy to transform an encryption under a specified
access policy into another encryption under a new access policy. We refer to this
special functionality as attribute-based re-encryption. By using the technology
of CP-ABPRE, Alice can share the data more efficiently. She first generates a
re-encryption key from her own attribute set to a new access policy AP2, and
next uploads the key to the cloud such that the cloud server then can convert
the original encryption under AP1 to a new encryption under AP2. The server,
nevertheless, cannot learn the data during the conversion of cipehrtexts.

Although CP-ABPRE explores the applications of PRE, they leave us inter-
esting open problems. All the existing CP-ABPRE schemes in the literature are
secure against selective chosen-plaintext attacks (selective CPA) only except [15]
which is selective chosen-ciphertext attacks (selective CCA) secure. We state
that CPA security might not be sufficient enough in an open network as it only
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guarantees the secrecy of data which only allows an encryption to be secure
against “static” adversaries. Nevertheless, in a real network scenario, there might
exist “active” adversaries trying to tamper an encryption in transit and next ob-
serving its decryption so as to obtain useful information related to the underlying
data. Accordingly, a CP-ABPRE system being secure against CCA is needed as
CCA security not only helps the system preclude the above subtle attacks but
also enables the system to be further developed and next securely “embedded”
to a large protocol/system implementing in arbitrary network environments. In
addition, a CP-ABPRE system with selective security, which limits an adver-
sary to choose an attack target before playing security game, might not scale in
practice as well. This is so because a realistic adversary can adaptively choose
his attack target upon attacking a cryptosystem. Therefore, an adaptively CCA
secure CP-ABPRE scheme is needed in most of practical network applications.

The expressiveness of access policy is another crucial factor for a practical CP-
ABPRE system. An access policy should be embedded with AND, OR gates,
and even more meaningful expression. For instance, Alice might choose to share
her profile with some officials of the same company under the access policy
AP3 = (“Department : allexcept Human
Resource” and “Position : Project head or team manager”). Nevertheless,
most of the existing CP-ABPRE schemes only support access policy with AND
gates operating over attributes. This limits their practical use. Thus it is desirable
to propose a CP-ABPRE system supporting more expressive access policy.

1.1 Our Contributions

This work first formalizes the notion of adaptive CCA security for CP-ABPRE
systems. Compared to the selective CPA security notion, our new notion enables
an adversary to commit to a target access policy in the challenge phase, and
to gain access to re-encryption and decryption oracles additionally. To tackle
the open problems mentioned previously, this paper proposes a novel single-hop
unidirectional CP-ABPRE system. In addition, the new system supports any
monotonic access policy such that system users are allowed to fulfill more flexible
delegation of decryption rights. Despite our scheme is built in the composite
order bilinear group, it is proven adaptively CCA secure in the standard model
by integrating the dual system encryption technology with the selective proof
technique.

1.2 Related Work

Below we review some ABE systems related to this work. Following the intro-
duction of ABE due to Sahai and Waters [21], Goyal et al. [10] proposed the
first KP-ABE system. Later, Bethencourt, Sahai and Waters [4] defined a com-
plementary notion, i.e. CP-ABE. After that there are some CP-ABE schemes
(e.g. [7,9,22,2]) that have been proposed. Recently, Waters [23] proposed a deter-
ministic finite automata-based functional encryption where policy is expressed
by arbitrary-size regular language.
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The aforementioned schemes, nonetheless, are only selective secure (except
for [4] being proven in the generic group model). To convert one of the CP-ABE
systems [22] to achieve fully security, Lewko et al. [13] leveraged the dual system
encryption technology. But their conversion yields some loss of expressiveness.
Later, Lewko and Waters [14] introduced a new method to guarantee the ex-
pressiveness by employing the selective proof technique into the dual system
encryption technology. Inspired by [14,22], this paper focuses on constructing
the first CP-ABPRE with adaptive CCA security in the standard model.

Decryption rights delegation is introduced in [19]. Later, Blaze, Bleumer and
Strauss [5] defined PRE. PRE can be classified as: unidirectional and bidirec-
tional PRE, and single-hop and multi-hop PRE [1]. This present work deals with
the single-hop unidirectional case. Since its introduction many PRE systems have
been proposed, e.g., [1,6,12,17,11,24,25,26].

To employ PRE in the context of ABE, Liang et al. [16] defined CP-ABPRE,
and further extended [7] to support proxy re-encryption. Their work provides
AND gates over positive and negative attributes. Luo et al. [18] proposed an
extension of [16] supporting policy with AND gates on multi-valued and negative
attributes. To combine ABE with IBE by using PRE technique, Mizuno and
Doi [20] proposed a special type of CP-ABPRE scheme where encryptions in
the form of ABE can be converted to the ones being decrypted in the context of
IBE. The previously introduced systems, however, are selectively CPA secure,
and their policies are lack of expressiveness due to supporting AND gates over
attributes only. Thus an adaptively CCA-secure CP-ABPRE scheme with more
expressive access policy remains open. This paper deals with this problem.

Below we compare this work with some CP-ABPRE schemes. We let p be
the number of attributes used in an access policy, a be the number of attributes
embedded in a user’s secret key and u be the total number of attributes used in
the system. In the worst case, an access policy and a user’s secret key might be
embedded with all system attributes, that is p = a = u. Thus we have p, a ≤ u.
We use ce and cp to denote the computational cost of an exponentiation and a
bilinear pairing. To the best of our knowledge, our scheme is the first to achieve
adaptive CCA security, and to support any monotonic access formula.

Table 1. Comparison with [16,18,20]

Schemes Public/Secret Ciphertext Re-Encryption Adaptive CCA
Key Size Size Cost Security Security

[16] O(u)/O(u) O(u) O(u) · cp � �

[18] O(u2)/O(u) O(u) O(u) · cp � �

[20] O(u)/O(u) O(u) O(1) · ce +O(u) · cp � �

Ours O(u)/O(a) O(p) O(a) · ce +O(a) · cp � �
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2 Definitions and Security Models

We review the definition of CP-ABPRE systems, and next define the adaptive
CCA security notion. Due to limited space we refer the reader to [22] for the
details of access structure and Linear Secret Sharing Schemes.

2.1 Definition of CP-ABPRE

We review the definition of single-hop unidirectional CP-ABPRE [16,18].

Definition 1. A Single-Hop Unidirectional Ciphertext-Policy Attribute-Based
Proxy Re-Encryption (CP-ABPRE) scheme consists of the following algorithms:

1. (param,msk) ← Setup(1k,U): on input a security parameter k ∈ N and
an attribute universe U , output the public parameters param and a master
secret key msk.

2. skS ← KeyGen(param,msk, S): on input param, msk and an attribute set
S describing the key, output a secret key skS for S.

3. rkS→(A′,ρ′) ← ReKeyGen(param, skS, (A
′, ρ′)): on input param, skS , and

an access structure (A′, ρ′) for attributes over U , output a re-encryption
key rkS→(A′,ρ′) which can be used to transform a ciphertext under (A, ρ)
to another ciphertext under (A′, ρ′), where S |= (A, ρ), S � (A′, ρ′), (A, ρ)
and (A′, ρ′) are two disjoint access structures. Note by two disjoint access
structures we mean for any attribute x satisfies (A, ρ), x does not satisfy
(A′, ρ′).

4. C ← Encrypt(param, (A, ρ),m): on input param, (A, ρ), and a message
m ∈ {0, 1}k, output an original ciphertext C which can be further re-encrypted.
Note (A, ρ) is implicitly included in the ciphertext.

5. CR ← ReEnc(param, rkS→(A′,ρ′), C): on input param, rkS→(A′,ρ′), and a C
under (A, ρ), output a re-encrypted ciphertext CR under (A′, ρ′) if S |= (A, ρ)
or a symbol ⊥ indicating either C is invalid or S � (A, ρ). Note CR cannot
be further re-encrypted.

6. m ← Dec(param, skS , C): on input param, skS, and a C under (A, ρ),
output a message m if S |= (A, ρ) or a symbol ⊥ indicating either C is
invalid or S � (A, ρ).

7. m← DecR(param, skS , CR): on input param, skS , and a CR under (A, ρ),
output a message m if S |= (A, ρ) or a symbol ⊥ indicating either CR is
invalid or S � (M,ρ).

2.2 Security Models

Definition 2. A single-hop unidirectional CP-ABPRE scheme is IND-CCA se-
cure at original ciphertext if no Probabilistic Polynomial Time (PPT) adversary
A can win the game below with non-negligible advantage. Below C is the game
challenger.

1. Setup. C runs Setup(1k,U) and sends param to A.
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2. Phase 1.

(a) Secret key extraction oracle Osk(S): on input an attribute set S, C runs
skS ← KeyGen(param, msk, S) and returns skS to A.

(b) Re-encryption key extraction oracle Ork(S, (A
′, ρ′)): on input S, and

an access structure (A′, ρ′), C outputs rkS→(A′,ρ′) ← ReKeyGen
(param, skS , (A

′, ρ′)), where skS ← KeyGen(param, msk, S).

(c) Re-encryption oracle Ore(S, (A
′, ρ′), C): on input S, (A′, ρ′), an original

ciphertext C under (A, ρ), C outputs CR ← ReEnc(param, rkS→(A′,ρ′),
C), where rkS→(A′,ρ′) ← ReKeyGen(param, skS, (A′, ρ′)), skS ←
KeyGen(param,msk, S) and S |= (A, ρ).

(d) Original ciphertext decryption oracle Odec(S,C): on input S and a C
under (A, ρ), C returns m ← Dec(param, skS, C) to A, where skS ←
KeyGen(param, msk, S) and S |= (A, ρ).

(e) Re-encrypted ciphertext decryption oracle OdecR(S, CR): on input S and
a CR under (A, ρ), C returnsm← DecR(param, skS, CR), where skS ←
KeyGen(param, msk, S) and S |= (A, ρ).

If ciphertexts issued to Ore, Odec and OdecR are invalid, outputs ⊥.
3. Challenge. A outputs two equal length messages m0 and m1, and a chal-

lenge access structure (A∗, ρ∗) to C. If the following queries

Osk(S) for any S |= (A∗, ρ∗); and

Ork(S, (A
′, ρ′)) for any S |= (A∗, ρ∗),Osk(S

′) for any S′ |= (A′, ρ′)

are never made, C returns C∗ = Encrypt(param, (A∗, ρ∗), mb) to A, where
b ∈R {0, 1}.

4. Phase 2. A continues making queries except the followings:

(a) Osk(S) for any S |= (A∗, ρ∗);

(b) Ork(S, (A
′, ρ′)) for any S |= (A∗, ρ∗), and Osk(S

′) for any S′ |= (A′, ρ′);

(c) Ore(S, (A
′, ρ′), C∗) for any S |= (A∗, ρ∗), and Osk(S

′) for any S′ |=
(A′, ρ′);

(d) Odec(S,C
∗) for any S |= (A∗, ρ∗); and

(e) OdecR(S,CR) for any CR under (A, ρ), S |= (A, ρ), where CR is a deriva-
tive of C∗. As of [6], the derivative of C∗ is defined as:

i. C∗ is a derivative of itself.
ii. If A has issued a re-encryption key query on (S∗, (A′, ρ′)) to get

rkS∗→(A′,ρ′), obtained CR ← ReEnc(param, rkS∗→(A′,ρ′), C
∗) such

that DecR(param, skS′ , CR) ∈ {m0,m1}, then CR is a derivative of
C∗, where S∗ |= (A∗, ρ∗) and S′ |= (A′, ρ′).

iii. If A has issued a re-encryption query on (S, (A′, ρ′), C∗) and ob-
tained the re-encrypted ciphertext CR, then CR is a derivative of
C∗, where S |= (A∗, ρ∗).

5. Guess. A outputs a guess bit b′ ∈ {0, 1}. If b′ = b, A wins.

A’s advantage is defined as AdvIND-CCA-Or
CP-ABPRE,A(1

k,U) = |Pr[b′ = b]− 1
2 |.
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Definition 3. A single-hop unidirectional CP-ABPRE scheme is IND-CCA se-
cure at re-encrypted ciphertext if the advantage AdvIND-CCA-Re

CP-ABPRE,A(1
k, U) is neg-

ligible for any PPT adversary A in the following experiment. Set O = {Osk,
Ork, Odec, OdecR}.

AdvIND-CCA-Re
CP-ABPRE,A(1

k,U) = |Pr[b′ = b : (param,msk)← Setup(1k,U);
(m0,m1, (A

∗, ρ∗), (A, ρ))← AO(param); b ∈R {0, 1};

C∗
R ← ReEnc(param, rkS→(A∗,ρ∗), C); b′ ← AO(C∗

R)]−
1

2
|,

where (A, ρ) and (A∗, ρ∗) are disjoint, (A∗, ρ∗) is the challenge access structure,
S |= (A, ρ), rkS→(A∗,ρ∗) ← ReKeyGen(param, skS, (A

∗, ρ∗)), C
← Encrypt(param, (A, ρ), mb), Osk,Ork,Odec,OdecR are the oracles defined in
Definition 2. However, these oracles are restricted by the following constraints.
For Osk, any query S |= (A∗, ρ∗) is rejected. There is no restriction to Ork and
Odec (note invalid ciphertexts issued to Odec are rejected). If A queries to OdecR

on either (S,C∗
R) in which S |= (A∗, ρ∗) or any invalid re-encrypted ciphertext,

the oracle outputs ⊥.

Remarks. Definition 3 implies collusion resistance. If A can compromise skS∗

from either rkS∗→(A,ρ) or rkS→(A∗,ρ∗), A wins the game with non-negligible
probability, where S |= (A, ρ), S∗ |= (A∗, ρ∗) and skS is given.

3 An Adaptively CCA-Secure CP-ABPRE

3.1 Construction

Due to limited space we review composite order bilinear groups, complexity
assumptions, and one-time symmetric encryption in Appendix A.

1. Setup(1k,U). Run (N,G,GT , e) ← G(1k), where N = p1p2p3 is the or-
der of group G and p1, p2, p3 are distinct primes. Let Gpi denote the sub-
group of order pi in group G. Choose a, α, κ, β, ε ∈R ZN , g, ĝ1 ∈R Gp1 ,
two Target Collision Resistance hash functions [8] TCR1 : GT → ZN ,

TCR2 : GT → {0, 1}poly(1k), a CCA-secure one-time symmetric encryp-
tion system SYM and a strongly existential unforgeable one-time signature
system [3] OTS. For each attribute i ∈ U , choose hi ∈R ZN . The param is
(N, g, ĝ1, g

a, gκ, gβ, gε, e(g, g)α, ∀i ∈ U Hi = ghi , TCR1, TCR2, SYM,OTS),
and the msk is (gα, g3), where g3 is a generator of Gp3 .

2. KeyGen(param,msk, S). Choose t, u ∈R ZN , R,R
′, R′′, {Ri}i∈S ∈R Gp3 ,

and set the secret key skS as

(S,K = gαgatgκuR,K ′ = guR′,K ′′ = gtR′′, ∀i ∈ S Ki = Ht
iRi).

3. Encrypt(param, (A, ρ),m). Given an LSSS access structure (A, ρ) and a
message m ∈ GT in which A is an l × n matrix and ρ is a map from each
row Aj to an attribute ρ(j),



An Adaptively CCA-Secure Ciphertext-Policy 455

(a) Choose a random vector v = (s, v2, ..., vn) ∈R Zn
N .

(b) For each Aj , choose rj ∈R ZN , run (ssk, svk)← OTS.KeyGen(1k) and
set

B0 = m · e(g, g)αs, B1 = gs, B2 = (gκ)s, B3 = (ĝsvk1 gβ)s, B4 = (gε)s,

∀j ∈ [1, l](Cj = (ga)AjvHρ(j)
−rj , Dj = grj ),

E = OTS.Sign(ssk, (B0, B1, B3, ∀j ∈ [1, l] (Cj , Dj))).

(c) Output C = (svk, B0, B1, B2, B3, B4, ∀j ∈ [1, l] (Cj , Dj), E). Note
{ρ(j)|1 ≤ j ≤ l} are the attributes used in (A, ρ).

4. ReKeyGen(param, skS , (A
′, ρ′)). Given skS = (S,K,K ′,K ′′, ∀i ∈ S Ki)

and an LSSS access structure (A′, ρ′),
(a) Choose θ1, θ2, θ3 ∈R ZN , δ ∈R GT , set rk1 = (Kgκθ1gaθ2)TCR1(δ)gεθ3 ,

rk2 = (K ′gθ1)TCR1(δ), rk3 = (K ′′gθ2)TCR1(δ), rk4 = gθ3 , ∀i ∈ S rk5,i =

(KiH
θ2
i )TCR1(δ).

(b) Choose a random vector v(rk) = (s(rk), v
(rk)
2 , ..., v

(rk)
n ) ∈R Zn

N . For

each row A′
j of A′, choose r

(rk)
j ∈R ZN , run (ssk(rk), svk(rk)) ←

OTS.KeyGen(1k) and set rk6 as

svk(rk), B
(rk)
0 = δ · e(g, g)αs(rk)

, B
(rk)
1 = gs

(rk)

, B
(rk)
2 = (gκ)s

(rk)

,

B
(rk)
3 = (ĝsvk

(rk)

1 gβ)s
(rk)

, ∀j ∈ [1, l] (C
(rk)
j = (ga)A

′
jv

(rk)

Hρ′(j)
−r

(rk)
j ,

D
(rk)
j = gr

(rk)
j ), E(rk) = OTS.Sign(ssk(rk), (B

(rk)
0 , B

(rk)
1 , B

(rk)
3 ,

∀j ∈ [1, l] (C
(rk)
j , D

(rk)
j ))).

(c) Output rkS→(A′,ρ′) = (rk1, rk2, rk3, rk4, ∀i ∈ S rk5,i, rk6).
5. ReEnc(param, rkS→(A′,ρ′), C). Parse the original ciphertext C under (A, ρ)

as (svk, B0, B1, B2, B3, B4, ∀j ∈ [1, l] (Cj , Dj), E), and the re-encryption
key rkS→(A′,ρ′) as (rk1, rk2, rk3, rk4, ∀i ∈ S rk5,i, rk6).
(a) Check the validity of the original ciphertext C as

e(B1, g
κ)

?
= e(B2, g), e(B1, ĝ

svk
1 gβ)

?
= e(B3, g), e(B1, g

ε)
?
= e(B4, g),

e(
∏

ρ(j)∈S

C
wj

j , g)
?
= e(B1, g

a) ·
∏

ρ(j)∈S

(e(D−1
j , H

wj

ρ(j))), S
?

|= (A, ρ),

OTS.V erify(svk, (E, (B0, B1, B3, ∀j ∈ [1, l] (Cj , Dj))))
?
= 1, (1)

where wj are chosen by the proxy so that
∑

ρ(j)∈S wjAj = (1, 0, ..., 0).

If Eq. (1) does not hold, output ⊥. Otherwise, proceed.

(b) Compute F = e(B1,rk1)e(B2,rk2)
−1e(B4,rk4)

−1

(
∏

ρ(j)∈S (e(Cj ,rk3)e(Dj ,rk5,j))
wj )

, run σ1 = SYM.Enc(

TCR2(key), G), where G = (C||rk6||F ) and key ∈R GT .

(c) Choose a random vector v(re) = (s(re), v
(re)
2 , ..., v

(re)
n ) ∈R Zn

N . For

each row A′
j of A′, choose r

(re)
j ∈R ZN , run (ssk(re), svk(re)) ←
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OTS.KeyGen(1k) and set σ2 as

svk(re), B
(re)
0 = key · e(g, g)αs(re) , B

(re)
1 = gs

(re)

, B
(re)
2 = (gκ)s

(re)

,

B
(re)
3 = (ĝsvk

(re)

1 gβ)s
(re)

, ∀j ∈ [1, l] (C
(re)
j = (ga)A

′
jv

(re)

Hρ′(j)
−r

(re)
j ,

D
(re)
j = gr

(re)
j ), E(re) = OTS.Sign(ssk(re), (B

(re)
0 , B

(re)
1 , B

(re)
3 ,

∀j ∈ [1, l] (C
(re)
j , D

(re)
j ))).

(d) Output CR = (σ1, σ2) under (A
′, ρ′).

6. Dec(param, skS , C). Parse the original ciphertext C under (A, ρ) as (svk,
B0, B1, B2, B3, B4, ∀j ∈ [1, l] (Cj , Dj), E), and the secret key skS as
(S,K,K ′,K ′′, ∀i ∈ S Ki). The decryption algorithm chooses a set of con-
stants wj ∈R ZN such that

∑
ρ(j)∈S wjAj = (1, 0, ..., 0), and next recovers

the message as follows.
(a) If Eq. (1) does not hold, output ⊥. Otherwise, proceed.
(b) Compute e(B1,K)e(B2,K

′)−1/(
∏

ρ(j)∈S(e(Cj ,K
′′)e(Dj ,Kρ(j)))

wj )

= e(g, g)αs, and output the message m = B0/e(g, g)
αs.

7. DecR(param, skS , CR). Parse the re-encrypted ciphertext CR under (A′, ρ′)
as (σ1, σ2), and the secret key skS as (S,K,K ′,K ′′, ∀i ∈ S Ki).
(a) Check the validity of σ2 as

e(B
(re)
1 , gκ)

?
= e(B

(re)
2 , g), e(B

(re)
1 , ĝsvk

(re)

1 gβ)
?
= e(B

(re)
3 , g),

e(
∏

ρ′(j)∈S

(C
(re)
j )w

(re)
j , g)

?
= e(B

(re)
1 , ga) ·

∏
ρ′(j)∈S

(e((D
(re)
j )−1, H

w
(re)
j

ρ′(j) )),

OTS.V erify(svk(re), (E(re), (B
(re)
0 , B

(re)
1 , B

(re)
3 ,

∀j ∈ [1, l] (C
(re)
j , D

(re)
j ))))

?
= 1, S

?

|= (A′, ρ′), (2)

where w
(re)
j are chosen by the decryptor so that

∑
ρ′(j)∈S w

(re)
j A′

j =

(1, 0, ..., 0). If Eq. (2) does not hold, output ⊥. Otherwise, proceed.

(b) Compute e(B
(re)
1 ,K)e(B

(re)
2 ,K ′)−1/(

∏
ρ′(j)∈S(e(C

(re)
j ,K ′′)e(D

(re)
j ,

Kρ′(j)))
w

(re)
j ) = e(g, g)αs(re) , and output key = B

(re)
0 /e(g, g)αs(re) .

(c) Run G = SYM.Dec(TCR2(key), σ1).
(d) Parse G as (C, rk6, F ). If either Eq. (1) or the following verification for

rk6 does not hold, output ⊥. Otherwise, proceed.

e(B
(rk)
1 , gκ)

?
= e(B

(rk)
2 , g), e(B

(rk)
1 , ĝsvk

(rk)

1 gβ)
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∏
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(rk)
j , g)
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ρ′(j) )),

OTS.V erify(svk(rk), (E(rk), (B
(rk)
0 , B

(rk)
1 , B

(rk)
3 ,

∀j ∈ [1, l] (C
(rk)
j , D

(rk)
j ))))

?
= 1, S

?

|= (A′, ρ′), (3)
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where w
(rk)
j are chosen by the decryptor so that

∑
ρ′(j)∈S w

(rk)
j A′

j =

(1, 0, ..., 0).

(e) Compute e(B
(rk)
1 ,K)e(B

(rk)
2 ,K ′)−1/(

∏
ρ′(j)∈S(e(C

(rk)
j ,K ′′)e(D

(rk)
j ,

Kρ′(j)))
w

(rk)
j ) = e(g, g)αs(rk)

, and then B
(rk)
0 /e(g, g)αs(rk)

= δ. Compute

FTCR1(δ)
−1

= e(g, g)αs, and finally output m = B0/e(g, g)
αs.

3.2 Security Analysis

Theorem 1. Suppose Assumption 1, the general subgroup decision assumption,
the three party Diffie-Hellman assumption in a subgroup, and the source q-
parallel BDHE assumption in a subgroup hold, SYM is a CCA-secure one-time
symmetric encryption, OTS is a strongly existential unforgeable one-time signa-
ture, and TCR1, TCR2 are the TCR hash functions, our system is IND-CCA
secure in the standard model.

We prove our scheme by following [14]. Due to limited space, we present our
construction for semi-functional ciphertexts and semi-functional keys in the full
version.

We will prove Theorem 1 in a hybrid argument over a sequence of games. We
let the total number of queries be q = qsk+qrk+qre+qdec, where qsk, qrk, qre, qdec
denote the number of the secret key, re-encryption key, re-encryption and de-
cryption queries, respectively. Gamereal is the first game that is the IND-CCA
security game for CP-ABPRE systems in which the challenge ciphertext (origi-
nal ciphertext/re-encrypted ciphertext) is normal. Here, C will use normal secret
keys to respond secret key extraction queries. Besides, C will first generate normal
secret keys, and next leverage these keys to respond the re-encryption key, re-
encryption and decryption queries, namely, the re-encryption keys, re-encryption
results and decryption results are indirectly computed from the normal secret
keys. Game0 is the second game which is identical to Gamereal except that the
challenge ciphertext is semi-functional.

Hereafter by “keys” (resp. “key”) we mean the secret key(s) (constructed by
C) used to respond the secret key extraction, re-encryption key extraction, re-
encryption and decryption queries. In the following, we will convert the “keys”
to be semi-functional one by one. But for clarity we first turn the “keys” for the
secret key extraction queries, and then convert the “keys” for the re-encryption
key queries, the re-encryption queries and the decryption queries in sequence.
Besides, A issues one query in each of the following games. We define Gamei
as follows, where i ∈ [1, q]. We let jτ ∈ [1, qτ ], where τ ∈ {sk, rk, re, dec}. In
Gamejτ we define two sub-games GameNjτ and GameTjτ in which the challenge

ciphertext is semi-functional. In GameNjτ the first (j − 1)τ “keys” are semi-
functional, the jτ -th “key” is nominal semi-functional, and the rest of “keys”
are normal. In GameTjτ the first (j − 1)τ “keys” are semi-functional, the jτ -th
“key” is temporary semi-functional, and the remaining “keys” are normal.

To transform Game(j−1)τ (where jτ -th “key” is normal) to Gamejτ (where
jτ -th “key” is semi-functional) , we first convert Game(j−1)τ to GameNjτ , then
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to GameTjτ , and finally to Gamejτ . To get from GameNjτ to GameTjτ , we treat
the simulations for the queries of Phase 1 and that of Phase 2 differently: the
former is based on the three party Diffie-Hellman assumption, and the latter is
based on the source group q-parallel BDHE assumption. In Gameq = Gameqdec
all “keys” are semi-functional, and the challenge ciphertext is semi-functional for
one of the given messages.Gamefinal is the final game where all “keys” are semi-
functional and the challenge ciphertext is semi-functional for a random message,
independent of the two message given by A. We will prove the above games to
be indistinguishable by the following lemmas. Note we implicitly assume SYM
is a CCA-secure one-time symmetric encryption, OTS is a strongly existential
unforgeable one-time signature, TCR1, TCR2 are TCR hash functions and it is
hard to find a non-trivial factor of N (for Lemma 3 and Lemma 4).

Lemma 1. If there is an algorithm A such that GamerealAdv
CP-ABPRE
A −

Game0Adv
CP-ABPRE
A = ϕ, we build an algorithm C that breaks the general

subgroup decision assumption with advantage ϕ.

Lemma 2. If there is an algorithm A such that Game(j−1)τAdv
CP-ABPRE
A −

GameNjτAdv
CP-ABPRE
A = ϕ (for any jτ ∈ [1, qτ ]), we build an algorithm C that

breaks the general subgroup decision assumption with advantage ϕ.

Lemma 3. If there is an algorithm A such that GameNjτAdv
CP-ABPRE
A −

GameTjτAdv
CP-ABPRE
A = ϕ for a jτ belonging to the Phase 1 queries, we build an

algorithm C that breaks the three party Diffie-Hellman assumption in a subgroup
with advantage ϕ.

Lemma 4. If there is an algorithm A such that GameNjτAdv
CP-ABPRE
A −

GameTjτAdv
CP-ABPRE
A = ϕ for a jτ belonging to the Phase 2 queries, we build

an algorithm C that breaks the source group q-parallel BDHE assumption in a
subgroup with advantage ϕ.

Lemma 5. If there is an algorithm A such that GameTjτAdv
CP-ABPRE
A −

GamejτAdv
CP-ABPRE
A = ϕ (for any jτ ∈ [1, qτ ]), we build an algorithm C that

breaks the general subgroup decision assumption with advantage ϕ.

Lemma 6. If there is an algorithm A such that GameqAdv
CP-ABPRE
A −

GamefinalAdv
CP-ABPRE
A = ϕ, we can build a reduction algorithm C that breaks

Assumption 1 with advantage ϕ.

Due to limited space, we will provide the proofs of the lemmas in the full version
of this paper.

4 Conclusions

This paper defined the IND-CCA security notion for CP-ABPRE systems, and
proposed the first adaptively CCA-secure CP-ABPRE scheme without loss of
expressiveness on access policy by integrating the dual system encryption tech-
nology with selective proof technique. Following the proof framework introduced
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by Lewko and Waters, our scheme was proved in the standard model. This paper
also motivates interesting open problems, such as, converting our system in the
prime order bilinear group.
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A Preliminaries

Due to limited space, we refer the reader to [14] for the definition of composite or-
der bilinear groups, assumption 1, the general subgroup decision assumption, the
three party Diffie-Hellman assumption in a subgroup, the source group q-parallel
BDHE assumption in a subgroup. We here review the one-time symmetric en-
cryption system.
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One-time Symmetric Encryption. A one-time symmetric encryption [8] con-

sists of the following algorithms. Note let KD be the key space {0, 1}poly(1k), and
SYM be a symmetric encryption scheme, where poly(1k) is the fixed polynomial
size (bound) with respect to the security parameter k. The encryption algorithm
SYM.Enc intakes a key K ∈ KD and a message M , outputs a ciphertext C.
The decryption algorithm SYM.Dec intakes K and C, outputs M or a symbol
⊥. The CCA security model for SYM systems is given in [12], we hence omit
the details.
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Abstract. This paper presents an efficient method for securely broad-
casting a message to multiple recipients in a heterogeneous environment
where each recipient is allowed to choose his or her preferred secure
encryption scheme independently of other recipients’ choices. Previous
work pertinent to this direction of research, namely multi-recipient en-
cryption scheme (MRES), generally requires all recipients adhere to the
same public key encapsulation mechanism (KEM) for the sake of deliv-
ering promised savings in computation and bandwidth via randomness
reuse. Our work eliminates the requirement of using the same KEM by
all recipients, whereby removing a practical barrier to the adoption of
MRES in real world applications. A second advantage is the method’s
capability to cope with a dynamically changing group of recipients where
old recipients may be deleted and new recipients may be added, while
ensuring the security of messages shared in future. Additional features
of our method include decryption by a sender, anonymity of recipients
and stateful key encapsulation which significantly reduces computational
costs for securely transmitting or sharing new messages. All these at-
tributes would be useful in building applications for secure data sharing
in a cloud computing environment.

Keywords: multi-recipient, public key encryption, sender recovery, KEM,
DEM.

1 Introduction

The primary goal of multi-recipient encryption is for a sender to transmit en-
crypted messages to multiple recipients in an efficient manner in terms of compu-
tation and bandwidth. Although in its broadest form multi-recipient encryption
could be defined to allow multiple messages intended for different recipients to
be included in a single ciphertext, we focus our attention on the case of most
relevance to practical applications, namely single message multi-recipient en-
cryption whereby the same message is transmitted to all intended recipients.
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A simple construction for a multi-recipient encryption scheme (MRES) could
follow an approach specified in S/MIME [1]: generate a symmetric key k for a
data encapsulation mechanism (DEM), encrypt k for intended recipients followed
by encrypting the message using the DEM under k. It is however unclear whether
the ad hoc construction admits provable security under reasonable assumptions.
A further issue is with efficiency in terms of computational and bandwidth re-
quirements when a full-fledged public key encryption scheme is employed as a
key encapsulation mechanism (KEM) for each recipient.

In pursuit of a more efficient MRES that admits a rigorous security analysis,
Kurosawa [2] proposed the first MRES with a shortened ciphertext. Smart [3]
introduced the notion of mKEM, which can be viewed as an efficient key encap-
sulation technique for multiple recipients. Bellare et al. [4][5] systematically stud-
ied the technique of randomness reuse and provided several generic and efficient
constructions for MRES. Specifically, they introduced a so-called reproducibility
theorem [5] to determine whether a standard encryption scheme permits secure
randomness reuse. This was followed by Barbosa and Farshim [6] who proposed
the notion of weak reproducibility which enabled them to construct a wider class
of efficient (single message) MRESs. Hiwatari et al. [7] considered yet another
approach by way of examining the behavior of a simulator in a security proof.
We also note an earlier effort to design a multi-recipient signcryption scheme in
which a sender and all recipients share the same group parameters [8]. While
(public key) broadcast encryption [9] and multi-recipient encryption share a sim-
ilar goal, researchers differentiate between these two types of security techniques
by noting how public/secret key pairs for recipients are generated. Generally
speaking, with broadcast encryption all recipients’ public/secret key pairs are
generated centrally by a sender or by a trusted key generation center, whereas
with multi-recipient encryption each recipient is allowed to generate his or her
own public/seciret key pair. In theory, multi-recipient encryption offers more
flexibility for recipients than does broadcast encryption. In practice though, the
flexibility is curtailed by previously proposed MRESs which generally require
that all recipients use the same KEM or at the least share some easy-to-handle
mathematical structures such as the same cyclic group. The main reason for
the necessity of imposing limitations on recipients’ choices of public/secret key
pairs is due to the fact that these early MRESs employ randomness reuse as
a tool to achieve savings in computation and bandwidth. We believe that the
limitation as explained above would be a barrier to the adoption of MRES in
some real world applications where each recipient may prefer to choose his or
her own public/secret key pairs due to either organizational policy requirements
or purely personal preferences. As a concrete example, one can imagine that in
a cloud computing environment, recipient 1 might have to use RSA in order to
comply with his company’s security policy, recipient 2 might prefer to use elliptic
curve cryptography (ECC), recipient 3 might be quite happy to use the latest
standard technique for lattice based cryptography, and recipient 4 might want
to stick to her choice of group parameters for ECC that are different from those
for recipient 2.
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1.1 Our Contributions

The goal of this paper is to address the above problem by designing an efficient
MRES with provable security for a heterogeneous environment where a recipient
is free to choose a secure KEM of his or her liking. Further, our scheme can be
optimized in a stateful manner. That is, state information that includes ran-
domness and other data used to generate a ciphertext can be reused to improve
the efficiency of the multi-recipient encryption scheme. More interestingly, the
scheme can be securely extended to a more general, heterogeneous setting where
some of the recipients may not possess public/secret key pairs but instead share
with the sender some symmetric keys which may be established in an out-of-
band manner or as an outcome of a previous secure communication session. An
added feature of our scheme is decryption of a ciphertext by the sender which
was first advocated in [10,11]. Such a property would be useful in practice when
the sender wishes to recover a message he or she sent earlier from the cipher-
text only without access to the original plaintext or any of the recipients’ secret
decryption keys.

In some applications it may be important to protect the identity of a re-
cipient. We show how to adapt our scheme in such a way that other than the
sender and an intended recipient herself, no-one else can determine whether the
recipient is an intended one or not. For the security model of anonymity, we
mostly follow the idea of [12] on the definition of anonymity for broadcast en-
cryption. However, modifications must be made to reflect a major difference:
unlike broadcast encryption, the public/secret key pairs of our MRES are gen-
erated by different recipients instead of a key generation center. So it provides
a potential opportunity for an adversary to choose public keys of his liking and
compromise anonymity. We define a security model for anonymity in a hetero-
geneous environment and prove that our adapted scheme satisfies the stringent
requirement of anonymity. All these attributes make our scheme a useful tool for
secure data sharing in a heterogeneous environment, e.g., encrypted file system
in a cloud computing environment.

1.2 Overview of Main Techniques

Map t Strings to One String. As mentioned above, researchers constructed
efficient MRES by employing a key encapsulation mechanism (KEM) in lieu
of full-fledged public key encryption. However, previous efficient schemes, e.g.,
[2,3,4,5,6,7] are not applicable in a heterogeneous public key setting. The main
difficulty of employing KEMs is how to map ephemeral keys that are indepen-
dently generated with different recipients’ KEMs, to the same string that is
used as a key in a symmetric data encapsulation mechanism (DEM). We over-
come this difficulty with the help of a universal hash function family with colli-
sion accessibility. Cryptographic applications of a universal hash function fam-
ily with collision accessibility, denoted by UHCA, were discussed extensively in
early work including [13] and explored more recently in [11]. Simply speaking, a
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t-universal hash function family with collision accessibility is one that, given t
initial strings, the hash values of them can be made to collide with one another.
By using UHCA, [11] provides an efficient method for public key encryption
with sender recovery. Extending the work of [11], we find that ephemeral keys
for different recipients’ KEMs can be mapped into the same symmetric key for
a DEM thanks to the collision accessibility of UHCA. However, it turns out that
this straightforward extension has its drawback in that it is not quite scalable
when the number of recipients increases. To address this drawback we consider
alternative structures to a “flat” t-universal hash function family. An example
of such alternatives is derived from the Merkle-Damgard hash chain. Another
example takes the form of a hash tree. These alternative structures enable us to
use a 2-universal hash function family only to realize in an efficient and scalable
manner the “collision” of t ephemeral keys and more importantly, to work out
a security proof using an idea similar to length-extension attack.

Secure State Reuse. Stateful public key cryptosystem introduced in [14] per-
mits the reuse of state information across different encryptions, resulting in a
more efficient technique. The authors of [14] demonstrated stateful versions of
the DHIES and Kurosawa-Desmedt schemes which requires one exponentiation
only to encrypt. A potential problem with the randomness reuse, when applied
to a stateful (single message) MRES as advocated in [14,5], lies in the fact that
the symmetric key for a subsequent DEM is fixed. This issue of fixed DEM keys
can be seen clearly when one applies the above randomness reuse technique to
the construction of stateful MRESs from concrete MRESs in [3,6,7]. With a fixed
DEM key, the resultant stateful MRESs are exposed to potential attacks when
a recipient is removed from the group of intended recipients, as the removed
recipient would still be able to decrypt future ciphertexts as long as the sender
does not reset the state. While resetting the state could prevent such attacks, it
would severely decrease the efficiency of a stateful MRES. To better understand
it we note that all previous MRESs work more or less like this: a symmetric key
(or the seed of the symmetric key) k is chosen at random and then “mapped”1

to t ciphertexts for KEMs, which correspond exactly to t recipients. Since the
state depends on k, it has to be changed once k is changed.

The MRES we propose in this paper can be viewed as the exact opposite of
the above: t random ephemeral keys and their corresponding KEM ciphertexts,
say (k1, c1), (k2, c2), ..., (kt, ct), are generated for all t recipients independently;
they are then “mapped” to the same DEM key k by UHCA. One can see that
if (k1, c1), (k2, c2), ..., (kt, ct) are cached the first time when they are computed,
they can be reused in subsequent encryptions for the same recipients. When a
recipient, say U1, is removed from the group of recipients, the sender can still
reuse the remaining (k2, c2), ..., (kt, ct) to generate a new DEM key k which will
be no longer accessible to the removed recipient. An example is given in Table 1,
which shows that when recipient U1 is removed, the subsequent computational
costs for the current recipients U2,U3,...,Ut in our MRES are less than that of

1 Indeed, k is encrypted as a symmetric key for all recipients or reused as randomness
in a ciphertext for a KEM.
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the traditional method, e.g, the method specified in S/MIME. If on the other
hand a new recipient Ut+1 is added to the group, the sender needs to generate
a new pair (kt+1, ct+1) for the new recipient only while keeping existing pairs
(k1, c1), (k2, c2), ..., (kt, ct) unchanged. These t + 1 pairs can then be used to
generate a new DEM key k. By recycling (ki, ci)s, computational costs for each
recipient can be reduced to merely two multiplications and one multiplicative
inversion in GF (2256).

Table 1. Efficiency comparison of encryption of our MRES with traditional method.
RSA 2048, ElGamal 1024, ElGamal 2048,..., ECIES 256 are the public key encryption
schemes used by recipient U2,U3,...,Ut, respectively. Inv-GF (2256) denotes the multi-
plicative inversion in GF (2256). Exp-xxx and ECMul-xxx denotes the exponentiation
and the elliptic curve point multiplication on the corresponding groups, respectively.

U2 U3 U4 ... Ut

RSA 2048 ElGamal 1024 ElGamal 2048 ECIES 256

Our MRES 1 Inv-GF (2256) 1 Inv-GF (2256) 1 Inv-GF (2256) ... 1 Inv-GF (2256)

Traditional method 1 Exp-2048 2 Exp-1024 2 Exp-2048 ... 2 ECMul-256

2 Basic Definitions

Notation. If x is a string, then |x| is the length of x. x||y denotes the concate-

nation of x and y. If X is a set, then x
R← X denotes the operation of picking an

element x of X uniformly at random. If A is an algorithm, then z ← A(x, y, ...)
denotes the operation of running A on input (x, y, ...) with its output being saved
in z.

Key Encapsulation Mechanism. A key encapsulation mechanism (KEM)
consists of three algorithms KEM.Gen, KEM.Enc and KEM.Dec. KEM.Gen
takes as input a security parameter 1λ and outputs a public/secret key pair
(pk, sk). KEM.Enc takes as input a public key pk and outputs a ciphertext c
and an ephemeral key k. Let {0, 1}λk denote the KEM’s key space, where λk is
a polynomial in security parameter λ. KEM.Dec takes as input a secret key sk
and a ciphertext c, and outputs the ephemeral key k or a special failure symbol
“⊥”.

A standard notion of security for a KEM is indistinguishability security against
adaptive chosen ciphertext attack, or IND-CCA2 security. This notion is defined
by a two-party game played between a challenger and an adversary A. Through-
out the game, the adversary can query a KEM oracle OKEM , which upon a
decapsulation query c returns KEM.Dec(sk, c).
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GameIND−CCA2
KEM :

(pk, sk)← KEM.Gen(1λ)

(c∗, k∗0)← KEM.Enc(pk), k∗1
R← {0, 1}λk , b

R← {0, 1}
b′ ← AOKEM (pk, c∗, k∗b )

Note that after receiving (c∗, k∗b ), the adversary can query OKEM with any ci-
phertext c with the restriction that c �= c∗. We say that A wins the game if b = b′.
A KEM is said to be εKEM -IND-CCA2 secure if |Pr[b = b′]− 1/2| ≤ εKEM for
any probabilistic polynomial time (PPT) adversary, where εKEM is a negligible
function in security parameter λ.

Data Encapsulation Mechanism. A data encapsulation mechanism (DEM)
is composed of two algorithms, these being an encryption algorithm DEM.Enc
and a decryption algorithm DEM.Dec. DEM.Enc takes as input a symmet-
ric key k and a plaintext m and outputs a ciphertext c. The key space for the
algorithm is denoted by {0, 1}λEnc, where λEnc is a polynomial in the security
parameter λ. DEM.Dec takes as input a symmetric key k and a ciphertext c
and outputs m.

For the security of DEM, we adopt the notion of one-time symmetric-key
encryption against passive attack (IND-OPA) [15] defined by the following game
involving an adversary A:

GameIND−OPA
DEM :

A chooses a pair of plaintexts (m0,m1), where |m0| = |m1|
k

R← {0, 1}λEnc, c∗ ← DEM.Enc(k,mb), b
R← {0, 1}

b′ ← A(c∗)

We say that the adversaryA wins the game if b = b′. An one-time symmetric-key
encryption is said to be εDEM -IND-OPA secure if |Pr[b = b′]− 1/2| ≤ εDEM for
any PPT adversary, where εDEM is a negligible function in λ.

One-Time Signature. An one-time signature Sig = (GenSig, Sign, V rfy) re-
quires a signer generate new verification/signing keys each time when he signs a
message. It consists of three algorithms specified below. GenSig takes as input
a security parameter 1λ and outputs a verification/signing key pair (vk, skSig).
Sign takes as input skSig and a message m and outputs a signature σ. V rfy
takes as input vk, m and σ and outputs “1” if σ is valid; otherwise, “0”.

The security of Sig required in this paper is the strong unforgeability under
chosen message attack (SU-CMA), which is defined by the following game.

GameSU−CMA
Sig :

(vk, skSig)← GenSig(1
λ)

(m∗, σ∗)← AOSign(vk)

Notice that A can make at most one query m to the signing oracle OSign, which
returns the corresponding signature σ = Sign(skSig,m). We say the adversary
wins the game if V rfy(vk,m∗, σ∗) = 1 and (m∗, σ∗) �= (m,σ). Sig is said to be
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εSig-SU-CMA secure if Pr[A wins] ≤ εSig for any PPT adversary, where εSig is
a negligible function in λ.

A Useful Lemma

Lemma 1. [16] Let A1, A2, B be events defined over a probability space such
that Pr[A1

⋂
B] = Pr[A2

⋂
B]. Then we have |Pr[A1]− Pr[A2]| ≤ Pr[B].

3 Security Model

In this section, we define a multi-recipient encryption scheme with sender recov-
ery (MRES-SR) together with a security model for MRES-SR.

Let Ui denote the i-th recipient, for 1 ≤ i ≤ t. A MRES-SR is a tuple of
algorithms (GenMR, EncMR, DecMR, RecMR) defined as follows:

– A probabilistic key generation algorithm GenMR, which in turn consists of
sub-algorithms GenMR.S and GenMR.Ui, for all 1 ≤ i ≤ t.
• GenMR.S takes as input the security parameter 1λ and outputs a sender’s
secret recovery key skrcv.

• GenMR.Ui takes as input the security parameter 1λ
(i)

and outputs a
recipient Ui’s public/secret key pair (pki, ski).

– An encryption algorithm EncMR, which takes as input the sender’s secret
recovery key skrcv, the recipients’ public keys pk = (pk1, pk2, ..., pkt) and a
plaintext m, outputs a ciphertext cMR.

– A decryption algorithm DecMR (of Ui), which takes as input the recipient’s
secret key ski and a ciphertext cMR, outputs the corresponding plaintext m
or the error symbol “⊥”.

– A recovery algorithm RecMR, which takes as input skrcv and cMR, outputs
the corresponding plaintext m or the error symbol “⊥”.

Remark. Since recipients may use different types of public key encryption algo-
rithms, descriptions of EncMR (or DecMR) are dependent on specific recipients’
algorithms. For simplicity, we use the same notation EncMR (DecMR) for all
recipients.

IND-CCA2 Security of MRES-SR. The security of MRES-SR is defined
by an IND-CCA2 game GameIND−CCA2

MR played between an adversary A and
a challenger. During the game, the adversary A has access to three oracles: (1)
an encryption oracle OEnc, which upon an encryption query qEnc = (pk′,m)
returns a ciphertext cMR = EncMR(skrcv,pk

′,m). (2) a decryption oracle
ODec i for recipient Ui, which upon a decryption query qDec = cMR returns
DecMR(ski, cMR). (3) a recovery oracle ORec, which upon a recovery query
qRec = cMR returns RecMR(skrcv, cMR). GameIND−CCA2

MR proceeds as follows.

– The challenger runs GenMR to generate a target sender’s secret recovery key
skrcv and target recipient Ui’s public/secret key pair (pki, ski), for 1 ≤ i ≤ t.
Let pk = (pk1, pk2, ..., pkt).
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– The adversary A generates a pair of plaintexts (m0,m1) such that |m0| =
|m1|, and sends (m0,m1) to the challenger. The challenger returns a target

ciphertext c∗MR ← EncMR(skrcv,pk,mb), where b
R← {0, 1}.

– Finally, A terminates by returning a guess b′.

Notice that after the challenge phase, the adversary A can still query all the
three oracles OEnc, ODec i and ORec with any input, provided that qDec �= c∗MR

and qRec �= c∗MR.
The above gamemodels a sender transmitting a message to recipients U1,...,Ut,

who have public keys pk1,...,pkt, respectively. The adversary A can make query
qEnc = (pk′,m) with any public keys pk′, which captures the security of MRES-
SR under maliciously chosen recipients’ public keys. Unlike a traditional secu-
rity model for MRES, queries qEnc and qRec should be considered in our security
model since the sender’s secret key skrcv is taken as part of the inputs to EncMR

and RecMR.
We say that the adversary A wins the above game if b′ = b. MRES-SR is said

to be ε-IND-CCA2 secure if, for any PPT adversary A, |Pr[A wins]− 1/2| ≤ ε.

4 Constructions

The main idea of constructing a MRES-SR is that the sender runs t different
recipients’ KEMs to generate t different ephemeral keys and then maps those
keys to the same random string, which is used to generate a symmetric key for a
DEM. During the decryption phase, a ciphertext for the DEM can be decrypted
using any of t ephemeral keys. Hence, the function which maps t strings to one
string plays a central role in our MRES-SR. Let us first show how to realize this
function efficiently.

4.1 Map t Strings to One String

We follow ideas presented in [13] to employ universal hash function families
UHCA with t-collision accessibility property. Such functions can map t different
strings, say k0, k1, ..., kt−1 ∈ GF (22λ), to the same string, say kCA ∈ GF (2λ). To
construct UHCA such that UHCA(k0) = UHCA(k1) = ... = UHCA(kt−1) = kCA,
we choose w0,...,wt−1 and kCA at random from GF (2λ) and solve the following
set of linear equations for a0, a1, ..., at−1 ∈ GF (22λ):⎧⎪⎪⎪⎨⎪⎪⎪⎩

w0||kCA = a0 + a1k0 + a2k
2
0 + ...+ at−1k

t−1
0

w1||kCA = a0 + a1k1 + a2k
2
1 + ...+ at−1k

t−1
1

...
wt−1||kCA = a0 + a1kt−1 + a2k

2
t−1 + ...+ at−1k

t−1
t−1

The description of UHCA can be completely specified by (a0, a1, ..., at−1) and
the output of UHCA(ki) is kCA, which is part of a0+a1ki+a2k

2
i + ...+at−1k

t−1
i .

Notice that the computational cost for solving the above equations grows as
a cubic function of t, the number of recipients. This does not really scale well
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for a large t, say when t > 10, 000. To overcome this problem, we considered an
iterated version of UHCA, which adopts a MD like structure and uses UHCA

with 2-collision accessibility as a building block. (Other types of structures such
as tree structure can also realize the “collision” of different strings using UHCA

with 2-collision accessibility.) The resulting construction is illustrated in Fig. 1,
where kCA,0, k1,...,kt−1 are mapped to kCA,t−1. In an iteration, kCA,i−1 and ki
are mapped to the same string kCA,i by UHCA with 2-collision accessibility. For a
large t, the generation of t−1 UHCA with 2-collision accessibility is significantly
more efficient than that of UHCA with t-collision accessibility.

Fig. 1. UHCA with MD like structure

We note that kCA,i the output of one UHCA cannot be taken as input directly
to generate the UHCA of the next iteration, since the output length of UHCA

is shorter than its input length. Hence, additional randomness should be added
to generate the next UHCA. To that end, we resort to the verification key of
one-time signature and hash functions, which is shown in the construction of
MRES-SR.

A Useful Claim. Suppose the description (a0, a1) ∈ {0, 1}λ1 × {0, 1}λ1 of a
UHCA with 2-collision accessibility is generated by (1),{

w0||kCA = a0 + a1s0
w1||kCA = a0 + a1s1

(1)

and (w0, w1, kCA, s0, s1) ∈ {0, 1}λ3 × {0, 1}λ3 × {0, 1}λ4 × {0, 1}λ1 × {0, 1}λ1 is
said to be a valid tuple if s0 �= s1, where λ1 = λ3+λ4. The following claim, which
is proved in [11], is a very useful property of UHCA with 2-collision accessibility.

Claim 1. [11] Consider the following ensemble,

Wβ = {(a(1)0 , a
(1)
1 , s

(1)
1 ), (a

(2)
0 , a

(2)
1 , s

(2)
1 ), ..., (a

(N−1)
0 , a

(N−1)
1 , s

(N−1)
1 ), (a∗0, a

∗
1, s

∗
1)},

where (a
(i)
0 , a

(i)
1 , s

(i)
1 ), 1 ≤ i ≤ N−1, are generated by (1) using random and valid

tuples and β
R← {0, 1}. If β = 0, then (a∗0, a

∗
1, s

∗
1) is generated by UHCA using

a random and valid tuple (w∗
0 , w

∗
1 , k

∗
CA, s

∗
0, s

∗
1) ∈ {0, 1}λ3 × {0, 1}λ3 × {0, 1}λ4 ×

{0, 1}λ1 × {0, 1}λ1. Otherwise, (a∗0, a
∗
1, s

∗
1) is chosen uniformly at random from

{0, 1}λ1 ×{0, 1}λ1 ×{0, 1}λ1. Then the statistical difference between W0 and W1

is at most 1
2λ3−1 .
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4.2 Basic Multi-recipient Encryption with Sender Recovery

In this section we describe the construction of a basic MRES-SR, which will be
further optimized in the next section. Since ephemeral keys generated by different
KEMs may be of different lengths or on different groups, we cannot use those
keys to generate the description of UHCA directly. To solve the problem, we
prepare two hash functions H0 : {0, 1}∗ → {0, 1}2λ1, H1 : {0, 1}∗ → {0, 1}λ1+λ3 ,
and a key derivation function HKDF : {0, 1}∗ → {0, 1}λk to generate UHCA.
To realize the sender recovery property, the sender’s recovery key together with
other ephemeral keys are mapped to the same string, which is the symmetric
key of a DEM. An one-time signature Sig = (GenSig, Sign, V rfy) is applied to
thwart adaptively chosen ciphertext attacks.

The generation of UHCA must take into account a verification key vk for
an one-time signature in addition to (ki, kCA,i−1). The advantage of adding
vk is two fold. First, vk is used to generate the description of UHCA and the
sender can recover the ephemeral key kCA,t by vk. Second, the ephemeral keys
and the ciphertexts of KEM can be reused thanks to a fresh vk, which will be
explained later. More details of the basic MRES-SR are described below and Fig
2 illustrates the structure of the basic MRES-SR.

– Key generation GenMR

• GenMR.Ui: Each recipient Ui, where 1 ≤ i ≤ t, runs his key generation
algorithm KEM.Gen to generate a public/secret key pair (pki, ski). Let

{0, 1}λ
(i)
KEM denote Ui’s KEM keyspace. Let pk = (pk1, pk2, ..., pkt).

• GenMR.S: The sender chooses at random skrcv ∈ {0, 1}λ1 as her secret
key for the recovery of a message from a ciphertext.

– Encryption EncMR(skrcv,pk,m) by the sender

1. (vk, skSig)← GenSig(1
λ). Set kCA,0 = skrcv.

For i = 1, ..., t, do
(a) (ki, ci) ← KEM.Enc(pki), w0,i−1||s0,i−1||kCA,i ← H0(kCA,i−1||vk)

and w1,i||s1,i ← H1(ki||vk). If s1,i = s0,i−1, compute (ki, ci) ←
KEM.Enc(pki) and w1,i||s1,i ← H1(ki||vk) until s1,i �= s0,i−1. Note
that the lengths of wj,i, sj,i and kCA,i are λ3, λ1 and λ4, respectively.

(b) Solve the system of linear equations below for (a0,i, a1,i).{
w0,i−1||kCA,i = a0,i + a1,is0,i−1

w1,i||kCA,i = a0,i + a1,is1,i

Let a = {(a0,i, a1,i)} and cKEM = (c1, c2, ..., ct), where {(a0,i, a1,i)}
denotes an ordered list of (a0,1, a1,1), ..., (a0,t, a1,t).

2. kEnc ← HKDF (kCA,t||a) and cDEM ← DEM.Enc(kEnc,m). tag ←
Sign(skSig, a||c), where c = (cKEM , cDEM ).

3. Output cMR = (vk, a, c, tag).

– Decryption DecMR(ski, cMR) by a recipient Ui

1. If V rfy(vk, a||c, tag) �= 1, output ⊥ and halt.
2. Let ki ← KEM.Dec(ski, ci). If ki = ⊥, output ⊥ and halt.
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3. Let w1,i||s1,i ← H1(ki||vk) and w′
1,i||kCA,i ← a0,i+a1,is1,i. If w

′
1,i �= w1,i,

output ⊥ and halt.
4. If i = t, go to step 5. Otherwise, for j = i+ 1, ..., t, do

• w0,j−1||s0,j−1||kCA,j ← H0(kCA,j−1||vk).
5. kEnc ← HKDF (kCA,t||a), m′ ← DEM.Dec(kEnc, cDEM ).
6. Output m′.

– Recovery RecMR(skrcv, cMR) by the sender
1. If V rfy(vk, a||c, tag) �= 1, output ⊥ and halt.
2. Let w0,0||s0,0||kCA,1 ← H0(skrcv||vk) and w′

0,0||k′CA,1 ← a0,1 + a1,1s0,0.
If w′

0,0||k′CA,1 �= w0,0||kCA,1, output ⊥ and halt.
3. For j = 2, ..., t, do

• w0,j−1||s0,j−1||kCA,j ← H0(kCA,j−1||vk).
4. kEnc ← HKDF (kCA,t||a), m′ ← DEM.Dec(kEnc, cDEM ).
5. Output m′.

Note that KEM.Gen, KEM.Enc and KEM.Dec could be different for each

Fig. 2. Encrypting with MRES-SR, where GenUH denotes the generation of a and
kCA,t

recipient, being determined by the specific public key cryptosystem used by
the recipient. For simplicity, we use the same notations. On the other hand,
DEM.Dec and the verification algorithm V rfy for the one-time signature are
the same across all recipients. In order to decrypt correctly, each recipient Ui

needs to know the “position” of his ciphertext (ci, a0,i, a1,i) in cMR, which is
usually an implicit requirement for multi-recipient encryption.
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MRES-SR with Tree Structure. Computational costs for recipients are not
the same in that Ui−j has to compute j more hashing operations than does Ui, for
0 ≤ j < i ≤ t. Although the differences may be immaterial in most applications,
we do need to keep in mind that the depth of the hash chain increases linearly
with the number of recipients. This problem can be alleviated by a logarithmic
factor by the use of the tree structured construction. More precisely, a tree can
be defined recursively starting at leaf nodes: skrcv, k1,...,kt are set to leaf nodes

k
[0]
CA,0,...,k

[t]
CA,0, respectively, and each pair of nodes, say k

[i]
CA,0 and k

[i+1]
CA,0, for

i = 0, 2, 4, ..., are mapped to their parent node, say k
[i]
CA,1, using UHCA. If the

number of nodes on a level is odd, the rightmost node on that level is set to his
parent node directly. Finally, skrcv, k1,...,kt are mapped to the same root node,
which can be generated using any one of the leaf nodes and the corresponding
leaf to root path. Security of the tree structured MRES-SR can be proven by
following a similar analysis to that for the basic MRES-SR shown in section 4.3.
Details of the proof will be provided in the full version of the paper.

4.3 Security Analysis

Theorem 1. The basic MRES-SR is ε-IND-CCA2 secure in the random oracle
model if recipient Ui’s KEM is ε

(i)
KEM -IND-CCA2 secure, for 1 ≤ i ≤ t, DEM is

εDEM -IND-OPA secure and Sig is εSig-SU-CMA secure where ε ≤ 2tεKEM +
εDEM +εSig+( 1

2λ1−1 +
1

2λk−1 )NRO+( 1
2λ1−2 +

1
2λ3−1 )NRec+

1
2λ1

+ 1
2λ3−1 , εKEM =

max{ε(1)KEM , ..., ε
(t)
KEM}, NRec denotes an upper bound on the number of recovery

queries, NRO = max{N0, N1}, and N0 and N1 denote upper bounds on the
numbers of queries on H0 and H1, respectively.

Proof. In order to show that any PPT adversary can win the IND-CCA2 game
of MRES-SR with a negligible advantage only, we introduce three new games
described below.

– Game 0 is the same as the original IND-CCA2 game of MRES-SR. During the
challenge phase, the target ciphertext c∗MR = (vk∗, a∗, c∗, tag∗) is computed
as follows.
• (vk∗, sk∗Sig)← GenSig(1

λ), k∗CA,0 ← skrcv.
For i = 1, ..., t, do
1. (k∗i , c

∗
i )← KEM.Enc(pki), w

∗
0,i−1||s∗0,i−1||k∗CA,i ← H0(k

∗
CA,i−1||vk∗)

and w∗
1,i||s∗1,i ← H1(k

∗
i ||vk∗) such that s∗1,i �= s∗0,i−1.

2. Solve the system of linear equations below for (a∗0,i, a
∗
1,i).{

w∗
0,i−1||k∗CA,i = a∗0,i + a∗1,is

∗
0,i−1

w∗
1,i||k∗CA,i = a∗0,i + a∗1,is

∗
1,i

Let a∗ = {(a∗0,i, a∗1,i)} and c∗KEM = (c∗1, c
∗
2, ..., c

∗
t ).

• k∗Enc ← HKDF (k
∗
CA,t||a∗), c∗DEM ← DEM.Enc(k∗Enc,mb) and tag∗ ←

Sign(sk∗Sig, a
∗||c∗), where c∗ = (c∗KEM , c∗DEM ).

– Game 1 is similar to Game 0, but with the following differences:
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• At the beginning of the game, the challenger computes part of the tar-
get ciphertext as follows: (vk∗, sk∗Sig) ← GenSig(1

λ), k∗CA,0 ← skrcv,

(k∗i , c
∗
i ) ← KEM.Enc(pki) and k∗∗i

R← {0, 1}λ
(i)
KEM , for 1 ≤ i ≤ t. Then

let c∗KEM = (c∗1, c
∗
2, ..., c

∗
t ).

For i = 1, ..., t, do
1. w∗

0,i−1||s∗0,i−1||k∗CA,i ← H0(k
∗
CA,i−1||vk∗) and w∗∗

1,i||s∗∗1,i ← H1(k
∗∗
i ||vk∗)

such that s∗∗1,i �= s∗0,i−1.
2. Solve the system of linear equations below for (a∗∗0,i, a

∗∗
1,i).{

w∗
0,i−1||k∗CA,i = a∗∗0,i + a∗∗1,is

∗
0,i−1

w∗∗
1,i||k∗CA,i = a∗∗0,i + a∗∗1,is

∗∗
1,i

Let k∗∗Enc ← HKDF (k
∗
CA,t||a∗∗), where a∗∗ = {(a∗∗0,i, a∗∗1,i)}.

• In the challenge phase, c∗∗DEM ← DEM.Enc(k∗∗Enc,mb) and tag∗∗ ←
Sign(sk∗Sig, a

∗∗||c∗∗), where c∗∗ = (c∗KEM , c∗∗DEM ). The target ciphertext
of Game 1 is c∗∗MR = (vk∗, a∗∗, c∗∗, tag∗∗).

• After the challenge phase,ODec j returns⊥ for decryption queries cMR =
(vk, a, (c1, ..., ct, cDEM ), tag) satisfying cj = c∗j , for j ∈ {1, ..., t}.

– Game 2 is similar to Game 1 except that the challenger randomly chooses
(a+0,1, a

+
1,1) and k+Enc in place of (a∗∗0,1, a

∗∗
1,1) and k∗∗Enc, respectively. Let a

+ =

{(a+0,1, a+1,1), (a∗∗0,2, a∗∗1,2) , ..., (a∗∗0,t, a
∗∗
1,t)}. In the challenge phase, c+DEM ←

DEM.Enc(k+Enc,mb), and tag
+ ← Sign(sk∗Sig, a

+||c+), where c+ = (c∗KEM ,

c+DEM ). The target ciphertext is c+MR = (vk∗, a+, c+, tag+).

Claim 2. If recipient Ui’s KEM is ε
(i)
KEM -IND-CCA2 secure, for 1 ≤ i ≤ t,

and Sig is εSig-SU-CMA secure, then |Pr[Game 0 = 1] − Pr[Game 1 = 1]| ≤
1

2λ1
+ (t + 1)εKEM + εSig, where εKEM = max{ε(1)KEM , ε

(2)
KEM , ..., ε

(t)
KEM} and

Pr[Game j = 1] denotes the probability that the adversary wins in Game j.

Proof. We proceed with a sequence of t games to show the indistinguishability
between Game 0 and Game 1.

– Game 0(0) is similar to Game 0, except that, after the challenge phase,
ODec j returns ⊥ for decryption queries cMR = (vk, a, (c1, ..., ct, cDEM ), tag)
satisfying cj = c∗j , for j ∈ {1, ..., t}.

– Game 0(1) is similar to Game 0(0), except for the following modifications.
At the beginning of the game, the challenger computes part of the target
ciphertext: Compute vk∗ and c∗KEM as in the challenge phase. Then, let

k∗∗1
R← {0, 1}λ

(1)
KEM . k∗∗1 instead of k∗1 will be used to compute the target

ciphertext.
...

– Game 0(i) is similar to Game 0(i−1), but at the beginning of the game,

k∗∗i
R← {0, 1}λ

(i)
KEM and k∗∗i instead of k∗i will be used to compute the target

ciphertext.
...
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– Game 0(t) is similar to Game 0(t−1), but at the beginning of the game,

k∗∗t
R← {0, 1}λ

(t)
KEM and k∗∗t instead of k∗t will be used to compute the target

ciphertext. Indeed, Pr[Game 0(t) = 1] = Pr[Game 1 = 1].

We call cMR is valid if cMR can pass the validity check in step 1, 2 and 3 of
decryption. Notice that Amay queryODec j with a valid cMR = (vk, a, (c1, ..., ct,
cDEM ), tag) such that cMR �= c∗MR and cj = c∗j . Let V ALID denote such an

event. If V ALID does not happen, Game 0 and Game 0(0) are the same. That
is, Pr[Game 0 = 1|V ALID] = Pr[Game 0(0) = 1|V ALID]. Therefore,

Pr[Game 0 = 1]− Pr[Game 0(0) = 1] ≤ Pr[V ALID].

Next, we show Pr[V ALID] is negligible by considering two cases below.

– vk = vk∗. If this case happens with a non-negligible probability, we can
construct an algorithm to break the security of the underlying one-time
signature and we have Pr[V ALID] ≤ εSig.

– vk �= vk∗.
• A presents queries k∗realj ||vk to H1 where k

∗real
j is the real ephemeral key

corresponding to c∗j . If this case happens with a non-negligible proba-
bility, we can construct an algorithm to break the IND-CCA security
of one of t underlying KEMs. Hence, Pr[V ALID] ≤ tεKEM , where

εKEM = max{ε(1)KEM , ε
(2)
KEM , ..., ε

(t)
KEM}.

• A did not make queries k∗realj ||vk to oracle H1. Since the output of

H1(k
∗real
j ||vk) is distributed uniformly over the range of H1, the proba-

bility that the ciphertext can pass the validity check in step 3 of decryp-
tion is at most 1

2λ1
.

Therefore we have Pr[V ALID] ≤ 1
2λ1

+ tεKEM + εSig.

Indistinguishability between Game 0(i−1) and Game 0(i) relies on the IND-
CCA2 security of Ui’s KEM, for i = 1, ..., t. It is not difficult to prove

that |Pr[Game 0(i−1)] − Pr[Game 0(i)]| ≤ ε
(i)
KEM and |Pr[Game 0(0)] −

Pr[Game 0(t)]| ≤ tεKEM . Therefore, |Pr[Game 0 = 1] − Pr[Game 1 = 1]| ≤
|Pr[Game 0 = 1]−Pr[Game 0(0) = 1]|+|Pr[Game 0(0) = 1]−Pr[Game 0(t) = 1]|
≤ 1

2λ1
+ 2tεKEM + εSig.

Claim 3. |Pr[Game 1 = 1]−Pr[Game 2 = 1]| ≤ ( 1
2λ1−1 +

1
2λk−1 )NRO+( 1

2λ1−2 +
1

2λ3−1 )NRec +
1

2λ3−1 , where NRO = max{N0, N1} and N0 and N1 denote upper
bounds on the numbers of queries on H0 and H1, respectively.

Sketch of Proof. Indistinguishability between Game 1 and Game 2 is closely
related to Claim 1. Assume that there exists a PPT adversary A12 such that
|Pr[Game 1 = 1]−Pr[Game 2 = 1]| is non-negligible, we show how to construct
a PPT algorithm MUH , which takes as input

Wβ = {(a(1)0 , a
(1)
1 , s

(1)
1 ), (a

(2)
0 , a

(2)
1 , s

(2)
1 ), ..., (a

(N−1)
0 , a

(N−1)
1 , s

(N−1)
1 ), (a∗0, a

∗
1, s

∗
1)}

and outputs β with a non-negligible advantage.
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The main idea of the proof is similar to that of [11], where there is only
one UHCA. Notice that if the inputs to a random oracle H(·) are different, the
corresponding outputs are uniformly and independently distributed. Due to the
unforgeability of the one-time signature, vk which is part of the inputs to H0

and H1 are usually different in each encryption and the corresponding outputs
w0,i−1||s0,i−1||kCA,i and w1,i||s1,i are uniformly and independently distributed.
Therefore, (a0, a1)s in Wβ can be considered as parts of the ciphertexts in the
simulated game. However, our scheme uses t UHCAs with the MD like iterated
structure. To compute a simulated target ciphertext, the first iteration of UHCA

is generated using (a∗0, a
∗
1, s

∗
1) and the remaining t−1 iterations can be generated

following the idea of a length-extension attack. More details of the proof are
omitted due to lack of space.

Claim 4. |Pr[Game 2 = 1] − 1/2| ≤ εSig + εDEM if the underlying DEM is
εDEM -IND-OPA secure and Sig is εSig-SU-CMA secure.

Proof. If there exists a PPT adversary, say A2, which can win Game 2 with
a non-negligible advantage, we show how to construct an algorithm MDEM to
break the IND-OPA security of the underlying DEM.
MDEM sets parameters and answers queries qEnc, qDec, qRec from A2 as in

Game 2, except that when A2 submits qDec = (vk∗, a′, c′, tag′) or qRec =
(vk∗, a′, c′, tag′), MDEM responds with “⊥”. However, MDEM ’s answers may
be wrong when such queries are valid. Denote such an event by Bad2. When
receiving (m0,m1) from A2, MDEM sends (m0,m1) to the challenger of IND-
OPA game and gets the answer c+DEM . MDEM sets the target ciphertext to
(vk∗, a+, (c∗KEM , c+DEM ), tag+). Finally, A2 will terminates with output a bit,
which is also the output of MDEM . Notice that MDEM perfectly simulates
Game 2 for A2 if Bad2 does not happen. That is, Pr[Game 2 = 1 ∩ Bad2] =
Pr[MDEM wins∩Bad2]. Hence, we have |Pr[Game 2 = 1]− 1

2 | ≤ |Pr[Game 2 =
1] −Pr[MDEM wins]| + |Pr[MDEM wins] − 1

2 | ≤ Pr[Bad2] + εDEM , where the
last inequality follows from Lemma 1.

In fact, Pr[Bad2] is negligible, which relies on the unforgeability of one-time
signature. That is, Pr[Bad2] ≤ εSig. Therefore,

∣∣Pr[Game 2 = 1]− 1
2

∣∣ ≤ εSig +
εDEM , which completes the proof of Claim 4.

From Claims 2, 3 and 4, it follows that |Pr[Game 0 = 1]− 1
2 | ≤ |Pr[Game 0 =

1] − Pr[Game 1 = 1]| + |Pr[Game 1 = 1] − Pr[Game 2 = 1]| + |Pr[Game 2 =
1]− 1

2 |≤ 2tεKEM + εDEM + εSig +( 1
2λ1−1 +

1
2λk−1 )NRO +( 1

2λ1−2 +
1

2λ3−1 )NRec +
1

2λ1
+ 1

2λ3−1 , which completes the proof of Theorem 1.

4.4 Stateful MRES-SR

We find that (k1, c1), ..., (kt, ct) can be cached as part of the state information
for the scheme and reused later for improved efficiency. Specifically, the sender
can use the same (ki, ci) for each recipient Ui when running EncMR. As a result,
the main cost of computing cKEM , e.g. exponentiations in large cyclic groups, is
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minimized for subsequent applications of the encryption algorithm. As a specific
example, if we set λ1 = 256 and λ3 = λ4 = 128, the main cost of a subsequent
encryption for the same recipients is dominated by 2tmultiplications, t inversions
in GF (2256) and a symmetric encryption operation.

Notice that the verification key vk is usually different in each encryption if
the underlying one-time signature is unforgeable. Thanks to the randomness
of vk, a and kEnc are fresh each time when a new message is encrypted, even
with the fixed state. Additionally, even if the group of recipients is changed,
most part of the state could be still reused. As an example, if U1 leaves the
group of recipients, (k2, c2), ..., (kt, ct) can still be reused and U1 is denied the
ability of decrypting a new ciphertext due to the use of a fresh symmetric key.
On the other hand, if a new recipient Ut+1 joins the group, the sender can
generate a new pair (kt+1, ct+1) for the new recipient and then update the state
to (k1, c1), ..., (kt, ct), (kt+1, ct+1).

Security Analysis. The security model for MRES-SR is carried over to the
stateful version of our MRES-SR, where the encryption oracle computes the
ciphertexts using a fixed state. The method of security proof of the basic MRES-
SR, which is shown in section 4.3, still holds for the stateful MRES-SR.

The main difference between proofs of the stateful MRES-SR and the basic
MRES-SR is that the sender uses the fixed state (k∗1 , c

∗
1), ..., (k

∗
t , c

∗
t ) to answer

the encryption queries from the beginning of Game 0, Game 1 and Game 2.
(Note that k∗1 , ..., k

∗
t in Game 1 and Game 2 are strings chosen at random.)

Only minor modifications need to be made in the proof of Claim 2. In Game
0(0) of the proof of Claim 2, ODec j returns ⊥ for decryption queries cMR =
(vk, a, (c1, ..., ct, cDEM ), tag) satisfying that cj = c∗j . However, in the game of
stateful MRES-SR, it is possible for the adversary to make valid decryption
queries cMR such that cMR �= c∗MR and cj = c∗j . For instance, such cMR could be
returned byOEnc since the state c

∗
j is fixed. To reduce the possibility of returning

⊥ for a valid ciphertext, a list LEnc is used to record the encryption queries and
the corresponding answers from OEnc. The modified description of Game 0(0)

are as follows. During the game, ODec j returns ⊥ for decryption queries cMR =
(vk, a, (c1, ..., ct, cDEM ), tag) satisfying that cMR is not in LEnc and cj = c∗j .

In addition, Game 0(i) is similar to Game 0(i−1), for i = 1, ..., t, except that a
random k∗∗i instead of k∗i is used to answer the encryption queries and compute
the target ciphertext. For the proof of |Pr[Game 0(i−1)] − Pr[Game 0(i)]| ≤
ε
(i)
KEM , the simulator can use LEnc to answer the decryption queries cMRs which
are returned by OEnc.

5 Anonymous Multi-recipient Encryption

In this section, we show how our MRES-SR can be easily converted to an anony-
mous MRES-SR, denoted by ANOMRES-SR. Let U = {U1, U2, ..., Ut} be the
universe of all legitimate recipients and pk = (pk1, pk2, ..., pkt) be an ordered
list of recipients’ public keys. Let S, a subset of U , be a group of recipients
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to whom a sender intends to send a message. Anonymity of recipients can be
accomplished by sending the message in an encrypted form to all legitimate
recipients in such a way that only intended recipients can decrypt the cipher-
text correctly. Specifically, the sender takes as input to the encryption algorithm
skrcv, pk and m together with S the set of all intended recipients. During the
encryption phase, if Ui is a legitimate recipient but not an intended one for this
particular message m, that is Ui ∈ U and Ui �∈ S, a randomly chosen ki in place
of the “real” ki generated by KEM.Enc(pki) is used to generate a ciphertext.
As a result, the unintended recipient Ui �∈ S is denied the ability to decrypt the
ciphertext. Decryption and recovery are the same as that of MRES-SR. More
details of the modified encryption algorithm follow.

– Encryption EncMR(skrcv,pk, S,m) by the sender
1. (vk, skSig)← GenSig(1

λ). Set kCA,0 = skrcv.
For i = 1, ..., t, do
(a) (ki, ci) ← KEM.Enc(pki). If Ui �∈ S, replace ki with a random el-

ement in the keyspace of KEM . Compute w0,i−1||s0,i−1||kCA,i ←
H0(kCA,i−1||vk) and w1,i||s1,i ← H1(ki||vk). If s1,i = s0,i−1, com-
pute (ki, ci) ← KEM.Enc(pki) and w1,i||s1,i ← H1(ki||vk) until
s1,i �= s0,i−1.

The remaining steps of encryption are the same as that of MRES-SR.
The IND-CCA2 security of ANOMRES-SR can be proven in a similar way to

that of MRES-SR and we only discuss the anonymity of ANOMRES-SR.

5.1 Analysis of Anonymity

Since the public/secret key pairs of MRES-SR are generated by recipients rather
than a key generation center as in broadcast encryption, the adversary may
choose public keys of his liking to compromise anonymity. In order to capture
such attacks, in our security model we allow recipients’ public keys to be gener-
ated by the adversary. What follows is our new model for anonymity described
in its entirety.

– The challenger generates the sender’s recovery key skrcv and a target re-
cipient Ui’s public/secret key pair (pki, ski), for 1 ≤ i ≤ t. Let St =
{U1, U2, ..., Ut} and Sc = {φ} denote the set of the target recipients and
the set of corrupted recipients, respectively. Let pk = (pk1, pk2, ..., pkt). pk
is sent to an adversary A who has access to four oracles described below.
• A private key extraction oracle OKey, which upon a key extraction query
qKey = pki returns ski, where pki ∈ pk. If pki is queried, add Ui to Sc.

• An encryption oracle OEnc, which upon an encryption query qEnc =
(pk′, S,m) returns a ciphertext cMR = EncMR(skrcv,pk

′, S,m). Public
keys in pk′ could be generated by the adversary.
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• A decryption oracle ODec i for recipient Ui ∈ St, which upon a decryp-
tion query qDec = cMR returns DecMR(ski, cMR).

• A recovery oracleORec, which upon a recovery query qRec = cMR returns
RecMR(skrcv, cMR).

– A chooses a messagem, pk∗ and two distinct sets S0 ⊆ U∗ and S1 ⊆ U∗ such
that (S0\S1)

⋃
(S1\S0) ⊆ St\Sc, where U∗ = {U∗

1 , U
∗
2 , ..., U

∗
t } is the set of

recipients corresponding to pk∗. The challenger returns a target ciphertext

c∗MR ← EncMR(skrcv,pk
∗, Sb,m), where b

R← {0, 1}.
– A can make queries as described above, except that, for Ui ∈ (S0\S1)

⋃
(S1\S0), A cannot query ODec i on qDec = c∗MR or query OKey on qKey =
pki. Finally, the adversary terminates by returning a guess b′.

MRES-SR is said to be εANO-anonymous if |Pr[Gameb=0
ANO = 1]−Pr[Gameb=1

ANO =
1]| ≤ εANO, where Gameb=0

ANO = 1 (Gameb=1
ANO = 1) denotes the event that b = b′

when b = 0 (b = 1).

Theorem 2. ANOMRES-SR is εANO-anonymous if recipient Ui’s KEM is

ε
(i)
KEM -IND-CCA2 secure, for 1 ≤ i ≤ t, and Sig is εSig-SU-CMA secure, where
εANO ≤ 2

2λ1
+ 3tεKEM + 2εsig.

Theorem 2 can be proven using similar methods in [12] and Claim 2. Descriptions
of the proof are omitted due to space limitations.

6 Concluding Remarks

We have proposed an efficient method of constructing a (single message) multi-
recipient encryption scheme in a heterogeneous setting, which offers an efficient
solution to secure data sharing in a cloud computing environment. The resulting
scheme can be used in a stateful manner, achieving significant savings in com-
putation when multiple messages are sent to the same group of recipients. In
addition, our scheme enjoys the sender recovery property and can be adapted to
offer anonymity of recipients. One of the main techniques we use is the function
which maps t strings to one string. A direction for future research is to identify
more efficient ways to map t strings to one string without random oracles.
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Abstract. We present a leakage-resilient functional encryption from fi-
nite automata control policy, in which the ciphertext is associated with
an input string w and the private key is connected to a finite automata
M. The decryption will succeed iff the automata accepts the string, i.e.,
Accept(M,w) = 1. In our scheme, we allow the leakage of sensitive key
by allowing the attacker to provide an efficiently computable function
(leakage function) adaptively, and to receive the output of the function
taking the private key as input. Our security model considers two sides:
key-leakage resilience and plaintext confidentiality. Not only can the at-
tacker request the reveal of all non-match keys of finite automata, but can
query the leakage for the match key. We also deploy an update algorithm
to support the continual leakage resilience. We give the construction in
bilinear groups of composite order and prove the security in dual system
framework. The analysis shows that the maximum leakage of the key can
be 33%.

Keywords: Deterministic Finite Automata, Leakage resilience, Match
key.

1 Introduction

Background Traditional provable security is implemented in an idealized en-
vironment, in which the sensitive information such as private keys and internal
states are perfectly hidden from the attacker. That is, the attacker must not see
any bit of the sensitive information in the cryptosystem, but is able to access
to the input/output of the cryptographic algorithms. Otherwise, the provable
security reduction will fail. However, in practice, the key may be leaked to the
possible attacker. For example, the attacker can obtain the partial sensitive key
by measuring the timing, power-consumption, temperature, radiation, acoustics
and so on [4,18,2,5,8,20]. A large body of work has investigated techniques to im-
prove the security of cryptographic implementations. Motivated by the challenge
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in the key leakage setting, several works have also considered the possibility to
evaluate the effectiveness of countermeasures against side-channel attacks in a
more formal manner, and to design new primitives against such attacks. There
have two methods to countermeasure these attacks. One is to reduce or avoid the
leakage by reinforcing the hardware. The other method is to provide a leakage-
resilient scheme to survive the leakage. In this paper, we consider the latter
model, in which the attacker is allowed to observe leakage from the private key.
Leakage-resilient cryptosystems[7,9,12,19,25] are designed to keep secure even
though partial information about the key is leaked.

Functional encryption is a type of public-key encryption in which possessing
a private key allows one to learn a function of what the ciphertext is encrypting,
which was proposed by Sahai and Waters in 2005[22] and later formalized by
Boneh, Sahai and Waters[3]. Ideally, it is possible to derive secret keys DKF for
any function F . However, most instantiations of this type of encryption sup-
ported only limited function classes such as boolean formulae[22,14].

In order to provide a more general functional encryption system, Waters[23]
proposed a scheme for regular language policy. Recently, in [21], Ramanna con-
structed a deterministic finite automata encryption with adaptive security, how-
ever, the restriction of the scheme is that the keys associated with the automata
is only one unique final state and a single transition corresponding to each sym-
bol. Also, in their scheme the key leakage is not allowed. Goldwasser et al.[11]
considered how to perform the Turing machines on the encryption data, which
is considered as a generalized data protect and access control over the ciphertext
space. However, as the complex functionality of the Turing machine (evaluating
an algorithm over encrypted data is as slow as the worst-case running time of the
algorithm), the authors constructed several schemes in different control policies.

In this work, we focus on the leakage-resilient security model of functional
encryption from the finite automata policy, in which the ciphertext is associated
with an input string w and the key is associated with a deterministic finite
automata M. The decryption succeeds if and only if the automata accepts the
string, i.e., Accept(M,w) = 1. We take a methodical approach, by studying
resilience to key leakage within the framework of functional encryption, in which
the attacker allows to obtain any polynomial-time computable function of the
key in every time-period, as long as the information thus obtained is bounded.

Our technique We give the leakage-resilient semantic security model of
functional encryption for finite automatic policy. In this model, the attacker can
gain the sensitive key by providing an efficiently computable function (leakage
function) and gaining the output of the function taking the private key as input.
The attacker can select different leakage functions at different point of time based
on its view and prior leakage information.

One of the main challenge in leakage-resilient cryptography is to obtain
proofs of security, under realistic assumptions and for efficient constructions.
We divide the queried key (including extracted keys and leaked keys) into two
parts: non-match key and match key. We call the key DKM of finite automata
M to be matched if the key can decrypt the challenge ciphertext CTw, i.e.,
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Accept(M,w) = 1. Otherwise the key is non-matched if Accept(M,w) = 0. In
the traditional partition proof technique, the attacker cannot query the match
key. However, in our model, we allow the attacker to perform the leakage query
for the match key. We give the concrete construction in the dual system frame-
work, and implement the proofs by virtue of a series of dual system transforma-
tions. We organize two types of semi-functional key: type-1 semi-functional and
type-2 semi-functional. In type-1 semi-functional key, all components have vir-
tual G2 part and in type-2 semi-functional key only the components associated
with the master key have G2 part.

In order to show that, even the attacker obtains at most L bits key leakage
and has negligible advantage to decrypt the challenge ciphertext CTw. We extend
the type-2 semi-functional key into two types: truly type-2 semi-functional and
nominally type-2 semi-functional. A truly semi-functional key can not gain non-
negligible in decrypting the challenge semi-functional ciphertext, and a nominally
semi-functional key can decrypt the challenge ciphertext with some probability.
By the algebra lemma 1, we prove that an attacker has no advantage in trans-
forming a truly semi-functional key into a nominally semi-functional form even
the attacker can gain some leakage on the key.

We employ a key update algorithm to achieve the continual leakage resilience.
More interesting, unlike in updating the private key using additional secret infor-
mation that never leaks (named floppy model) by Agrawal et al.[1], we consider
that any user can update his secret key only taking his key and automata as
inputs.

2 Encryption with Automatic Control Policy in the
Presence of Key Leakage

We give the formal model and security definition of leakage-resilient functional
encryption from finite automatic policy (ACP-lrFEM), where the key is associated
with a deterministic finite automata and the ciphertext is associated with an
input string. Let P and C be the plaintext space and the ciphertext space,
respectively, and let F be the computable leakage function family.

Definition 1. (Deterministic finite automata (DFA))[13] A finite
automata is a finite state machine that accepts/rejects finite strings of symbols
and only produces a unique run of the automation for each input string. A DFA
M is formally defined as a 5-tuple (X,Σ, δ, q0, Y ):

1. A finite set of states X;
2. A finite set of input symbols called the alphabet Σ;
3. A transition function δ: X ×Σ → X;
4. A start state q0 ∈ X;
5. A set of accept states Y ⊆ X.

Let w = w1w2 · · ·wn be a string over the alphabet Σ. The automation M
accepts the string w if a sequence of states, r0, r1, · · · , rn, exists in X with the
following conditions:
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1. r0 = q0, which denotes that the machineM starts from the start state q0;
2. ri+1 = δ(ri, wi+1), for i = 1, 2, · · · , n − 1, which means that given each

character of string w, the machine M will transition from a state ri to
another state ri+1 according to the transition function δ on the input wi+1;

3. rn ∈ Y , which means that the machine M accepts w if the last input of
string w causes the machine to halt in one of the accepting states in Y . We
write the machineM accepts(rejects) the string w by Accept(M,w) = 1(0).

The structure of the DFA is determined by its transition function δ, which maps
each state ri and a given input symbol wi+1 to a new state ri+1. the output
function of a DFA M for all input w1w2 · · ·wn is defined as

Accept(M,w) =

{
1, if δ(rn−1, wn) ∈ Y
0, if δ(rn−1, wn) /∈ Y

(1)

Definition 2. (ACP-lrFEM) A leakage-resilient functional encryption from
finite automatic policy (ACP-lrFEM) is comprised of the following five probabilis-
tic polynomial-time algorithms.

1. (PP, MK)←SysGen(1κ, Σ, L) The system setup algorithm takes a security pa-
rameter κ, a universe of alphabet Σ and an allowable private-key leakage
bound L as inputs, and outputs system public key PP and master key MK.
Note that the system public key can be seen by all participants in the system
and will be the input in all other algorithms. In the rest of this paper, all
algorithms will take implicitly the public key PP as their inputs.

2. DKM ←KeyExt(MK,M) The key generation algorithm takes the master key
MK, and a deterministic finite automata M as inputs, and outputs a private
key DKM.

3. DK′M ←KeyUpd(DKM,M) The key update algorithm takes a private key DKM
and its automata as inputs and outputs a re-randomized key DK′M.

4. CTw ←Enc(M,w) The encryption algorithm takes a plaintext M and a string
w = w1w2 · · ·wn as inputs, and outputs a ciphertext CTw.

5. M/⊥ ←Dec(CTw, DKM) The decryption algorithm takes a ciphertext CTw and
a key DKM as inputs, and outputs M if and only if the string w is accepted
by the automata M, i.e., Accept(M,w) = 1.

Definition 3. (Consistency) Assume κ to be a security parameter. For all
correctly generated PP and MK, and DKM is created from any deterministic finite
automata in ACP-lrFEM scheme. The amount leakage of DKM is prescribed a limit
L, i.e.,

∑
i fi(DKM) ≤ L. For the leakage function family F , the consistency of

ACP-lrFEM is guaranteed by the following probability in parameter κ:

Pr

⎡⎢⎢⎣
(PP, MK)← SysGen(1κ, Σ, L); ∀M,w, s.t. Accept(M,w) = 1;

DKM ← KeyExt(MK,M); ∀i, fi ∈ F ,
∑

i fi(DKM) ≤ L;
DK′M ← KeyUpd(DKM,M); ∀i, gi ∈ F ,

∑
i gi(DK

′
M) ≤ L;

CTw ← Enc(M,w); Dec(CTw, DK
′
M) �= M.

⎤⎥⎥⎦ = ε(κ)

(2)
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where the probability is taken over the coins of algorithms SysGen, KeyExt,
KeyUpd and Enc.

Our security model considers twofold: key-leakage resilience and message con-
fidentiality. We follow the natural key-leakage resilient security definition from
[2], which roughly states that an encryption is L-leakage-resilient if it remains
secure despite the fact that an attacker can learn up to L bits of arbitrary in-
formation on the private key of being attacked.

We also achieve the plaintext confidentiality for the encryption scheme. In-
distinguishability requires that no efficient attacker is able to distinguish a real
distribution from an idealized one (e.g. uniform randomness) with non-negligible
advantage. A functional encryption scheme is leakage-resilient semantically se-
cure (indistinguishability against adaptive chosen-plaintext attacks in the pres-
ence of leakage) when the attacker obtain partial information on the decryption
key. We model the key leakage by allowing the attacker to query the leakage
oracle that taking the private key as input and obtaining the (leakage) output
of the key. In order to record the queried and leaked keys, we set two initially
empty lists: L1 = 〈χ,w〉, L2 = 〈χ,w, DKM, l〉 to store the records, where all
records are associated with a handle χ.

Definition 4. (Key leakage fraction) The leakage fraction γ is defined as the
relative leakage of a key DK, i.e., γ = L

|DK| , where L is an allowable leakage bound

and |DK| is the size of a key DK.

Definition 5. (Leakage-resilient experiment) The leakage-resilient experi-
ment Λ0(1

κ, Σ, L) works between a challenger C and an attacker A as follows.

Step 1: Setup phase. In this stage, the challenger C runs the setup algorithm
to generate public key PP and master key MK, and starts the interaction with
A. In this stage, C also creates two empty lists L1 and L2 defined as afore-
mentioned.

Step 2: Lunch query phase. In this stage, attacker A can request the follow-
ing oracles for some information about the key knowledge adaptively:

i. Key extraction oracle (ΩE):

ii. Key leakage oracle (ΩL):

iii. Key update oracle (ΩU):

Step 3: Challenge phase. A outputs two challenged plaintexts (M (0),M (1))
and a string w s.t. ∀w ∈ L2 Accept(M,w) = 0, i.e., M rejects the string
w. C at random toss a coins η and then responds the challenge ciphertext as
CT(η) = Enc(M (η),w).

Step 4: Supper query. A continues to issues the queries like in Lunch query
with the restriction that A can not request for the leakage oracle ΩL in this
stage.

Step 5: Output. Finally, in this stage, A outputs a bit η′ ∈ {0, 1} as the guess
for the random coin η in the challenge phase. Adversary A’s advantage in
experiment Λ0(1

κ, Σ, L) is defined as AdvA(1
κ, Σ, L) = |2Pr[(η = η′)]− 1|.
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Definition 6. (Adaptively key-leakage resilient semantic security) Sup-
pose that the system security parameter is κ, the leakage bound is L and a
polynomial-time attacker has at most Q queries for keys. A leakage-resilient
functional encryption scheme is adaptively (Q,L, γ)-semantically secure if the
advantage of the attacker in winning Λ0(κ,Σ, L) is less than ε(κ) in security pa-
rameter κ and leakage bound L, where γ is defined as γ = L

|DK| . More concretely,

for any attacker in the experiment Λ0(κ,Σ, L), the attacker gains at most γ frac-
tion for each key, and the advantage AdvA(1

κ, Σ, L) is computationally negligible
parameterized by κ.

Definition 7. (Selectively key-leakage resilient semantic security)
A leakage-resilient functional encryption scheme is selectively (Q,L, γ)-
semantically secure, if in the experiment λ)(κ,Σ, L) the challenge finite automata
M had to provide ahead of Step 1 (in Step 0, the attacker provides the challenge
M before the public key and master key build), and the advantage AdvA(1

κ, Σ, L)
is computationally negligible parameterized by κ.

3 Construction of ACP-lrFEM

In this section, we give the concrete construction for our scheme.

ACP-lrFEM.SysGen(1κ, Σ, L) Taking as input a security parameter κ ∈ Z+, an
alphabet setΣ for the finite automata, and a leakage bound L, this algorithm
creates system public key PP and master key MK as follows:

S1. Run the bilinear group generator algorithm GCP(κ) to produce (p1, p2, p3,
G,H, e), where p1, p2 and p3 are distinct primes, i.e., e : G ×G → H, and
gcd(p1, p2, p3) = 1.1 Set subgroups G1 = 〈P1〉, G2 = 〈P2〉 and G3 = 〈P3〉
of orders p1, p2 and p3 respectively, and P1, P2 and P3 are the generators
of subgroups G1,G2 and G3 respectively; Define G = G1×G2×G3 and set
N = p1p2p3.

S2. Select τ ∈ R+ such that ε = p−τ
2 is small enough, and compute ω =

!1 + 2τ + L/|p2|".
S3. Select random elements Z,Hst, Hend ∈ G1.
S4. At random choose y ∈ ZN ; For each σ ∈ Σ, pick Hσ ∈ G1.
S5. Set the master key

MK = 〈(βiP1)i∈[ω], (y + 〈α,β〉)P1〉

S6. Publish the system public key

PP = 〈Θ,Z, P1, P3, Hst,Hend,∀σ ∈ Σ Hσ, (αiP1)i∈[ω], (Ti)i∈Σ , e(P1, P1)
y〉

Here Θ = (N,G,H, e). In the setting, the parameter ω, mainly decided by
L, can be varied to achieve desired key leakage and size of keys/ciphertexts.
Obviously, the larger L, the larger of keys and ciphertexts.

1 gcd(p1, p2) = gcd(p2, p3) = gcd(p1, p3) = 1.
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ACP-lrFEM.Enc(M,w = w1w2 · · ·wn) Taking as input a plaintext M and a
string w = w1w2 · · ·wn, this algorithm at random picks s0, s1, · · · , sn ∈ ZN ,
and calculates the ciphertext CTw as:

CTw =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

w, Cm

Cst,1, Cst,2

C1,1, C1,2

...
...

Cn,1, Cn,2

Cend,1, Cend,2

Cfin

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

w, M · e(P1, P1)
ysn

s0P1, s0Hst

s1P1, s1Hw1 + s0Z
...

...
snP1, snHwn + sn−1Z
snP1, snHend

(αsn
i P1)i∈[ω]

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3)

ACP-lrFEM.KeyExt(MK,M = (X,Σ, q0, δ, Y )) Assume the automataM includ-
ing a set X of states q0, q1, · · · , q|X|−1, in which q0 is the start state. Taking
as input the master key MK and a finite automataM, this algorithm creates
the key DKM as follows:

K1. At random pick D0, D1, · · · , D|X|−1 ∈ G1, and associate each qi with Di.
K2. Choose rst, rend ∈ ZN and Rst,1, Rst,2, Rend,1, Rend,2 ∈ G3 randomly, and

for each transition t ∈ T (t is defined by a triple (qx, qy, δ) ∈ X×X×Σ)
select rt ∈ ZN .

K3. For t ∈ T , select Rt,1, Rt,2, Rt,3 ∈ G3 randomly.
K4. Calculate Kst,1 = D0 + rstHst +Rst,1, Kst,2 = rstP1 +Rst,2.
K5. For all t ∈ T with t = (qx, qy, δ), calculate Kt,1 = −Dx + rtZ + Rt,1,

Kt,2 = rtP1 +Rt,2 and Kt,3 = Dy + rtHσ + Rt,3.
K6. For each qy ∈ Y , at random select rendy ∈ ZN , Rendy,1, Rendy,2 ∈ G3,

and calculate Kendy,1 = (y+ 〈α,β〉)P1 +Dy + rendyHend +Rendy,1, and
Kendy,2 = rendyP1 +Rend,2.

K7. For i ∈ [ω] at random pick Rfin,i ∈ G3, and calculate Kfin,i = βiP1 +
Rfin,i.

K8. Finally, output

DKM = 〈(Kst,1,Kst,2), (Kt,1,Kt,2,Kt,3)t∈T , (Kendy ,1,Kendy ,2)qy∈Y , (Kfin,i)i∈[ω]〉
(4)

ACP-lrFEM.KeyUpd(DKM,M = (X,Σ, q0, δ, Y )) Let a secret key DKM = 〈Kst,1,
Kst,2, (Kt,1,Kt,2,Kt,3)t∈T , (Kendy,1,Kendy,2)qy∈Y , (Kfin,i)i∈[ω]〉. The algo-
rithm proceeds the following steps to refresh a key:

U1. At random pick r′st ∈ ZN and R′
st,1, R

′
st,2 ∈ G3, and update the start

part key: K ′
st,1 = Kst,1 + r′stHst +R′

st,1, K
′
st,2 = Kst,2 + r′stP1 +R′

st,2.
U2. For all t ∈ T with t = (qx, qy, δ), at random select r′t ∈ ZN ,R′

t,1, R
′
t,2, R

′
t,3

∈ G3, and update the transition key: ∀t ∈ T with t = (qx, qy, δ), set
K ′

t,1 = Kt,1 + r′tZ + R′
t,1, K

′
t,2 = Kt,2 + r′tP1 + R′

t,2 and K ′
t,3 = Kt,3 +

r′tHσ +R′
t,3.
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U3. For each qy ∈ Y , at random select r′endy
∈ ZN , R′

endy,1
, R′

endy,2
∈ G3,

and update the end part key: K ′
endy,1

= Kendy,1 + r′endy
Hend +R′

endy,1
,

and K ′
endy,2

= Kend,2 + r′endy
P1 +R′

end,2.

U4. At random select Rfin,i ∈ G3 for i ∈ [ω], and update key final part key:
K ′

fin,i = Kfin,i +R′
fin,i.

U5. Delete DKM and output the new key

DK
′
M = 〈(K′

st,1,K
′
st,2), (K

′
t,1,K

′
t,2,K

′
t,3)t∈T , (K

′
endy ,1,K

′
endy ,2)qy∈Y , (K′

fin,i)i∈[ω]〉

ACP-lrFEM.Dec(CTw, DKM) IfAccept(M,w) = 1, that is, the finite automataM
accepts stringw, then there exist a sequence of n+1 states u0, u1, · · · , un and
n transitions t1, t2, · · · , tn such that u0 = q0 and un ∈ Y . For i = 1, · · · , n,
we have ti = (ui−1, ui, wi) ∈ T . The decryption procedure is performed as
follows:
D1. At first calculate the initialization state:

B0 =
e(Cst,1,Kst,1)

e(Cst,2,Kst,2)
= e(D0, Cst,1) = e(D0, P1)

s0

D2. For i = 1 to n, calculate iteratively:

Bi=Bi−1 ·
e(Ci−1,1,Kti,1)e(Ci,1,Kti,3)

e(Ci,2,Kti,2)
=e(Dui , Ci,1) = e(Dui , P1)

si

D3. As the automata M accepts the string w, then the last state un must
halt in Y . That is, un = qy for some qy ∈ Y and Bn = e(Dy, P1)

sn .
Calculate:

Bend = Bn ·
e(Cend,2,Kendy,2)

e(Cend,1,Kendy,1)
= e(P1, P1)

−sn(y+〈α,β〉)

D4. Calculate Bfin = Bend · en(Cfin,Kfin) = e(P1, P1)
−ysn

D5. Extract the plaintext from Cm by M ← Cm · Bfin.

4 Analysis

4.1 Consistency

First, we show that any key component in G3 will cancel since subgroups G1 and
G3 are orthogonal but the ciphertext in G1 and the key in G1 × G3. We give the
correctness and consistency as below:

B0 =
e(Cst,1,Kst,1)

e(Cst,2,Kst,2)
=

e(s0P1, D0 + rstHst +Rst,1)

e(s0Hst, rstP1 +Rst,2)

=
e(s0P1, D0)e(s0P1, rstHst)

e(s0Hst, rstP1)
= e(D0, P1)

s0 (5)
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Bi = Bi−1 ·
e(Ci−1,1,Kti,1)e(Ci,1,Kti,3)

e(Ci,2,Kti,2)

=
e(Di−1, P1)

si−1e(si−1P1,−Dxi + rtiZ)e(siP1, Dyi + rtiHwi)

e(siHwi + si−1Z, rtiP1)

=
e(si−1P1, rtiZ)e(siP1, Dyi)e(siP1, rtiHwi)

e(siHwi , rtiP1)e(si−1Z, rtiP1)

= e(siP1, Dyi) = e(Dyi , P1)
si (6)

Bend = Bn ·
e(Cend,2,Kendy,2)

e(Cend,1,Kendy,1)

=
e(Dyi , P1)

sne(snHend, rendyP1 +Rend,2)

e(snP1, (y + 〈α,β〉)P1 +Dyi + rendyHend)

=
e(Dyi , P1)

sne(snHend, rendyP1)

e(snP1, (y + 〈α,β〉)P1 +Dyi + rendyHend)

=
e(Dyi , P1)

sne(snHend, rendyP1)

e(snP1, yP1)e(snP1, P1)〈α,β〉e(snP1, Dyi)e(snP1, rendyHend)

=
1

e(P1, P1)snye(P1, P1)sn〈α,β〉) =
1

e(P1, P1)sn(y+〈α,β〉) (7)

Bfin = Bend · en(Cfin,Kfin) =

∏
i∈[ω] e(snαiP1,βiP1)

e(P1, P1)sn(y+〈α,β〉)

=
e(P1, P1)

Σi∈[ω]snαiβi

e(P1, P1)sn(y+〈α,β〉) = e(P1, P1)
−ysn (8)

4.2 Subspaces for Leakage Resilience over Transformation

We provide the algebraic tool to apply in our scheme. More specifically, we give
an algebraic theorem and its claim that essentially say that the subspaces are
resilient to continual leakage.

Lemma 1. (Subspace for Leakage Map)[6] Let m, l, d ∈ Z+, 2d ≤ l ≤ m

and p be a prime. Let A1
R←− Zm×l

p and A2
R←− Zm×d

p , and T
R←− Rankd(Z l×d

p )

(i.e., the rank of matrix T is d). For any transformation f : Zm×d
p → {0, 1}L,

there exists Δ((A1, f(A1T )), (A1, f(A2))) ≤ ε(·), as long as L ≤ 4(1 − 1/p) ·
pl−2d+1 · ε(·)2.

We note that, if the leakage f(A1T ) reveals bounded information A1, then
(A1, f(A1T )) and (A1, f(A2)) are statistically close. A2 is a random vector and
the leakage function f(A2) reveals nothing about the space A1. By setting d = 1
and l = m− 1, we have the following claim.
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Claim. Let W,S
R←− Zω

p and S′ be selected uniformly randomly from the set
of vector in Zω

p which are orthogonal to W under the inner product modulo

p2. For any transformation f : Zω
p2
→ {0, 1}L, where the function output is

bounded by the length L, then Δ((W, f(S)), (W, f(S′))) ≤ ε(·), as long as L ≤
4pω−3

2 (p2 − 1) · ε(·)2.

4.3 Leakage-resilient Semantic Security

The key-leakage resilience and plaintext-adaptive confidentiality will be proven
under the framework of dual system encryption[17,24] and Theorem 1. By means
of dual system encryption mechanism, we first give the semi-functional cipher-
text/key generation algorithms and convert the challenge ciphertext and queried
keys into semi-functional form. We also define two types of semi-functional key:
type-1 form and type-2 form. Let P2 be a random generator of subgroup G2. The
semi-functional key and ciphertext are constructed as follows:

KeyExtSF algorithm. Let DKM = 〈Kst,1,Kst,2, (Kt,1,Kt,2,Kt,3)t∈T , (Kendy,1,
Kendy,2)qy∈Y , (Kfin,i)i∈[ω]〉 be a normal key that is produced by KeyExt algo-
rithm, a semi-functional key is constructed as:

Type 1: In type-1 semi-functional key, all components are attached with G2
parts.

D̂KM =

⎛⎜⎜⎝
Kst,1, Kst,2

(Kti,1, Kti,2, Kti,3)ti∈T
(Kendyi

,1, Kendyi
,2)yi∈Y

(Kfin,i)i∈[ω]

⎞⎟⎟⎠
︸ ︷︷ ︸

Normal key

+

⎛⎜⎜⎝
z0 + μstπst, μst

(zx + μti , μti , zy + μti)ti∈T
(zfyi + τendyi

, μendyi
)yi∈Y

(ϑfin,i)i∈[ω]

⎞⎟⎟⎠P2

︸ ︷︷ ︸
Mixed G2 part

(9)

where z0, zx, zy, μst, μsti, μendyi
, ϑfin,i are randomly chosen from ZN .

Type 2: In this type of semi-functional key, only the components Kendyi
,1,

Kendyi
,2 and Kfin contain G2 part, which means that only the components in-

volved the master key y have G2 part. Also, in this form, the term zfyi is re-

moved from the components, that is, K̂endyi
,1 = Kendyi

,1 + τendyi
P2, K̂endyi

,2 =

Kendyi
,2 + μendyi

P2, K̂fin,i = Kfin,i + P2 and the other components are un-
changed.

EncSF algorithm. Let CTw = 〈w, Cm, Cst,1, Cst,2, (Ci,1, Ci,2)i∈[n], Cend,1,
Cend,2, Cfin〉 be a normal ciphertext generated by Enc algorithm, a
semi-functional ciphertext is converted as:
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ĈTw =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

w, Cm

Cst,1, Cst,2

C1,1, C1,2

...
...

Cn,1, Cn,2

Cend,1, Cend,2

Cfin

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸

Normal ciphertext

+

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0, 0
γ0, γ0πst

γ1, γ1πwi + γi−1

...
...

γn, γnπwn + γn−1

γn, πend

θfin

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
P2

︸ ︷︷ ︸
Mixed G2 part

(10)

where γ0, γ1, · · · , γn, πst, πw1 , · · · , πwn , πend and θfin,1, · · · , θfin,ω are randomly
selected from ZN . Actually, all components except w and Cm are attached with
G2 part (w is the input string and Cm is in H).

In the intermediate games, we need at most one key to be type-1 form and the
rest keys to be type-2 form. Actually, for an acceptable automata for a string w,
i.e., Accept(M,w) = 1, if we use a type-2 semi-functional key to decrypt a semi-
functional ciphertext, we will obtain extra term e(P2, P2)

〈θ,ϑ〉−μendπend−γnτend .
If the exponent is zero, that is, 〈θ,ϑ〉 − μendπend − γnτend = 0, then during
the decryption the G2 part will cancel out and we call the key nominally semi-
functional, otherwise we call the key truly semi-functional.

The leakage-resilient semantic security proof has two steps: At first we use a
series of indistinguishable games to prove that the scheme is adaptively secure
in unacceptable string between the queried key and challenge ciphertext, which
is derived from the idea of dual system machanism[16,25]. We do so by proving
that, in the view of the attacker, the valid private keys are indistinguishable
from keys that are random in the subgroup in which the plaintext is embedded.
Secondly, we prove that, even the attacker has at most L bits leakage on each
key (especially for a match key), one has negligible advantage to decrypt the
ciphertext. We give the following theorem:

Theorem 1. If a dual system
∏

DDFA-lrFE = (SysGen, KeyExt, KeyUpd, Enc, Dec,
KeyExtSF, EncSF) has semi-functional ciphertext invariance, semi-functional key
invariance, and semi-functional security under the leakage bound L, then the
ACP-lrFEM scheme

∏
= (SysGen, KeyExt ,KeyUpd, Enc, Dec) is (Q,L, γ)-

semantically secure in the presence of key leakage, where Q is the number of
key that attacker queries, L is the allowable bound and γ = L

|DK| is the leakage

fraction.

Proof. Let Q be the number of key queries that the attacker makes in the leakage-
resilient experiment in definition 5, then our proof considers a sequence of 2Q+4
games between an attacker A and a challenger C as follow:

Λ0, Λ1, Λ2, (Λ3,1, Λ4,1, · · · , Λ3,k, Λ4,k, · · · , Λ3,Q, Λ4,Q), Λ5

In game Λ0, the key and the challenge ciphertext in this game described in
Section 3 are all normal (no G2 part). We use a series of computationally indistin-
guishable conversions to implement our proofs. In game Λ0, we replace the key
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Table 1. Games

Games Functionalities Remarks

Λ0 Real experiment defined in definition 5 The keys and challenge ciphertext are
all normal

Λ1 update oracle replace by extraction or-
acle

Λ2 Challenge ciphertext is converted to
semi-functional

Λ3,k First k−1 keys are type-2’s, kth is type-
1’s, and the rest keys are normal

ΩE for non-match key, 1 ≤ k ≤ Q

Λ4,k The kth is converted to nominal form ΩL: Under the leakage of match key, the
semi-functional key cannot convert into
a nominal one

Λ5 C0 is replaced by a random element
from H

All components in keys and ciphertexts
are semi-functional except Cm (Cm is
randomized)

update oracle with key extraction oracle since the update can be considered as a
particular key extraction. Thus in the next games, we do not consider the update
oracle. In Game Λ2, we transform the challenge ciphertext to be semi-functional,
and show that in the view of attacker this transformation is oblivious.

In the next games we transform the queried keys into semi-functional forms
one by one. In particular, for k = 1, 2, · · · , Q, we first transform the first k − 1
keys to be type-2 formed, the k-th key to be type-1 formed and the rest to be
normal. Then, we convert the k-th key into type-2 form. Obviously, all keys are
semi-functional when k = Q.

Next, we consider whether these keys are truly nominal or not when the keys
may partially leak. In Λ5,k, we indicate that any key cannot convert into a
nominal semi-functional form even though at most L-bit leakage occurs.

All components in CTw and DKM are paired by bilinear map except Cm. From
the transformations as above, these components are attached with G2 parts and
the decryption will fail by the dual system mechanism. In the last game, we
replace the plaintext component Cm in challenge ciphertext with a random ele-
ment of H, which means that the plaintext is information-theoretically hidden in
the ciphertext. We give the Claims to show that these games are computation-
ally indistinguishable and then conclude the proof, in which the Claims appear
in the full version. �

5 Performance and Discussion

5.1 Performance of Leakage Resilience

In the system, we set ω = !1 + 2τ + L
|p2|" ≈ 1 + L

|p2| , and thus L = (ω − 1)|p2|.
Obvisouly, if ω = 1, then L = 0 and τ = 0, which means that the scheme is
non-leakage resilient. The larger ω, the better leakage-resilience. We also require
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that p1, p2 and p3 are distinct primes with same length, i.e., |p1| = |p2| = |p3|
and |N | = 3|p2|. Let G,H be the bilienar groups of elliptic curve and e be the η
pairing. The ciphertext size is |H| + (2n + 4 + ω)|G| = (6n + 18 + 3ω)|p2| and
the key size is 3(2 + |T |+Q+ ω)|p2|. The leakage fraction

γ =
L

|DK| =
ω − 1

3(2 + |T |+Q+ ω)
≈ 1

3(1 + |T |+Q
ω )

where |T | is the number of transitions in finite automataM, and Q is the number
of end states in set Y . We can set ω large enough to tolerate the maximum leakage
to be 1

3 |DK| − o(1).

Table 2. Comparison of encryption with automata control policy

scheme [23] [21] ours

order prime composite composite
# accept states ≥ 1 1 ≥ 1
# group elements of CT 6 + 2n 6 + 2n 6 + 2n+ ω
# group elements of DK 2 + 3|T |+ 2|Y | 4 + 3|T | 2 + ω + 3|T |+ 2|Y |
leakage fraction ∅ ∅ 33%

The size of an element of H is twice of G. ω = �1 + 2τ + L/|p2|� is the leakage
parameter and L is the leakage bound. n is the length of input string of automata.

|T | is the size of transition function of automata. |Y | is the number of accept states.

5.2 Discussion

The implementation of dual system can derived from the finite groups of prime
order[23] or composite order[17,25]. Freeman[10] and Lewko[15] respectively pro-
posed the methods in converting the construction of composite-order group into
prime-order model. Also, they gave the negative result that some schemes and
models cannot be converted. In our scheme, the subgroup G2 has two function-
alities: the hidden intractable order p2 from group G for adaptive security proof
and the subspace orthogonality for leakage tolerance in Lemma 1. We leave it as
open problem whether we can use the technique and tool in [10,15] to transform
our composite-order construction to prime-order one.

Waters[23] and Ramanna[21] also provided the encryption schemes that em-
ploys the deterministic finite automata as the encryption policy. However, [23]
is only selective secure without the leakage resilience. [21] is adaptively secure
but the automata is only one unique final state and a single transition corre-
sponding to each symbol. Also, the key leakage is forbidden in [23] and [21]. The
comparison is listed in Table 2.

5.3 Application Scenario

A finite automata can model the execution of software that decides whether
online user-input such as email addresses are valid or not, and then network
firewalls perform the filtering rules. In practice, deterministic finite automates
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are one of the most practical models of computation, since there is a trivial lin-
ear time, constant-space, online algorithm to simulate the model on a stream of
input. Furthermore, compared Turing machine, there are efficient algorithms to
find a deterministic finite automata recognizing. For example, in email firewall,
an efficient way of filtering and matching is building and execution of a deter-
ministic finite automaton. Traditionally, the rule is stored in the firewall server
and the server performs the filter check by running the automata that taking
the email as the input. However, in practice, there have some flaws in twofold:
(1)the server will fail if the email is encrypted; (2)the attacker can attack the
server and gains the clear filter rule so as to bypass the rule. We can deploy our
encryption module to perform the filter: transform the finite automata into the
key form and store it in the server; the email is encrypted as a string; instead of
the filter match in cleartext, the server check the match in ciphertext/key space.
Even the key is partially leaked to the other attacker, the attacker cannot gain
any useful information from the encrypted email.

6 Conclusions

We have provided the model and presented a concrete construction of functional
encryption from finite automata control policy in the presence of key leakage.
In the scheme, the automata control policy has much attention for general func-
tion description that the length of input is arbitrary. The automata can run in
ciphertext/key spaces such that a ciphertext is associated with a string and a
secret key is associated with a finite automata, whereas the possible 33% leak-
age on the key is allowed. We leave it is an interesting open problem of the
scheme against full leakage construction (e.g., key leakage, randomness leakage
and internal state leakage, simultaneously).
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Abstract. Asymmetric group key agreement allows a group of mem-
bers to establish a public group encryption key while each member has
a different secret decryption key. Knowing the group encryption key, a
sender can encrypt to the group members so that only the members can
decrypt. This paper studies authenticated asymmetric group key agree-
ment in certificateless public key cryptography. We formalize the security
model of certificateless authenticated asymmetric group key agreement
and capture typical attacks in the real world. We next present a strongly
unforgeable stateful certificateless batch multi-signature scheme as build-
ing block and realize a one-round certificatless authenticated asymmet-
ric group key agreement protocol to resist active attacks. Both the new
multi-signature scheme and the resulting group key agreement protocol
are shown to be secure under the well-established computational Diffie-
Hellman and the k-Bilinear Diffie-Hellman exponent assumptions in the
random oracle model, respectively.

Keywords: Certificateless public key cryptography, group key agree-
ment, asymmetric group key agreement.

1 Introduction

The proliferation of applications, e.g., IP telephony, video conference, collab-
orative workspace, interactive chats and multi-user games that rely on group
communicationa prompt the need for secure broadcast channels. A widely used
mechanism for secure broadcast channels is the use of Group Key Agreement
(GKA) protocols which allow a group of users to share keys over a distributed
network. However, conventional GKA protocols have several limitations. Firstly,
in a conventional GKA protocol, the key established is a common secret key.
Only the group users who learn the common secret key can securely broadcast
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to others. Secondly, to establish a secret key, existing conventional GKA pro-
tocols [4,6,7,8,9,11] require two or more rounds without using multilinear maps
[3,13]. Further, an additional round is required for each member to confirm the
established secret key. Though plausible multilinear maps [13] are constructed
recently and can be used to realize one round GKA, an additional round is still
required for key confirmation.

Recently, a notion called Asymmetric Group Key Agreement (AGKA) is in-
troduced [19]. In an AGKA protocol, instead of a common secret key, the keys
established are a common encryption key and respective secret decryption key
of each group user. To confirm the established keys, a group user just needs to
encrypt a message m using the encryption key then decrypt the corresponding
ciphertext using her secret decryption key. If the decrypted message is equal to
m, then the user may confirm that she obtains the correct keys. Therefore, the
key confirmation step can be done locally and the round for key confirmation
is eliminated. Once the encryption and decryption keys are established, the en-
cryption key can be published and anyone who knows the encryption key can
securely send messages to the users in group. In [19], a concrete AGKA protocol
is proposed. To establish the encryption and decryption keys, it only requires
one round which implies that the protocol participants needs not to be online
at the same time. This property makes that the one round protocols have more
advantages than two or more rounds protocols. For instance, a group of friends
wishing to share their private files via the insecure internet; doing so with a two
or more rounds key agreement protocol would require all of them to be online
at the same time. However, if they live in different time zones, it is difficult for
them to be online concurrently.

The basic AGKA protocol in [19] and its plain extensions [20,21] does not au-
thenticate the protocol participants. Therefore, it cannot be used in open networks
where active adversaries may control the message flows during the execution of
the protocol. Authenticated AGKA (AAGKA) aims to assurance that no party
other than the group users can possibly compute the established group decryption
key(s). Recently, AAGKA protocols are studied in traditional PKI based public
key cryptosystem [23] and identity-based public key cryptosystem [17,22] in which
a third party called private key generator (PKG) is employed to issue private keys
for the system members. However, the former system has the certificate manage-
ment problemwhile the latter one suffers from the key escrowproblem. Certificate-
less public key cryptosystem (CL-PKC) [1] may successfully solve those drawbacks
in traditional and identity-based public key cryptosystems. In CL-PKC, no certifi-
cate is required to bind a user with her public key. Further, though a third party
called KGC is used to help a user to generate her private key, it only has access to
the partial private key of the user. A user’s full private key is composed of the par-
tial private key comes from the KGC and a secret information chosen by herself.
Since the KGCdoes not hold the full private key of the user in the system, it cannot
represent any user to do cryptographical operations without being detected. The
key escrow problem is accordingly eliminated.
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The first provably secure AAGKA is proposed in [22]. It is built on a new
notion referred to as identity-based batch multi-signature (IB-B-MS), which al-
lows multiple signers to sign t messages in an efficient way and captures the
typical security requirements of GKA protocols, i.e., secrecy, known-key security
and partial forward secrecy [5,22] (See Section 3). We note that partial forward
secrecy cannot guarantee the secrecy of the messages if an attacker learns all the
private keys of the group users. In ID-PKC, since the PKG has the knowledge
of all the private keys of the users in the system, it can always decrypt the mes-
sages encrypted under the negotiated public key, which is not desirable in most
application environments. Further, even an AAGKA in identity-based public key
cryptosystem achieves perfect forward secrecy and session key escrow freeness
(i.e., the secrecy of previous messages is not violated even if the PKG is cor-
rupted), the PKG may still impersonate a user or launch a man-in-the-middle
attack to obtain the secret session key without being caught due to the key
escrow problem. Recently, AAGKA protocols are studied in CL-PKC [16,18].
However, the formal security analysis of the protocol in [18] is not provided.
Although, the protocol in [16] is presented with a formal security analysis, an
attacker cannot get any decryption key related to the target user.

1.1 Our Contribution

In this paper, we study AAGKA in CL-PKC. Firstly, we define a security model
for CertificateLess AAGKA (CL-AAGKA) protocols which captures the typical
security requirements of GKA protocols (i.e., secrecy, known-key security and
partial forward secrecy) as well as the abilities of two types of adversaries (See
Section 3.2). Different from the model in [16], in our model, an attacker can
obtain any decryption key of any user, except the decryption keys generated
in the target session. Secondly, we propose a one-round CL-AAGKA protocol.
Our proposal enjoys a modular design by exploiting a new batch multi-signature
scheme as building block. In our batch multi-signature scheme, even an attacker
obtains a batch multi-signature on t messages under a state information, he
cannot generate a new batch multi-signature on the same messages under the
same state information. The security of our protocol is reduced to the hardness
of the k-Bilinear Diffie-Hellman Exponent problem and the strong unforgeability
of our batch multi-signature. Since the KGC does not have the knowledge of the
private keys of the group users, it does not suffer from the key escrow problem.
In fact, without the full private key of even one group user, an attacker cannot
know any useful information about the confidential communications protected
by the proposed protocol. Hence, our protocol is suitable for most applications.

1.2 Outline

The rest of the paper is organized as follows. Section 2 reviews bilinear maps and
complexity assumptions. We define the security model for CL-AAGKA protocols
in Section 3. Section 4 proposes a strongly unforgeable stateful CL-B-MS signa-
ture scheme. The CL-AAGKA protocol is proposed in Section 5. We conclude
our paper in Section 6.
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2 Bilinear Maps and Complexity Assumption

Our scheme is realized in groups which allowing efficient bilinear maps. Let G1

be an additive group of prime order q and G2 be a multiplicative group of the
same order. A map ê : G1 ×G1 −→ G2 is called a bilinear map if it satisfies the
following properties:

1. Bilinearity: ê(aP, bQ) = ê(P,Q)ab for all P,Q ∈ G1, a, b ∈ Z∗
q .

2. Non-degeneracy: There exists P,Q ∈ G1 such that ê(P,Q) �= 1.
3. Computability: There exists an efficient algorithm to compute ê(P,Q) for

any P,Q ∈ G1.

The security of our protocol is based on the hardness of the Computational
Diffie-Hellman (CDH) problem and the k-Bilinear Diffie-Hellman Exponent
(BDHE) problem [2,19], which are briefly reviewed next.

CDH Problem: Given P, aP, bP for unknown a, b ∈ Zq, compute abP .

CDH Assumption: Let B be an algorithm which has advantage

Adv(B) = Pr [B(P, aP, bP ) = abP ]

in solving the CDH problem. The CDH assumption states that Adv(B) is negli-
gible for any polynomial-time algorithm B.
k-BDHE Problem: Given P,H , and Yi = αiP in G1 for i = 1, 2, ..., k, k +

2, ..., 2k as input, compute ê(P,H)α
k+1

. Since the input vector lacks the term

αk+1P , the bilinear map does not seem helpful to compute ê(P,H)α
k+1

.

k-BDHE Assumption: Let B be an algorithm which has advantage

Adv(B) = Pr
[
B(P,H, Y1, ..., Yk, Yk+2, ..., Y2k) = ê(P,H)α

k+1
]

in solving k-BDHE problem. The k-BDHE assumption states that Adv(B) is
negligible for any polynomial-time algorithm B.

3 Security Model

The security model for AGKA protocols was first studied in [19], in which pas-
sive attackers are considered. In [22], security model for AAGKA protocols was
defined for the first time. This model is for AAGKA protocols in identity-based
public key cryptosystem and captures the identity-based variation of the typical
security requirements: secrecy, known-key security and partial forward secrecy.
Secrecy guarantees that, except the group members, no entity can learn the mes-
sages encrypted under the negotiated public key. Known-key security means that,
if an adversary learns the group encryption/decryption keys of other sessions,
he cannot compute subsequent group decryption keys. Partial forward secrecy
ensures that the disclosure of one or more long-term private keys of group mem-
bers must not compromise the secrecy of the messages in the earlier runs of the
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protocol. A stronger notion is perfect forward secrecy which requires that the
secrecy of previous messages is not violated even if all the long-term private keys
of the group members are disclosed. In the following, we propose the security
model for CL-AAGKA protocols which aims to capture the certificateless varia-
tion of the typical security requirements: secrecy, known-key security and partial
forward secrecy.

3.1 Participants and Notations

Suppose a set of users {U1, ...,Un} decide to launch a CL-AAGKA protocol run.
We define following variables for a participant Ui.

– Ππ
Ui

denotes instance π of participant Ui involved with other partner partic-
ipants {U1, ...,Ui−1,Ui+1, ...,Un} in a session.

– pidπ
Ui

denotes the partner ID of instance Ππ
Ui
. It contains the identity of Ui

and the identities of all the partner participants of Ui. The identities in pidπ
Ui

are assumed to be ordered lexicographically.
– sidπ

Ui
denotes the session ID of instance Ππ

Ui
. Similar to [15], we assume

that when the protocol is initiated, a unique session ID is provided by some
higher-level protocol. Therefore, all members taking part in a given execution
of a protocol will have the same session ID.

– msπUi
is the messages sent and received byΠπ

Ui
during its execution. The mes-

sages in msπUi
are ordered by round, and within each round lexicographically

by the identities of the purported senders.
– ekπUi

is the encryption key held by Ππ
Ui
.

– dkπUi
is the decryption key held by Ππ

Ui
.

– stateπUi
represents the current (internal) state of instance Ππ

Ui
. We say Ππ

Ui

has terminated, if it finishes sending and receiving messages. If a CL-AAGKA
protocol has been accepted in the instance Ππ

Ui
, then it possesses ekπUi

(�=
null), dkπUi

(�= null), pidπ
Ui

and sidπ
Ui
.

Definition 1 (Partnering). We say instances Ππ
Ui

and Ππ′
Uj

(with i �= j) are

partnered iff (1) they are accepted; (2) pidπ
Ui

= pidπ′
Uj
; and (3) sidπ

Ui
= sidπ′

Uj
.

3.2 The Model

As defined in [1], a protocol in CL-PKC has to resist the attacks from type I and
type II adversaries. The former may replace the public key of any user, while
the latter has the knowledge of the master-key but cannot perform public key
replacement. The ability of type II adversary is later enhanced by allowing he
to replace the public key of any user except the target one(s) [10,14,24]. In our
security model, we treat the type II adversary as the enhanced one.

The security model of CL-AAGKA protocols is defined by the following game
which is played between a challenger C and an adversary A. A is either a type I
or II adversary and controls all the message flows. The game has following three
stages.



Provably Secure Certificateless Authenticated Asymmetric GKA 501

Initial: At this stage, C generates the system parameters params and the master-
key of the KGC. If A is of type I, params is passed to A; otherwise, master-key
is given to A as well.

Attacking: At this stage, A may access the following oracles which are con-
trolled by C.
– Send(Ππ

Ui
, Λ): Send a message Λ to instance Ππ

Ui
, and output the reply gen-

erated by this instance. If Λ is incorrect, the query returns null. When
Λ = (sid, pid), it prompts Ui to initiate the protocol using session ID sid and
partner ID pid. The identity of Ui should be in pid.

– Corrupt.PPK(Ui): Output the partial private key of participant Ui.
– Corrupt.SK(Ui): Output the secret key of participant Ui.
– Corrupt(Ui): Output the full private key of participant Ui. The oracle can

be simulated via calls both Corrupt.PPK(Ui) and Corrupt.SK(Ui). Hence, this
oracle is not considered in this paper.

– PK(Ui): Output the public key of participant Ui.
– Replace(Ui, P

′
i ): Replace the public key of participant Ui to be P ′

i .
– Ek.Reveal(Ππ

Ui
): Output the encryption key ekπUi

.
– Dk.Reveal(Ππ

Ui
): Output the decryption key dkπUi

. We will use it to model
known-key security.

– Test(Ππ
Ui
): At some point, A returns two messages (m0,m1) (|m0| = |m1|)

and a fresh instance Ππ
Ui

(see Definition 2). The challenger C chooses b ∈
{0, 1} at random, generates a ciphertext c by encrypting mb under ek

π
Ui
, and

returns c to A. This query is used to model secrecy and can be submitted
only once.

Response: A returns a bit b′. We say that A wins if b′ = b. A’s advantage is
defined to be Adv(A) = |2Pr[b = b′]− 1|.
Definition 2 (Freshness). An instance Ππ

Ui
is fresh if none of the following

happens:

1. At some point, A queried Dk.Reveal(Ππ
Ui
) or Dk.Reveal(Ππ′

Uj
), where Ππ′

Uj
is

partnered with Ππ
Ui
.

2. A corrupted the partial private key of a participant in pidπ
Ui

before Ππ
Ui

ter-
minated if A is of type I, or, A corrupted the secret key or replaced the public
key of a participant in pidπUi

before Ππ
Ui

terminated if A is of type II.
3. All the partial private keys of the participants associated with sidπ

Ui
are cor-

rupted if A is of type I, or, all the secret keys of the participants with sidπ
Ui

are corrupted if A is of type II.

In the above definition of freshness, since we do not allow A to corrupt the
partial private keys or secret keys of all the participants in the same session, our
game captures partial forward secrecy.

Definition 3. A CL-AAGKA protocol is said to be secure against semantically
indistinguishable under chosen plaintext attacks (Ind-CPA), if the advantage

Adv(A) = |2Pr[b = b′]− 1|
for polynomial-time bounded adversary A to win in the above game is negligible.
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In the above model, if A may additionally submit ciphertexts to C to obtain
the corresponding plaintexts during the Attacking stage and the challenging
ciphertext has never been queried for the plaintext in the Test query, then the
model captures a stronger attack against CL-AAGKA protocols called indistin-
guishable chosen ciphertext attack (Ind-CCA). Generic constructions of AAGKA
protocols secure against Ind-CCA can be found in [12,19,22]. Therefore, we will
focus on CL-AAGKA protocol secure against Ind-CPA.

4 Strongly Unforgeable Stateful CL-B-MS Scheme

Our CL-AAGKA protocol is built on a strongly unforgeable stateful CL-B-MS
scheme. A stateful CL-B-MS scheme allows a signer to generate a certificateless
batch signature on t messages under a state information using the same random
input. Later, the certificateless batch signatures on the same messages under
the same state information may be aggregated into a CL-B-MS which can be
separated into t individual certificateless multi-signatures. Informally, a stateful
CL-B-MS is strongly unforgeable, if an attacker cannot forge a new CL-B-MS
on t messages under a state information even the attacker has already obtained
a CL-B-MS on the same t messages under the same state information. Precise
definition will be given in Section 4.2. In the precise definition, we will show that
if a stateful CL-B-MS is strongly unforgeable, an attacker cannot even forge a
new certificateless multi-signature.

4.1 Definition

A CL-B-MS scheme consists of the following seven algorithms.

– Setup: On input a security parameter, it generates a master key master-key
of the KGC and a list of system parameters params.

– Extract.PPK: On input params, master-key and a user’s identity, it outputs
the user’s partial private key.

– SK.Gen: On input params and a user’s identity, it outputs the user’s secret
key.

– PK.Gen: On input params and a user’s identity and secret key, it outputs the
user’s public key.

– Sign: On input params, a one-time-use state information ψ, t messages, a
signer’s identity, public key, partial private key and secret key, this algorithm
outputs a certificateless batch signature.

– Aggregate: On input params, the identities and public keys of x signers, a
collection of x certificateless batch signatures on t messages under the same
state information ψ from the x signers, this algorithm outputs a CL-B-MS.

– Verify: This algorithm is used to check the validity of a CL-B-MS. It outputs
1 if the CL-B-MS is valid; otherwise, it outputs 0.
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4.2 The Model

Similarly, we also need to consider two types of adversaries as that in the security
model of CL-AAGKA protocols. The model is defined via the following game
between a challenger C and an adversary A of type I or II.

Initial: C first runs Setup to obtain a master-key and the system parameter list
params, then sends params to A if A is a type I adversary; otherwise master-key
is also passed to A.

Attacking: A can perform a polynomially bounded number of the following
types of queries in an adaptive manner.

– Corrupt.PPK(IDi): Output the partial private key of the user with identity
IDi.

– Corrupt.SK(IDi): Output the secret key of the user with identity IDi.
– PK(IDi): Output the public key of the user with identity IDi.
– Replace(IDi, P

′
i ): Replace the public key of the user with identity IDi to be

P ′
i .

– Sign(IDi, Pi, ψ,m1, ...,mt): Output a certificateless batch signature on state
information ψ and messages (m1, ...,mt). It requires that the batch signature
is valid under (IDi, Pi) and ψ.

Forgery: A outputs x identities {ID∗
1, ..., ID

∗
x} and corresponding public keys

{P ∗
1 , ..., P

∗
x}, a message m∗, a state information ψ∗ and a certificateless multi-

signature σ∗. We say that A wins the above game if the following conditions are
satisfied:

1. σ∗ is a valid multi-signature on message m∗ under {ID∗
1 , ..., ID

∗
x},

{P ∗
1 , ..., P

∗
x} and ψ∗.

2. If A is a type I adversary, it requires that none of the identities in {ID∗
1 , ...,

ID∗
x} has been submitted during the Corrupt.PPK queries; else, it requires

that none of the identities in {ID∗
1 , ..., ID

∗
x} has been submitted during the

Corrupt.SK and Replace queries.
3. The certificateless multi-signature is not generated by using the certificate-

less batch signatures output by calling the Sign queries with (ID∗
i , P

∗
i , ψ

∗,
m1i , ...,m

∗, ...,mti) as input, for i ∈ {1, ..., x}.

Similarly to the security model in [22], A is only required to output a single
multi-signature in the above model. This is due to fact that a CL-B-MS can be
separated into t individual certificateless multi-signatures.

Definition 4. A CL-B-MS scheme is strongly existentially unforgeable under
adaptive chosen-message attacks if and only if the success probability of any
polynomial-time bounded adversary in the above game is negligible.
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4.3 Our CL-B-MS Scheme

The specification of the scheme is as follows:

– Setup: Given a security parameter �, the KGC chooses a cyclic additive group
G1 which is generated by P with prime order q, chooses a cyclic multiplicative
group G2 of the same order and a bilinear map ê : G1×G1 −→ G2. The KGC
also chooses a random λ ∈ Z∗

q as the master-key and sets PT = λP , chooses
cryptographic hash functions H1 ∼ H3 : {0, 1}∗ −→ G1, H4 : {0, 1}∗ −→ Z∗

q .
The system parameter list is

params = (q,G1, G2, ê, P, PT , H1 ∼ H4).

– Extract.PPK: This algorithm accepts params, master-key λ and a user’s iden-
tity IDi ∈ {0, 1}∗, and generates the partial private key for the user as
follows:

1. Compute Qi,0 = H1(IDi, 0), Qi,1 = H1(IDi, 1).

2. Output the partial private key

(Di,0, Di,1) = (λQi,0, λQi,1).

– SK.Gen: This algorithm takes as input params, a user’s identity IDi, selects
xi, yi ∈ Z∗

q and sets (xi, yi) as her secret key.

– PK.Gen: This algorithm takes as input params, a user’s identity IDi, secret
key (xi, yi) and sets her public key as

Pi = (Pi,0, Pi,1) = (xiP, yiP ).

– Sign: To sign t messages (m1, ...,mt) using the signing key (xi, yi, Di,0, Di,1),
the signer, whose identity is IDi and public key is

Pi = (Pi,0, Pi,1) = (xiP, yiP ),

first chooses a state information ψ then performs the following steps:

1. Choose a random ri ∈ Z∗
q , compute Ri = riP .

2. Compute

hi = H4(Ri, ψ, IDi, Pi,0, Pi,1), V = H3(ψ).

3. For 1 ≤ j ≤ t, compute

Tj = H2(ψ,mj), Si,j = Di,0 + hiDi,1 + (xi + hiyi)V + riTj .

4. Output

σi = (Ri, Si,1, ..., Si,t)

as the batch signature.
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– Aggregation: For an aggregating set (which has the same state information
ψ) of x users with identities {ID1, · · · , IDx} and the corresponding public
keys {P1, · · · , Px}, and t signatures

(σ1 = (R1, S1,1, ..., S1,t), · · · , σt = (Rx, Sx,1, ..., Sx,t))

on (m1, ...,mt) from the x users respectively, anyone can compute

Sj =

n∑
i=1

Si,j

and output the batch multi-signature

σ = (R1, ..., Rx, S1, ..., St).

– Verify: To verify the above batch multi-signature, a verifier performs the
following steps:
1. Compute V = H3(ψ), R =

∑x
i=1 Ri.

2. For 1 ≤ i ≤ x, compute

hi = H4(Ri, ψ, IDi, Pi,0, Pi,1), Qi,0 = H1(IDi, 0), Qi,1 = H1(IDi, 1).

3. For 1 ≤ j ≤ t, compute Tj = H2(ψ,mj), verify

ê(Sj , P )
?
= ê(PT ,

x∑
i=1

Qi,0 +
x∑

i=1

hiQi,1)ê(V,
x∑

i=1

Pi,0 +
x∑

i=1

hiPi,1)ê(Tj , R).

If all equation hold, output true. Otherwise, output ⊥.

4.4 Security Analysis

The following theorems shows that our stateful CL-B-MS scheme is strongly
unforgeable.

Theorem 1. Suppose a type I adversary A who asks at most qHi queries to
Hi for 1 ≤ i ≤ 4, qcp queries to Corrupt.PPK, qp queries to PK, qcs queries to
Corrupt.SK, qs queries to Sign, and wins the game with advantage ε in time τ .
Then there exists an algorithm to solve the CDH problem with advantage

qH2

ex+2
(

x+ 2

qH2 + qcp + x+ 1
)x+2ε

in time τ +O(2qH1 + qH2 + qH3 + 4qp + 2qcs + 6Nqs)τG1 , where τG1 is the time
to compute a scalar multiplication in G1, x is the scale of the identity set related
to the forged signature, N is the largest message scale in the Sign queries.

Due to page limitation, the proof will be presented in the full version of this
paper.
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Theorem 2. Suppose a type II adversary A who asks at most qHi queries to Hi

for 2 ≤ i ≤ 4, qp queries to PK, qcs queries to Corrupt.SK, qs queries to Sign,
and wins the game with advantage ε in time τ . Then there exists an algorithm
to solve the CDH problem with advantage

qH2

ex+2
(

x+ 2

qH2 + qcs + x+ 1
)x+2ε

in time τ +O(qH2 + qH3 + 4qp + 4qcs + 7Nqs)τG1 .

Due to page limitation, the proof will be presented in the full version of this
paper.

5 The CL-AAGKA Protocol

5.1 The Proposal

Our CL-AAGKA protocol is based on the above CL-B-MS scheme. The concrete
protocol comes as follows:

– Setup: The same as that of our CL-B-MS scheme, except an additional hash
function H5 : {0, 1}∗ −→ {0, 1}ς is chosen, where ς defines the bit-length of
plaintexts. The system parameter list is

params = (q,G1, G2, ê, P, PT , H1 ∼ H5, ς).

– Extract.PPK: The same as that of our CL-B-MS scheme.

– SK.Gen: The same as that of our CL-B-MS scheme.

– PK.Gen: The same as that of our CL-B-MS scheme.

– Agreement: Assume the group scale is n and the session ID is sidλ. A protocol
participant, whose identity is IDi, public key is (Pi,0, Pi,1), secret key is
(xi, yi) and partial private key is (Di,0, Di,1), performs the following steps:

1. Choose ri ∈ Z
∗
q and compute Ri = riP .

2. For 1 ≤ j ≤ n, compute Tj = H2(sidλ, j).

3. Compute

V = H3(sidλ), hi = H4(Ri, sidλ, IDi, Pi,0, Pi,1).

4. For 1 ≤ j ≤ n, compute

Zi,j = Di,0 + hiDi,1 + (xi + hiyi)V + riTj .

5. Publish

σi = (IDi, Pi,0, Pi,1, Ri, {Zi,j}j∈{1,...,n},j =i).
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– Enc.Key.Gen: To get the group encryption key, a user computes V = H3(sidλ);
and for 1 ≤ i ≤ n computes

Qi,0 = H1(IDi, 0), Qi,1 = H1(IDi, 1), hi = H4(Ri, sidλ, IDi, Pi,0, Pi,1).

Define Δ = 1, if Equations (1) and (2) hold, and Δ = 0 in other cases.

ê(Z1,2, P )
?
= ê(PT , Q1,0 + h1Q1,1)ê(V, P1,0 + h1P1,1)ê(T2, R1) (1)

ê(

n∏
i=2

Zi,1, P )

?
=ê(PT ,

n∑
i=2

Qi,0 +

n∑
i=2

hiQi,1)ê(V,

n∑
i=2

Pi,0 +

n∑
i=2

hiPi,1)ê(T1,

n∑
i=2

Ri)

(2)

The Δ is used to check whether Ri is well formatted, where Tj = H2(sidλ, j),
j ∈ {1, 2}. If Δ = 1, the user outputs (R,Ω) as the group encryption key,
where

R =
n∑

i=1

Ri, Ω = ê(PT ,
n∑

i=1

Qi,0 +
n∑

i=1

hiQi,1)ê(V,
n∑

i=1

Pi,0 +
n∑

i=1

hiPi,1);

otherwise it aborts. We note that a protocol participant does not need to test
the value of Δ, since it will do a similar check in the following Dec.Key.Gen
stage.

– Dec.Key.Gen: Each participant Ui computes

Ti = H2(sidλ, i), V = H3(sidλ),

Qi,0 = H1(IDi, 0), Qi,1 = H1(IDi, 1), hi = H4(Ri, sidλ, IDi, Pi,0, Pi,1),

computes

R =
n∑

l=1

Rl, Γi = ê(Ti, R), Si =
n∑

l=1

Zl,i,

Ω = ê(PT ,

n∑
l=1

Ql,0 +

n∑
l=1

hlQl,1)ê(V,

n∑
l=1

Pl,0 +

n∑
l=1

hlPl,1)

and tests
ê(Si, P )

?
= Ω · Γi.

If the equation holds, Ui accepts Si as the group decryption key; otherwise,
it aborts. The above test is also used by Ui to determine whether the group
encryption key is valid.

– Enc: To encrypt a plaintext m, a user does the following steps:
1. Select s ∈ Z∗

q and compute

C1 = sP,C2 = sR,C3 = m⊕H5(Ω
s).
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2. Output the ciphertext C = (C1, C2, C3).
– Dec: To decrypt the ciphertext C = (C1, C2, C3), Ui, whose group decryption

key is Si, computes

m = C3 ⊕H5(ê(Si, C1)ê(T
−1
i , C2)).

5.2 Security Analysis

In this section, we show that the security of our CL-AAGKA protocol can be
reduced to the difficulty of solving the k-BDHE problem and the strong unforge-
ability of our CL-B-MS scheme.

Theorem 3. Suppose a type I adversary A who asks at most qHi queries to
Hi for 1 ≤ i ≤ 5, qcp queries to Corrupt.PPK, qs queries to Send, qer queries
to Ek.Reveal and qdr queries to Dk.Reveal, and wins the game with advantage
ε in time τ . Then there exists an algorithm to solve the k-BDHE problem with
advantage

4n(1− 2ε)

qH5(qcp + qdr + n+ 1)2e2
ε

in time τ +O(10qer)τê+O(2qH1 + qH2 + qH3 +4qp+2qcs+7qs+6qer)τG1 , where
ε is the advantage for A to forge a valid CL-B-MS in time τ , τê is the time to
compute a pairing and τG1 is the time to compute a scalar multiplication in G1.

Due to page limitation, the proof will be presented in the full version of this
paper.

Theorem 4. Suppose a type II adversary A who asks at most qHi queries to
Hi for 2 ≤ i ≤ 5, qcs queries to Corrupt.SK, qs queries to Send, qer queries
to Ek.Reveal and qdr queries to Dk.Reveal, and wins the game with advantage
ε in time τ . Then there exists an algorithm to solve the k-BDHE problem with
advantage

4n(1− 2ε)

qH5(qcs + qdr + n+ 1)2e2
ε

in time τ+O(10qer)τê+O(qH2 +qH3 +2qp+2qcs+7qs+6qer)τG1 , where ε is the
advantage for A to forge a valid CL-B-MS in time τ , τê is the time to compute
a pairing and τG1 is the time to compute a scalar multiplication in G1.

Due to page limitation, the proof will be presented in the full version of this
paper.

6 Conclusion

We have defined the security model for CL-AAGKA protocols, which captures
the typical security requirements of GKA protocols. A one-round CL-AAGKA
protocol is proposed and proven secure in our model. Unlike the existing AAGKA
protocol in identity-based cryptosystem, our CL-AAGKA protocol does not suf-
fer from the key escrow problem.



Provably Secure Certificateless Authenticated Asymmetric GKA 509

Acknowledgments. This paper is supported by the Natural Science Foun-
dation of China through projects 61202465, 61021004, 61103222, 61370190,
61173154, 61003214, 61272501 and 61070192, the Shanghai NSF under grant
12ZR1443500, 11ZR1411200, the Shanghai Chen Guang Program (12CG24),
the Science and Technology Commission of Shanghai Municipality under grant
13JC1403500, the National Key Basic Research Program (973 program) through
project 2012CB315905, the Beijing Natural Science Foundation through project
4132056 and 4122041, the Research Fund for the Doctoral Program of Higher
Education of China under Grant No. 20110076120016, the Fundamental Re-
search Funds for the Central Universities through the Research Funds of East
China Normal University, the project 2012211020212 of Wuhan University and
the Research Funds of Renmin University of China through project 14XNLF02,
the Open Research Fund of The Academy of Satellite Application and the Open
Research Fund of Beijing Key Laboratory of Trusted Computing, and by the
European Commission under FP7 projects DwB and Inter-Trust, the Spanish
Government 777 through projects IPT-2012-0603-430000, TIN2012-32757 and
TIN2011-27076-C03-01.

References

1. Al-Riyami, S.S., Paterson, K.G.: Certificateless public key cryptography. In: Laih,
C.-S. (ed.) ASIACRYPT 2003. LNCS, vol. 2894, pp. 452–473. Springer, Heidelberg
(2003)

2. Boneh, D., Boyen, X., Goh, E.-J.: Hierarchical identity based encryption with con-
stant size ciphertext. In: Cramer, R. (ed.) EUROCRYPT 2005. LNCS, vol. 3494,
pp. 440–456. Springer, Heidelberg (2005)

3. Boneh, D., Silverberg, A.: Applications of multilinear forms to cryptography. Con-
temporary Mathematics 324, 71–90 (2003)
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Abstract. We introduce some new variants of lattice problems:
Quadrant-SVP, Quadrant-CVP and Quadrant-GapCVP’. All of them
are NP-hard under deterministic reductions from subset sum problem.
These new type of lattice problems have potential in construction of
cryptosystems. Moreover, these new variant problems have reductions
with standard SVP (shortest vector problem) and CVP (closest vector
problem), this feature gives new way to study the complexity of SVP and
CVP, especially for the proof of NP-hardness of SVP under deterministic
reductions, which is an open problem up to now.

Keywords: lattice, complexity, NP-hard, deterministic reduction.

1 Introduction

Lattice has been widely studied in cryptography in these years, for its problems
enjoy very strong security proofs based on worst-case hardness, and they have
potential against quantum attack.

A lattice L is a discrete subgroup of the Euclidean space Rm, and it is gener-
ated by linearly independent vectors b1,b2, · · · ,bn, namely:

L = {
n∑

i=1

xibi|xi ∈ Z,bi ∈ R
m}.

Denoted by L = L(b1,b2, · · · ,bn), m, n are called the dimension and the rank
of it. Usually, we consider lattices with rational generating vectors, and it is
called the rational lattices.

Lattice was first studied as a part of geometry of numbers, and was developed
Gauss, Hermite, Zolotarev, Dirichlet, Minkowski [18] and Voronoi [22]. There
are mainly two classical problems over lattices: SVP and CVP.

SVP (shortest vector problem): given lattice and norm (such as �2 norm, etc),
find the shortest nonzero vector in it;

CVP (closest vector problem): given lattice, norm and a target vector t ∈ Rm,
find the closest lattice vector from t.

X. Huang and J. Zhou (Eds.): ISPEC 2014, LNCS 8434, pp. 511–523, 2014.
c© Springer International Publishing Switzerland 2014
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Since the historic work introduced by Lenstra et.al [13]: the LLL algorithm,
which is the first algorithm for approximate SVP with factor φ = O((2/

√
3)n).

In 1986, algorithm for approximate CVP was introduced by Babai [4], using
the LLL method; Schnorr [20] improved the LLL algorithm and decreased the
approximate factor to (1+ε)n; in 2001, Ajtai, Kumar and Sivakumar [3] proposed
a new sieve method for solving SVP; Blömer [5] improved the AKS algorithm
for solving GSVP and CVP; recently a new algorithm for SVP based on voronoi
cell was introduced by Micciancio [17], with single exponential running time.

There are a variety of cryptosystems building on lattice assumptions. In 1996,
the Ajtai-Dwork [2] public-key cryptosystem was proposed, the security is based
on the worst-case hardness of unique-SVP, it was the first lattice based public-
key cryptosystem with provable security; GGH [10] was proposed by Goldreich,
Goldwasser and Halevi in 1996; in 1997, Hoffstein, Pipher and Silverman in-
troduced NTRU [11], it is the most efficient lattice based cryptosystem; Oded
Regev [19] proposed LWE and cryptosystem built from it, its security was based
on the hardness of worst-case hardness of CVP; in 2009, Gentry [8] proposed the
first fully-homomorphic encryption scheme based on lattice.

1.1 NP-Hardness Result of SVP and CVP

The complexity of lattice problems has been studied since 1980s. In 1981, van
Emde Boas [21] proved the NP-hardness of CVP in �p norm and NP-hardness
of SVP in �∞ norm, also he conjectured the NP-hardness of SVP in �p norm;
in 1996, Ajtai [1] proved that SVP in �2 norm is NP-hard, under randomized
reduction; Cai [6] improved Ajtai’s work, showed approximating SVP in �p norm
within factor O(1+1/nε) is NP-hard, his result also based on randomized reduc-
tion; Micciancio [14]proved approximating SVP in �p norm within factor p

√
2 is

NP-hard under randomized reduction; Knot [12] proved that under assumption

“NP �=RTIME”, approximate SVP within factor γ(n) = 2log
1/2−ε(n) is NP-hard;

a recent work by Micciancio [15] improved Knot’s result, showed NP-harness of
approximating SVP within constant factor under RUR-reduction. But there are
no deterministic reductions to prove the NP-hardness of SVP up to now.

On the other side, Goldreich and Goldwasser [9] showed that under ap-
proximate factor γ =

√
n/O(logn), if approximating SVP is NP-hard, then

coNP⊆AM, which is thought to be impossible in complexity theory, so proving
the hardness of SVP from constant factor c to

√
n/O(log n) is still an open

problem.
Actually, the NP-hardness under randomized reductions is not a standard

complexity result, how to find a deterministic reduction to prove the NP-hardness
of lattice problem is also an open problem. In this paper, we focus on variants
of lattice problems and prove their NP-hardness under deterministic reductions.

1.2 Our Results and Open Problems

We introduce 3 new variants of lattice problem: Quadrant-SVP, Quadrant-CVP
and Quadrant-CVP’, all these problems have NP-hardness under deterministic
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reductions. The Quadrant-SVP, defined similar to SVP, is to find the shortest
nonzero lattice vector in given subset ofRn, usually we call the subset “quadrant”
of Euclid space, in this paper, we use quadrant Q1 = {x = (x1, · · · , xm)|∀i ∈
[m], xi ≥ 0}.

(Quadrant-SVP) Given lattice L in Rm, �p norm and Q1, find the shortest
nonzero vector in L ∩Q1.

(Quadrant-CVP) Given lattice L in Rm, �p norm and a target vector t ∈ Rm,
find a lattice vector v such that ||v − t|| = min{||x− t|||x ∈ L,x− t ∈ Q1}.

The main result of this paper is contained in the following theorem:

Theorem 1. For any given lattice L and �p norm, there exist no polynomial
time algorithms to solve Quadrant-SVP, Quadrant-CVP and Quadrant-CVP’,
unless P=NP.

We give the first construction of Quadrant lattice problems and prove their
NP-hardness, which is the main contribution of this paper. Besides, we give a
deterministic reduction from Quadrant-CVP’ to CVP, the result can be seen
as a new proof of NP-hardness of CVP, this Quadrant method can be used in
studying the complexity of SVP and CVP.

By proving the NP-hardness of Quadrant-SVP, we get closer to prove the NP-
hardness of SVP under deterministic reduction, which is still an open problem;
on the other hand, how to prove the NP-hardness of Quadrant lattice problems
with larger approximate factor is also an open problem.

1.3 Organization

In section 2 we give readers some preliminaries; in section 3 we give the definition
of Quadrant lattice problems and prove their NP-hardness; in section 4 we discuss
the approximate variants of Quadrant lattice problems and prove their NP-
hardness; in section 5 we give the conclusion.

2 Preliminaries

2.1 Lattice

Lattice is a subgroup of Euclidian space R
m, it is generated by n independent

vectors, namely:

L(b1, . . . ,bn) = {
n∑

i=1

xibi|x = (x1, · · · , xm) ∈ Z
m}

Where m is the dimension of L, n is its rank, the vectors b1, · · · ,bn is the basis
of L.

The Gram-Schmidt orthogonalization of a basis B is the sequence of or-

thogonal vectors b̃1, . . . , b̃n, where b̃i is the component of bi orthogonal to
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span(b1, · · · ,bi−1), clearly, ||b̃i|| ≤ ||bi||, where || · || denotes the Euclidian
norm in Rm, namely, the �p norm.

The ith successive minimum λi is defined as the smallest r that br contains
at least i independent vectors in Rm (λi can be defined in different norms, such
as �p), λ1 is the length of the shortest vector in L. For a linearly independent
vector set S ⊂ L, where S = {s1 . . . sr}, we denote r as the rank of S and denote
||S|| as the longest norm of s1 . . . sr, namely:

||S|| = max
i
{||s1|| . . . ||sr||}.

If the S has rank n, we call S a full rank independent vector set. So λn is the
norm of shortest full rank independent vector set.

2.2 SVP and CVP

Lattice is attractive in cryptography for its problems including SVP (GapSVP),
CVP (GapCVP), all of these problems achieve NP-hardness under deterministic
or randomized reductions, we define these problems in the following:

Definition 2. (SVP) For any given lattice L and the �p norm, the goal is to
find the shortest nonzero vector v ∈ L. In other words, the goal of SVP is to
find v ∈ L such that ||v|| = λ1.

Definition 3. (CVP) For any given lattice L, �p norm and a target vector t ∈
Rm, the goal is to find v ∈ L such that ||v − t|| = minx∈L||x− t||.

There are decision versions of SVP and CVP, we omit the definition for sim-
plicity. There are also promise version of SVP and CVP, which is often used in
building of cryptosystems.

Definition 4. (GapSV Pγ) For input a lattice basis B and a real d, it is a Yes
instance if λ1 ≤ d, and is a No instance if λ1 > γd, if d < λ1 ≤ γd, then both
Yes and No would be correct.

Definition 5. (GapCV Pγ) For input a lattice basis B, a vector t ∈ Rm and a
real d, it is a Yes instance if dist(L, t) ≤ d, and is a No instance if dist(L, t) >
γd, where “dist” is defined by arbitrary norm (�p norm in this paper) in Rm,
d < dist(L, t) ≤ γd, then both Yes and No would be correct.

It is obvious that when γ = 1,GapSV Pγ andGapCV Pγ is the decision version
of SVP and CVP.

2.3 NP-Hardness of Lattice Problems

In this subsection we review the NP-hardness results of several lattice problems,
both SVP (GapSVP), CVP (GapCVP) are proved to be NP-hard, we introduce
some of them in the following lemmas:
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Lemma 6. ([21]) CVP is NP-hard in �p norm under deterministic reduction;
SVP is NP-hard in �∞ under deterministic reduction.

Lemma 7. ([1]) SVP in �2 norm is NP-hard under randomized reduction.

Lemma 8. ([16]) GapCV Pγ is NP-hard in �p norm under deterministic reduc-

tion, where γ = 2log
1−ε(n).

Lemma 9. ([12]) GapSV Pγ is NP-hard in �p norm under randomized reduc-

tion, where γ = 2log
1/2−ε(n).

Since there are no NP-hardness results for SVP (GapSVP) under deterministic
reductions except for �p norm, the NP-hardness of Quadrant-SVP is the first
deterministic NP-hardness result for SVP type problems.

2.4 Subset Sum Problem

In this paper, we use subset sum (SS) in the construction of reduction, the SS
problem is widely studied in cryptography and complexity theory.

Definition 10. (SS) The input is an integer s and a set of integer A =
{a1, · · · , an}, the goal is to determine whether there exists x ∈ {0, 1}n, such
that

∑n
i=1 xiai = s.

SS is a classic NP-complete problem [7], we will use SS in all reduction of this
paper.

Theorem 11. ([7]) Subset sum problem is NP-complete.

Proof. Omitted for brevity. �

3 NP-Hardness of Quadrant-SVP (CVP)

3.1 Definition

In this subsection we give the definition of Quadrant-SVP, Quadrant-CVP, first
of all, we define the “Quadrant” we use throughout the paper:

Definition 12. (Quadrant) A quadrant Q is a subset of Rm, with property that
∀x = (x1, · · · , xm) ∈ Q, xi ≥ 0(or ≤ 0) for i = 1, · · · ,m.

Obviously there are 2m Quadrants in Rm, Q1 denotes {x = (x1, · · · , xm)|xi ≥
0}, and Q2m denotes {x = (x1, · · · , xm)|xi ≤ 0}.

The Quadrant-SVP, defined as solving SVP in Qi other than Rm.

Definition 13. (Quadrant-SVP) For any given lattice L of rank n and the �p
norm, the goal is to find the shortest nonzero vector v ∈ L ∩ Qi, if there exist
no nonzero vectors in Qi, output ∅.
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In the rest of this paper, we will use Q1 without loss of generosity, if fact, the
hardness results of Quadrant lattice problems for any Quadrant Qi is equivalent
to problems for Q1.

The Quadrant-CVP is defined as the same way:

Definition 14. (Quadrant-CVP) Given lattice L in Rm of rank n, �p norm and
a target vector t ∈ Rm, find a lattice vector v such that ||v − t|| = min{‖|x−
t|||x ∈ L,x− t ∈ Q1}, if there exists no vectors satisfy x− t ∈ Q1}, output ∅.

3.2 Proof of NP-Hardness

In this subsection we prove the NP-hardness of Quadrant-SVP and Quadrant-
CVP, using reductions from subset sum problem, our reduction is deterministic.

Theorem 15. Subset sum problem can be reduced to Quadrant-SVP in polyno-
mial time, under �p norm (1 ≤ p ≤ ∞).

Proof. For SS problem instance (a1, · · · , an; s), choose an integer M > 2n, we
have the following lattice basis matrix:

H =

⎡⎣Ma1, · · · ,Man −Ms
−In 1n

In+1

⎤⎦ .
Notice that In stands for the unit matrix of dimension n, and L(H) is an integer
lattice with dimension 2n+ 2. Any vector in L(H) can be written as:

Hx =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

M(
∑n

i=1 xiai − xn+1s)
xn+1 − x1

...
xn+1 − xn

x1
...

xn+1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Where x = (x1, · · · , xn+1). We will prove that, if we can solve Quadrant-SVP
in the above lattice, we will get the solution of the SS problem. Actually, if the
SS problem has a solution, then the Quadrant-SVP has a solution v such that
||v||�p ≤ p

√
2n+ 1; if the SS problem has no solutions at all, then the Quadrant-

SVP also has no solutions or has solution v such that ||v||�p > p
√
2n+ 1.

We will divide the proof into two parts, one for 1 ≤ p <∞ and the other for
p =∞.
(1 ≤ p <∞):

1. If SS problem has a solution (x1, · · · , xn) ∈ {0, 1}n such that
∑n

i=1 xiai = s,
then there exists lattice vector

v = H(x1, · · · , xn, 1)
T = (0, 1− x1, · · · , 1− xn, x1, · · · , xn, 1)

T .
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Since xi = 0, 1, we get v ∈ Q1 and ||v||�p ≤ p
√
n+ 1, so there exists solution

of Quadrant-SVP in L(H) with norm less than p
√
n+ 1.

2. If SS problem has no solutions, we prove that the Quadrant-SVP has no
solutions or has solution v with ||v||�p > p

√
2n+ 1. We assume that there

exists a solution of Quadrant-SVP, v ∈ Q1, that ||v|| ≤ p
√
2n+ 1.

· If xn+1 ≥ 2, since xi ≥ 0 and xn+1 − xi ≥ 0. Among x1, · · · , xn, we
assume there are k0 elements equal 0, k1 elements equal 1, k2 elements
equal or bigger than 2, then n = k1 + k2 + k3, and

||v||p�p ≥ 2k1 + 2p + k02
p + k22

p

= 2(n+ 2p−1) + (2p − 2)(n− k1) ≥ 2n+ 2.

· If xn+1 = 1, we know that for all 1 ≤ i ≤ n, xi = 0, 1, since the SS
problem has no solutions, we get

∑n
i=1 xiai �= s, then ||v||p�p ≥ Mp ≥

2pnp > 2n+ 1.
· If xn+1 = 0, then for all 1 ≤ i ≤ n, xi = 0, we get v = 0, it can not be
a solution for the Quadrant-SVP problem.

In all of the 3 situations, we get contradiction against the fact we are assum-
ing, then we know that the Quadrant-SVP has no solutions or has solution
v such that ||v||�p > p

√
2n+ 1.

The correctness of the theorem easily followed by the above argument, when
1 ≤ p <∞.
(p =∞):

1. If SS problem has a solution, use similar method, we easily get there exists
solution of Quadrant-SVP in L(H) with �∞ norm less than 1.

2. If SS problem has no solutions, we get that the Quadrant-SVP has no solu-
tions or has solution v with ||v||�∞ ≥ 2.

By above argument, we can solve the SS problem by determine whether the
Quadrant-SVP has a solution with norm equal or less than p

√
n+ 1 (or 1) when

1 ≤ p <∞ (or p =∞). �

We can easily get the NP-hardness of Quadrant-SVP under deterministic
reduction:

Corollary 16. Quadrant-SVP is NP-hard under deterministic reductions, in
other words, there exist no polynomial time algorithms to solve Quadrant-SVP,
unless P=NP.

As for Quadrant-CVP, we use similar method to construct the reduction from
SS problem.
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Theorem 17. Subset sum problem can be reduced to Quadrant-CVP in polyno-
mial time, under �p(1 ≤ p ≤ ∞).

Proof. For SS problem instance (a1, · · · , an; s), choose an integer M > 2n, we
have the following lattice basis matrix and target vector:

T =

⎡⎣Ma1, · · · ,Man
−In
In

⎤⎦ , t = (Ms,−1n,0n)
T .

Notice that In stands for the unit matrix of dimension n, and L(T) is an integer
lattice with dimension n+ 1. For any x = (x1, · · · , xn)

T ,

Tx− t = (M(

n∑
i=1

xiai − s), 1− x1, · · · , 1− xn, x1, · · · , xn)
T .

We will also divide the proof into two parts, one for 1 ≤ p < ∞ and the other
for p =∞.
(1 ≤ p <∞):

1. If the SS problem has a solution, say x = (x1, · · · , xn)
T , such that∑n

i=1 xiai = s, then there exists a lattice vector v = Tx such that v − t =
(0, 1−x1, · · · , 1−xn, x1, · · · , xn)

T ∈ Q1, thus xi = 0, 1, we have ||v−t||�p =
p
√
n, then the solution of Quadrant-CVP is within distance p

√
n from t.

2. If the SS problem has no solutions, we assume that there exists a solution of
Quadrant-CVP, say v = Tx such that v− t ∈ Q1 and ||v− t||�p ≤ p

√
n, then

we have xi = 0, 1, and s �=
∑n

i=1 xiai, we have ||v− t||p�p ≥Mp ≥ (n+1)p ≥
n+ 1, which contradicts to the fact that ||v − t||�p ≤ p

√
n.

The correctness of the theorem followed by the above argument, when 1 ≤ p <
∞.
(p =∞):

1. If SS problem has a solution, use similar method, we easily get there exists
solution v of Quadrant-CVP in L(T) with ||v − t||�∞ ≤ 1.

2. If SS problem has no solutions, we get that the Quadrant-CVP has no solu-
tions or has solution v with ||v − t||�∞ ≥M .

From the above discussion, we can solve the SS problem by determine whether
there exists lattice vector v within �p (or �∞) distance p

√
n (or 1) from t, satis-

fying v − t ∈ Q1. �

Notice the above reduction is deterministic, we get similar corollary:

Corollary 18. Quadrant-CVP is NP-hard under deterministic reductions, in
other words, there exist no polynomial time algorithms to solve Quadrant-CVP,
unless P=NP.
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4 NP-Hardness of Promise Variants of Quadrant Lattice
Problems

4.1 Definitions

There are also promise version of Quadrant lattice problem, defined similar to
GapSVP and GapCVP in section 2.2, we define another 3 promise versions of
Quadrant lattice problems, they are Quadrant-GapSVP, Quadrant-GapCVP,

Quadrant-GapCVP’. In the rest of this paper, we use symbol λ
(1)
1 denotes

min0 =x∈L(B)∩Q1
{||x||�p}.

Definition 19. (Quadrant-GapSV Pγ) For input a lattice basis B and a real d,

it is a Yes instance if λ
(1)
1 ≤ d, and is a No instance if λ

(1)
1 > γd or there are

no nonzero lattice vectors in Q1, if d < λ
(1)
1 ≤ γd, then both Yes and No would

be correct.

We also use symbol dist(1)(t,L) denotes minv∈L,v−t∈Q1{||v−t||�p in the rest
of this paper.

Definition 20. (Quadrant-GapCV Pγ) For input a lattice basis B, a target vec-
tor t and a real d, it is a Yes instance if dist(1)(t,L) ≤ d}, and a No in-
stance if dist(1)(t,L) > γd}, or there are no vectors satisfying v − t ∈ Q1, if
d < dist(1)(t,L) ≤ γd, then both Yes and No would be correct.

4.2 NP-Hardness Proofs

Theorem 21. The SS problem (a1, · · · , an; s) can be reduced to Quadrant-
GapSV Pγ where γ = p

√
2 − ε for p < ∞ and γ = 2 − ε for p = ∞, where

ε > 0 is a negligible constant.

Proof. As proved in Theorem 15, we divide the proof into two parts, one for
1 ≤ p <∞ and the other for p =∞.
(1 ≤ p <∞): We set L(H), d = p

√
n+ 1, γ = p

√
2− ε as the input of Quadrant-

GapSV Pγ , where ε is positive small enough.

1. If the SS problem has a solution, we know from Theorem 15 that λ
(1)
1 ≤

p
√
n+ 1 = d, which is not a No instance of Quadrant-GapSV Pγ ;

2. If the SS problem has no solutions, we know that λ
(1)
1 ≥ p

√
2n+ 2 = p

√
2d >

γd or L ∩Q1 = {0}, which is not a Yes instance of Quadrant-GapSV Pγ .

By the answer of Quadrant-GapSV Pγ , we can determine whether the SS problem
has a solution, namely, if the output of Quadrant-GapSV Pγ is Yes, then SS has
a solution; if the output of Quadrant-GapSV Pγ is No, then SS has no solutions.
(p = ∞): We set L(H), d = 1, γ = p

√
2 − ε as the input of Quadrant-GapSV Pγ

as above.

1. If the SS problem has a solution, we know from Theorem 15 that λ
(1)
1 ≤ 1 =

d, which is not a No instance of Quadrant-GapSV Pγ ;
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2. If the SS problem has no solutions, we know that λ
(1)
1 ≥ 2 = 2d > γd or

L ∩Q1 = {0}, which is not a Yes instance of Quadrant-GapSV Pγ .

Similarly, if the output of Quadrant-GapSV Pγ is Yes, then SS has a solution;
if the output of Quadrant-GapSV Pγ is No, then SS has no solutions. �

Notice the above reduction is deterministic in polynomial time, then we easily
get the NP-hardness of Quadrant-GapSV Pγ :

Corollary 22. Quadrant-GapSV Pγ is NP-hard under deterministic reductions,
where γ = p

√
2− ε in �p<∞ norm and γ = 2− ε in �∞ norm.

The result for Quadrant-GapCV Pγ is similar, according to Theorem 17 and
Theorem 21.

Theorem 23. The SS problem (a1, · · · , an; s) can be reduced to Quadrant-
GapCV Pγ where γ = poly(n), where poly(n) denotes for any polynomial with
input n.

Proof. (1 ≤ p < ∞): For SS instance (a1, · · · , an; s), choose M = γ p
√
n + 1,

which is still polynomial of n, build a lattice L(T) as in Theorem 17, we set
L(T), γ, t, d = p

√
n as the input for Quadrant-GapCV Pγ :

1. If the SS problem has a solution, we know that dist(1)(t,L) ≤ p
√
n, which is

not a No instance of Quadrant-GapCV Pγ ;
2. If the SS problem has no solutions, we know that dist(1)(t,L) ≥ M =

γ p
√
n + 1 > γd or L ∩ Q1 = {0}, which is not a Yes instance of Quadrant-

GapCV Pγ .

We can solve the SS by solving the Quadrant-GapCV Pγ , if the output of
Quadrant-GapCV Pγ is Yes, then SS has a solution; if the output of Quadrant-
GapCV Pγ is No, then SS has no solutions.
(1 ≤ p <∞): Omitted for brevity. �

Corollary 24. Quadrant-GapCV Pγ=poly(n) is NP-hard under deterministic re-
ductions.

4.3 Mixed Problem and Relationship with GapCVP

In this subsection we mix the original GapCVP with the Quadrant-GapCVP,
propose a new type of promise problem and prove its NP-hardness under deter-
ministic reduction, we also give reduction between the new type problem and
standard GapCVP.

Definition 25. (Quadrant-GapCVP’) For input a lattice basis B, a target vec-
tor t and a real d, it is a Yes instance if dist(1)(t,L) ≤ d, and a No instance if
dist(t,L) > d, or there are no vectors satisfying v − t ∈ Q1, if d < dist(1)(t,L)
and dist(t,L) ≤ d, then both Yes and No would be correct.
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Theorem 26. The SS problem (a1, · · · , an; s) can be reduced to Quadrant-
GapCVP’.

Proof. (1 ≤ p <∞): For SS instance (a1, · · · , an; s), choose M = p
√
n+1, which

is still polynomial of n, build a lattice L(T) as in Theorem 17, we set L(T), γ,
t, d = p

√
n as the input for Quadrant-GapCVP’:

1. If the SS problem has a solution, we know that dist(1)(t,L) ≤ p
√
n, which is

not a No instance of Quadrant-GapCVP’;
2. If the SS problem has no solutions, we assume that dist(t,L) ≤ p

√
n, then

there exists lattice vector v = Tx such that v− t = (M(
∑n

i=1 xiai− s), 1−
x1, · · · , 1 − xn, x1, · · · , xn)

T and ||v − t|| ≤ p
√
n. Since M = p

√
n + 1, we

know that
∑n

i=1 xiai− s = 0, then ∃i such that xi �= 0, 1, we have max{|1−
xi|, |xi|} ≥ 2, then ||v − t|| ≥ p

√
n+ 2p > p

√
n, which contradicts to the fact

we are assuming, so it is not a Yes instance of Quadrant-GapCVP’.

So we can solve the SS by solving the Quadrant-GapCVP’, if the output of
Quadrant-GapCVP’ is Yes, then SS has a solution; if the output of Quadrant-
GapCVP’ is No, then SS has no solutions.
(1 ≤ p <∞): Omitted for brevity. �

Corollary 27. Quadrant-GapCVP’ is NP-hard under deterministic reductions.

We get the NP-hardness of Quadrant-GapCVP’ by reduction from SS prob-
lem, since we know the fact that GapCVP is also NP-hard under deterministic
reduction, a natural question may be asked, what is the relationship between
GapCVP and Quadrant-GapCVP’? Is one question harder than another? Actu-
ally, we have the following result:

Theorem 28. There exists deterministic reduction from Quadrant-GapCVP’ to
GapCV Pγ=1.

Proof. Given Quadrant-GapCVP’ instance (L, d, t), we solve GapCVP with the
same input.

1. If the (L, d, t) is not a Yes instance for Quadrant-GapCVP’, which means
dist(t,L) > d. For GapCVP, it is also not a Yes instance for Quadrant-
GapCVP’;

2. If the (L, d, t) is not a No instance for Quadrant-GapCVP’, which means
dist(1)(t,L) ≤ d, since dist(t,L) ≤ dist(1)(t,L), we get dist(t,L) ≤ d, which
is not a No instance for GapCVP.

The reduction easily followed by the above argument, and the reduction is de-
terministic. �

Form Theorem 28 we know that Quadrant-GapCVP’ is easier than GapCVP,
but still achieves NP-hardness. It has potential in construction of cryptosystem
as GapCVP.
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5 Conclusion

In this paper we study a variety of new lattice problems, they are Quadrant-
SVP(CVP), Quadrant-GapSVP(CVP), Quadrant-GapCVP’. All the five prob-
lems are NP-hard under deterministic reduction, and they have reduction with
the standard lattice problem. These new lattice problems are attractive for their
hardness and potential in cryptography.

Although, from our point of view, there are still many open questions about
the Quadrant lattice problems, such as the worst-case to average-case reduction;
hardness under larger approximate factor; specific relationship with standard
lattice problems.
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Abstract. HAS-160 is a Korean industry standard for hash functions.
It has a similar structure to SHA-1 and produces a 160-bit hash value. In
this paper, we propose improved preimage attacks against step-reduced
HAS-160 using the differential meet-in-the-middle technique and initial
structure. Our work finds a pseudo-preimage of 70 steps of HAS-160 with
a complexity of 2155.71 and this pseudo-preimage attack can be converted
to a preimage attack with a complexity of 2158.86 . Moreover, we reduce
the complexity of previous pseudo-preimage attack on 65-step HAS-160
from 2143.4 to 2139.09 . To the best of our knowledge, our result on 70
steps is the best preimage attack on HAS-160 in terms of attacked steps.
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1 Introduction

Cryptographic hash function is one of the most crucial parts of modern cryp-
tography. A hash function takes a message of arbitrary length and produces a
bit string of fixed length. Secure hash functions need to fulfill three main prop-
erties: preimage resistance, second-preimage resistance, and collision resistance.
Suppose that the length of the hash value is n bits. A generic attack needs at least
2n computations of the hash function to find a preimage or a second-preimage.

HAS-160 is a Korean industry standard (TTAS.KO-12.0011/R1) [2] for hash
functions which is widely used in Korea. The structure of HAS-160 is similar
to SHA-1 [4]. However, there are two key differences between them. Firstly, as
Norbert et al. pointed out in [1] that HAS-160 uses multiple sets of rotation
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constants within the compression function, while SHA-1 uses the single set of
rotation constants. Secondly, the message schedule of HAS-160 is non-recursive
and can be regarded as a mixture of designs of MD5 [5] and SHA-0 [6].

Many cryptanalysis results on HAS-160 have been proposed. Collision attacks
on step-reduced HAS-160 are analyzed in [17–20]. The best result with practical
complexity in terms of attacked steps is the semi-free-start collision for 65 steps
[20] exhibited at ICISC 2011. The second-order collisions for the full HAS-160
compression function are discussed in [21, 22]. In particular, a practical distin-
guisher has been generated in [22] recently. At ICISC 2008, preimage attacks on
48 and 52 steps of HAS-160 were presented in [13], which used the splice-and-
cut, partial-matching and partial-fixing techniques [3]. After that, several new
techniques for (pseudo) preimage attacks against MD4-like hash functions were
developed, such as the initial structure and improved partial-fixing technique
for unknown carry behavior [14], and the kernel computing approach for chunk
separation [11]. Combining these techniques, Deukjo et al. showed an improved
preimage attack against 68-step HAS-160 [12] at ICISC 2009. As far as we know,
no progress on preimage attack has been made since 2009.

Our Contributions. In this paper, we investigate the preimage resistance
of HAS-160. Using the differential meet-in-the-middle technique [7] and initial
structure, we are able to attack the middle 70 steps (Steps 6-75)1 out of 80 steps
of HAS-160. According to the experiment result, a pseudo-preimage can be found
with an expected time complexity of 2155.71 and a memory of 27 words. Then, the
pseudo-preimages are converted to a preimage with a complexity of 2158.86. Based
on the same chunk separation, the complexity of the original pseudo-preimage
attack on 65 steps [12] is reduced from 2143.4 to 2139.09. Slight improvements are
also obtained for attacks on 67 and 68 steps of HAS-160. Finally, we provide a
security margin for preimage attack on full HAS-160 applying the brute-force
attack. The previous results and our results are listed in Table 1.

Organization. Section 2 gives a brief description of HAS-160. Section 3 intro-
duces the techniques used in the meet-in-the-middle preimage attack. Section 4
presents pseudo-preimage and preimage attacks on step-reduced HAS-160. Sec-
tion 5 briefly provides a security benchmark for actual attacks on full HAS-160.
Section 6 concludes the paper.

2 Specification of HAS-160

HAS-160 [2] is a hash function based on the Merkle-Damg̊ard structure that
produces 160-bit hash values. The original message M is padded to be a mul-
tiple of 512 bits. A single bit 1, a variable number of 0s, and the 64-bit binary

1 We attack the middle 70 steps rather than the first 70 steps in this paper. Since the
best previous preimage attacks on HAS-160 work on the middle steps as well, we
think our attack is meaningful.
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Table 1. Preimage attacks against HAS-160

Steps Step Number Pseudo-preimage Preimage Memory (words) Reference

48 1-48 2128 2145 232 × 6 [13]

52 12-63 2144 2153 248 × 9 [13]

52 12-63 2144 2153 216 × 9 [12]

65 0-64 2143.4 2152.7 216 × 6 [12]

67 0-66 2154 2158 210 × 7 [12]

68 12-79 2150.7 2156.3 212 × 7 [12]

65 0-64 2139.09 2150.55 224 × 5 Sec. 4.3

67 0-66 2152.2 2157.1 210 × 3 App. A

68 12-79 2149.32 2155.66 213 × 2 App. A

70 6-75 2155.71 2158.86 27 Sec. 4.2

80 0-79 - 2159.04 231 × 5 Sec. 5

representation of the length of M are appended at the end. Then the padded
message is split into L 512-bit message blocks M0,M1, . . . ,ML−1. The hash
value is computed as follows:

H0 = IV, Hj+1 = E(M j , Hj) +Hj, 0 ≤ j < L,

where E is the internal block cipher of HAS-160, Hj is a 160-bit chaining value
which consists of five 32-bit words, and IV represents the initial value specified
by the designers. The last chaining value HL is the output of the hash function.

The internal cipher E is divided into 4 rounds, 20 steps per round. The oper-
ation of E(M j, Hj) consists of two parts: the message expansion and the state
update transformation.

Message Expansion. The message schedule of HAS-160 splits M j into sixteen
32-bit message wordsm0, . . . ,m15 at first. Then based on the original 16 message
words, HAS-160 produces 4 additional message words m16, . . . ,m19 for each
round. The expanded message word wi used in each step i (i = 0, 1, . . . , 79) is
shown in Table 2.

State Update Transformation. The chaining value pi right before step i is
denoted by (ai, bi, ci, di, ei), i.e., p0 = Hj . Fig. 1 shows the transformation of
step i (i = 0, . . . , 79). Note that fi, ki, and≪ s denote bitwise Boolean function,
constant number and s-bit left rotation depending on each step, respectively. The
corresponding definitions are shown in Table 3.

3 Related Works: Techniques for Meet-in-the-Middle
Preimage Attacks

3.1 Converting Pseudo-preimages to a Preimage

Given a hash value Hn, a pseudo-preimage is a pair (Hn−1,M) such that
CF (Hn−1,M) = Hn, where Hn−1 �= IV and CF is the compression function.
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Table 2. Message expansion of HAS-160

Round 1
w0, w1, . . . , w9 m18 m0 m1 m2 m3 m19 m4 m5 m6 m7

w10, w11, . . . , w19 m16 m8 m9 m10 m11 m17 m12 m13 m14 m15

Round 2
w20, w21, . . . , w29 m18 m3 m6 m9 m12 m19 m15 m2 m5 m8

w30, w31, . . . , w39 m16 m11 m14 m1 m4 m17 m7 m10 m13 m0

Round 3
w40, w41, . . . , w49 m18 m12 m5 m14 m7 m19 m0 m9 m2 m11

w50, w51, . . . , w59 m16 m4 m13 m6 m15 m17 m8 m1 m10 m3

Round 4
w60, w61, . . . , w69 m18 m7 m2 m13 m8 m19 m3 m14 m9 m4

w70, w71, . . . , w79 m16 m15 m10 m5 m0 m17 m11 m6 m1 m12

Round 1 Round 2 Round 3 Round 4

m18
m8 ⊕m9

⊕m10 ⊕m11

m11 ⊕m14

⊕m1 ⊕m4

m4 ⊕m13

⊕m6 ⊕m15

m15 ⊕m10

⊕m5 ⊕m0

m19
m12 ⊕m13

⊕m14 ⊕m15

m7 ⊕m10

⊕m13 ⊕m0

m8 ⊕m1

⊕m10 ⊕m3

m11 ⊕m6

⊕m1 ⊕m12

m16
m0 ⊕m1

⊕m2 ⊕m3

m3 ⊕m6

⊕m9 ⊕m12

m12 ⊕m5

⊕m14 ⊕m7

m7 ⊕m2

⊕m13 ⊕m8

m17
m4 ⊕m5

⊕m6 ⊕m7

m15 ⊕m2

⊕m5 ⊕m8

m0 ⊕m9

⊕m2 ⊕m11

m3 ⊕m14

⊕m9 ⊕m4

ai

<<<s1i

<<<s2i

eidicibi

di+1

ki

wi

fi

ei+1ci+1bi+1ai+1

Fig. 1. Step transformation of HAS-160

Table 3. Boolean function f , constant k, and rotations s1 and s2 of HAS-160

Round Step i fi(X,Y, Z) ki s2i
1 0− 19 (X ∧ Y ) ∨ (¬X ∧ Z) 0x00000000 10

2 20− 39 X ⊕ Y ⊕ Z 0x5a827999 17

3 40− 59 Y ⊕ (X ∨ ¬Z) 0x6ed9eba1 25

4 60− 79 X ⊕ Y ⊕ Z 0x8f1bbcdc 30

i mod 20 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

s1i 5 11 7 15 6 13 8 14 7 12 9 11 8 15 6 12 9 14 5 13
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For the narrow-pipe Merkle-Damg̊ard based hash functions with an n-bit out-
put, there is a generic algorithm from [15, Fact 9.99] which can convert pseudo-
preimages to a preimage with a total complexity of 2(n+c)/2+1, where the com-
plexity of a pseudo-preimage attack is 2c (c < n− 2).

3.2 Splice-and-Cut and Initial Structure

In the splice-and-cut framework developed by Aoki and Sasaki [3], the first and
last steps of the compression function can be considered as consecutive steps via
the feed-forward. Thus, we can start the meet-in-the-middle (MitM) attack from
any step and find more appropriate chunk separations with independent neutral
message words. Since the initial chaining value is determined by the effective
matching and may not be equal to IV , only a pseudo-preimage rather than a
preimage can be obtained.

Instead of starting the computations from a single state, the initial structure
(IS) technique [14] can be applied to set several consecutive steps as the splitting
point, which can increase the total number of attacked steps. Given the neutral
words NWfor and NWback involved by IS, IS needs to be constructed properly
so that the backward computation is independent from NWfor and the forward
computation is independent from NWback. Assume that PIS and QIS are the
input values and output values of IS, respectively. The generated IS can be
regarded as a function IS(PIS , QIS , NWfor, NWback). Hence, the attacker should
make sure that IS is consistent with the MitM attack.

3.3 The Differential Meet-in-the-Middle Technique

This section describes the differential MitM pseudo-preimage attack proposed by
Knellwolf et al. at CRYPTO 2012. The difference is that we use initial structure
as the starting point of the MitM attack instead of biclique [9]. For details, we
refer to [7].

E3 E2 E4 E1

0 n3 n4 n1-1 n1 n2 n2+1 N

Fig. 2. Separation of E for pseudo-preimage attacks

Suppose the internal block cipher E used in HAS-160 has an n-bit block size
and a k-bit key size (k > n). The equation A =T B means A∧T = B∧T , where
T ∈ {0, 1}n denotes a truncation mask. First, E is separated into four subparts,
E = E1 ◦ E4 ◦ E2 ◦ E3 as shown in Fig. 2. The initial structure is constructed
for E4. E1 and E3 via the feed-forward denote the forward chunk, and E2 is
the backward chunk. Assume that h is the target hash value and S denotes the
randomly fixed chaining values in the initial structure. Then, the attacker tries
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to find two linear spaces D1, D2 ⊂ {0, 1}k, which consist of the same number of
message differences as follows:

– D1 ∩D2 = {0}.
– For each δ1 ∈ D1 and uniformly chosen M and S, E1 ◦ E4(M,S) = E1 ◦
E4(M ⊕ δ1, S), and also there exists a difference Δ1 ∈ {0, 1}n such that
Δ1 =T E3(M,S)⊕ E3(M ⊕ δ1, S) holds with probability p1 (0 < p1 ≤ 1).

– For each δ2 ∈ D2 and uniformly chosen M and S, there exists a difference
Δ2 ∈ {0, 1}n such that Δ2 =T E2

−1 ◦E4
−1(M,S)⊕E2

−1 ◦E4
−1(M ⊕ δ2, S)

holds with probability p2 (0 < p2 ≤ 1).

Algorithm 1. Testing M ⊕D1 ⊕D2 for a candidate pseudo-preimage

Input: D1, D2 ⊂ {0, 1}k, {Δ1}, {Δ2} ⊂ {0, 1}n, T, S ∈ {0, 1}n, M ∈ {0, 1}k
Output: A candidate pseudo-preimage if one is contained in M ⊕D1 ⊕D2.

for all δ2 ∈ D2 do
L1[δ2] = E3(M ⊕ δ2, h−E1 ◦E4(M ⊕ δ2, S))⊕Δ2.

end for
for all δ1 ∈ D1 do

L2[δ1] = E2
−1 ◦ E4

−1(M ⊕ δ1, S)⊕Δ1.
end for
for all (δ1, δ2) ∈ D1 ×D2 do

if L1[δ2] =T L2[δ1] then
return M ⊕ δ1 ⊕ δ2

end if
end for
return No candidate pseudo-preimage in M ⊕D1 ⊕D2

The active bits corresponding to D1 (resp. D2) can be regarded as neutral
words for the backward (resp. forward) chunk. If the dimension of the two linear
spaces D1 and D2 is d, 22d = 2d × 2d different messages are included in the
set M ⊕ D1 ⊕ D2 for a random message M . According to the hypothesis test,
a candidate pseudo-preimage M ⊕ δ1 ⊕ δ2 is falsely rejected by Algorithm 1
with probability α = 1 − p1 · p2 (type I error probability defined in [7]). For
all (δ1, δ2) ∈ D1 ×D2, the average type I error probability α can be estimated
by experiment. Thus, in order to obtain a pseudo-preimage, we have to test
2n/(1−α) messages with an expected complexity of (2n−dΓ +2n−rΓre)/(1−α),
where Γ denotes the cost of one computation of E, Γre is the cost of rechecking
a candidate pseudo-preimage and r is the Hamming weight of T . Note that the
probabilities p1 and p2 should be high enough to make the attack valid.

4 Preimage Attack on 70-Step HAS-160

In [12], Deukjo et al. proposed a preimage attack on the last 68 steps of HAS-
160, but the variant with 70 steps was not attacked due to the limitation of attack
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E3 E2

6

E4 E1

13 14 n3 n4 29 30 52 53 (IS) 55 56 75

Fig. 3. Selected chunks for the 70 steps

techniques used. In this section, we show how to generate a preimage for 70-step
HAS-160 faster than exhaustive search.

The attack target is from Step 6 to Step 75 and the corresponding chunks
are shown in Fig. 3. The initial structures are constructed from Step 53 to Step
55. For the backward chunk from Step 52 to Step 30, m11 and m12 are neutral
words satisfying Δm11 = Δm12. That is, m11 ⊕ m12 = const and const is
not necessarily zero. Similarly, for the forward chunk from Step 56 to Step 75
and Step 6 to Step 13, the neutral words m3, m6, m8 and m15 need to fulfill
Δm3 = Δm6 = Δm8 = Δm15. The partial-matching part involving neutral
words for two chunks starts from Step 14 to Step 29.

4.1 Initial Structure

The 3-step initial structure is shown in Fig. 4, which is similar to the one in [12].
Note that the expanded word used in Step 55 is m11 ⊕ constb, where constb =
m0⊕ m9 ⊕ m2. To generate the initial structure, we first fix a53, b53, t53, t54
and t55 to randomly chosen values. Then, in the forward direction, a54, a55,
a56 are computed independently from the backward chunk and in the backward
direction, e55, e54, e53 are computed independently from the forward chunk.

4.2 Finding Appropriate Attack Parameters

In order to apply Algorithm 1 with the above chunk separation, we need to find
the remaining attack parameters: the linear spaces D1, D2 ⊂ {0, 1}k of the same
dimension d, the corresponding output difference Δ1 (resp. Δ2) for each message
difference δ1 ∈ D1 (resp. δ2 ∈ D2), and a truncation mask T ∈ {0, 1}n. From
a differential view, m11 and m12 are active in D1 and the other message words
have zero difference. Similarly, m3, m6, m8 and m15 are the only active message
words in D2.

Given the chunk separation, D1 and D2, we can calculate the output differ-

ences by linearization: Δ1 = E3 ◦ E1 ◦ E4(δ1, 0) and Δ2 = E2
−1 ◦ E4

−1
(δ2, 0).

The linearization of HAS-160 is similar to SHA-1 [7], except that the non-linear
boolean functions fi(B,C,D) in round 1 and 3 are replaced with 0 and C re-
spectively. The same substitution has been used to find a semi-free-start collision
for 65 steps of HAS-160 [20]. And this better choice has been partially verified
by counting the sum of hamming weights of the forward and backward linear
characteristics when all combinations of the 4-bit message difference for D1 and
D2 are enumerated in the partial-matching part. Due to the choice of neutral
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a53 b53 e53d53c53

e54d54c54b54a54

<<<15

<<<25

k53

m6

t53
f53

k54

m15

f54 t54

m11⊕constb

f55

k55

e55d55c55b55a55

t55

e56d56c56b56a56

<<<6

<<<12

<<<25

<<<25

Fig. 4. Initial structure skipping 3 steps

Algorithm 2. Find a truncation mask T for matching

Input: D1, D2 ⊂ {0, 1}k, r (0 < r ≤ n)
Output: A truncation mask T ∈ {0, 1}n of Hamming weight r.

c = an array of n counters set to 0
for q = 1 to Q do

Choose M ∈ {0, 1}k at random
Choose S ∈ {0, 1}n at random
P = E3

−1 ◦E2
−1 ◦E4

−1(M,S)
Choose (δ1, δ2) ∈ D1 ×D2 at random
Δ = E3(M ⊕ δ1, P )⊕Δ1 ⊕ E2

−1 ◦E4
−1(M ⊕ δ2, S)⊕Δ2

for i = 0 to n− 1 do
if the i-th bit of Δ is 1 then

c[i] ← c[i] + 1
end if

end for
end for
Set those r bits of T to 1 which have the lowest counters.
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words for backward computation, E1 ◦E4(δ1, 0) = 0 so that Δ1 = E3(δ1, 0). Let
P denote the plaintext of E. Then, the truncation mask T is determined using
Algorithm 2, and Algorithm 3 is applied to evaluate the corresponding type I
error probability α, where Algorithm 2 and 3 are similar to the case of one-block
preimages in [7].

Algorithm 3. Evaluate type I error probability α = 1− p1 · p2
Input: D1, D2 ⊂ {0, 1}k, T ∈ {0, 1}n
Output: Average probability α.

c = a counter set to 0
for q = 1 to Q do

Choose M ∈ {0, 1}k at random
Choose S ∈ {0, 1}n at random
P = E3

−1 ◦E2
−1 ◦E4

−1(M,S)
Choose (δ1, δ2) ∈ D1 ×D2 at random
Δ = E3(M ⊕ δ1, P )⊕Δ1 ⊕ E2

−1 ◦E4
−1(M ⊕ δ2, S)⊕Δ2

if Δ �=T 0n then
c ← c+ 1

end if
end for
return c/Q

There are two issues we will address. Firstly, Algorithm 2 and 3 are used
to determine the attack parameters under the condition that M is a pseudo-
preimage for h = P+C, where C = E1◦E4(M,S), P = E3

−1◦E2
−1◦E4

−1(M,S).
Since E1 ◦ E4(M ⊕ δ1, S) = E1 ◦ E4(M,S) = C, we have E3(M ⊕ δ1, h− (E1 ◦
E4(M ⊕ δ1, S))) = E3(M ⊕ δ1, P ). That is, type I probability is a conditional
probability where the condition is that M is already a pseudo-preimage, so M
just needs to be consistent with h = P+C instead of a fixed hash value. Secondly,
we have tried several values for Q, such as 2l, l ∈ {16, 17, . . . , 24}. The results
obtained are almost identical for these choices. In order to reduce the time for
determining the attack parameters, we set Q = 216 in both algorithms without
loss of correctness of results.

Attack Parameters for N=70. The best result obtained by extensive exper-
iments is as follows: d = 7, r = 5, n3 = 22, n4 = 23. Given a single element
x0 ‖ · · · ‖ x15 of the basis of D1 (resp. D2), the basis of D1 (resp. D2) can be gen-
erated by word-wise rotation as (x0 ≪ i) ‖ · · · ‖ (x15 ≪ i) for i = 0, . . . , d− 1.

D1 : 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000

0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x08000000

0x08000000 0x00000000 0x00000000 0x00000000

D2 : 0x00000000 0x00000000 0x00000000 0x80000000 0x00000000 0x00000000

0x80000000 0x00000000 0x80000000 0x00000000 0x00000000 0x00000000

0x00000000 0x00000000 0x00000000 0x80000000

T : 0x00000000 0x00000000 0x00000000 0x00000000 0x00007c00
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The estimated type I error probability α = 0.752. Since all non-zero bits lie in
the rightmost word of T , 4 steps can be skipped in the partial-matching part.
Hence, we make a slight change in Algorithm 1 by setting n3 = 18, n4 = 23,
because L1[δ2] corresponds to p19 and L2[δ1] corresponds to p23, we only need to
check if (a19 ≪ s220) =Te e23 in the last loop, where Te denotes the rightmost
word of T . This results in a pseudo-preimage attack with an expected complexity
of 2n−d((N − 4)/N + 2d−r(16 − 4)/N)/(1 − α) = 2155.71 and a memory of 27

words.
According to the padding and length encoding rules, message words m14 and

m15 are used to encode the length. Because m15 is chosen as a neutral word
for forward computation, the value of m15 will be determined by the attack
procedure. We need to convert the pseudo-preimages to a preimage, but the
exact value ofm15 may lead to a message with a random length. Luckily by using
the expandable messages [16] to satisfy the message length restraint, pseudo-
preimages can still be converted to a preimage with 2158.86 computations of the
compression function.

4.3 Improved Preimage Attack on 65-Step HAS-160

The original preimage attack on the first 65 steps of HAS-160 [12] didn’t use
the initial structure and only 7 steps were skipped in the partial-matching part.
Instead of using the partial-fixing technique for unknown carry behavior to match
in the middle, we exploit Algorithm 2 and 3 to determine the proper attack
parameters for partial-matching. The same chunk separation and neutral words
for 65 steps will be used in the attack.

Attack Parameters for N=65. The best result obtained is as follows: d = 24,
r = 21, n3 = 39, n4 = 40.

D1 : 0x00004000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000

0x00000000 0x00000000 0x00000000 0x00000000 0x00004000 0x00000000

0x00000000 0x00000000 0x00000000 0x00000000

D2 : 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000

0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000

0x80000000 0x00000000 0x80000000 0x00000000

T : 0x00000001 0x00000000 0xff000000 0xff000001 0xc0000001

The average type I error probability α = 0.782, and a pseudo-preimage can be
found with an expected complexity of 2139.09 and a memory of 224 × 5 words.
Hence, a preimage is generated from pseudo-preimages with 2150.55 computations
of the compression function. We also slightly improve the preimage attacks on
67 and 68 steps of HAS-160 [12]. Due to the space limitation, these results are
given in Appendix A.
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Remark. We have also studied the preimage resistance of HAS-160 reduced to
71 steps (Steps 2-72) with 5-step initial structure and 17-step partial-matching.
After the initial structure is constructed from Step 5 to Step 9, we run ex-
periments according to the methods described in this paper. The experiments
result to a pseudo-preimage attack with a very large complexity, and the pseudo-
preimage attack can no longer be converted to a preimage attack faster than
brute-force attack. Comparing to the results of SHA-1 in [7] where more than
25 steps can be skipped in the probabilistic matching part, no more than 17
steps can be skipped in the probabilistic matching part of HAS-160, since the
multiple sets of rotation constants and the message schedule of HAS-160 makes
the difference propagation faster than SHA-1.

5 Accelerated Brute-Force Search for Full HAS-160

The main idea of the accelerated brute-force search [7, 8] is to not recompute
parts of E which share the same expanded message words. It can be applied to
any number of rounds. For the variant with N steps, the speed-up factor is about
N/(N − n′) , where n′ denotes the number of steps which are not recomputed
during the brute-force attack.

Message words m12 and m13 are set as neutral words for the backward chunk,
and m2 and m7 are set as neutral words for the forward chunk. Note that these
message words should satisfy Δm12 = Δm13 and Δm2 = Δm7. In order to
fulfill the padding rule, the certain bit of m13 must be 1. Hence, only 31 bits of
m13 are active in D1. If the truncation mask T = (0xffffffff, 0x00000000,
0x00000000, 0x00000000, 0x00000000), additional 4 steps will be skipped. Fur-
ther, we can move the addition of m12 downwards to Step 17 and move m2

upwards to Step 61 with no constraint by using the technique in the initial
structure [10]. That is, n′ can be increased to 16 + 17 + 4 + 1 + 1 = 39. When
N = 80, a one-block preimage with correct padding for full HAS-160 can be
found with a complexity of 2160 · (80− 39)/80 = 2159.04 and a memory of 231× 5
words.

6 Conclusion

In this paper, we propose a preimage attack on 70-step HAS-160 and further
reduce the complexities of previous preimage attacks. The improvements essen-
tially come from the use of a more effective probabilistic matching in the differen-
tial meet-in-the-middle framework, as compared to the partial-fixing technique
for unknown carry behavior in previous attacks. For 70 steps of HAS-160, we
find a pseudo-preimage with a complexity of 2155.71 and a preimage with a com-
plexity of 2158.86. We also improve the complexities of previous attacks on 65,
67 and 68 steps. Finally, we accelerate the brute-force preimage search to 2159.04

compression function calls. As far as we know, our result on 70-step HAS-160 is
the best preimage attack in terms of attacked steps.
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A Improved Attacks on 67 and 68 Steps

Attack Parameters for N=67. The best result obtained is as follows: d = 10,
r = 9, n3 = 41, n4 = 44.

D1 : 0x00400000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000

0x00000000 0x00000000 0x00000000 0x00000000 0x00400000 0x00000000

0x00000000 0x00000000 0x00000000 0x00000000

D2 : 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000 0x00000000

0x00000000 0x00000000 0x00000000 0x80000000 0x00000000 0x80000000

0x80000000 0x00000000 0x80000000 0x00000000

T : 0x00000038 0x06000000 0xe0000001 0x00000000 0x00000000

The average type I error probability α = 0.717, and a pseudo-preimage can be
found with an expected complexity of 2152.20 and a memory of 210 × 3 words.

Attack Parameters for N=68. The best result obtained is as follows: d = 13,
r = 11, n3 = 54, n4 = 58.

D1 : 0x00000000 0x00000000 0x00000000 0x00000001 0x00000000 0x00000000

0x00000001 0x00000000 0x00000001 0x00000000 0x00000000 0x00000000

0x00000000 0x00000000 0x00000000 0x00000001

D2 : 0x00000000 0x00000000 0x00080000 0x00000000 0x00000000 0x00000000

0x00000000 0x00000000 0x00080000 0x00000000 0x00000000 0x00000000

0x00000000 0x00000000 0x00000000 0x00000000

T : 0x07c00000 0x0fc00000 0x00000000 0x00000000 0x00000000

The average type I error probability α = 0.702, and a pseudo-preimage can be
found with an expected complexity of 2149.32 and a memory of 213 × 2 words.
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Abstract. In this paper we revisit the modular inversion hidden num-
ber problem, which is to find a hidden number given several integers and
partial bits of the corresponding modular inverse integers (in the sense
of modulo a prime number) of the sums of the known integers and that
unknown integer. Along with another direction different to the previ-
ous study, we present a better polynomial time algorithm to solve the
problem by utilizing a technique of priority queue computation and by
constructing related lattices from algebraically dependent polynomials.
Let n be the number of known integers, our algorithm assumes to know

about
(

1
2
+ 1

(n+1)!

)
of the bits of the modular inverses, which means

about 2
3
of bits are required to be known in our algorithm when n = 2,

while in the case that only 2
3
of bits of the modular inverses are required

to be known, the result of Boneh et al. and the latest algorithm of Ling et
al. in Journal of Symbolic Computation need more samples (i.e., known
integers and the corresponding partial bits). Our algorithm is also better
for other n.

Keywords: Hidden number problem, modular inversion hidden number
problem, lattice, LLL algorithm, Coppersmith’s algorithm.

1 Introduction

The hidden number problem (HNP) was introduced by Boneh and Venkatesan
[3, 4] as an object with wide applications in cryptography. The modular inver-
sion hidden number problem (ModInv-HNP) is a class of HNP, which, roughly
speaking, is a problem of finding a hidden number α ∈ Zp, given a prime number
p, several, say n, independent and uniformly distributed elements ti ∈ Zp \{−α}
and the l most significant bits of the corresponding integers (α+ ti)

−1 (mod p),
where an element of Zp is regarded as an integer from {0, 1, . . . , p − 1}. The
elements ti and the partial bits are called the samples. The modular inversion
hidden number problem was proposed by Boneh et al. in 2001 [2] and has been
used for constructing cryptography algorithms such as pseudorandom number
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generator and message authentication code. More results and applications on
HNP are presented in the survey [18].

The ways of finding small roots to modular univariate polynomial equations
and bivariate integer polynomial equations were first proposed by Coppersmith
in 1996 and 1997 [6–8], and a heuristic strategy for the multivariate polynomial
equation case was presented by May et al. in 2006 [13]. Variants of these methods
have been widely used in the field of cryptanalysis such as attacking the RSA
variants [17] and pseudorandom number generators [11].

Boneh et al. first analyzed ModInv-HNP [2] and described two heuristic al-
gorithms for this problem respectively for the two cases that the number l of
known partial bits satisfies l ≈ 2

3 log2 p and l ≈ 1
3 log2 p in an asymptotic sense

that n is sufficiently large, however these two algorithms need many samples or
a large n and they did not give an estimate on how large concretely the n should
be. Moreover, for their second algorithm that requires about 1

3 log2 p bits to be
known, they did not explicitly give a concrete construction of the corresponding
lattice and the algorithm needs to assume a very large number of samples.

Recently, to consider more precisely the ModInv-HNP problem for concrete
number of samples n and achieve an explicit relation between n and the number
of partial bits l, Ling et al. presented an algorithm for ModInv-HNP, which
requires l is at least (23 + ε) of the bit-length of p, where ε is a small number
depending on n and satisfies n = ! 2

9ε"+ 1, and they analysed the probability of
success for their algorithm [16]. For small numbers of samples, and the number
of presumptively known partial bits in Ling et al.’s algorithm is l > 8

9 log2 p
when n = 2 and l > 7

9 log2 p when n = 3, and hence, this algorithm is not ideal
in terms of the number of partial bits when n is a small integer. If n is very
large, the ratio l/ log2 p tends to 2/3, which goes to a similar result on the ratio
l/ log2 p in the first algorithm of Boneh et al.

In this paper, to obtain a better ratio l/ log2 p for small n, we propose an
algorithm which requires l is about (12 + 1

(n+1)! ) log2 p. Such an l is l ≈ 2
3 log2 p

if n = 2 and l ≈ 13
24 log2 p if n = 3. We first give an algorithm by a technique of

priority queue to construct some polynomials, and then construct a lattice us-
ing these polynomials. Although these polynomials are algebraically dependent,
they are useful for decreasing the bound on l/ log2 p. To the best of our knowl-
edge, it is the first time that algebraically dependent polynomials are used in
the construction of lattices. Finally, we get small roots of modular multivariate
polynomials by the Coppersmith method and recover the hidden number α.

The rest of this paper is organized as follows. In Section 2, we recall some
terminology and preliminary knowledge. In Section 3, we present our algorithm
for solving ModInv-HNP, and give a proof of the algorithm in Section 4. In
Section 5, we list our experimental results to confirm the correctness of our
algorithm. Section 6 is the conclusion.
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2 Preliminaries

2.1 Lattice

A lattice L is a set of all integer linear combination of {b1, . . . , bm}, where
{b1, . . . , bm} are linearly independent row vectors in Rn and m ≤ n. The vector
set {b1, . . . , bm} is known as a basis of the lattice, and the determinant of L
is det(L) =

√
det(BBT ), where B = [bT

1 , . . . , b
T
m]T is the matrix represented

by this basis. The dimension of L is dim(L) = m. Finding the shortest vector
is a very hard problem in the lattice with a large dimension [1], however, by
applying the LLL basis reduction algorithm, we can obtain an approximately
shortest vector in polynomial time.

Lemma 1 (LLL, [15]). Let L be a lattice. In polynomial time, the LLL algo-
rithm outputs reduced basis vectors v1, . . . ,vm that satisfy

‖v1‖ ≤ ‖v2‖ ≤ · · · ≤ ‖vi‖ ≤ 2
m(m−1)

4(m+1−i) det(L)
1

m+1−i , 1 ≤ i ≤ m.

In order to find small integer roots of a modular equation, we need to com-
bine the following lemma due to Howgrave-Graham with the LLL reduction. In
Lemma 2, the norm of a polynomial f(x1, . . . , xn) =

∑
ai1,...,inx

i1
1 . . . xin

n is the

Euclidean norm of its coefficient vector, i.e., ‖f(x1, . . . , xn)‖ =
√∑

|ai1,...,in |
2
.

Lemma 2 (Howgrave-Graham, [12]). Let g(x1, . . . , xn) ∈ Z[x1, . . . , xn] be
an integer polynomial that consists of at most ω monomials. Suppose that

1. g(x
(0)
1 , . . . , x

(0)
n ) = 0 (mod N) for |x(0)1 | ≤ X1, . . . , |x(0)n | ≤ Xn; and

2. ‖g(X1x1, . . . , Xnxn)‖ < N√
ω
,

then g(x
(0)
1 , . . . , x

(0)
n ) = 0 holds over integers.

To apply Lemma 1 and Lemma 2 to find n polynomials gi(x1, . . . , xn) with

gi(x
(0)
1 , . . . , x

(0)
n ) = 0 for 1 ≤ i ≤ n, we need

2
m(m−1)

4(m+1−n) det(L)
1

m+1−n <
N√
m
. (1)

We expect that these polynomials are algebraically independent, then we can
compute their common roots using the resultant [10] or Gröbner basis [9] meth-
ods. In theory, these polynomials corresponding to the lattice vectors are linearly
independent. In practice, we find that they are also algebraically independent in
most cases. Hence we give the following heuristic assumption.

Assumption 1. The polynomials corresponding to the first n LLL-reduced vec-
tors are algebraically independent.

By neglecting the terms that do not depend on N in (1) and letting them
contribute to an error term ε, we simply use the condition

det(L) < Nm. (2)
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2.2 Priority Queue

A priority queue is a data structure for maintaining a set of elements, each
with an associated priority. A priority queue supports at least the following two
operations:

1. EXTRACT-MAX: extracts the highest priority element, i.e., removes and
returns the element with the highest priority.

2. INSERT: inserts with priority, i.e., adds an element to the queue with an
associated priority.

For more details on priority queue, please refer to the book [14].

3 ModInv-HNP and Main Result

In this section, we give a description about modular inverse hidden number
problem (ModInv-HNP), and then present our main result.

3.1 ModInv-HNP

Problem. Let p be a k-bit prime and α be a random element of Zp. Given n
independent and uniformly distributed elements ti in Zp \ {−α} and integers ui

such that
|(α+ ti)

−1 mod p− ui| ≤ p/2l, 1 ≤ i ≤ n,

where the ui are denoted by MSBl,p((α+ti)
−1 mod p) in general, n is the number

of samples and l is the number of known bits of the modular inverses, our goal
is to recover this hidden element α.

Let x̃i = (α+ ti)
−1 mod p− ui with |x̃i| ≤ p/2l. Clearly,

(ui + x̃i)(α+ ti) = 1 (mod p), 1 ≤ i ≤ n. (3)

For any two equations in (3), we eliminate α and get

1

ui + x̃i
− ti =

1

uj + x̃j
− tj (mod p), (4)

where i < j. Rearranging (4), we have

x̃ix̃j + ai,j x̃i + bi,j x̃j + ci,j = 0 (mod p),

where
ai,j = uj + (ti − tj)

−1 mod p,

bi,j = ui − (ti − tj)
−1 mod p,

ci,j = uiuj + (ui − uj)(ti − tj)
−1 mod p.

Then (x̃i, x̃j) is a root of fi,j(xi, xj) = 0 mod p, where fi,j(xi, xj) = xixj +
ai,jxi + bi,jxj + ci,j . For convenience, we let fj,i = fi,j for 1 ≤ i < j ≤ n.
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Remark 1. For any 1 ≤ i < j < k ≤ n, fi,j , fi,k, fj,k are algebraically dependent,
i.e., we can derive any one of them from the remaining two polynomials.

Clearly, recovering the hidden number α is equivalent to finding a root (x̃i, x̃j)
of the bivariate modular polynomial equation fi,j = 0 mod p. When n=2, the
root (x̃i, x̃j) is heuristic solved if l > 2

3k by using a variant of Coppersmith’s
algorithm [13]. This bound on l is the same as our bound when n = 2. In this
paper, for n ≥ 3, we use algebraically dependent polynomials fi,j for the first
time to construct lattices, and get a better bound when n ≥ 3 in the following
Theorem 1.

3.2 Main Result

Theorem 1. Assume the k-bit prime number p is public, given n samples(
ti,MSBl,p

(
(α+ ti)

−1 mod p
))
, 1 ≤ i ≤ n,

with ti ∈ Zp \ {−α} chosen randomly and uniformly. Then, under Assumption
1, we can recover α in polynomial time when

l ≥
(
1

2
+

1

(n+ 1)!
+ ε

)
k,

where ε is a small number depending on n which can be arbitrarily small theo-
retically.

Remark 2. For example, when n = 2, the hidden number α is recovered if l ≥
(23 + ε)k using our heuristic algorithm. However, the deterministic algorithm in
[16] needs that l ≥ 8

9k. And when n = 3, we can recover α when l ≥ (1324 + ε)k,
but they need l ≥ 7

9k in [16].

4 The Strategy and Proof of Main Result

In this section we give a strategy to find the roots x̃1, x̃2, . . . , x̃n of polynomials
fi,j , 1 ≤ i < j ≤ n. Then we prove our main result.

4.1 The Strategy

Step 1. Fix a positive integer d, for any integers ij satisfying 0 ≤ ij ≤ d,
1 ≤ j ≤ n, construct a polynomial

ri1,i2,...,in =
(∏

k

xtk
k

)
·
(∏

i,j

f
ti,j
i,j

)
,

where tj , ti,j ∈ N, such that the leading monomial in ri1,i2,...,in is xi1
1 x

i2
2 . . . xin

n

according to the graded lexicographic order on n-variable monomials. Denote
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by R(i1, i2, . . . , in) the total sum of the multiplicities of fi,j appearing in the
expression of ri1,i2,...,in , i.e., R(i1, i2, . . . , in) =

∑
i,j ti,j . We have

ri1,i2,...,in(x̃1, x̃2, . . . , x̃n) = 0 (mod pR(i1,i2,...,in)).

We take a positive integer W = max
0≤i1,i2,...,in≤d

R(i1, i2, . . . , in). Then

pW−R(i1,i2,...,in)ri1,i2,...,in(x̃1, x̃2, . . . , x̃n) = 0 (mod pW ).

Step 2. Let |x̃i| < Xi, 1 ≤ i ≤ n, construct a lattice L generated by the
coefficient vectors of polynomials in{

pW−R(i1,i2,...,in)ri1,i2,...,in(X1x1, X2x2, . . . , Xnxn)
}
,

where (i1, i2, . . . , in) is ordered by the graded lexicographic order. The matrix of
the coefficient vectors is lower triangular and its diagonal elements are

pW−R(i1,i2,...,in)X i1
1 X

i2
2 . . . X in

n .

Step 3. Apply the LLL algorithm to the lattice L and obtain n polynomials
ri(x1, x2, . . . , xn) satisfying Lemma 2.
Step 4. Under Assumption 1, we obtain a univariate polynomial r(xi) by using
the resultant or Gröbner basis method for ri(x1, x2, . . . , xn). Finally, we solve
the equation r(xi) = 0 over integers to find the xi.

4.2 Proof of Main Result

We know that the dimension of the lattice L is equal to the number of polyno-
mials ri1,i2,...,in , where 0 ≤ i1, i2, . . . , in ≤ d, thus,

dim(L) = (d+ 1)n.

Note that the basis matrix of L is lower triangular and its diagonal entries are
pW−R(i1,i2,...,in)X i1

1 X
i2
2 . . . X in

n , then the determinant of the lattice L is given by

det(L) = X
nd(d+1)n

2 · p(d+1)nW−
∑

0≤i1,i2,...,in≤d R(i1,i2,...,in),

where Xi = p/2l =: X . Substituting the expressions of det(L) and dim(L) into
(2), we have

X
nd(d+1)n

2 · p(d+1)nW−
∑

0≤i1,i2,...,in≤d R(i1,i2,...,in) < p(d+1)nW .

Rearranging the above relation, we get

X
nd(d+1)n

2 < p
∑

0≤i1,i2,...,in≤d R(i1,i2,...,in). (5)
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Algorithm 1. Construct polynomial gi1,i2,...,in(x1, x2, . . . , xn)

Input: Monomial xi1
1 xi2

2 . . . xin
n

Output: A polynomial gi1,i2,...,in(x1, x2, . . . , xn) ∈ Z[x1, x2, . . . , xn] corresponding to
monomial xi1

1 xi2
2 . . . xin

n in constructing the lattice
1: Make a list of tuples in form 〈ik, xk〉 from monomial xi1

1 xi2
2 . . . xin

n , where xk is a
variable appears in xi1

1 xi2
2 . . . xin

n and ik its degree
2: Maintenance a priority queue Q whose elements are tuples 〈ik, xk〉 and associate

each queue element with priority defined as: an element is with higher priority if
and only if its first component is larger

3: gi1,i2,...,in(x1, x2, . . . , xn) ← 1
4: while length(Q) ≥ 2 do
5: 〈ij1 , xj1〉 ← EXTRACT-MAX(Q)
6: 〈ij2 , xj2〉 ← EXTRACT-MAX(Q)
7: gi1,i2,...,in(x1, x2, . . . , xn) ← gi1,i2,...,in(x1, x2, . . . , xn) · fj1,j2
8: INSERT(Q, 〈ij1 − 1, xj1〉) if ij1 − 1 > 0
9: INSERT(Q, 〈ij2 − 1, xj2〉) if ij2 − 1 > 0
10: end while
11: if length(Q) = 1 then
12: 〈ij3 , xj3〉 ← EXTRACT-MAX(Q)

13: gi1,i2,...,in(x1, x2, . . . , xn) ← gi1,i2,...,in(x1, x2, . . . , xn) · x
ij3
j3

14: end if
15: return gi1,i2,...,in(x1, x2, . . . , xn)

Denote

Pi1,i2,...,in =

⎧⎨⎩(∏
k

xtk
k

)
·
(∏

i,j

f
ti,j
i,j

) ∣∣∣∣ tk +
∑
j =k

tk,j = ik, 1 ≤ k ≤ n

⎫⎬⎭ ,

then ri1,i2,...,in ∈ Pi1,i2,...,in . Clearly, any polynomial in the set Pi1,i2,...,in can
be chosen as ri1,i2,...,in in Step 1. Our aim is to make the bound X as large as
possible, according to (5), for any tuple (i1, i2, . . . , in), we expect to use those
polynomials ri1,i2,...,in that maximizes R(i1, i2, . . . , in).

Our approach is for any tuple (i1, i2, . . . , in), to use the priority queue
technique in Section 2.2 to generate a polynomial ri1,i2,...,in which we de-
note as gi1,i2,...,in(x1, x2, . . . , xn), see Algorithm 1. Let G(i1, i2, . . . , in) de-
note the sum of multiplicities of the fi,j which appear in the expression
of gi1,i2,...,in(x1, x2, . . . , xn). The following Lemma 3 computes the value of
G(i1, i2, . . . , in), then in Theorem 2 we will prove that Algorithm 1 indeed out-
puts a polynomial ri1,i2,...,in which maximizes R(i1, i2, . . . , in), namely,

G(i1, i2, . . . , in) = max {R(i1, i2, . . . , in) : ri1,i2,...,in ∈ Pi1,i2,...,in} .
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Lemma 3. Denote M = max{i1, i2, . . . , in}. Then

G(i1, i2, . . . , in) =

⎧⎪⎪⎨⎪⎪⎩
n∑

k=1

ik −M, if M > (
∑n

k=1 ik)/2,⌊( n∑
k=1

ik

)/
2

⌋
, otherwise.

Proof. For the case of M > (
∑n

k=1 ik)/2, i.e., M >
∑n

k=1 ik −M , according to
Algorithm 1 we have

G(i1, i2, . . . , in) =
n∑

k=1

ik −M.

Otherwise, M ≤ (
∑n

k=1 ik)/2. Suppose there exist m elements which are equal
to M , without loss of generality, let i1 = · · · = im = M , where 1 ≤ m ≤ n.
If M = 0, then gi1,i2,...,in = 1, and G(i1, i2, . . . , in) = 0. If M = 1, we have
G(i1, i2, . . . , in) = �m/2� = �(

∑n
k=1 ik)/2�. If M ≥ 2, when m is even, we know

G(i1, . . . , im, im+1, . . . , in) = G(i1 − 1, . . . , im − 1, im+1, . . . , in) +
m

2
.

We now consider the maximum of {i1−1, . . . , im−1, im+1, . . . , in}. Obviously,

i1 − 1 = max{i1 − 1, . . . , im − 1, im+1, . . . , in}.

Note that i1 − 1 = · · · = im − 1, we have

i1 − 1 ≤ (i1 − 1) + · · ·+ (im − 1) + im+1 + · · ·+ in
2

,

According to the mathematical induction, we know

G(i1 − 1, . . . , im − 1, im+1, . . . , in) =

⌊
(i1 − 1) + · · ·+ (im − 1) + im+1 + · · ·+ in

2

⌋
,

thus,

G(i1, . . . , in) =

⌊
i1 + · · ·+ in

2

⌋
.

Similarly, G(i1, . . . , in) can be computed as
⌊
i1+···+in

2

⌋
when m is odd.

Remark 3. For any integer ij satisfying 0 ≤ ij ≤ d, 1 ≤ j ≤ n, we have
G(i1, . . . , in) ≤

⌊
nd
2

⌋
, and G(d, . . . , d) =

⌊
nd
2

⌋
.

Now we show that the polynomial gi1,i2,...,in output from Algorithm 1 is optimal in
the sense that the corresponding G(i1, i2, . . . , in) maximizes R(i1, i2, . . . , in) for a fixed
tuple (i1, i2, . . . , in).

Theorem 2. Let the set Pi1,i2,...,in be defined as above, then the polynomial
gi1,i2,...,in Algorithm 1 outputs satisfies

G(i1, i2, . . . , in) = max {R(i1, i2, . . . , in) : ri1,i2,...,in ∈ Pi1,i2,...,in} .
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Proof. There exists some variable xk such that the polynomial

gi1,i2,...,in = xtk
k

∏
1≤i<j≤n

f
ti,j
i,j ,

where tk is a non-negative integer, and its leading monomial under the graded
lexicographic order is xi1

1 x
i2
2 . . . xin

n , hence, gi1,i2,...,in ∈ Pi1,i2,...,in . Note that the
leading monomial of any polynomial ri1,i2,...,in ∈ Pi1,i2,...,in is always
xi1
1 x

i2
2 . . . xin

n , therefore the total sum of the multiplicities of fi,j appearing in
the expression of ri1,i2,...,in is no more than

⌊
i1+···+in

2

⌋
since fi,j is quadratic.

However, from Lemma 3, we know when M ≤ (
∑n

k=1 ik)/2,

G(i1, i2, . . . , in) =

⌊
i1 + · · ·+ in

2

⌋
,

which means that gi1,i2,...,in is optimal.
For the case of M > (

∑n
k=1 ik)/2, without loss of generality, assume M =

i1 > i2 + · · ·+ in. Then i1 > 0 and any polynomial ri1,i2,...,in in Pi1,i2,...,in must
be of the form (∏

k

xtk
k

)( ∏
1≤i<j≤n

f
ti,j
i,j

)
, tk, ti,j ∈ N,

where t1 > 0. Otherwise, if t1 = 0, note that t1 +
n∑

j=2

t1,j = i1, it leads to

i1 =
n∑

j=2

t1,j . This is contradictory with that i1 >
n∑

j=2

ij ≥
n∑

j=2

t1,j .

Furthermore, we expect that R(i1, i2, . . . , in) is as large as possible, therefore,
the corresponding polynomial ri1,i2,...,in in Pi1,i2,...,in must be of the form

xt1
1

∏
1≤i<j≤n

f
ti,j
i,j , ti,j ∈ N, t1 > 0. (6)

Otherwise, there exists positive integers l > · · · > k ≥ 2 with positive tl, . . . , tk,
such that

ri1,i2,...,in =
(
xt1
1 x

tk
k . . . xtl

l

)( ∏
1≤i<j≤n

f
ti,j
i,j

)
, ti,j ∈ N, t1 > 0.

We can construct another polynomial

r̃i1,i2,...,in =
(
f1,kx

t1−1
1 xtk−1

k . . . xtl
l

)( ∏
1≤i<j≤n

f
ti,j
i,j

)
, ti,j ∈ N, t1 > 0,

and obviously, r̃i1,i2,...,in ∈ Pi1,i2,...,in , and the total sum of the multiplicities of
fi,j appearing in the expression of r̃i1,i2,...,in is more than ri1,i2,...,in .

Finally, due to (6) and the fi,j are quadratic, we have the following relations⎧⎪⎪⎨⎪⎪⎩
R(i1, i2, . . . , in) =

n∑
j=2

t1,j +
∑

2≤i<j≤n

tij ,

n∑
j=2

ij =
n∑

j=2

t1,j + 2
∑

2≤i<j≤n

tij ,
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and then,

R(i1, i2, . . . , in) =

n∑
j=2

ij −
∑

2≤i<j≤n

tij .

For fixed integers i1, i2, . . . , in, we know that

R(i1, i2, . . . , in) =

n∑
j=2

ij

is maximal when ti,j = 0 for 2 ≤ i < j ≤ n. Clearly, this corresponding polyno-
mial is

xt1
1

∏
1<j≤n

f
t1,j
1,j , t1,j ∈ N, t1 > 0. (7)

In fact, this polynomial is exactly the polynomial gi1,i2,...,in that Algorithm 1
outputs.

To obtain the largest upper bound X , according to Theorem 2, we use the
polynomials gi1,i2,...,in instead of the polynomials ri1,i2,...,in in the lattice L and
take W = �nd

2 � in Step 1 of the strategy.
From (5), we have

X < p
2F (n,d)

nd(d+1)n .

where
F (n, d) =

∑
0≤i1,i2,...,in≤d

G(i1, i2, . . . , in).

We give an explicit formula for F (n, d) in the following lemma and leave its
proof in Appendix A.

Lemma 4. Given positive integers n and d, we have

F (n, d)

=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
4

(
(d+ 1)n(nd− 1)− d(d+1)(n+2d−1)

n2−1

(
n+d−1
n−2

)
+ n

(d−1)/2∑
i=0

(
n+2i−2

n−2

))
, if d is odd,

1
4

(
(d+ 1)n(nd− 1) + 1− d(d+1)(n+2d−1)

n2−1

(
n+d−1
n−2

)
+ n

d/2∑
i=1

(
n+2i−3
n−2

))
, if d is even.

Note that X = p/2l, we have

l >

(
1− 2F (n, d)

nd(d+ 1)n

)
k.

For fixed n, we know that

lim
d→∞

((
n+ d− 1

n− 2

)/
dn−2

(n− 2)!

)
= 1,
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and when d→∞,

d/2∑
i=1

(
n+ 2i− 3

n− 2

)
= o

((
n+ d− 1

n− 2

))
,

(d−1)/2∑
i=1

(
n+ 2i− 2

n− 2

)
= o

((
n+ d− 1

n− 2

))
.

Then when d→∞,

F (n, d) ≈ 1

4

(
ndn+1 − 2d3

n2 − 1

dn−2

(n− 2)!

)
=

1

4

(
1− 2

(n+ 1)!

)
ndn+1.

Furthermore,

lim
d→∞

2F (n, d)

nd(d+ 1)n
=

1

2
− 1

(n+ 1)!
.

Thus,

l >

(
1

2
+

1

(n+ 1)!
+ ε

)
k,

where ε is a real number with very small absolute value depending on n and d.

5 Experiment Results

We implemented our algorithm on a desktop with a 2.83GHz quad-core Intel
Core2 CPU and 4GB RAM. We show a selection of our experimental results for
various parameter settings in Table 1. In order to find the roots from the system
of equations corresponding to the first n LLL-reduced basis vectors, we can use
the resultant or Gröbner basis technique. In our experiments, we found that for
n ≤ 3, both methods worked well. But for n ≥ 4, the first n equations will
vanish to 0 after resultants computation. We also found that the LLL algorithm
outputs more than n integer equations by choosing proper parameters namely
when larger p or smaller l is needed. Actually, all vectors in the LLL-reduced
basis correspond to an integer equation except the last vector in our experiments.
This can benefit us in computing Gröbner basis.

Instead of using (1) to estimate the appropriate bounds for l in our experi-
ments, we used (2) to calculate the theoretical values of l for specifically chosen
n and d. In our experiments, we found that the length of the n-th vector in the
LLL-reduced basis was approximately

‖vn‖ ≈ 1.02dim(L)(det(L))1/ dim(L),

when n was not too large. As in [5] we used 1.02 as the value for the so-called
“LLL factor”. The justification of the factor was confirmed by a number of
experiments in our implementation. In our experiments, the factor never exceed
1.02. As we can see in Table 1, the fifth column (experimental results) and
the sixth column (theoretical bounds) are perfectly matched, which means that
we can solve ModInv-HNP with about half of the most significant bits of the
inversions modulo p.
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Table 1. Experimental results with different parameter settings. For comparison we
include the parameter settings which cannot be checked by experiments due to much
more computation or out of memory.

k n d dim(L) l/k l/k LLL Gröbner
(log2 p) (experiment) (theory) (seconds) (seconds)

1000 2 2 9 0.723 0.722 0.203 0.296
1000 2 3 16 0.709 0.708 1.217 0.172
1000 2 4 25 0.701 0.700 9.516 1.248
1000 2 8 81 0.686 0.685 5272.974 428.925
1000 2 10 121 0.683 0.682 47043.443 3912.723

1000 3 1 8 0.668 0.667 0.031 0.000
1000 3 2 27 0.618 0.617 9.688 0.624
1000 3 3 64 0.598 0.597 859.378 33.150
1000 3 4 125 0.586 0.585 27049.622 1214.936

1000 4 1 16 0.626 0.625 0.359 0.031
1000 4 2 81 0.575 0.574 1301.532 55.677
- 4 4 625 - 0.544 - -
- 4 8 6561 - 0.527 - -

1000 5 1 32 0.601 0.600 6.131 2.246
- 5 2 243 - 0.554 - -
- 5 3 1024 - 0.537 - -
- 5 5 7776 - 0.529 - -

1000 6 1 64 0.584 0.583 191.491 2.262
- 6 2 729 - 0.543 - -
- 6 3 4096 - 0.529 - -

1000 7 1 128 0.573 0.571 3536.917 24.414
- 7 2 2187 - 0.536 - -

6 Conclusion

The modular inversion hidden number problem is revisited and a new polynomial
time algorithm for solving the problem is presented. In our algorithm, to recover
the hidden number when n samples are given, we need to know about (12+

1
(n+1)!)

of the bits of the inversions modulo p. Compared with previous algorithms,
assume the same number of partial bits of the modular inversions are known,
our algorithm requires fewer samples.
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A Proof of Lemma 4

Before computing F (n, d), we define S0(n, d) and S1(n, d):

S0(n, d) =
∑

0≤i1,i2,...,in≤d

⌊
i1 + i2 + · · ·+ in

2

⌋
,

S1(n, d) =
∑

0≤i1,i2,...,in≤d

⌊
1 + i1 + i2 + · · ·+ in

2

⌋
,

for positive integers n and d. We have the following lemma:

Lemma 5. Given the above definition of S0(n, d) and S1(n, d), we have

S0(n, d) =

⎧⎨⎩1
4 (nd− 1)(d+ 1)n, if d is odd,

1
4 (nd− 1)(d+ 1)n + 1

4 , if d is even.

S1(n, d) =

⎧⎨⎩1
4 (nd+ 1)(d+ 1)n, if d is odd,

1
4 (nd+ 1)(d+ 1)n − 1

4 , if d is even.

Proof. We first consider the case when d is even. In this case, we rewrite S0(n, d)
as

S0(n, d) =
∑

0≤i1≤d

∑
0≤i2,...,in≤d

⌊
i1 + i2 + · · ·+ in

2

⌋

= S0(n− 1, d)

(
d

2
+ 1

)
+ S1(n− 1, d)

d

2
+

1

4
d2(d+ 1)n−1.

(8)

Analogously, we rewrite S1(n, d) as

S1(n, d) = S0(n− 1, d)
d

2
+ S1(n− 1, d)

(
d

2
+ 1

)
+

1

4
d(d+ 2)(d+ 1)n−1. (9)

It is easy to know that when n = 1, S0(1, d) = d2/4 and S1(1, d) = d(d +
2)/4. Solve the recurrence equations (8) and (9) with initial values S0(1, d) and
S1(1, d), we get

S0(n, d) =
1

4
(nd− 1)(d+ 1)n +

1

4
,

S1(n, d) =
1

4
(nd+ 1)(d+ 1)n − 1

4
.

The proof to the case of d being odd is similar, we omit the details here.

Proof of Lemma 4.
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1. When d is even, we have

S0(n, d)

=F (n, d) +
∑

M>(i1+i2+···+in)/2

(⌊
i1 + i2 + · · ·+ in

2

⌋
− (i1 + i2 + · · ·+ in −M)

)

=F (n, d) + n
d∑

i1=1

∑
i2+···+in<i1

(⌊
i1 + i2 + · · ·+ in

2

⌋
− (i2 + · · ·+ in)

)

=F (n, d) + n
d∑

i1=1

i1−1∑
j=0

(⌊
i1 + j

2

⌋
− j

)(
n+ j − 2

n− 2

)

=F (n, d) + n
d∑

i1=1

i1−1∑
j=0

(
2i1 − 2j − 1

4

)(
n+ j − 2

n− 2

)
− n

4

d/2∑
i=1

(
n+ 2i− 3

n− 2

)

=F (n, d) +
1

4

d(d+ 1)(n+ 2d− 1)

n2 − 1

(
n+ d− 1

n− 2

)
− n

4

d/2∑
i=1

(
n+ 2i− 3

n− 2

)
.

Thus,

F (n, d)

=
1

4

⎛⎝(d+ 1)n(nd− 1) + 1− d(d+ 1)(n+ 2d− 1)

n2 − 1

(
n+ d− 1

n− 2

)
+ n

d/2∑
i=1

(
n+ 2i− 3

n− 2

)⎞⎠ .

2. When d is odd, we have

S0(n, d)

=F (n, d) + n

d∑
i1=1

i1−1∑
j=0

(
2s1 + 2j − 1

4

)(
n+ j − 2

n− 2

)
− n

4

(d−1)/2∑
i=0

(
n+ 2i− 2

n− 2

)
,

then,

F (n, d)

=
1

4

⎛⎝(d+ 1)n(nd− 1)− d(d+ 1)(n+ 2d− 1)

n2 − 1

(
n+ d− 1

n− 2

)
+ n

(d−1)/2∑
i=0

(
n+ 2i− 2

n− 2

)⎞⎠ .
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Abstract. Maximum distance separable (MDS) matrices are widely
used in the diffusion layers of block ciphers and hash functions. Recently,
Guo, Sajadieh and Wu et al. proposed to use recursive methods to con-
struct MDS matrices from linear feedback shift registers, and Wu et al.
presented some very compact MDS matrices constructed from cascade
of several linear feedback shift registers. However, some of the MDS ma-
trices constructed by them do not have simple inverses. In this paper, we
further present some compact MDS matrices which have simple inverses.
The cost is almost the same as Wu et al.’s, and the inverses are also MDS
matrices and can be efficiently implemented as themselves.

Keywords: Diffusion Layers, Branch number, MDS matrices, Linear
Feedback Shift Register (LFSR).

1 Introduction

Confusion and diffusion are two important standards considered in the design
of block ciphers and hash functions [1]. Modern block ciphers and hash func-
tions are usually cascades of several rounds and each round consists of confusion
and diffusion layers [2]. The confusion component is usually a non-linear sub-
stitution boxes (S-boxes) on a small subblock and the diffusion component is a
linear mixing of the subblocks in order to diffuse the statistics of the system.
The diffusion layer plays an important role in providing resistance against the
most well-known attacks such as differential cryptanalysis (DC) [3] and linear
cryptanalysis (LC) [4].

In 1994, Vaudenay [5] [6] suggested using MDS matrices in cryptographic
primitives to achieve perfect diffusion (multipermutations). He showed how to
exploit imperfect diffusion to cryptanalyze functions that are not multipermuta-
tions. This notion was later used by Daemen [7] named as the branch number,
and the most attractive diffusion layers are those with maximum branch num-
bers, which are also called perfect or MDS diffusion layers. Many block ciphers
such as AES [8], use MDS matrices in the diffusion layers. How to construct
MDS matrices efficiently is still a challenge for the designers.
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In the design of lightweight algorithms PHOTON [9] and LED [10], to further
improve the efficiency, Guo et al. presented a strategy to construct s × s MDS
matrices from an s-stage linear feedback shift register (LFSR) over F2n (See
Figure 1). Later, Sajadieh et al. [2] and Wu et al. [11] further generalized their
construction by replacing the finite field multiplication operations presented in
PHOTON with simpler F2-linear operations, and provided some perfect MDS
matrices for 2 ≤ s ≤ 8. In their constructions, Sajadieh et al. focused on con-
structing MDS matrices with fewer basic linear functions, whereas Wu et al.
focused on constructing MDS matrices with fewer XOR operations. To further
reduce the hardware costs, Wuet al. also considered to construct MDS matrices
from cascade of several LFSRs and provided some examples for s = 4, 6, 8. The
MDS matrices constructed by Sajadieh et al. have simple inverses. However,
some of the 4 × 4 and 6 × 6 MDS matrices proposed by Wu et al. do not have
simple inverses.

As is known, Feistel and SPN (substitution permutation network) structures
are two fundamental structures of block ciphers. The Feistel structure possesses
similarity of encryption and decryption, whereas the decryption process of SPN
structures need to use inverse transformations. If the inverse transformations
are not perfect, then the security of the decryption algorithm may be lower
than that of the encryption algorithm. Thus in the design of diffusion layers,
MDS matrices with simple inverses whose inverses are also MDS are preferred
to ensure the security and efficiency of the algorithm.

In this paper, inspired by Wu et al.’s construction, we further present some
examples of MDS matrices with simple inverses, and the inverses are also MDS
matrices. Such MDS matrices can provide much flexibility in the design of perfect
diffusion layers. The hardware cost of the MDS matrices constructed by us is
almost the same as that of Wu et al.’s.

The rest of this paper is organized as follows. First, some definitions, prop-
erties and known results on the recursive constructions of MDS matrices are
reviewed in Section 2. Then a systematic analysis on 4×4 and 6×6 MDS matri-
ces constructed from cascade of several LFSRs are presented in Sections 3. All
the MDS matrices constructed by us have simple inverses, and their inverses are
usually also MDS matrices and can be efficiently implemented with the same
computational complexity. Finally, a short conclusion is given in Section 4.

2 Preliminaries

In this section, we will review some basic definitions and properties of MDS
matrices, and provide some known results on the recursive constructions of MDS
matrices from LFSRs.

Definition 1. [12] [13] Let F be a finite field, and p and q be two integers.
Let x → M × x be a mapping from F p to F q defined by the q × p matrix M .
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We say that it is an MDS matrix if the set of all pairs (x,M × x) is an MDS
code, i.e. a linear code of dimension p, length p+ q and minimal distance q+1.

In coding theory, MDS codes are usually constructed from RS codes [12],
Cauchy matrices [14] and Vandermonde matrices [15]. The diffusion layer con-
structed by MDS matrices can reach maximal linear and differential branch
number. The most widely used property for constructing MDS matrices is

Proposition 1. [12] An [m, s, d] code C with generator matrix G = [I|A], where
A is an s×(m−s) matrix, is MDS if and only if every square submatrix (formed
from any i rows and any i columns, for any i = 1, 2, ...,min{s,m − s}) of A is
nonsingular.

When considering a linear diffusion layer, A is always a square matrix, that
is, m = 2s. A square matrix A over a field is nonsingular if and only if its de-
terminant is nonzero. Since the entries of A−1 contains determinants of all the
(s−1)×(s−1) submatrices of A, then from Proposition 1 we know that if A is an
s× s MDS matrix over F2n , then all entries of A and A−1 are nonzero. Further-
more, Gupta et al. also presented the following useful result for the judgement
of 4× 4 MDS matrices.

Proposition 2. [16] Any 4× 4 matrix over F2n with all entries non zero is an
MDS matrix if and only if it is a full rank matrix with the inverse matrix having
all entries non zero and all of its 2× 2 submatrices are full rank.

MDS matrices are widely used in the diffusion layers of block ciphers and hash
functions. In the design of lightweight primitives PHOTON [9] and LED [10], to
further improve the efficiency and provide more compact serial implementation
in lightweight cryptographic primitives, Guo et al. presented a strategy to con-
struct s× s MDS matrices from an s-stage linear feedback shift register (LFSR)
over F2n (See Figure 1). In each step, only the last register is updated by a linear

x1 x2 x3 … xs

c1 c2 c3 cs
…

Fig. 1. An s-stage linear feedback shift register over F2n
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combination of all of the registers while other registers are obtained by shifting
the state vector by one position to the left. That is, the state transition matrix
of the LFSR can be given as

A =

⎛⎜⎜⎜⎜⎜⎝
0 1 0 · · · 0
0 0 1 · · · 0
...

...
...
. . .

...
0 0 0 · · · 1
c1 c2 c3 · · · cs

⎞⎟⎟⎟⎟⎟⎠ ,

where ci ∈ F2n . For simplicity, we only extract the final row of A, that is,
A = [c1, c2, ..., cs]lfsr. Guo et al. tested all the possible values c1, c2, ..., cs ∈ F2n ,
and picked the most compact candidate such that As is an MDS matrix. One

example of the 4×4 MDS matrix presented by Guo et al. was
(
[1, α, 1, α2]lfsr

)4
,

which can be implemented by iterating the LFSR four times. Here α is the root
of the defining polynomial of F2n .

Since the mapping x→ ci · x can also be seen as a linear transformation over
F2n (or Fn

2 equivalently), Sajadieh et al. [2] and Wu et al.[11] further generalized
Guo et al.’s construction by replacing the finite field multiplication operations
with simpler F2-linear operations L over Fn

2 , and provided some perfect MDS
matrices for 2 ≤ s ≤ 8. In their constructions, Sajadieh et al. focused on con-
structing MDS matrices with fewer basic linear functions, whereas Wu et al.
focused on constructing MDS matrices with fewer XOR operations.

…

…

x1 x2

c1

c2

x3 x4

c3

c4

xs 1 xs

c
s 1

cs

x1 x2

c1 c2

…

…

x3 x4

c3 c4

x s 1 xs

cs 1 cs

Fig. 2. Cascade of several 2-stage LFSRs
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To further reduce the hardware costs, Wu et al. also considered to construct
MDS matrices from cascade of several 2-stage LFSRs (see Figure 2), which can
also be seen as a Generalized Feistel Structure in block ciphers. The correspond-
ing state transition matrix can be given as

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 0 · · · 0 0 0 0
0 0 c3 c4 · · · 0 0 0 0
0 0 0 1 · · · 0 0 0 0
0 0 0 0 · · · 0 0 0 0
...

...
...

...
. . .

...
...

...
...

0 0 0 0 · · · 0 1 0 0
0 0 0 0 · · · 0 0 cs−1 cs
0 0 0 0 · · · 0 0 0 1
c1 c2 0 0 · · · 0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

For simplicity, we denote by A = [c1, c2, ..., cs]gfs. It is clear that if c2i−1 = 1 for
all 1 ≤ i ≤ s/2, then

A−1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

c2 0 0 0 · · · 0 1
1 0 0 0 · · · 0 0
0 1 c4 0 · · · 0 0
0 0 1 0 · · · 0 0
...
...
...
...
. . .

...
...

0 0 0 0 · · · cs 0
0 0 0 0 · · · 1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

which can be easily implemented with the same computational complexity as
A. The best 4 × 4, 6 × 6 and 8 × 8 MDS matrices presented by Wu et al. were

([L, 1, 1, L]gfs)
4
,
(
[L, 1, 1, L2, L, L2]gfs

)6
, and

(
[1, L4, 1, L−1, 1, L, 1, L2]gfs

)8
, re-

spectively, where L is a linear operation over Fn
2 with only one or two XOR

gates.
From above we can see that some 4× 4 and 6× 6 MDS matrices constructed

by Wu et al. do not have simple inverses, which limits their applications in SPN
networks. In this paper, we will make a systematic analysis on the MDS matrices
constructed by LFSRs and present some examples of 4×4 and 6×6 MDS matrices
with simple inverses. Moreover, the inverses are usually also MDS matrices and
can be efficiently implemented with the same computational complexity.

3 Construction of MDS Matrices from LFSRs

Let A = [c1, c2, ..., cs]gfs be the state transformation matrix of cascades of s
2

2-stage LFSRs as shown in Figure 2. We want to determine the parameters
ci’s such that As is an MDS matrix over F2n . To ensure the MDS matrices
constructed have simple inverses, we always set c2i−1 = 1 for all 1 ≤ i ≤ s

2 .
For any s × s square matrix M , denote by Mi,j the entry appearing in the

i-th row and j-th column of M , where 1 ≤ i, j ≤ s.
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From propositions 1 and 2 we know that if As is MDS over F2n , then all entries
of As and A−s are nonzero. Thus we can first obtain the following necessary
conditions respect to ci’s.

Proposition 3. Let A = [1, c2, 1, c4]gfs be the state transformation matrix of
cascades of two 2-stage LFSRs. If A4 is an MDS matrix over F2n , then c2 �= c4,
c2 �= 1 and c4 �= 1.

Proof. The result follows from (A4)1,2 = c2 + c4 �= 0, (A−4)1,1 = 1+ c42 �= 0, and
(A−4)3,4 = 1 + c44 �= 0.

Proposition 4. Let A = [1, c2, 1, c4, 1, c6]gfs be the state transformation matrix
of cascades of three 2-stage LFSRs. If A6 is an MDS matrix over F2n , then
c2 �= 1, c4 �= 1, c6 �= 1, c2 �= c4, c2 �= c6, c4 �= c6 and c2 + c4 + c6 �= 0.

Proof. The result follows from (A−6)1,1 = 1 + c62 �= 0, (A−6)3,6 = 1 + c64 �= 0,
(A−6)5,6 = 1 + c66 �= 0, (A−6)3,4 = (c2 + c4)

3 �= 0, (A−6)1,4 = (c2 + c6)
3 �= 0,

(A−6)6,3 = (c4 + c6)
3 �= 0, and (A6)1,2 = c2 + c4 + c6 �= 0.

3.1 Construction of 4 × 4 MDS Matrices

Let A = [1, c2, 1, c4]gfs be the state transformation matrix of cascades of two 2-
stage LFSRs as shown in Figure 2. We need to determine the parameters c2’s and
c4’s, such that A4 is an MDS matrix over F2n . From Proposition 3 we know that
if A4 is an MDS matrix, then c2 �= c4, c2 �= 1 and c4 �= 1. To ensure efficiency,
we restrict the values of c2 and c4 in the set {α, α2, α + 1}, where α is a root
of the defining polynomial f(x) of F2n . Thus the only candidates remained for
(c2, c4) are belonging to the set {(α, α2), (α2, α), (α, α + 1), (α+ 1, α)}.

For the above two cases we can show the following two results hold.

Theorem 1. Let A = [1, c2, 1, c4]gfs with (c2, c4) ∈ {(α, α2), (α2, α)}. Then A4

is an MDS matrix over F2n if and only if deg f(x) ≥ 4 and f(x) �= x4 + x3 + 1,
x4 + x3 + x2 + x+ 1, x5 + x4 + x2 + x+ 1, x6 + x+ 1, x6 + x3 + 1, x7 + x+ 1.
Moreover, if such conditions are satisfied, then A4 and A−4 will be MDS matrices
simultaneously.

Proof. We first show the result holds for A = [1, α, 1, α2]gfs. From Proposition
2 we know that A4 is an MDS matrix if and only if all entries of A4, A−4, and
all the determinants of 2 × 2 submatrices of A4 are nonzero. We can calculate
such values and obtain the corresponding canonical factorization of them over
F2 as follows:

A4 =

⎛⎜⎜⎝
1 α(α + 1) α3 α5

α5 (α+ 1)2(α2 + α+ 1)2 α(α + 1) α4

α3 α4 1 α(α+ 1)
α(α+ 1) α2 α4 (α+ 1)2(α2 + α+ 1)2

⎞⎟⎟⎠ ,
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A−4 =

⎛⎜⎜⎝
(α+ 1)4 α(α + 1) α2(α2 + α+ 1) α3

α3 1 α(α+ 1) α2

α2(α2 + α+ 1) α6 (α+ 1)8 α(α + 1)
α(α + 1) α4 α6 1

⎞⎟⎟⎠ ,

and all the 36 determinants of 2×2 submatrices of A4 are (α+1)(α3+α+1)(α3+
α2+1), α(α7 +α+1) , α4(α+1)2(α2+α+1)2, α2(α+1)3(α4+α3+1), α6(α+
1)(α4+α3+α2+α+1), α6, α5, (α+1)2(α2+α+1)2, α(α7+α+1), α(α6+α+1),
α2(α2+α+1)(α5+α4+α2+α+1), α4, α4, α5, (α+1)(α3+α+1)(α3+α2+1),
α6, α(α7+α+1), α3, α3, α4, α6, (α+1)(α4+α3+α2+α+1), α(α6+α+1), α2,
α(α7+α+1), α2(α2+α+1)(α5+α4+α2+α+1), α6(α+1)(α4+α3+α2+α+1),
α3(α+1)(α3+α+1)(α3+α2+1), (α6+α3+1)2, α(α6+α+1), α6, α(α6+α+1),
α2(α+1)3(α4+α3+1), α2(α+1)(α2+α+1)2, α3(α+1)(α3+α+1)(α3+α2+1),
(α+ 1)(α4 + α3 + α2 + α+ 1), respectively.

From above we can see that exactly all irreducible polynomials of degree less
than 3 appear in some entries of A4 and A−4, and the following eight new
irreducible polynomials α3+α+1, α3+α2+1, α4+α3+1, α4+α3+α2+α+1,
α5+α4+α2+α+1, α6+α+1, α6+α3+1, α7+α+1 appear in the determinants
of 2 × 2 submatrices of A4. Thus A4 is an MDS matrix if and only if all these
irreducible polynomials respect to α are nonzero, that is,

α �= 0,

α+ 1 �= 0,

α2 + α+ 1 �= 0,

α3 + α+ 1 �= 0,

α3 + α2 + 1 �= 0,

α4 + α3 + 1 �= 0, (1)

α4 + α3 + α2 + α+ 1 �= 0,

α5 + α4 + α2 + α+ 1 �= 0,

α6 + α+ 1 �= 0,

α6 + α3 + 1 �= 0,

α7 + α+ 1 �= 0.

Therefore α can not be the root of any irreducible polynomials of degree less
than 4, and α can not be the root of the following six irreducible polynomials
x4+x3+1, x4+x3+x2+x+1, x5+x4+x2+x+1, x6+x+1, x6+x3+1, x7+x+1.
Hence we can deduce that A4 is an MDS matrix if and only if deg f(x) ≥ 4 and
f(x) �= x4 + x3 + 1, x4 + x3 + x2 + x+ 1, x5 + x4 + x2 + x+ 1, x6 + x+ 1, x6 +
x3 + 1, x7 + x+ 1.

To judge whether A−4 is an MDS matrix, we need to further calculate all
the determinants of 2 × 2 submatrices of A−4. By careful calculation, we find
that the same eight new irreducible polynomials also appear in the determinants
of 2 × 2 submatrices of A−4. Thus from Proposition 2 we can deduce that A4

and A−4 will be MDS matrices or non MDS matrices simultaneously, and they
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will be MDS matrices if and only if deg f(x) ≥ 4 and f(x) �= x4 + x3 + 1,
x4 + x3 + x2 + x+ 1, x5 + x4 + x2 + x+ 1, x6 + x+ 1, x6 + x3 + 1, x7 + x+ 1.
So the result holds for A = [1, α, 1, α2]gfs.

Similarly we can show the result also holds for A = [1, α2, 1, α]gfs.

Similar as above, we can also show the following result holds. The proof is
given in appendix for completeness.

Theorem 2. Let A = [1, c2, 1, c4]gfs with (c2, c4) ∈ {(α, α+1), (α+1, α)}. Then
A4 is an MDS matrix over F2n if and only if deg f(x) ≥ 5 and f(x) �= x5+x3+1,
x5 + x4 + x3 + x2 + 1. Moreover, if such conditions are satisfied, then A4 and
A−4 will be MDS matrices simultaneously.

Remark 1. The parameter α in Theorem 1 and Theorem 2 can also be replaced
by any other linear transformation L over F2n (or Fn

2 equivalently). The matrix
A4 will be an MDS matrix if and only if the linear transformation L satisfies
similar nonzero conditions as (1) and (2) given on α in the proofs of the theorems.
In fact, there exist many linear transformations L with only one or two XOR
gates that satisfy the conditions. Some of them are listed in the following table.

Table 1. Lightweight linear transformation L for A = [1, c2, 1, c4]gfs

Length of the input Example of L

n = 5 [[2, 4], 3, 4, 5, 1]

n = 6 [[1, 2], 3, 4, 5, 6, 1]

n = 7 [[2, 5], 3, 4, 5, 6, 7, 1]

n = 8 [[2, 3], 3, [4, 7], 5, 6, 7, 8, 1]

n = 12 [[2, 5], 3, 4, ..., 12, 1]]

n = 16 [[2, 3], 3, 4, ..., 16, 1]]

n = 32 [[2, 4], 3, 4, ..., 32, 1]]

n = 64 [[2, 6], 3, 4, ..., 64, 1]]

Here only the nonzero positions in each row of the matrix L is listed for
simplicity, that is, [[2, 4], 3, 4, 5, 1] is the representation of the matrix⎛⎜⎜⎜⎜⎝

0 1 0 1 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0

⎞⎟⎟⎟⎟⎠.

The matrices L in Table 1 are selected such that their minimal polynomials do
not contain the irreducible factors listed in conditions (1) and (2).

Note that the last two rows of the table is the same as Table 1 of [11]. Par-
ticularly if A = [1, L, 1, L2]gfs, or [1, L

2, 1, L]gfs as shown in Theorem 1, then L
can be chosen as any linear transformation listed in Table 1 of [11]. For example,
L can also be chosen as [[2, 3], 3, 4, 1] for n = 4, and [[5, 6], 7, 5, 8, 4, 3, 1, 2] for
n = 8, which costs only one XOR gate as presented in [11].
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On the other hand, if the defining polynomial of the finite field F2n is a
trinomial, then the linear transformation x→ α·x over F2n also contains only one
XOR gate. For example, the matrices A4 with A = [1, α, 1, α2]gfs, [1, α

2, 1, α]gfs,
[1, α, 1, α+1]gfs, and [1, α+1, 1, α]gfs are all MDS matrices over F25 with defining
polynomial f(x) = x5+x3+1. Simultaneously, A−4 is also an MDS matrix over
F25 with defining polynomial f(x) = x5 + x3 + 1. Except for the case when 8|n,
there exists many such trinomials.

3.2 Construction of 6 × 6 MDS Matrices

Let A = [1, c2, 1, c4, 1, c6]gfs be the state transformation matrix of cascades of
three 2-stage LFSRs as shown in Figure 2. From Proposition 4 we know that if A6

is an MDS matrix over F2n , then c2 �= 1, c4 �= 1, c6 �= 1, c2 �= c4, c2 �= c6, c4 �= c6
and c2 + c4 + c6 �= 0. Since c2, c4 and c6 are pairwise distinct, by searching the
parameters ci’s over the set {1, α, α2, α3, α−1, α+1, α2 +1, α−1 +1, α3 +1}, we
also find some 6× 6 MDS matrices over F2n(n ≥ 8) which have simple inverses.

By Proposition 1, to judge whether A6 is an MDS matrix we should calculate
the canonical factorization of all the entries of A6, A−6, and determinants of all
the 850 submatrices of A6. Since there are so many irreducible factors, we only
list some examples of the defining polynomial f(x) of F2n such that A6 is an
MDS matrix. We have verified that A−6 is also an MDS matrix in these cases.

Table 2. Example of defining polynomials for A = [1, c2, 1, c4, 1, c6]gfs

Agfs n = 8 8 < n < 16 n = 16 n > 16

[1, α, 1, α2, 1, α−1] 84310 12, 5, 0 16,5,3,2,0 all

[1, α, 1, α2, 1, α2 + 1] 84310 12, 5, 0 16,5,3,2,0 all

[1, α, 1, α+ 1, 1, α3] 86540 12, 5, 0 16,5,3,2,0 all for n > 28

Here ”84310” refers to the polynomial x8 + x4 + x3 + x + 1 over F2. For the
first two cases, any irreducible polynomials with degree n > 16 can be chosen
as the defining polynomial, and for the third case, any irreducible polynomials
with degree n > 28 can be chosen as the defining polynomial. When 8 < n < 16,
there exist lots of irreducible trinomials f(x) such that A6 and A−6 are MDS
matrices.

Remark 2. The parameter α in Table 2 can also be replaced by some lin-
ear transformations L over F2n (or Fn

2 equivalently). For example, when

Table 3. Lightweight linear transformation L for A = [1, L, 1, L2, 1, L−1]gfs

Length of the input Example of L

n = 8 [[2, 3], 3, [4, 7], 5, 6, 7, 8, 1]

n = 16 [[2, 4], 3, 4, [5, 11], 6, ..., 16, 1]]

n = 32 [[2, 3], 3, [1, 4], 5, ..., 32, 1]]

n = 64 [[2, 8], 3, 4, 5, 6, 7, [6, 8], 9, ..., 64, 1]]
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A = [1, L, 1, L2, 1, L−1]gfs and n = 8, 16, 32, 64, there exists many lightweight
linear transformations L with only two XOR gates such that A6 and A−6 are
MDS matrices. Some of them are listed in the following table.

3.3 Comparison with Known Results

The following table presents a comparison of MDS matrices As
gfs constructed

from LFSRs by us and Wu et al. The hardware cost to implement one iteration
of LFSRs (Agfs) is listed in the third column. The parameter L refer to the
linear transformation x→ α · x or other kind of linear transformations as listed
in Table 1 and Table 3. All the MDS matrices constructed by us have simple
inverses, and the inverses are usually also MDS matrices, whereas the MDS
matrices constructed by Wu et al. do not have simple inverses.

Table 4. Comparison of MDS matrices constructed from LFSRs

s Agfs Cost (XOR gates) with simple inverse Note

[L, 1, 1, L] 2n+ 2#L N [11]
4 [1, L, 1, L2] 2n+#L+#L2 Y Ours

[1, L, 1, L+ 1] 3n+ 2#L Y Ours

[L, 1, 1, L2, L, L2] 3n+ 2#L+ 2#L2 N [11]
6 [1, L, 1, L2, 1, L−1] 3n+#L+#L−1 +#L2 Y Ours
[1, L, 1, L2, 1, L2 + 1] 4n+#L+ 2#L2 Y Ours
[1, L, 1, L+ 1, 1, L3] 4n+ 2#L+#L3 Y Ours

From the table we can see that if a linear transformation L with only one
XOR gate was used, then the matrix [1, L, 1, L2]gfs constructed by us would
cost only one XOR gate more than that of Wu et al.’s, whereas the matrix
[1, L, 1, L2, 1, L−1]gfs constructed by us would cost two XOR gates less than
that of Wu et al.’s. For example, when n is not a multiple of 8, there exists lots
of irreducible trinomials of degree n. If the defining polynomial f(x) was chosen
as a trinomial satisfying the conditions of Theorem 1, Theorem 2 and Table 2,
then the linear transformation L : x→ α · x would cost only one XOR gate. On
the other hand, when n = 8, 16, 32, 64, there does not exist irreducible trinomials
of degree n, the linear transformation L : x → α · x would cost at least three
XOR gates. However, in this case, we can find some linear transformations L with
only two gates as shown in Table 1 and Table 3. Then the matrix [1, L, 1, L2]gfs

constructed by us would cost only two XOR gates more than that of Wu et al.’s,
whereas the matrix [1, L, 1, L2, 1, L−1]gfs constructed by us would cost four XOR
gates less than that of Wu et al.’s.

4 Conclusions

Maximum distance separable (MDS) matrices are widely used in the diffusion
layers of block ciphers and hash functions. Inspired by Wu et al.’s recursive con-
struction of MDS matrices from LFSRs, we further present some compact MDS
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matrices which have simple inverses. Compared with known constructions, the
MDS matrices constructed by us have simple inverses which can be implemented
with the same computational complexity, and the inverses are usually also MDS
matrices. This property can provide much flexibility in the design of perfect
diffusion layers.
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Appendix

Proof (Proof of Theorem 2). We first show the result holds for A = [1, α, 1, α+
1]gfs. In this case, we have

A4 =

⎛⎜⎜⎝
1 1 α(α+ 1) α(α + 1)2

α(α+ 1)2 (α2 + α+ 1)2 1 (α+ 1)2

α(α + 1) α2(α+ 1) 1 1
1 α2 α2(α+ 1) (α2 + α+ 1)2

⎞⎟⎟⎠ ,

and

A−4 =

⎛⎜⎜⎝
(α+ 1)4 1 α2 + α+ 1 α3

α3 1 1 α2

α2 + α+ 1 (α+ 1)3 α4 1
1 (α+ 1)2 (α+ 1)3 1

⎞⎟⎟⎠ ,

where exactly all irreducible polynomials of degree less than 3 appear in entries
of A4 and A−4. On the other hand, by calculation we find that exactly the
following seven new irreducible polynomials α3 +α+1, α3 +α2 +1, α4 +α+1,
α4 + α3 + 1, α4 + α3 + α2 + α+ 1, α5 + α3 + 1, α5 + α4 + α3 + α2 + 1 appear
in the determinants of 2 × 2 submatrices of A4 and A−4 simultaneously. Thus
from Proposition 2 we can deduce that A4 and A−4 will be MDS matrices or
non MDS matrices simultaneously, and they will be MDS matrices if and only
if all the following ten irreducible polynomials respect to α are nonzero, that is,

α �= 0,

α+ 1 �= 0,

α2 + α+ 1 �= 0,

α3 + α+ 1 �= 0,

α3 + α2 + 1 �= 0, (2)

α4 + α+ 1 �= 0,

α4 + α3 + 1 �= 0,

α4 + α3 + α2 + α+ 1 �= 0,

α5 + α3 + 1 �= 0.

α5 + α4 + α3 + α2 + 1 �= 0,

Hence we can deduce that A4 and A−4 will be MDS matrices if and only if
deg f(x) ≥ 5 and f(x) �= x5 + x3 + 1, x5 + x4 + x3 + x2 + 1. So the result holds
for A = [1, α, 1, α+ 1]gfs.

Similarly we can show the result also holds for A = [1, α+ 1, 1, α]gfs.
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Abstract. Maximum distance separable (MDS) matrices have applica-
tions not only in coding theory but are also of great importance in the
design of block ciphers and hash functions. It is highly nontrivial to find
MDS matrices which could be used in lightweight cryptography. In this
paper we study and construct efficient d×d circulant MDS matrices for d
up to 8 and consider their inverses, which are essential for SPN networks.
We explore some interesting and useful properties of circulant matrices
which are prevalent in many parts of mathematics and computer sci-
ence. We prove that circulant MDS matrix can not be involutory. We
also prove that 2d × 2d circulant matrix can not be both orthogonal and
MDS.

Keywords: Diffusion, InvMixColumn operation, Involutory matrix,
MDS matrix, MixColumn operation, Orthogonal matrix.

1 Introduction

Claude Shannon, in his paper “Communication Theory of Secrecy Systems” [27],
defined confusion and diffusion as two properties, required in the design of block
ciphers. Nearly all the ciphers [1, 6, 7, 13, 21, 24, 25, 29, 31] use predefined MDS
matrices for incorporating the diffusion property. Hash functions like Maelstrom
[8], Grφstl [9] and PHOTON family of light weight hash functions [10] use MDS
matrices as main part of their diffusion layers. In this context we would like
to mention that in papers [10–12,14, 17, 22, 23, 32, 34], different constructions of
MDS matrices are provided. In Whirlpool hash function [3], the diffusion layer
of underlying block cipher uses 8× 8 circulant matrix.

In [33], authors proposed a special class of substitution permutation networks
(SPNs) that uses same network for both the encryption and decryption opera-
tions. The idea was to use involutory MDS matrix for incorporating diffusion. It
may be noted that for ciphers like FOX [15] and WIDEA-n [16] that follow the
Lai-Massey scheme, there is no need of involutory matrices. In SPN networks,
two modules are used for encryption and decryption. In SAC 2004 [14] paper,
authors constructed efficient MDS matrices for encryption but the inverse of
such matrices were not guaranteed to be efficient, which they left for the future
work.
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Our Contribution: In the AES MixColumn operation, the MDS matrix is a
circulant matrix having elements of low hamming weights, but no general con-
struction and study of d×d circulant MDS matrices for arbitrary d is available in
the literature. We prove that circulant MDS matrices can not be involutory. We
also prove that 2d × 2d circulant MDS matrices are not orthogonal. We study
some interesting properties of circulant matrices which are useful for efficient
implementations of their inverses whenever the dimension is even. We also con-
struct efficient d × d circulant MDS matrices over F2n for d up to 8 which are
suitable for SPN networks and hash functions.

In Section 2 we provide definitions and preliminaries. In Section 3, we study
some interesting and relevant properties of circulant matrices. In Section 4 we
propose new efficient d× d circulant MDS matrices for d = 3, 4, 5, 6, 7 and 8.

2 Definition and Preliminaries

Let F2 = {0, 1} be the finite field of two elements and F2n be the finite field of 2n

elements. Elements of F2n can be represented as polynomials of degree less than
n over F2. For example, let β ∈ F2n , then β can be represented as

∑n−1
i=0 biα

i,
where bi ∈ F2 and α is the root of generating polynomial of F2n . Another compact
representation uses hexadecimal digits. Here the hexadecimal digits are used to
express the coefficients of corresponding polynomial representation. For example
α7+α4+α2+1 = 1.α7+0.α6+0.α5+1.α4+0.α3+1.α2+0.α+1 = (10010101)2 =
95x ∈ F28 .

An MDS matrix provides diffusion properties that have useful applications in
cryptography. The idea comes from coding theory, in particular from maximum
distance separable code (MDS). In this context we state one important theorem
from coding theory.

Theorem 1. [19, page 33] If C is an [n, k, d] code, then n− k ≥ d− 1.

Codes with n− k = d− 1 are called maximum distance separable code, or MDS
code for short.

The following fact is another way to characterize an MDS matrix.

Fact 1. A square matrix A is an MDS matrix if and only if every square sub-
matrices of A are nonsingular.

Fact 2. If A is an MDS matrix over F2n, then A′, obtained by multiplying a
row (or column) of A by any c ∈ F∗

2n or by permutations of rows (or columns) is
MDS. Also if A is MDS, so is AT . Also if A is an MDS matrix over F2n , then
c.A is MDS for any c ∈ F

∗
2n.

Recall that many modern block ciphers use MDS matrices as a vital con-
stituent to incorporate diffusion property. In general two different modules are
needed for encryption and decryption operations. In [33], authors proposed a
special class of SPNs that uses same network for both the encryption and de-
cryption operation. The idea was to use involutory MDS matrices for incorpo-
rating diffusion. In this paper we will prove that a circulant matrix can not be
both involutory and MDS.
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Definition 1. [20, page 290] The d× d matrix of the form

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0 a1 a2 . . . ad−1
ad−1 a0 a1 . . . ad−2

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.
a1 a2 a3 . . . a0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

is called a circulant matrix and will be denoted by Circ(a0, . . . , ad−1).

Circulant matrix can also be written as a polynomial in some suitable permuta-
tion matrix. So we have the following fact.

Fact 3. [20, page 290] A d × d circulant matrix A = Circ(a0, . . . , ad−1) can
be written in the form A = a0I + a1P + a2P

2 + . . . + ad−1P
d−1, where P =

Circ(0, 1, 0, . . . , 0).

Definition 2. A square matrix A is called involutory matrix if it satisfies the
condition A2 = I, i.e. A = A−1.

For lightweight cryptographic application, it is desirable to have matrices
whose elements are of low hamming weight with as many zeros as possible in the
higher order bits. If such a matrix is orthogonal, then encryption and decryption
can be implemented with almost same circuitry with same computational cost.
We will prove that a 2d × 2d circulant matrix can not be both orthogonal and
MDS.

Definition 3. A square matrix A is called orthogonal matrix if AAT = I.

For efficient implementation of perfect diffusion layer, it is desirable to have
maximum number of 1’s and minimum number of different entries in the MDS
matrix. In [14], authors studied these two properties and proposed some bounds.
Here we restate their definitions and few results, which we will use in our con-
structions.

Definition 4. [14] Let M = ((mi,j)) be a q × p MDS matrix over F2n.

– Let v1(M) denotes the number of (i, j) pairs such that mi,j is equal to one.
We call it the number of occurrences of one. Also let vp,q1 be the maximal
value of v1(M).

– Let c(M) be the cardinality of {mi,j|i = 1, . . . , q; j = 1, . . . , p}. This is called
the number of entries. Also let cp,q be the minimal value of c(M).

– If v1(M) > 0, then c1(M) = c(M) − 1. Otherwise c1(M) = c(M). This is
called the number of nontrivial entries.

Fact 4. [14] v4,41 = 9, v5,51 = 12,v6,61 = 16, v7,71 = 21, v8,81 = 24.

Remark 1. High value of v1 and low value of c and c1 with low hamming weight
elements are desirable for constructing efficient MDS matrices.
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3 Some Useful Results on Circulant Matrices

In this section we study some important properties of circulant matrices. Recall
that to design diffusion layers for lightweight application, efficient involutory
MDS matrices are desirable as the same circuitry can be used for both encryption
and decryption. Efficient orthogonal MDS matrices are also of similar interest
as almost same circuitry can be used for both encryption and decryption. But
we will see in this section that circulant MDS matrices can not be involutory
or orthogonal. Also inverse of an efficient circulant MDS matrix may not be
efficient. In [14], authors designed efficient MDS matrices but the inverse was not
guaranteed to be efficient. In this context we study some interesting properties
of circulant matrices which are useful for efficient implementation of inverse of
efficient circulant MDS matrices.

MDS matrices of dimension 2d×2d are of special cryptographic interest. Note
that in AES [7], a 4 × 4 MDS matrix is used. In MDS-AES [13], the proposed
matrix is of dimension 16 × 16. In Lemma 1 and Corollary 1 we study two
important properties of 2d × 2d circulant matrices and using these results we
show in Lemma 2 that 2d × 2d circulant orthogonal matrices can not be MDS.

Lemma 1. Circ(a0, a1, . . . , a2d−1)
2d = (

∑2d−1
i=0 a2

d

i )I, where
a0, . . . , a2d−1 ∈ F2n .

Proof. From Fact 3, Circ(a0, a1, . . . , a2d−1) = a0I + a1P + . . . + a2d−1P
2d−1,

where 2d × 2d matrix P = Circ(0, 1, 0, . . . , 0). So, Circ(a0, a1, . . . , a2d−1)
2d

= (a0I + a1P + a2P
2 + . . . + a2d−1P

2d−1)2
d

= a2
d

0 I2
d

+ a2
d

1 P 2d + a2
d

2 (P 2d)2 +

. . .+ a2
d

2d−1(P
2d)2

d−1 = (a2
d

0 + a2
d

1 + a2
d

2 + . . .+ a2
d

2d−1)I. �

Remark 2. If
∑2d−1

i=0 ai = 1, then Circ(a0, a1, . . . , a2d−1)
2d = I.

Corollary 1. det(Circ(a0, a1, . . . , a2d−1)) =
∑2d−1

i=0 a2
d

i , where
a0, . . . , a2d−1 ∈ F2n .

Proof. Let A = Circ(a0, . . . , a2d−1) and det(A) =�. So, �2d= (det(A))2
d

= det(A2d). From Lemma 1, A2d = (
∑2d−1

i=0 a2
d

i )I. So, �2d=

det((
∑2d−1

i=0 a2
d

i )I) = (
∑2d−1

i=0 a2
d

i )2
d

. Therefore, �=
∑2d−1

i=0 a2
d

i . �
Lemma 2. Any 2d × 2d circulant orthogonal matrix over F2n is non MDS.

Proof. Let A = Circ(a0, a1, . . . , a2d−1) be an orthogonal matrix, where
a0, . . . , a2d−1 ∈ F2n . Let the row vectors of A are R0, R1, . . . , R2d−1, where
R0 = (a0, a1, . . . , a2d−1) and Ri can be obtained by rotating Ri−1 one element
to the right. Since A is orthogonal, Ri.Rj = 0 whenever i �= j. Let us consider
the cases R0.Rj = 0 for j = {2k + 1 : k = 0, . . . , 2d−2 − 1}, which give following
2d−2 equations:

2d−1∑
i=0

aiai+1 = 0,

2d−1∑
i=0

aiai+3 = 0,

2d−1∑
i=0

aiai+5 = 0, . . . ,

2d−1∑
i=0

aiai+2d−1−1 = 0,
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where suffixes are computed modulo 2d. Adding these equations, we get∑
i,j a2ia2j+1 = (a0 + a2 + a4 + . . .+ a2d−2)(a1 + a3 + a5 + . . .+ a2d−1) = 0.

Note that A has a (2d−1 × 2d−1) submatrix Circ(a0, a2, a4, . . . , a2d−2) which
is formed by 0th, 2nd, 4th, . . . , (2d−2)th rows and 0th, 2nd, 4th, . . . , (2d−2)th
columns. From Corollary 1, det(Circ(a0, a2, a4, . . . , a2d−2))

= a2
d−1

0 + a2
d−1

2 + a2
d−1

4 + . . .+ a2
d−1

2d−2 = (a0 + a2 + a4 + . . .+ a2d−2)
2d−1

.

Similarly it can be observed that A has (2d−1 × 2d−1) submatrix
Circ(a1, a3, a5, . . . , a2d−1) which is formed by 0th, 2nd, 4th, . . . , (2d− 2)th rows
and 1st, 3rd, 5th, . . . , (2d − 1)th columns and det(Circ(a1, a3, a5, . . . ,

a2d−1)) = a2
d−1

1 + a2
d−1

3 + a2
d−1

5 + . . .+ a2
d−1

2d−1 = (a1 + a3 + a5 + . . .+ a2d−1)
2d−1

.
Now,

∑
i,j a2ia2j+1 = (a0+a2+a4+. . .+a2d−2)(a1+a3+a5+. . .+a2d−1) = 0,

which implies that at least one of these submatrices is singular. So A is non
MDS. �

Remark 3. Although 2d × 2d circulant MDS matrices are not orthogonal, but
circulant MDS matrices of other dimensions may be orthogonal. For example, let
the irreducible polynomial x8+x4+x3+x+1 be the constructing polynomial of
F28 , then the 3×3 matrix Circ(α, 1+α2+α3+α4+α6, α+α2+α3+α4+α6) and
the 6×6 matrix Circ(1, 1, α, 1+α2+α3+α5+α6+α7, α+α5, α2+α3+α6+α7)
are orthogonal.

We next examine the possibility of constructing involutory MDS matrix from
circulant matrices. Towards this we show that such involutory circulant matrices
are non MDS in Lemma 5, but before that we study two useful properties in
Lemma 3 and Lemma 4. When diffusion layer in SPN network is implemented
using a 2d × 2d circulant MDS matrix, Lemma 3 may be used for efficient im-
plementation of its inverse (see Remark 4 and Remark 9).

Lemma 3. Let (2d)× (2d) circulant matrix A = Circ(a0, a1, . . . , a2d−1), where
a0, . . . , a2d−1 ∈ F2n. Then A2 = Circ(a20 + a2d, 0, a

2
1 + a2d+1, 0, . . . ,

a2d−1 + a22d−1, 0).

Proof. From Fact 3, A = a0I + a1P + a2P
2 + . . . + a2d−1P

2d−1, where (2d) ×
(2d) matrix P = Circ(0, 1, 0, . . . , 0). So A2 = a20I + a21P

2 + a22P
4 + . . . +

a22d−1P
2(2d−1) = (a20I + a2dP

2d) + (a21P
2 + a2d+1P

2d+2) + . . . + (a2d−1P
2(d−1) +

a22d−1P
2(2d−1)) = (a20 + a2d)I + (a21 + a2d+1)P

2 + . . . + (a2d−1 + a22d−1)P
(2d−2) =

Circ(a20 + a2d, 0, a
2
1 + a2d+1, 0, . . . , a

2
d−1 + a22d−1, 0). �

Remark 4. For any A = Circ(a0, . . . , a2d−1) with
∑2d−1

i=0 ai = 1, from Remark 2,

A2d = I. So A−1 = A2d−1 =
∏d−1

k=0 A
2k . Also note that matrices of the form A2k

for k > 0 are efficient as most of the elements are zero. So the InvMixColumn
operation can be implemented as a simple preprocessing step of multiplication

by A2 × A4 × . . .×A2d−1

followed by the MixColumn step. For example, when
d = 2, A−1 = A×A2.
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Remark 5. In AES [7], the MDS matrix used in MixColumn operation is M =
Circ(α, 1 + α, 1, 1), where α is the root of x8 + x4 + x3 + x + 1. P. Barreto
observed that in the InvMixColumn operation [7] of decryption, instead ofM−1,
M ×M−2 = Circ(α, 1 + α, 1, 1) × Circ(1 + α2, 0, α2, 0) can be used for more
efficient implementation. This is a consequence of Lemma 1, Remark 2 and
Remark 4.

Remark 6. In lightweight applications, major constraints are on processors and
memory. If constraints on processor is more than that on memory, some prepro-
cessing step as mentioned in Remark 4 may not be affordable. For such situations,
at the cost of some additional memory, table lookup may be incorporated. The
total number of operations and temporary variables may be reduced at the cost
of such supplementary multiplication tables. But in a memory constraint system
where scarcity of memory prevails over processor, if a little drop of performance
due to this preprocessing step as mentioned in Remark 4 is acceptable, then no
additional memory for multiplication table will be needed.

Lemma 4. Let (2d+1)×(2d+1) circulant matrix A = Circ(a0, . . . , a2d), where
a0, . . . , a2d ∈ F2n. Then A2 = Circ(a20, a

2
d+1, a

2
1, a

2
d+2, . . . , a

2
d−1, a

2
2d,

a2d).

Proof. From Fact 3, A = a0I+a1P+a2P
2+. . .+a2dP

2d, where (2d+1)×(2d+1)
matrix P = Circ(0, 1, 0, . . . , 0). So A2 = a20I + a21P

2 + a22P
4 + . . .+ a22dP

2(2d) =
a20I + a2d+1P

(2d+1+1) + a21P
2 + a2d+2P

(2d+1+3) + a22P
4 + . . . + a2d−1P

2d−2 +

a22dP
(2d+1+2d−1)+ a2dP

2d = a20I + a2d+1P + a21P
2+ a2d+2P

3+ . . .+ a2d−1P
(2d−2)+

a22dP
(2d−1) + a2dP

2d = Circ(a20, a
2
d+1, a

2
1, a

2
d+2, . . . , a

2
d−1, a

2
2d,

a2d). �

Lemma 5. Circulant involutory matrices are non MDS.

Proof. Let A = Circ(a0, a1, . . . , a2d−1) be a (2d) × (2d) involutory circu-
lant matrix. Then A2 = I. But from Lemma 3, A2 = Circ(a20 + a2d, 0, a

2
1 +

a2d+1, 0, . . . , a
2
d−1+ a22d−1, 0). So clearly a21+ a2d+1 = 0. But A has a 2× 2 subma-

trix Circ(a1, ad+1) which can be obtained from 0th and dth rows and 1st and
(d + 1)th columns of A, and det(Circ(a1, ad+1)) = a21 + a2d+1 = 0. So A is not
MDS.

Again for (2d+ 1)× (2d+ 1) involutory circulant matrix A = Circ(a0,
. . . , a2d), from Lemma 4, A2 = Circ(a20, a

2
d+1, a

2
1, a

2
d+2, . . . , a

2
2d, a

2
d). But since

A is involutory, A2 = I. So clearly ai = 0 for all i ∈ {1, . . . , 2d}. So A is not
MDS. �

4 Efficient Circulant MDS Matrices

In this section we construct efficient circulant MDS matrices over finite field.
By efficient MDS matrix we mean an MDS matrix with maximum number of
1’s and minimum number of distinct elements with low hamming weights (see
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Remark 1). MDS matrices with elements having low hamming weights are desir-
able for efficient implementations. It may be observed that in most of the cases,
the inverse of an efficient circulant MDS matrix is not efficient. For lightweight
application, d× d circulant MDS matrices, for d even, may be designed in such
a way so that the inverse may also be implemented efficiently by using Lemma
3.

4.1 Efficient 4 × 4 Circulant MDS Matrices

In this subsection, we construct efficient 4 × 4 circulant MDS matrices
Circ(a0, a1, a2, a3) where ai ∈ F2n for i = {0, 1, 2, 3}. Our target is to construct
MDS matrices with high v1 and low c1 (see Remark 1). For efficient implemen-
tation, we aim to restrict ai’s to the form
c0 + c1α+ c2α

−1 + c3α
2 + c4α

−2 where ci ∈ {0, 1}.

Proposition 1. A = Circ(α, 1 + α, 1, 1) is MDS matrix for any α ∈ F2n such
that minimal polynomial of α is of degree ≥ 4.

Proof. From Corollary 1, det(A) = α4+(α+1)4+1+1 = 1. It can be checked that
determinants of all 3×3 submatrices are 1+α2+α3, 1+α3, α+α2+α3 and 1+
α+α3. Also determinants of all 2× 2 submatrices are 1, α, 1+α, α2, 1+α2, α+
α2 and 1 + α+ α2. Since the minimal polynomial of α is of degree ≥ 4, none of
these determinants are zero. So A is MDS matrix. �

Remark 7. Note that v1(Circ(α, 1 + α, 1, 1)) = 8 < v4,41 (See Fact 4). It is easy
to check that in a 4 × 4 circulant matrix Circ(a0, a1, a2, a3), if 1 is substituted
in any three positions, then the matrix will be non MDS. So for 4× 4 circulant
MDS matrices, highest value of v1 is 8.

Remark 8. When the underlying field is F28 with generating polynomial x8+x4+
x3 + x+ 1 and α is the root of the generating polynomial, then the Proposition
1 gives the MDS matrix used in AES.

When minimal polynomial of α is the generating polynomial of underlying
field, multiplication by A can be implemented using 15 XORs, 4 xtime (or 4
table lookups) and 3 temporary variables [7]. The multiplication by A−1 can be
done by a small preprocessing followed by the multiplication by A (see Remark
4). If small drop of performance due to this preprocessing step is acceptable then
no additional memory for multiplication table will be needed (see Remark 6).
The preprocessing step can be implemented as follows using 6 XORs, 4 xtimes
(or table lookups) and 2 temporary variables [7].

In Table 1, we provide an exhaustive list of efficient 4 × 4 circulant MDS
matrices of the form Circ(a0, a1, a2, a3) over F28 with generating polynomial
x8 + x4 + x3 + x+1, up to the ordering of the elements of (a0, a1, a2, a3), where
ai’s are restricted in {01x, 02x, . . . , 07x} and a0 + a1 + a2 + a3 = 1 (so that the
inverses can be implemented efficiently, see Remark 4).
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Table 1. 4× 4 circulant MDS matrices over F28 with generating polynomial x8+x4+
x3 + x+ 1 where elements of these matrices are polynomials in α of degree at most 2
and α is the root of the generating polynomial

MDS Matrix Inverse Matrix

A A−1 = A × A2

Circ(02x, 03x, 01x, 01x) Circ(0Ex, 0Bx, 0Dx, 09x) = Circ(02x, 03x, 01x, 01x) × Circ(05x, 00x, 04x, 00x)

Circ(01x, 04x, 02x, 06x) Circ(0Dx, 0Cx, 0Ex, 0Ex) = Circ(01x, 04x, 02x, 06x) × Circ(05x, 00x, 04x, 00x)

Circ(01x, 04x, 03x, 07x) Circ(0Bx, 0Bx, 09x, 08x) = Circ(01x, 04x, 03x, 07x) × Circ(04x, 00x, 05x, 00x)

Circ(01x, 05x, 03x, 06x) Circ(0Bx, 0Ax, 09x, 09x) = Circ(01x, 05x, 03x, 06x) × Circ(04x, 00x, 05x, 00x)

All matrices in Table 1 except Circ(02x, 03x, 01x, 01x) have four 1’s
(i.e v1(A) = 4) which could be maximized to eight (see Remark 7) with the
proper choices of other elements. In Table 2, we provide some 4×4 circulant MDS
matrices A = Circ(a0, a1, a2, a3) with v1(A) = 8 and generating polynomial
x8+x4+x3+x+1 (up to the ordering of the elements (a0, a1, a2, a3)), where a0+
a1 + a2 + a3 = 1. We restrict ai’s to the form c0 + c1α+ c2α

−1 + c3α
2 + c4α

−2

where ci ∈ {0, 1}.

Table 2. 4 × 4 circulant MDS matrices over F28 with generating polyno-
mial x8 + x4 + x3 + x + 1 where elements of these matrices are of the form
c0 + c1α+ c2α

−1 + c3α
2 + c4α

−2, ci ∈ {0, 1}

MDS Matrix Inverse Matrix

A A−1 = A × A2

Circ
(
α + α−1, 1 + α + α−1, 1, 1

) Circ
(
α + α2 + α3 + α5 + α7, α2 + α5 + α6, α + α5,

1 + α3 + α5 + α6 + α7
)

= Circ
(
α + α−1, 1 + α + α−1, 1, 1

)
×Circ

(
1 + α2 + α−2, 0, α2 + α−2, 0

)

Circ
(
1, 1, α2 + α−2, 1 + α2 + α−2

) Circ
(
α3 + α5 + α6, α3 + α4 + α5,

α + α5 + α7, 1 + α + α2 + α4 + α6 + α7
)

= Circ
(
1, 1, α2 + α−2,

1 + α2 + α−2
)

× Circ
(
1 + α4 + α−4, 0, α4 + α−4

)

Circ
(
1, 1, α + α−1 + α2 + α−2,

1 + α + α−1 + α2 + α−2
)

Circ
(
1 + α2, α + α3 + α4 + α5 + α7,

α + α6, α2 + α3 + α4 + α5 + α6 + α7
)

= Circ
(
1, 1, α + α−1 + α2 + α−2, 1 + α + α−1 + α2 + α−2

)
×

Circ
(
1 + α2 + α−2 + α4 + α−4, 0, α2 + α−2 + α4 + α−4, 0

)

4.2 Efficient 8 × 8 Circulant MDS Matrices

Similar to the Subsection 4.1, we propose some efficient 8 × 8 circulant MDS
matrices Circ(a0, a1, a2, a3, a4, a5, a6, a7) where ai = c0 + c1α+ c2α

−1 + c3α
2 +

c4α
−2, ci ∈ {0, 1} and

∑7
i=0 ai = 1. It may be checked that if 1 is substituted in

any of the four places, then Circ (a0, a1, a2, a3, a4, a5, a6, a7) is not MDS. We
record this in the following lemma without proof.

Lemma 6. Circ(a0, a1, a2, a3, a4, a5, a6, a7) is never an MDS matrix
when any four or more elements from the set {a0, a1, a2, a3, a4, a5, a6, a7} are 1.

We next try to construct 8× 8 circulant MDS matrices A = Circ(a0, a1,
a2, a3, a4, a5, a6, a7) where any three elements of {a0, . . . , a7} are 1. For that
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we fix a0 = a1 = a3 = 1 and thus the matrix will be of the form A′ =
Circ(1, 1, a2, 1, a4, a5, a6, a7). So v1(A

′) = 24 = v8,81 . For efficiency, the elements
a2, a4, a5, a6 and a7 are restricted to the form c0 + c1α+ c2α

−1 + c3α
2 + c4α

−2

where ci ∈ {0, 1}. There are 8 × 8 circulant MDS matrices with three ele-
ments as 1 in some other positions, but they will be equivalent to some ma-
trices of the form A′ up to the rotation and reverse ordering of the elements
(1, 1, a2, 1, a4, a5, a6, a7) (see also the second paragraph of Section 4).

Proposition 2. A = Circ(1, 1, α−1, 1, α−2, α−1+α−2, 1+α−1, 1+α−1) is MDS
matrix for any α ∈ F2n such that minimal polynomial of α is x8+x4+x3+x2+1.

Remark 9. The sum of the elements of the matrix A of Proposition 2 is 1 and
A8 = I (see Remark 2), so A−1 = A×A2 ×A4. From Lemma 3, A2 = Circ(1 +
α−4, 0, 1+α−2 +α−4, 0, 1, 0, α−2, 0) and A4 = Circ(α−8, 0, 0, 0, 1+α−8, 0, 0, 0).
So for efficient implementation, the multiplication by A−1 can be replaced by
A×A2 ×A4 (see Remark 4).

Remark 10. Whirlpool [3] is a hash function which is based on an underlying
dedicated block cipher with the block length of 512 bits. The diffusion layer of
this block cipher uses 8×8 circulant matrix C = Circ(1x, 1x, 3x, 1x, 5x, 8x, 9x, 5x)
over F28 with the generating polynomial x8 + x4 + x3 + x2 + 1. In [28] authors
proved that this matrix C is not MDS and proposed a new MDS matrix M =
Circ(1x, 1x, 2x, 1x, 5x, 8x, 9x, 4x) with v1(M) = 24 = v8,81 and c1(M) = 5. Note
that some elements ofM are more expensive compared to the elements of the set
{01x, . . . , 07x}, but elements of matrix A of Proposition 2 are as efficient as the
elements {1x, . . . , 7x} (see the first paragraph of Section 4). Also c1(A) = 4 <
5 = c1(M) which is a better criteria for designing efficient matrix (see Remark
1).

The implementation of multiplication by the matrix A of Proposition 2 over
F28 with generating polynomial x8 + x4 + x3 + x2 + 1 is given in the Ap-
pendix A. This implementation requires 71 XORs, 10 temporary variables and
24 xtime inv operations (or 24 table lookup), which is the multiplication by
α−1. Also the implementation of multiplication by the matrix M of [28] is given
in the Appendix B. This implementation requires 71 XORs, 12 temporary vari-
ables and 48 xtime (or 48 table lookup) operations. Both the implementations
require same number of XORs, but implementation of matrix A needs 24 xtime
operations which is half the number of xtime operations needed for the imple-
mentation of matrix M . Also the matrix A needs lesser number of temporary
variables than M . So the matrix A of Proposition 2, defined over F28 with gen-
erating polynomial x8 + x4 + x3 + x2 + 1, is more efficient compared the matrix
M . Note that unlike our proposed matrix A in Proposition 2, M8 = (1 + α8)I
and thus M−1 can not be implemented in the same way (see Remark 4). Also
note that M−1 = Circ(b5x, 98x, 23x, fax, 23x, a5x, b6x, 30x) where all elements
are of high hamming weights and not efficient, thus multiplication by M−1 is
also costly.
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We search for efficient 8× 8 circulant MDS matrices A = Circ(1, 1, a2,
1, a4, a5, a6, a7) having v1(A) = 24 = v8,81 over F28 with generating polynomial
x8 + x4 + x3 + x2 + 1, up to the ordering of the elements (a0, a1, a2, a3, a4,
a5, a6, a7) with a2 + a4 + a5 + a6 + a7 = 0, so that inverse matrices can also
be implemented efficiently (see Remark 4). Here we restrict ai’s in the set of all
polynomials in α−1 of degree at most 2. We get four such matrices which are
given in Table 3.

Table 3. 8× 8 circulant MDS matrices over F28 with generating polynomial x8+x4+
x3 + x2 +1 where elements of these matrices are polynomials in α−1 of degree at most
2 and α is the root of the generating polynomial

MDS Matrix Inverse Matrix

A A × A2 × A4

Circ
(
1, 1, α−1, 1,

α−2, α−1 + α−2, 1 + α−1, 1 + α−1
) Circ

(
1, 1, α−1, 1, α−2, α−1 + α−2, 1 + α−1, 1 + α−1

)
×Circ

(
1 + α−4, 0, 1 + α−2 + α−4, 0, 1, 0, α−2, 0

)
×Circ

(
α−8, 0, 0, 0, 1 + α−8, 0, 0, 0

)
Circ

(
1, 1, α−1, 1,

1 + α−2, α−1, 1 + α−1, α−1 + α−2
) Circ

(
1, 1, α−1, 1, 1 + α−2, α−1, 1 + α−1, α−1 + α−2

)
×Circ

(
α−4, 0, 1 + α−2, 0, 1, 0, 1 + α−2 + α−4, 0

)
×Circ

(
1 + α−8, 0, 0, 0, α−8, 0, 0, 0

)
Circ

(
1, 1, 1 + α−2, 1,

α−2, 1 + α−1, α−1 + α−2, α−2
) Circ

(
1, 1, 1 + α−2, 1, α−2, 1 + α−1, α−1 + α−2, α−2

)
×Circ

(
1 + α−4, 0, α−2, 0, 1 + α−2, 0, 1 + α−4, 0

)
×Circ

(
α−4 + α−8, 0, 0, 0, 1 + α−4 + α−8, 0, 0, 0

)
Circ

(
1, 1, α−1 + α−2, 1,

1 + α−2, 1 + α−1, α−1 + α−2, α−1 + α−2
) Circ

(
1, 1, α−1 + α−2, 1, 1 + α−2, 1 + α−1, α−1 + α−2,

α−1 + α−2
)

× Circ
(
α−4, 0, α−2, 0, 0, 0,

1 + α−2 + α−4, 0
)

× Circ
(
α−8, 0, 0, 0, 1 + α−8, 0, 0, 0

)

Remark 11. All MDS matrices in Table 3 are efficient and also their inverses can
be implemented efficiently. So these matrices are suitable for SPN networks and
can also be used in hash functions.

4.3 Efficient d × d MDS Matrices for d = 3, 5, 6 and 7

In Table 4 we present some d×d circulant MDS matrices over F28 for d = 3, 5, 6
and 7 with generating polynomial x8 + x4 + x3 + x2 + 1 where elements are
restricted in {01x, 02x, . . . , 07x}. From Fact 4, v5,51 = 12. In case of 5×5 circulant
MDS matrices, out of five positions, 1 can be substituted in maximum two
positions, so highest value of v1 in this case is 10. Similarly, v6,61 = 16 but
maximum value of v1 for 6 × 6 circulant MDS matrices is 12. In case of 7 × 7
circulant MDS matrices, v1 can attain the highest value v7,71 i.e 21. In Table 4,
the 5 × 5, 6 × 6 and 7 × 7 circulant MDS matrices are having highest value of
their respective v1’s.

Table 4. d×d circulant MDS matrices over F28 with generating polynomial x8+x4+
x3 + x2 + 1 for d = 3, 5, 6 and 7

Dimension MDS Matrix
d A

3 Circ(02x, 01x, 01x)

5 Circ(01x, 01x, 02x, 03x, 02x)

5 Circ(01x, 01x, 02x, 03x, 05x)

6 Circ(01x, 01x, 02x, 03x, 05x, 07x)

6 Circ(01x, 01x, 02x, 03x, 07x, 03x)

7 Circ(01x, 01x, 02x, 01x, 05x, 04x, 06x)

7 Circ(01x, 01x, 02x, 01x, 06x, 07x, 04x)



574 K. Chand Gupta and I. Ghosh Ray

5 Conclusion

In this paper we studied the properties and constructions of d×d circulant MDS
matrices for d up to 8, which are suitable for lightweight applications. We proved
that circulant MDS matrices can not be involutory. We also proved that 2d× 2d

circulant MDS matrices are not orthogonal. We constructed efficient circulant
MDS matrices with maximum number of 1’s for which the inverse matrices can
also be implemented efficiently.

Acknowledgements. We are thankful to the anonymous reviewers for their
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Appendix A

The matrix A = Circ(1, 1, α−1, 1, α−2, α−1+α−2, 1+α−1, 1+α−1) of Proposition
2 over F28 with generating polynomial x8+x4+x3+x2+1 can be implemented
in the following way.
t = a[0]⊕a[1]⊕a[2]⊕a[3]⊕a[4]⊕a[5]⊕a[6]⊕a[7]; u0 = a[0];u1 = a[1]; u2 = a[2]; u3 =

a[3]; u4 = a[4]; u5 = a[5]; /* a is the input vector */z = a[4] ⊕ a[5]; v = a[2] ⊕ z;w =

a[2]⊕a[5]⊕a[6]⊕a[7]; w = xtime inv[w]; z = xtime inv[xtime inv[[z]]; a[0] = v⊕w⊕
z ⊕ t; z = a[5] ⊕ a[6]; v = a[3] ⊕ z;w = a[3] ⊕ a[6] ⊕ a[7] ⊕ u0;w = xtime inv[w]; z =

xtime inv[xtime inv[[z]]; a[1] = v ⊕ w ⊕ z ⊕ t; z = a[6] ⊕ a[7]; v = a[4] ⊕ z;w =

a[4] ⊕ a[7] ⊕ u0 ⊕ u1;w = xtime inv[w]; z = xtime inv[xtime inv[[z]]; a[2] = v ⊕ w ⊕
z ⊕ t; z = a[7] ⊕ u0; v = a[5] ⊕ z;w = a[5] ⊕ u0 ⊕ u1 ⊕ u2;w = xtime inv[w]; z =

xtime inv[xtime inv[[z]]; a[3] = v⊕w⊕ z⊕ t; z = u0⊕u1; v = a[6]⊕ z;w = a[6]⊕u1⊕
u2⊕u3;w = xtime inv[w]; z = xtime inv[xtime inv[[z]]; a[4] = v⊕w⊕ z⊕ t; z = u1⊕
u2; v = a[7]⊕z;w = a[7]⊕u2⊕u3⊕u4;w = xtime inv[w]; z = xtime inv[xtime inv[[z]];

a[5] = v ⊕ w ⊕ z ⊕ t; z = u2 ⊕ u3; v = u0 ⊕ z;w = u0 ⊕ u3 ⊕ u4 ⊕ u5;w =

xtime inv[w]; z = xtime inv[xtime inv[[z]]; a[6] = v ⊕ w ⊕ z ⊕ t; z = u3 ⊕ u4; v =

u1⊕ z;w = u1⊕ u4⊕ u5⊕ u6;w = xtime inv[w]; z = xtime inv[xtime inv[[z]];

a[7] = v ⊕ w ⊕ z ⊕ t;

Appendix B

The matrix M = Circ(1x, 1x, 2x, 1x, 5x, 8x, 9x, 4x) proposed in [28] can be im-
plemented in the following way.
t = a[0] ⊕ a[1] ⊕ a[2] ⊕ a[3] ⊕ a[4] ⊕ a[5] ⊕ a[6] ⊕ a[7]; u0 = a[0]; u1 = a[1]; u2 =

a[2]; u3 = a[3]; u4 = a[4]; u5 = a[5];u6 = a[6]; /* a is the input vector */v = a[4] ⊕
a[7];w = a[5] ⊕ a[6]; y = xtime[a[2]]; z = a[2] ⊕ a[5] ⊕ a[7]; v = xtime[xtime[v]];w =

xtime[xtime[xtime[z]]];a[0] = t ⊕ v ⊕ w ⊕ y ⊕ z; v = a[5] ⊕ u0;w = a[6] ⊕ a[7]; y =

xtime[a[3]]; z = a[3]⊕a[6]⊕u0; v = xtime[xtime[v]];w = xtime[xtime[xtime[z]]];a[1] =

t ⊕ v ⊕ w ⊕ y ⊕ z; v = a[6] ⊕ u1;w = a[7] ⊕ u0; y = xtime[a[4]]; z = a[4] ⊕ a[7] ⊕
u1; v = xtime[xtime[v]];w = xtime[xtime[xtime[z]]];a[2] = t ⊕ v ⊕ w ⊕ y ⊕ z; v =

a[7] ⊕ u2;w = u0 ⊕ u1; y = xtime[a[5]]; z = a[5] ⊕ u0 ⊕ u2; v = xtime[xtime[v]];w =

xtime[xtime[xtime[z]]];a[3] = t ⊕ v ⊕ w ⊕ y ⊕ z; v = u0 ⊕ u3;w = u1 ⊕ u2; y =

xtime[a[6]]; z = a[6]⊕u1⊕u3; v = xtime[xtime[v]];w = xtime[xtime[xtime[z]]];a[4] =

t ⊕ v ⊕ w ⊕ y ⊕ z; v = u1 ⊕ u4;w = u2 ⊕ u3; y = xtime[a[7]]; z = a[7] ⊕ u2 ⊕
u4; v = xtime[xtime[v]];w = xtime[xtime[xtime[z]]];a[5] = t ⊕ v ⊕ w ⊕ y ⊕ z; v =

u2 ⊕ u5;w = u3 ⊕ u4; y = xtime[u0]; z = u0 ⊕ u3 ⊕ u5; v = xtime[xtime[v]];w =

xtime[xtime[xtime[z]]];a[6] = t ⊕ v ⊕ w ⊕ y ⊕ z; v = u3 ⊕ u6;w = u4 ⊕ u5; y =

xtime[u1]; z = u1 ⊕ u4 ⊕ u6; v = xtime[xtime[v]];w = xtime[xtime[xtime[z]]];a[7] =

t⊕ v ⊕w ⊕ y ⊕ z;
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