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Preface

S-BPM ONE 2014 was the sixth conference in the S-BPM ONE series. Under the
theme “Value.Net.Works” it brought together people from research, education,
and business practice. Becoming aware of the various contextual factors of value
creation in and through process networks, the aim was to explore the multiple
facets of network-driven BPM. Consequently, authors were to address various
topics such as:

• Governing Process Networks
• Embedding Network and Actor Theories in S-BPM
• Expressing Network Process Values
• Enriching BPMN Toward a Network Process Management Notation
• Dynamic Stakeholder Management Based on S-BPM
• Enabling Organizational Resilience Based on (S-)BPM
• Open Process Access in BPM Networks
• Advancing Social BPM Toward Subject-Oriented BPM
• Repositioning Agent-Based Systems for Value-Based BPM
• Process Values “in the Cloud”
• Value Emergence in Process Networks
• Enterprise Architecting for Value-Based Process Networks
• Enriching Cross-Organizational Business Processes for Value Creation
• Repositioning BPM in Organizational Learning and Knowledge Management
Networks

In all, 43 contributions underwent strict peer reviews by an international Pro-
gram Committee, 13 of which were selected as research papers for this volume.
The authors of accepted contributions could share and discuss results of research,
application, and experience studies and work in progress or ideas for future work
with the audience. Although the submissions push forward the discussion along
various dimensions of S-BPM in particular, and BPM in general, they stress the
following research issues:

1. Correctness, interchange and transformation of process models S-BPM draws
the attention to the crucial role of models for value-creating organizational
development, not only within organizational borders but also in a setting of
internetworking business partners. This is reflected by approaches to estab-
lish ontologies, formal checking, and cross-organizational execution environ-
ments for S-BPM models, as well as by a framework for embedding processes
into their organizational context.

2. Handling dynamic changes through agile process management Contributions
referring to this aspect endorse the growing need for concepts and solutions
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to timely support organizational development. The properties of the compre-
hensive subject-oriented approach, having developed around its easy-to-use
communication-oriented modeling language, qualify S-BPM as a promising
candidate to master this challenge successfully.

Stimulating keynote talks opened each of the two conference days.
Dr. Michael Rosemann, Professor and Head of the School of Information

Systems, Queensland University of Technology, Brisbane/ Australia, expressed
his thoughts on the “The Future of Business Process Management.”

“The Pretense of Knowing the Customer as the Vehicle to Improve Customer
Experience: Repositioning Process in the Front Office of Organizations” was the
title of the speech given by Dr. Jorge Sanz. He is IEEE Fellow, Director of the
Business Analytics Center at National University of Singapore, Chief Innovation
Officer Retail Banking, IBM Corporation, and Visiting Professor at the School
of Computing at National University of Singapore.

The above-mentioned areas, together with the impulses of the keynotes, open
the field for future research and collection of practical experience in applying
subject-oriented concepts and other novel ideas in BPM.

Organizing a successful conference needs many people valuably contributing
in various ways:

• The keynote speakers, giving inspiring lectures
• The authors of the contributions presenting their work
• The members of the international Program Committee carefully reviewing
papers and giving constructive comments

• The session chairs moderating the presentations and interactions between
participants

We also thank the Collegium Willibaldinum for hosting S-BPM ONE 2014 in
their impressing baroque building, and the numerous helping hands guiding us
through the whole program of the event. Special thanks goes to the Institute of
Innovative Process Management (I2PM, www.i2pm.net), the umbrella institu-
tion of the overall S-BPM ONE conference series and related projects like Open
S-BPM.

Last but not least we thank Ralf Gerstner, Viktoria Meyer, and Christine Reiß
from Springer for their assistance and support in publishing these proceedings
in the LNBIP series.

April 2014 Alexandros Nanopoulo
Werner Schmidt
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The Future of Business Process Management

Michael Rosemann

Queensland University of Technology
Science and Engineering Faculty, Information Systems School

2 George Street, Brisbane Qld 4000, Australia

m.rosemann@qut.edu.au

Abstract. Business Process Management has substantially matured over
the last two decades. The tools and methods available to design, analyze,
implement, execute, monitor and mine a process have been scientifically
researched and can be deployed in practice. In fact, many of these BPM
capabilities are nowadays a commodity. However, in order to ensure an
ongoing impact of BPM in an increasingly networked and mobile society,
new challenges and opportunities need to be explored. In this context,
this keynote presents four future pathways for BPM academics and pro-
fessionals. Value-driven BPM (x-aware BPM) is introduced as a BPM
approach driven by the desired outcomes instead of predefined method-
ologies. Ambidextrous BPM demands a stronger focus on explorative
BPM, i.e. how to actually design future processes instead of simply ex-
ploiting existing problem-driven process analysis techniques. This leads
to the demand that future BPM capabilities need to be embedded in
corporate innovation systems. Finally, the shift from business processes
to customer processes considers the empowered digital native and pos-
tulates an increased focus on gaining deeper insights into the actual
customer experiences along cross-organizational processes.



The Pretense of Knowing the Customer as the

Vehicle to Improve Customer Experience:
Repositioning Process in the Front Office of

Organizations

Jorge L.C. Sanz

Business Analytics Center, National University of Singapore
Global Business Services, IBM Corporation

NUS School of Computing and Business School
21 Heng Mui Keng Terrace, Singapore

jorges@us.ibm.com

Abstract. With the massive availability of personal devices and other
digital capabilities, we are experiencing a major change toward what it
may be called everyone-to-everyone economy. In the business-to-consumer
industries, individuals are endowed with an unprecedented role in the life-
cycle of services, products and brands. This means a significant trans-
formation from past organization-centered economy in which companies
traditionally defined all markets, established all the moments of value ac-
crual and imposed channels preferences. Simultaneously, a growing vol-
ume of customers makes most services and products very difficult to be
created or delivered at scalable quality. Thus, as individuals exert their
empowerment, the ’digital disruption’ is creating not only an opportunity
but also raising a major challenge for enterprises.

In an attempt to manage this emerging economy, business-to-consumer
organizations have begun intensive efforts on ”knowing the customers” as
a way to address their expectations better. The aim of enterprises is also
to be able to shift ”less profitable” customers to cheaper digital channels.
And digital devices are a logical channel to attempt individualization
and customization. These tall-orders include the goal of understanding
”customer behavior” so that early actions can be taken to capitalize in-
dividual needs and thus, provide a superior form of “experience”. On the
other hand, aware of the challenges to get quality personalized services
and equipped with more information instantaneously accessible through
these devices from different non-mediated sources, customers have more
foundations to question their loyalty.

In connection to the above trends, there are a number of important
phenomena to investigate. First, we need a social theory that explicates
the emerging double-hermeneutics whereby the ambition for profitability,
exercised with poorly managed or absent customer co-creation, becomes
a self-fulfilling prophecy. Second, the ‘pretense of knowledge’ (paraphras-
ing Nobel Prize Von Hayek in his award ceremony speech) to single out
customer behavior at an individual level begs for more research on how
such a deep cognitive outcome could be accomplished from data artifacts
(no matter how big this data might ever be). The third issue is related to
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the challenge of delivering promised service personalization in practice,
or said in simple words, the question: ”suppose you know the customer,
so what?” begs for an answer. Finally, current practices toward customer
experience also need to be revisited as results cannot be more frustrat-
ing. As an example, previously unquestionable measures of ”customer
satisfaction” are not longer reflecting what customers truly care about
to remain loyal.

The amount of data available from customer interactions at multi-
ple touch-points is deepening the gap between Information Management
and Process Management. While Information and Process were rarely, if
ever, considered in communion and consequential problems are visible,
the new everyone-to-everyone economy widens this gap and will make
consequences much more severe. Front Office competences in enterprises
are focusing on data while Process appears condemned to be a back office
concern. This might be a consequence of research communities approach-
ing both Information Management and Business Process Management as
’scientific endeavors’ (of the same type as those in Von Hayek’s speech)
and also a result of organizations focusing on cost reduction and automa-
tion of routine operations. Nevertheless, information and Process are two
inseparable sides of customer-enterprise interactions.

Process (said in capital P, not only flows) is a fundamental instru-
ment to improve customer experience, integrated with knowledge of the
customer (said as an epistemological inquiry, not only analysis of digital
footprints). Thus, the reposition of Process in the Front Office is not
about integrating flexible back-office operations to deliver the promises
of the Front Office, leaning the marketing function, shaving even more
cost from call centers, etc. Instead, Process in these competences is an
entirely new area of foundational and practical work: aligning organi-
zation and customer practices, at affordable costs for all stakeholders
involved.
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Long Papers 

The focal point of most contributions selected as long papers is the crucial role of 
models for value-creating organizational development. 

The first contribution by Georg Weichhart and Dominik Wachholder kind of 
overarches this topic. The authors evaluate the potential the S-BPM approach in its 
entireness (BPM framework and modeling language) offers to overcome conceptual, 
technological, organizational barriers for interoperability of enterprise systems. 

Stephan Borgert and Max Mühlhäuser introduce a formal correctness check facility 
for models, including error correcting support for modelers. It is based on a derivate 
of the Parallel Activity Specification Scheme, representing the core of the S-BPM 
modeling language. 

The development of an ontology that helps modeling and interchanging S-BPM 
specifications is the result of striving for interoperable S-BPM specifications by Kai 
Michael Höver and Max Mühlhäuser. 

Başak Çakar, Onur Demirörs reflect on the transformation of extended Event-
driven Process Chains into S-BPM models. 

In their paper Patrick Garon, Arnd Neumann and Frank Bensberg propose an S-
BPM-based reference model for change management according to the IT 
Infrastructure Library (ITIL). 

Alexander Lawall, Thomas Schaller and Dominik Reichelt describe a novel 
approach to and a prototype of organizational modeling. The latter is of particular 
relevance if it comes to embedding process models into an existing organization. 

The article submitted by Anton Ivaschenko describes a model and technology for 
business processes management of Fifth Party Logistics (5PL) providers and its 
implementation as a multi-agent software-as-a-service solution. 



On the Interoperability Contributions of S-BPM

Georg Weichhart1,2 and Dominik Wachholder2

1 Metasonic AG, Pfaffenhofen, Germany
Georg.Weichhart@metasonic.de

2 Communications Engineering - Dept. of Business Information Systems,
Kepler University Linz, Austria

{Georg.Weichhart,Dominik.Wachholder}@jku.at

Abstract. Research in enterprise interoperability analyzes, describes,
and improves the interaction of parts of enterprise systems. Non-inter-
operability is a situation where either parts of enterprises do not work
together at all, or are fully integrated to an extend where the individual
parts may not be separated any more. To allow enterprise systems to
produce business value its parts need to be interoperable. The S-BPM
approach is analyzed with respect to contributions to support interoper-
ability in enterprise systems. Missing support is identified and require-
ments for tools are derived.

Keywords: Enterprise Interoperability, S-BPM.

1 Introduction

Today’s competitive business environment requires sustainable collaboration that
is based on the exchange of meaningful information and knowledge. For this
reason, interoperability between systems is considered highly relevant as any de-
gree of non-interoperability is likely to lead to problems. Systems which are not
compatible on the one hand will not allow interaction among themselves. On the
other hand, systems which are fully integrated show lower resilience due to higher
probability of overall system failure when an integrated part fails. Research in the
domain of “interoperability of systems” in general and “enterprise interoperabil-
ity” in particular is focusing on identifying and bringing down barriers where
systems or system parts are not able to interact [17,8]. The Subject-oriented
Business Management Framework and the Subject-oriented Business Modelling
Language hold the potential to support interoperability between organizations.
Existing S-BPM Tools facilitate information exchange between organizations,
humans, and technical systems.

In this paper we analyze the (potential) contributions of the S-BP Manage-
ment Framework, the S-BP Modelling Language, and existing S-BPM tools to
facilitate interoperability. We will also identify further areas of development that
are required to be considered in order to facilitate bridging interoperability gaps
using the S-BPM framework and/or tools.

The paper is organized as follows. First a framework for interoperability is
discussed which is especially tailored to the context of enterprise systems. This

A. Nanopoulos and W. Schmidt (Eds.): S-BPM ONE 2014, LNBIP 170, pp. 3–19, 2014.
c© Springer International Publishing Switzerland 2014



4 G. Weichhart and D. Wachholder

discussion is followed by, first, aligning the S-BPM Framework with the inter-
operability framework, and then aligning existing tools and prototypes with the
interoperability framework. This approach allows the identification of gaps that
are analyzed and the required further research for fully supporting interoper-
ability is discussed.

2 Interoperability Framework

The concept of interoperability of systems is of importance for sustainable de-
velopment, and is an ongoing concern for meeting the demands of sustainability.
“In today’s globally networked environment, one cannot achieve environmental,
social/ethical or economic sustainability of any artifact (be it physical or virtual,
e.g. enterprise, project, information system (IS), policy, etc.) without achieving
ubiquitous ability of the artifact and its creators and users to exchange and
understand shared information and if necessary perform processes on behalf of
each other in other words, interoperate. Thus, sustainability relies on interoper-
ability, while, conversely, interoperability as an ongoing concern relies on [. . . ]
sustainability” [6, p.2].

In the following we discuss (enterprise) systems, followed by systems inter-
operability in general and continue later with the enterprise interoperability
framework [17,8]. The dimensions of the framework will be used for discussing
S-BPM support.

2.1 Systems Theory and Enterprise Systems

General System Theory (GST) [4] intends to support the identification of princi-
ples that are valid to different scientific disciplines. This is done using abstracting
objects to form a system. GST builds upon the notion that a system is an or-
ganization of connected parts, where each part and the overall system exhibits
some behavior. A system is placed in an environment and may have a function
and produce some outcome according to a system’s objectives [1]. The parts of
a system are themselves systems.

Enterprise Systems are organizational systems which may be observed
on different levels, ranging from humans undertaking an collaborative enter-
prise, departments of a single organization to companies being part of supply
networks [24].

2.2 Interoperability Approaches

With respect to interoperability approaches, it is important to differentiate be-
tween the integration and interoperability of systems as “integration is generally
considered to go beyond mere interoperability to involve some degree of func-
tional dependence” [19, p.731]. This functional dependence, however, implies
less flexibility and less resilience since it combines the involved systems in order
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Fig. 1. Compatibility-Integration Continuum

to form a single whole [6]. Integrated systems are sensitive to failures or mod-
ifications in individual parts. Small local functional or structural changes may
impact distant parts of an integrated system in an unpredictable manner. Inter-
operability, by contrast, fosters a more loosely coupled approach, where systems
remain independent but are coordinated insofar as some collaboration is possi-
ble to take place. Functional or structural changes are less crucial as long as the
interfaces defined for collaboration are not changed.

Considering this differentiation, interacting systems may be arranged along
a continuum that goes from the compatibility to the integration of systems
(cf. Figure 1). The concept of interoperability is located in between these two
ends. Interoperability may be further distinguished in federated, unified, and
integrated interoperability. Here it is important to consider that integrated in-
teroperability and integration is not identical as interoperability merely requires
a predefined way of interaction. The separate manifestations are explained in
the following in more detail.

Compatibility According to the Oxford dictionary, the term compatible refers
to (two) things that are able to coexist without problems or conflict1. Two
compatible systems therefore do not interfere with each other’s functioning,
but might not be able to collaborate with each other so as to, for example,
exchange information [19].

Interoperability Interoperability lies in the middle of not interoperable (com-
patible) and fully integrated [8]. Different approaches (federate, unified, and
integrated) describe the characteristics of interoperability with respect to
the extent of a standardized format available for interaction.
Federated approach Interoperability is established “on the fly” meaning

that neither interfaces nor a common formats on a meta-level exist that
enable the collaboration of systems. Involved systems are required to
identify and adapt to requirements during runtime [8].

Unified approach A common format exists but merely describes the in-
teraction of systems on a meta-level. Diverging concepts are mapped on
a semantical level that allows the translation between multiple systems.
This approach might encounter some loss of information as the systems’
individual needs are not able to be represented directly.

Integrated approach There is a common format which is used by all in-
volved parties. The individual parties, however, are not integrated them-

1 http://oxforddictionaries.com/definition/english/compatible

http://oxforddictionaries.com/definition/english/compatible
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selves but exist independent of each other. Only the interface is standard-
ized according to the aligned systems.

Integrated system Integration refers to systems that are combined with each
other to form a single whole2. As a consequence, the modification of one
part will have direct effect on other parts. Malfunction of one (sub)system
will lead to a breakdown of the entire system with a higher probability than
with loosely coupled systems being interoperable.

2.3 Enterprise Interoperability

Enterprise Interoperability may not be considered as unidimensional in terms of
underlying issues, but rather involves a problem space composed of two dimen-
sions that are orthogonally aligned to each other [5]. The first dimension is con-
cerned with interoperability barriers that obstruct the collaboration of enterprise
systems with respect to their conceptual, technological, as well as organizational
disparities. The second dimension addresses the fact that the collaboration can
take place at various different levels within an enterprise including data, service,
process, and business concerns. The consideration of both dimensions as orthog-
onal matrix therefore allows to view the different barriers from the perspectives
of the separate concerns and vice versa (cf. Figure 2). For instance, conceptual
barriers are relevant as such but require to be considered from the viewpoints
of the separate concerns separately. The same principle applies to the inter-
operability concerns, as for example the service level might involve conceptual,
technological, as well as organizational interoperability barriers. A more detailed
discourse on the problems space and exemplary samples to the separate points
of intersection of barriers and concerns are given later in this section.

The third dimension incorporates interoperability approaches and forms, to-
gether with the other two dimensions, the solution space (cf. Figure 2). The
intersection of all three dimensions therefore gives a set of solutions that en-
counters interoperability barriers considering a given concern.

2.4 Enterprise Interoperability Barriers

The interoperability of enterprise systems presumes their ability to communi-
cate information that is mutually understood. In this regard, systems encounter
different challenges that range from a consistent way of representing relevant in-
formation (information problems) to transmission principles (machine problems)
and organizational aspects (human problems) as for instance access priviledges.
A classification by means of conceptual, technological, and organizational barri-
ers is specified in the following [5].

– Conceptual Barriers. Conceptual barriers emerge once the information to be
exchanged among enterprise systems is represented in different ways. Con-
sensus upon the syntactic representation of information as well as semantic

2 http://oxforddictionaries.com/definition/english/

integrate?q=integrability%25255C#integrate 14

http://oxforddictionaries.com/definition/english/integrate?q=integrability%25255C#integrate__14
http://oxforddictionaries.com/definition/english/integrate?q=integrability%25255C#integrate__14
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Fig. 2. Dimensions of Enterprise Interoperability [23]

concepts used in this context therefore is crucial in order to achieve con-
ceptual interoperability. UEML [21], for example, provides an approach to
align diverging enterprise models by allowing to map their different syntaxes
in use. Differences on a semantic level are possible to be tackled by using
ontologies.

– Technological Barriers. As the collaboration of enterprise systems requires
their communication and the exchange of information, technological barriers
are crucial to be considered so as to achieve interoperability. In this case,
not the representation of information is addressed but the way of how this
information is processed and finally distributed among enterprise systems.
Typical barriers are, for example, different IT architectures & platforms,
operating systems, encodings, transmission protocols, and standards. In spite
of the attempt of standardization, technological barriers still exists as for
instance different versions of a standard or protocol are incompatible with
each other.

– Organizational Barriers. As compared to conceptual and technological barri-
ers, organizational barriers are less technical oriented but address disparities
in organizational structures and management techniques of collaborating
enterprises. It is for example crucial to consider differences in implemented
responsibility and authority concepts that govern who is responsible for what
(e.g., data, service, etc.) and who is authorized to perform which tasks (cre-
ate, modify, and maintain data, processes, etc.).
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2.5 Enterprise Interoperability Concerns

In order to achieve interoperability among enterprise systems it is not sufficient
to consider the abovementioned barriers only. Orthogonal to these barriers, in-
teroperability concerns are crucial since they describe where interoperability
actually takes places. Chen [5] therefore distinguishes between interoperability
concerns on a data, service, process, and business level.

– Data. The interoperability of data, both analog and digital, plays an im-
portant part in the context of collaborating enterprise systems. It not only
facilitates the mere exchange of data (technological barriers) but also the
comprehensibility in terms of its representation (conceptual barriers) as well
as its handling on an organizational level (organizational barriers). Thus, the
existence of diverse data structures, query languages, right up to incompat-
ible security and permission policies might negatively affect the interoper-
ability on a data level. The ability of systems to collaborate on a data level
provides the basis for the remaining concerns.

– Service. The interoperability of service addresses the proficiency of enterprise
systems to collaborate with each other on a functional level. In this context,
the term service is understood in a more broader sense with respect to any
function that is provided by the collaborating partners within an enterprise.
It is therefore not limited to just the technical part of, for instance, a service-
oriented system architecture. Challenges so as to achieve interoperability
arise once services are described differently (conceptual barriers), exhibit
different granularities (technological barriers), or underlie diverging policies
as related to the management of services (organizational barriers).

– Process. A process defines the arrangement of separate services (functions)
that in collaboration serve a common business need. Typically, an orga-
nization has several of such processes in place which are described using
(different) process description languages. Process interoperability intends to
eliminate barriers that emerge when composing processes in order to per-
form verification, simulation, and execution tasks collaboratively. Diverging
syntactical and semantical constructs (conceptual barriers), process behav-
iors (technological barriers), and business process behaviors (organizational
barriers) are typical examples that obstruct the collaboration of enterprises
on this level.

– Business. The interoperability of business describes organizations that have
a mutual understanding of how business is performed. It refers to an aligned
mode of operation among organizations where diverging constructs related
to business issues are negotiated and mapped among each other. Barriers
to interoperability of business might range from diverse visions and strate-
gies (conceptual barriers) and different support by means of ICT infrastruc-
ture (technological barriers) to issues as related to incompatible organization
structures and decision-making processes (organizational barriers).
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2.6 Problem Space of Enterprise Interoperability

Ducq et al. give a more detailed discourse on the problem space of interoperabil-
ity barriers and concerns in their paper by attributing non-exclusive examples to
each point of intersection [7]. Table 1 summarizes these findings. Interoperabil-
ity barriers are given in the columns and interoperability concerns are in rows
respectively.

Table 1. Problem Space of Enterprise Interoperability [7]

Concerns
Barriers

Conceptual Technological Organizational

Business Visions, strategies and
culture; Business
semantics; Business
syntax

IT requirement fulfil-
ment; Degree of com-
puterization

Methods of work;
Organization struc-
ture; Legislation

Process Process semantics;
Process syntax; Pro-
cess content

Process behavior Business process
behavior;

Service Service semantics; Ser-
vice syntax; Service
content

Service granularity Service management

Data Data semantics; Data
syntax; Data content

Exchange format Classified information;
Information ownership

In addition to the two orthogonally aligned dimensions of interoperability
barriers and concerns, the timing of the envisioned solution is of relevance when
seeking to support the creation of such an solution. Solution timings refer to the
circumstances when interoperability problems are tackled. A-priori solutions are
approaches that allow to anticipate problems and to overcome barriers before
systems are build. A-posteriori solutions are approaches that allow to identify
and correct problems after they occur in the running system [16].

3 S-BPM

The acronym “S-BPM” is used for [11]:

– Subject-oriented Business Process Management Framework,
– Subject-oriented Business Process Modeling Language, and
– Subject-oriented Business Process Modeling Activity.

For the discussion on the support of interoperability, these manifestations will
be distinguished. The Management Framework defines a set of activity bundles
(or phases) for organizational development and business process management.
These activity bundles are typically “carried out along a feedback control cy-
cle composed out of the phases: analysis, modeling, validation, optimization,
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Fig. 3. S-BP Management Framework Activity Bundles

organization-specific implementation, IT-implementation, monitoring” [11, p.30]
(cf. Figure 3). S-BP Modeling thereby is considered as an integral part of these
phases. However, modeling is only one activity within the framework which (nat-
urally) has a larger scope.

3.1 S-BPM Framework Contributions to Interoperability

In the following discussion we will focus on contributions of the Subject-oriented
Management Framework [11] to interoperability. This is done, by using the inter-
operability framework described above. Support by the Management Framework
and S-BPM Tools in general will be identified and mapped to the problem space
of interoperability. Subject-oriented Business Process Modeling will be used to
refer to the activity of modeling and not the modeling environment neither the
modeling language itself.

Conceptual Barriers. The following list shows S-BPM Framework support
for interoperability concerns regarding conceptual barriers. As mentioned above,
conceptual interoperability refers very much to the semantics and syntax of the
different concerns (cf. Table 2).

– Conceptual/Business. Per-se no support for (e.g. cross-organizational) busi-
ness interoperability on conceptual level is given directly.
However, S-BPM Framework distinguishes multiple types of stakeholders
which are addressed explicitly and collaboratively work on conceptual inter-
operability on business level may be realized indirectly through the work of
these stakeholders.

– Conceptual/Process. The analysis and modeling activities require stakehold-
ers and actors (the process participants) to provide coherent models of their
tasks. By using a common language (S-BPM) conceptual interoperability is
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facilitated. Validation activities check the process and might uncover con-
ceptual process interoperability problems.

– Conceptual/Service. During the validation phase, stakeholders are in charge
of checking processes, to see if these realize the desired service. This im-
plies that in S-BPM the service is realized through the underlying processes.
Service execution may additionally be monitored through Key Performance
Indicators. Establishing key performance indicators in the company, pro-
vide additional conceptualizations in terms of what is important, and how
performance is measured [11].

– Conceptual/Data. No explicit support for overcoming data syntax and se-
mantics issues is provided by the framework. However, data issues are ad-
dressed to a limited extend in the IT-Implementation phase of S-BPM.

Technological Barriers. The following list shows S-BPM Framework sup-
port for interoperability concerns regarding technological barriers. Interoper-
ability with respect to technology is addressed mainly in S-BPM Framework’s
IT-Implementation phase.

– Technological/Business. Using the framework will result in models that de-
scribe manual and automated tasks. Interoperability issues by technology in
business will be addressed when applying the framework.

– Technological/Process. Explicit process models help to communicate an ex-
change information about processes. The IT-Implementation phase will re-
sult in technological support for processes.

– Technological/Service. No explicit support for determining or providing tech-
nical services (eg. web services) is given by S-BPM. In S-BPM software ser-
vices may be called from within subject’s states but the framework leaves
this to be supported by tools.

– Technological/Data. No explicit support for modeling Business Objects is
provided by the S-BPM framework. It leaves this to be supported by tools.

Organizational Barriers. The following list shows S-BPM Framework support
for interoperability concerns regarding organizational barriers:

– Organizational/Business. Organizational structures are not part of the S-BP
Models per-se. To some limited extend organizational structures are mapped
using “Subject carrier groups” [11] to implement functional roles in S-BPM.
Support for organizational change (management) and cross- organizational
business issues is missing.

– Organizational/Process. S-BPM models do make processes transparent by
definition.

– Organizational/Service. Service management has to be described in separate
S-BPM models. The monitoring phase facilitates management of the quality
with which a service is provided [11].

– Organizational/Data. Organizational management of data is not explicitly
supported by S-BPM.
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3.2 Tool Contributions to Interoperability

In addition to the above support by the S-BPM framework, a number of tools
exist, which provide support, also for interoperability However, for this discus-
sion we do not constrain the discussion to the commercially available tools (e.g.,
Metasonic Suite3) or features, but also include research prototypes. These pro-
totypes may be stand-alone or used in conjunction with the suite.

Conceptual Barriers. The following list shows S-BPM Tool support for in-
teroperability concerns regarding the conceptual barrier:

– Conceptual/Business. Bastarz and Halek are using the smart tool with the
smart4sense2act [2] to facilitate conceptual clarification of business systems.

– Conceptual/Process. Metasonic Build and Proof as S-BPM design system
and process validation system respectively, facilitate the clarification of pro-
cess related concepts.

– Conceptual/Service. As services (from the S-BPM point of view) are com-
posed of processes, the clarification of processes (see above) leads to clar-
ification of services. Metasonic Touch which is based on Comprehand [18]
facilitates the articulation work of all process participants in order to clarify
the work to be done.

– Conceptual/Data. No support for clarification of a Business Object’s seman-
tics and content is available today.

Table 2. S-BPM Framework Support for Interoperability in the Problem Space

Concerns
Barriers

Conceptual Technological Organizational

Business All Framework Activi-
ties

Process Analysis, Modeling,
Validation Framework
Activities

IT- and Organiza-
tion Implementation
Framework Activities

All Framework Activi-
ties

Service Validation Framework
Activity

Monitoring Frame-
work Activity

Data

Technological Barriers. The following list shows S-BPM Tool support for
interoperability concerns regarding the technological barrier. Since S-BPM fo-
cuses on the modeling and implementation of workflows, any S-BPM execution
(workflow) engine supports technical interoperability through an integration in-
teroperability approach.

3 http://www.metasonic.de/metasonic-suite

http://www.metasonic.de/metasonic-suite
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– Technological/Business. In the IT-Implementation phase of the S-BPM
Framework, the computerization of business processes is realized. The con-
figuration of the workflows will clarify the interface between different tools
and human operators on a technology level.

– Technological/Process. Metasonic Build and Proof facilitate interoperability
of processes with respect to technology through an “integrated interoper-
ability” approach (see above) [11].

– Technological/Service. Technical Services like web services may be integrated
in S-BPM workflows using refinements in Metasonic Flow.

– Technological/Data. Any S-BPMworkflowenginemay be used asmiddle layer
for establishing interoperability of external tools. By including external data
sources in the business process some interoperability between software systems
through federation using the processmay be realized. Thismeans, that as soon
as conceptual/data interoperability is realized, the S-BPMTools allow to map
data to business objects and facilitate data flows from and to other tools.

Organizational Barriers. The following list shows S-BPM Tool support for
interoperability concerns regarding organizational barriers:

– Organizational/Business. No direct tool support is currently available.
– Organizational/Process. The S-BPM design tools naturally support clarifica-
tion of interaction within processes. Metasonic Touch and Comprehand [18]
facilitate the communication and articulation of work related information
between process participants beyond pure modeling and design of processes.
A research prototype developed in the project jCPEX! [15] enables dynamic
routing of business objects to different actors of the same role. The research
project results have demonstrated the feasibility of this approach across com-
panies. jCPEX! facilitates standardized interfaces for cross-organizational
processes.
Another research prototype demonstrates the possibility of flexible BPM
by making use of ad-hoc process deviations [20]. This allows to maintain
interoperability besides changed requirements and allow implementation of
process agility [12].

– Organizational/Service. KPI management featured in Metasonic Suite, sup-
ports monitoring and management of services [11] through supporting the
development of performance indicators that clarify goals of a service.

– Organizational/Data. No direct support for rights and permissions of access
to business objects is given.

3.3 Missing Support

So far, we have analyzed and brought together two existing frameworks. Subject-
oriented Business Process Management Framework and existing S-BPM tools
and research prototypes do provide support for interoperability in the context
of the Enterprise Interoperability Framework. However, as S-BPM has not been
designed to address interoperability issues explicitly, a few gaps exist.
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Table 3. S-BPM Tool Support for Interoperability in the Problem Space

Concerns
Barriers

Conceptual Technological Organizational

Business smart4sense2act S-BPM Design Tools

Process S-BPM Design and
Execution Tools

S-BPM Design and
Execution Tools

Metasonic Touch,
Comprehand, S-BPM
Design Tool, jCPEX!,
Ad-hoc Deviations

Service Metasonic Touch,
Comprehand

S-BPM Execution
Tool

KPI Management Tool

Data S-BPM Execution
Tool as Enterprise Bus

Table 4 shows existing support for enterprise interoperability by the S-BPM
framework [11], existing tools, and research prototypes respectively [3,15,20,11].
In this table also the solution approach category (integrated, unified, federated)
is given. However, the borders between the categories are blurry.

Business Concern: smart4sense2act allows to negotiate a commonabstract pic-
ture of the business context of processes. — The application of the S-BPM
framework provides a common ground for aligningmanual and technical tasks.

Process Concern: Using the S-BPM framework and the Tools allow the in-
tegration of process related concepts. — For technological barriers support
for integration is also provided. — A number of tools exist that allow to
overcome organizational barriers by integrating different processes. Tools
like Comprehand facilitate the negotiaton of processes among process par-
ticipants. Metasonic Touch makes use of a common language and hence
facilitates unification.

Service Concern: The framework provides through the S-BPM notation a uni-
fied language that allows to specify service descriptions. Metasonic Touch
and Comprehand allow to negotiate the processes that realise a service. —
The uses of the execution environment integrates the different services (ser-
vices as finer granular process parts). It also allows to provide integrated
processes that realise a service. — S-BPM provides a common language to
overcome organizational interoperability on service level. Through the use of
KPIs the service’s outcome and output might be specified in depth.

Data Concern: The S-BPM tools allow to integrate other software systems
allowing to exchange data between systems along processes.

It has to be noticed that there is some minor conceptual disagreement between
the interoperability framework and S-BPM. In the later, a service is defined by
processes which result in delivering value to a customer, the former is more
vague in its definition of service. However, the former conceptualization leans
toward defining a process as alignment and structuring multiple (more fine-
grained) services. For this discussion, however, this disagreement does not lead
to interoperability problems between the two frameworks.
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Table 4. S-BPM Support for Interoperability in the Problem Space

Concerns
Barriers

Conceptual Technological Organizational

Business smart4sense2act3 Framework (All
Activities)2

S-BPM Design Tools2

Process Framework (Anal-
ysis, Model-
ing,Validation)1

S-BPM Design and
Execution Tools1

Framework
(IT-, Organization
Implementation)1

S-BPM Design and
Execution Tools1

Framework
(All Activities)1

Metasonic Touch2,
Comprehand3,
S-BPM Design Tool1,
jCPEX!1, Ad-hoc
Deviations1

Service Framework
(Validation)2

Metasonic Touch2,
Comprehand3

S-BPM Execution
Tool1

Framework
(Monitoring)2

KPI Management
Tool2

Data S-BPM Execution
Tool as Enterprise
Bus1

1 . . . integrated; 2 . . . unified; 3 . . . federated;

For any interoperability support that attempts to fill the gaps, two modes
of operation have to be considered. A-priori support facilitates the clarification
of interoperability issues during design-time of systems. A-posteriori support
enables negotiation and agreement on appropriate steps of involved parties after
an interoperability issue has emerged.

Better support by S-BPM framework and tools is required for overcoming the
following barriers:

– Organizational/Data. “The structures for assigning rights to data (different
rights for different partners); Differences in which an information is to be
regarded as classified with respect to the collaboration partner” [8, p.850].
With respect to organizational networking and interoperability on the level
of data, trust management, security, and legal issues require further research
[22]. This is especially true when considering trust transitivity and deter-
mining how to handle permissions once information is passed from one actor
to the next which, in turn, further passes the data to another actor. A trans-
parent approach is needed which supports individual actors and applications
to not (incidentally) pass classified information to actors who are not autho-
rized to access that data.

– Conceptual/Data. “Coverage, i.e. content, of the respective data representa-
tion; Heterogeneous data format and structure; Data meaning disagreements”
[8, p.850]. Interoperability support for conceptual data interoperability is also
a topic of ongoing research. There are ontology and semantic web approaches
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(e.g., based on OWL-S) [22] for a-priori mapping of different data types
and fields.

– Organizational/Business. “The legislative requirements that influence dif-
ferent actors; How enterprises are organized on a high level; High level dif-
ferences regarding how work is performed in the organizations” [8, p.850].
While business process approaches offer some possibility to overcome organi-
zational issues on process level, a needed high-level overview of organizational
differences requires more specific support.

In all cases above, when considering dynamic environments and a-posteriori sup-
port the challenge gets even greater. In the case of a need for action because of
interoperability issues in running business situations, content and communica-
tion needs to be intertwined to support a negotiation of resolution strategies.
The dynamics of business needs to be respected by empowering users to act
flexible in situations. An organizational learning environment, which facilitates
data and knowledge exchange across companies would foster organizational in-
teroperability through supporting communication, negotiation, and providing an
organizational memory for interoperability [25].

For example, the SUddEN environment [25] facilitates interoperability on
supply-network level, by making use of key performance indicators (KPI) and
supporting the collaborative developments of a network-wide performance mea-
surement system (PMS). However, with respect to the enterprise interoperability
framework, this environment misses support on process and data concern level.

An organizational learning environment to support interoperability meeting
all concerns, needs, in addition to an organizational point of view, an actor spe-
cific view (not only in order to follow the logic of S-BPM). In the actor point of
view, it must be assumed that knowledge is distributed within the company or
even across companies. This naturally leads to situations where it is not possi-
ble to establish a global (over-)view [11]. In order to keep workflow participants
(to a large extend) autonomous (but interoperable), advanced support for orga-
nizational interoperability is needed on business level. Users may change their
processes if required (by them). Giving this freedom is a potential source of non-
interoperability and hence comes with great responsibility. The approach to be
researched has to enable users to study the impact of changing their behaviors
autonomously. A potential technology to do so, but which is not put into use
with S-BPM, is agent-based simulation [26,9]. Here autonomous software com-
ponents (called agents) represent users. For facilitating learning in this context,
the agents would be assigned multiple subject-roles [10]. This allows independent
interaction of users with a virtual environment which is build on actual process
models. Users are enabled to explore the impact of changing a behaviour by
allowing individuals to change a subject-behaviour-diagram, and then run an
agent-based simulation of the organization in order to identify the impact of the
(proposed) changes to other users. Multi-agent simulation has already shown to
be useful for planning in distributed environments and providing a high-level
overview of supply networks [14].
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For making the above described environment useful for a-posteriori organiza-
tional interoperability, support for technological interoperability has to be build-
in. The technical interoperability needs to address two different, independent
aspects. Making existing S-BPM tools interoperable on technical level with the
environment allows to extend the learning environment. Comprehand [18] for ex-
ample, enables knowledge transfer between users on a conceptual level. This tool
supports interoperability required in a learning environment for interoperability.
The second aspect is to make the learning environment’s agents interoperable
with existing systems for supporting the agent’s decision making during sim-
ulation. The first technical interoperability extends the learning environment
with other tools to facilitate learning organizational interoperability, the second
enables to access information required for decision making during learning.

4 Conclusions

S-BPM, although a process management framework, promises to support inter-
operability, especially in contrast to integration. Other process frameworks like
ARIS [13] aim at providing a global “world-view” based on a global control flow,
where IT, actors, and organizational tasks are parts of a fully integrated system.
S-BPM uses a different approach as it puts the individual actor in the center of
the organizational models [10]. S-BPM assumes independent agents interacting
and communicating with each other.

S-BPM does deliver a communication and subject oriented view where process
participants are loosly connected through the exchange of business objects and
messages. This provides some freedom for the participants, who may optimize
their individual task structures. This freedom is a source of non-interoperability
and hence requires some additional collaborative effort to support overcoming
interoperability barriers.

Overall we have identified three larger areas where the S-BPM Framework
should be extended to deliver a full approach to support enterprise interoper-
ability.

– Trust and security needs to be handled for interoperability, especially when
considering multiple involved systems which share data.

– Interoperability concerning the enterprise’s business requires support, while
maintaining S-BPM’s autonomous agents world-view.

– Interoperability concerning the data level for different IT systems is currently
under developed.

Based on existing works [23,24,14,25], we have additionally described an ap-
proach to foster interoperability supporting a-posteriori exploration and learning
with respect to organizational interoperability. That approach will make use of
agent technology in order to stay close to the S-BPM logic.
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Abstract. To ensure the correctness of business process models, auto-
matic and manual methods are applied. Since the manual checks are
time consuming and expensive, the automatic methods should be as ef-
fective as possible. An established verification check is the check for the
interaction soundness, i.e. the process model can be executed without
deadlocks. Normally, these approaches compile the graph based models
to expressions of a formal language which is passed on to a model check-
ing tool for verification. The drawback with this methods is that the
results are hard to use for analyzing the causes of errors. In this paper,
we present an integrated approach that is able to find important error
patterns, and supports the user in correcting errors while still having a
high performance.

Keywords: Formal Verification, Interaction Soundness , Subject Ori-
ented Modeling, PASS, π-Calculus.

1 Introduction

A model designer of the Metasonic[19] suite can move from a business process
to a complete application in four steps: 1) Model 2) Evaluate 3) Integrate 4)
Execute. The correctness of the models is checked in the steps 1) and 2) and in
accordance to [[10], p.312, Sect. 16.3] two aspects of correctness are distinguished

– A system must have certain properties, e.g. livelock free, deadlock free which
are independent of the application. This is implicit correctness. A deadlock
free system is also called an interaction sound system in the context of service
compositions. A formal definition is given in [25].

– A specified system must do what a designer has intended. This is explicit
correctness.

Explicit correctness checks what does the process and implicit correctness checks
how the process does it. To be exact: Does the process run without errors.
Therefore, explicit correctness has a higher priority than implicit correctness
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but explicit correctness is only given when implicit correctness is fulfilled. If
a process is running into a deadlock, this should not fit the designers intents.
Manual interrupts are no solution for this problem. Of course, the deadlock would
be solved but if the model designer knows about a deadlock, the solving of the
deadlock should be part of the process model. The same applies for timeouts.
When they are only used to solve a deadlock but not to terminate the process
model in a proper way, explicit correctness is not given. Explicit correctness is
checked in step 2) by manual simulation, business users execute the model on
an abstract level and simulate the behavior of the subject providers. Checking
for explicit correctness has to be done manually since current systems are not
able to interpret the semantics of the models. The effort for this should be as
low as possible for three reasons. 1) Manual simulation is slow, 2) employees are
expensive and 3) they still can overlook errors which could become expensive if
they occur during runtime. To minimize the effort computer supported tools are
used. The Metasonic Suite includes a check for structural soundness of process
models. It checks for properties like: Is there exactly one start node per subject,
is there at least one end node per subject, is there a path from every node to
an end node and so on. This is very helpful to avoid many errors but there are
still more error types the tool can not find. Since subject and service oriented
business process models are also models of distributed systems, the verification
for interaction soundness is a common correctness check.

The “Parallel Activity Specification Scheme” (PASS[9,12]) is the modeling
concept implemented in the Metasonic Suite. An extended version of PASS was
introduced in [11]. We denote this version as extended PASS or ePASS and a
variant of it, focusing on support the internet of service paradigms, as ePASS-
IoS[5].

Distributed systems suffer from 3 inherent issues. Firstly, non deterministic
behavior can occur: every time a distributed system is executed, the behavior of
the system can differ. The behavior is the interaction behavior i.e. the commu-
nication protocol among the involved sub systems. The reasons for this are the
following: Not all subsystems of a distributed system work with the same speed
at all run times and further more the time needed for conveying the messages can
differ. Secondly, accessing the global state of the system is impossible. Monolithic
systems are easier to analyze because e.g. debug mechanisms like break points
can be used to detect errors. The same mechanisms are not suitable for dis-
tributed systems because even if it were possible to place break points in every
sub system, they would not meet at the same time per system run because of
the nondeterministic behavior. Therefore it would not be possible to stop the
system in every run at the exactly same global state. Finally, the system time
will be different on every subsystem: the system times will not be set to the ex-
act same time. This is an important point for time critical systems, for business
processes it is of less significance. Hence, it does not have to be considered for
our purposes. All in all, error detection in distributed systems can be very hard
and therefore the methods like verifying interaction soundness are supposed to
be useful for ePASS process models as well.
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The authors in [7] distinguish interconnection modeling and interaction mod-
eling. Modeling the internal behavior of the participants and relating them with
message flows is defined as interconnection modeling. Modeling the interaction
behavior between the different participants is called interaction modeling. There-
fore ePASS falls in the category interconnection models. BPMN supports inter-
connection and interaction modeling techniques. Both techniques support the
modeling of choreographies but the expressiveness is different[6]. An example for
interaction modeling can be found in [7].

Anti-patters were derived and used in [3,4,7]. In [3] anti-patterns are defined
as “Anti-patterns describe undesirable constructs that may introduce errors or
inefficiencies.” The authors in [4] have stated: “Each anti pattern declaratively
describes a violation scenario.” In [7] a set of 8 choreography modeling anti-
patterns were identified. These patterns were collected by observing people mod-
eling BPMN and“can be observed in a large number of interconnection models.”
The anti-patterns can be expressed by interconnection models.

The paper is structured as follows: Firstly, we briefly introduce the ePASS-
IoS language elements. Next, we motivate our decision to use π-calculus as for-
mal foundation and introduce how we exploit it for the purpose of interaction
soundness verification. After giving implementation details of the demonstrator,
we evaluate our approach by applying it on the 8 different choreography anti-
patterns. Then, the performance of the approach is discussed and finally, the
summary and conclusion are given.

2 Verification of ePASS IoS Models

2.1 ePASS-IoS

Graphical Syntax. The graphical elements of the extended Parallel Activities
Specification Scheme for the Internet of Services (ePASS IoS) 1.1 have been
introduced in [5]. The graphical language set has been explained by graphical
examples. We introduce a simplified notation in figure (1), in order to save space
depicting the examples.

Subjects are an abstraction of actors. The execution of the subjects is done by
concrete actors that are humans, machines or software services. These concrete
actors are called subject providers. Rules have to be defined for every process
to link the subject providers to the subjects during runtime. This late binding
mechanism also has the advantage of decoupling the process models from the
enterprise. More information can be found in [11,5]. Subjects are connected by
unidirectional channels, which enables communication among subject providers
by exchanging messages.

As shown in figure (1), we draw the internal behavior directly into the subjects.
This is in contrast to other ePASS systems where two layers are used.

Send, Receive and Action are the basic activities. Send and Receive states
are denoted with (S) and (R), while the name of the action is written directly
into the state symbol. The transition labels are exit conditions. Action states
have the results of the action as exit conditions. When Action states only have
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Fig. 1. Simplified notation of the ePASS-IoS 1.1 language elements

one exit condition, the exit condition label can be omitted. The exit conditions of
Send states are (<Message-Type>, <Receiver>), written as <Message-Type>
to <Receiver>. The exit conditions of Receive states are (<Message-Type>,
<Sender>), written as<Message-Type> from <Sender>. The internal behavior
of subjects have exactly one Start state and can have an arbitrary number of
End states. Start states are denoted by a bold border. Every state can be a
start state. The Observer manages interrupts and exceptions. In case of such
an event, the control flow is lead to an alternative behavior. Start states can have
an arbitrary number of out-transitions and the End state can have an arbitrary
number of in-transitions. All other states can have an arbitrary number of in-
and out transitions. The semantics of this pattern is an exclusive choice split
and join. In order to fulfill a task, it is often the case that certain activities
have to perform and others could optionally be performed in addition . This
is why (MS) and (MJ), which are called Modal split and Modal join, are
introduced. They form a combination of an AND- split and join pair and an
OR- split and join pair. These symbols are specified e.g. in the BPMN 2.0 [22]
specification. Since the concerning semantics is an interleaving semantics, the
parallel execution does not have to be performed in parallel. Thus, the human
actors are still able to perform these kinds of behavior. In addition to the normal
control flow transitions, timeout transitions can be used in PASS / ePASS.
We would depict timeout transitions with a dashed line. Since the anti-patterns
do not take timeouts into consideration, we are not using them in this paper.
How ePASS timeouts can be handled concerning the formal verification can be
found in previous work [5].

2.2 π Calculus as Formal Foundation

A formal semantics for the language elements is needed for the purpose of for-
mal verification. A common way to do this is by encoding the elements with a
suitable formalism. Many approaches of the BPM community use petri nets and
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its variants for it. Others use process algebras, abstract state machines, or other
state and transition based diagrams.

The used formalism should fit the verification requirements as well as possible.
For the purpose of verifying ePASS IoS models for interaction soundness, the
following requirements have been stated by us:

– As mentioned above, the purpose of the verification method is to perform a
check for interaction soundness. It has to detect deadlocks.

– Further more it has to be internal and not external. An external one del-
egates the verification task to model checker tools which verify the models
and return the results. The advantage of this approach is that it is easier
to get a result. The disadvantage is, the results are not easy to interpret.
The model checkers input consist of roughly two parameters. The first one
is the model which has to be checked and the second one is the specification
the model has to meet. The specifications are usually formulated in a for-
mula from mathematical logic and therefore allows general purpose model
checking. The results are difficult to interpret and it is not easy to analyze
the reason of error sources automatically. The results have to be analyzed
and new specifications have to be formulated; they have to be given to the
model checker again and again until the error sources are found. A user
friendly support for business users is hard to implement and therefore an
internal check is required. In consequence, verification algorithms must be
implemented into the modeling system. This way a user friendly analysis can
be achieved.

– The correctness check must not take to long. We required that the check has
to be faster then 15 seconds on an average computer.

Different diagram types can serve to model distributed systems like automata,
state charts , FSM etc. One, very simple type, is the Labeled Transitions
System (LTS).

Definition 1 (Labeled Transition System [14]). Let Act be a fixed set of
actions. A labeled transition system LTS = (Proc, →) over Act consists of

– A set Proc of states and
– A set → ⊆ Proc×Act× Proc of transitions between states.

To model distributed systems, three different types of actions were introduced:
send, receive and the internal action τ . These three actions are the base language
elements of ePASS but the internal action τ is specified more precisely in the
internal behavior. They can be converted to τ actions in order to anonymize
the internal behavior. Thereby, an external representation is obtained which can
still be used for verification purposes like deadlock, livelock checks or checks
for equivalent interaction behavior of different subjects. Modeling distributed
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Table 1. Syntax of the π-calculus. {x, y, z} are names and τ the hidden action. The
term x〈ỹ〉 denotes sendig y1, . . . , yn messages via channel x while x(ỹ) denotes receiving
y1, . . . , yn messages via channel x.

Processes P,Q ::= 0 Inactive Process

| π.P Prefix

| P +Q Sum

| P | Q Parallel

| (z)P Restriction

| K Identifier

Prefixes π ::= x〈ỹ〉 Send

| x(ỹ) Receive

| τ Hidden Action

systems only with LTS is a very challenging task because the number of states
of a distributed system grow very fast with the number of subsystems and the
number of states of each subsystem. In this case a good choice to model the
system is a process algebra. Process algebras consist of a set of actions and a
set of operations defined on these actions. One of the simplest process algebras
is the Calculus of Communicating Systems (CCS)[21]. Its actions are also send,
receive, and τ . A more sophisticated and the most popular process algebra is the
π-calculus[20,26]. It has as additional feature to CCS like a channel construct and
a concept of mobility of channels, which allows dynamic restructuring of process
models. The syntax of the channels is defined in table (1) and the semantics
in table (2). The formalism should be as simple as possible to avoid needless
complexity. Since CCS is simpler it should be the first choice. On the other side,
two good reasons led to the choice for the π-calculus as formal foundation: 1)
The π-calculus is more expressive than CCS. Hence, complex processes can often
be modeled with less effort in π. 2) The use of π-calculus is necessary to support
multi subjects. Although multi subjects are not supported in the current work,
using π-calculus simplify extension offers. A term of process algebra actions and
operations is called a process. The operations and the syntax are given in table
(1) and the formal semantics is given in table (2). There are also three different
types of actions: 1) send, receive and hidden actions. The send and receive actions
are used for exchanging messages between processes. The hidden action is always
donated by a τ and serves as abstraction of concrete actions. In this section a
brief outline of the π-calculus is given since it is the foundation for this formal
verification approach. The syntax of the algebra is given in table (1).
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Inactive Process. The inactive process 0 does not do anything. It is a termi-
nation of a process.

Prefixes. The different prefixes define the different actions. A send action x〈ỹ〉
sends the value y via the channel x. Angel brackets stand for free values,
namely y. Receive actions like x(ỹ) receive a value via the channel x and save
the result in the variable y. A send action of one process can be synchronized
with a receive action of another one by using the same channel. The result
is a τ action which is also called hidden transition. It is an abstraction of
what the transition really does.

Sum, Parallel, Restriction. The sum is an exclusive choice between the pro-
cesses P and Q. P | Q denotes the parallel execution of P and Q and (z)P
restricts the scope of the name z to P .

Identifier. The identifier enables the definition of names for processes.

Table 2. The reduction semantics of the π-calculus

R-Inter (
xy.P1 +M1

)|(x(z).P2 +M2

) → P1|P2{z/y}

R-Tau
τ.P +M → P

R-Par
P1 → P ′

1

P1|P2 → P ′
1|P2

R-Res
P → P ′

(z)P → (z)P ′ R-Struct
P1 ≡ P2 → P ′

2 ≡ P ′
1

P1 → P ′
1

R-Ident
P → P ′

K → P ′K = P

The semantics is defined by structural operational semantics rules (SOS) [23]
of the general form Rule = premises

conclusioncondition. The prefix “R-” denotes reduc-
tion. To give an example, the rule R-Par can be written as:

if(P1|P2 AND P1 → P ′
1) then P1|P2 → P ′

1|P2

Let P =
(
xy.P1+M1

)
and Q =

(
x(z).P2+M2

)
. xy is a send prefix and x(z) a

receive prefix. Therefore P can send y via the channel x to Q where the variable
z is assigned to y. In consequence all z terms of P2 are renamed to y which is
denoted by P2{z/y}. The prefixes are consumed. The sub-processes M1 and M2

of P and Q are rendered void. In summary P |Q evolves to P1|P2{z/y}.
A variant of the conclusion of R-Inter would be: R-Inter2-conc

(
xy.P2 +

M2

)
|
(
x(z).P1 +M1

)
→ P2{z/y}|P1. We do not have to define a second rule for

this variant because of the R-Struct rule: from P1 ≡ and P2 → P ′
2 and P ′

2 ≡ P ′
1

infer P1 → P ′
1, where ≡ is a structural-congruence relation. It is possible to infer

R-Inter2-conc from R-Inter-conc using R-Struct because P |P ′ ≡ P ′|P
for any processes P and P ′. The remaining rules can be interpreted in the same
manner. For details we refer to [26]. Although this semantics is simpler than the
semantics used in [5], all language elements can be encoded.
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2.3 Verification of ePASS-IoS Process Models

In this section we firstly give an outline of the algorithm and explain each step in
more detail afterwards. The algorithm is roughly processing the following steps:

– Translate the graphical process models to a π-calculus representation. We
explained this step for all language elements of ePASS-IoS in [5]. In fig. (2b)
a simple example is illustrated.

– Infer a LTS by exploiting the SOS rules.
– Identify states which have no exit transitions. These states are deadlocks.
– Ignore the final legal deadlock, determine the shortest paths to all possible

illegal deadlocks and select the shortest path of all of them.
– Determine all involved subjects and their actions involving on the path route.
– Give feedback to the UI and label the involved subjects and actions with a

bold border in case the deadlock is illegal.

Inferring Labeled Transition Systems. The analysis of deadlocks is done
on the transition system of the respective π-calculus terms. To obtain such a
transition system, an ePASS process is firstly translated into an internal repre-
sentation of an π-calculus expression. Afterwards, a transition system is inferred
from this expression. Figure (2) shows the method exemplarily. In figure (2a) a
simplified auction business process is shown. The bidder subject (S1) performs
an internal action at first, then sends the payment and expects the delivery af-
terwards. The seller subject (S2) performs an internal action too, waits for a
payment and then sends off the delivery. This ePASS process is translated into
the π-calculus expression depicted in figure (2b). Thereby all “Do something”
actions are translated into τ operators. The translation of Send actions leads to
an overlined channel following the grammar: <sender subject name>-<message
type>-<receiver subject name>. The channels for receive actions follow the same
grammar except not using overlined channels identifiers. The π expression is
translated to the transition system depicted in figure (2c) in accordance to the
following definition.

Definition 2 (Labeled Transition System of a Process). Let P be a π-
calculus process. The transition system of P consists of:

– the set S of states which contains P itself and all processes which are reach-
able from P via transitions, and

– the transition relation −→ between processes in S, which is specified by
derivation rules given in table 2.

The start state of the process P is referred to the root node of the Labeled
Transition System. Every edge to successor states will go out of this node. Both
of the π processes S1 and S2 start with a τ operation. Therefore, the R-Par
rule of table 2 combined with the R-Tau rule leads to the first node of the
“left” branch of the LTS. Either S1 will perform firstly the action followed by
performing τ of S2 or the other way around will take place. The“right”branch of
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Fig. 2. The sequences of S1 and S2 (a) are translated to π expressions (b). By exploit-
ing the SOS rules, defined in table (2), a LTS is inferred (c) in accordance to definition
2. The capacity of the subject input-pools are set to 0 in order to obtain a simple LTS.

the LTS can be inferred of by applying the R-Struct rule. Since the process P
is restricted by the exchange of the messages payment and delivery , the message
payment can be exchanged only between S1 and S2 in the next two steps. This
system is used for the deadlock analysis. A deadlock is a state without outgoing
transitions. The example transition system has only one deadlock state which
is also the final state. It is called legal deadlock since we are modeling business
process instances which have to be terminated at the end of their runtime. Every
subject is equipped with a storage for incoming messages. This storage is called
input pool and its data structure is a set of FIFO buffers. One FIFO buffer is
needed for every receive exit condition which is a pair of (<Message-Type>,
<Sender Subject>). The inputpool enables asynchronous communication and
the multi set data structure provides a flexible access to the stored messages. It
has a limited capacity which can be set in the editor. Without loss of generality,
all FIFO buffers of a subject have the same capacity.

Different Cases of Deadlocks. When a deadlock was found, four different
cases have to be distinguished.

All internal behaviors and all inputpool actors are terminated. In this
case the process instance can always finish well.

Some internal behaviors are not terminated but all inputpool actors are
terminated. The non terminated internal behaviors are in a receive state but
no message will be send to them.

All internal behaviors are terminated and some inputpool actors not.
In this case some messages left in the non terminated input pools. This can
happen when either messages are send in a loop or when the internal be-
havior of the sender subject has one send transition more then the internal
behavior of the receiver subject.

Some internal behaviors are terminated, others are still in the start state.
When a process model includes a subject that only will be used optionally, this
subject will stay in the start state.
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The first case is a valid case. The second one is not valid, the cases 3 and 4 can
be both and the verification system can not make this decision without input
of the model designer. Therefore the system informs the user who can specify
whether this is a valid case or not.

2.4 Implementation

A graphical editor was developed for the verification of the subject oriented
process models. Fig. 3 and 4 show screenshots of the editor. The editor follows
the same designing principles like the original Metasonic[19] editor but is using
the ePASS-IoS elements and is extended by the check for interaction soundness.
The implementation of the editor is based on the Graphical Editing Framework
(GEF) [2] and on frameworks of the Metasonic AG. GEF is an open framework of
the Eclipse environment and provides the opportunity to implement a graphical
user interface for an existing data model. The Metasonic frameworks enabled
the use of data binding and the pre-compiler AspectJ[1] RCP plug-ins were
implemented which can be integrated into the Eclipse environment to use the
ePASS editor.

Fig. 3. Screenshots of the eclipse based editor, developed for the evaluation. The sub-
ject interaction view is shown with one of the test process models.
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Fig. 4. Screenshots of the eclipse based editor, developed for the evaluation. An internal
behavior of a subject is illustrated.

3 Evaluation

In [7] eight choreography patterns were identified. We have chosen these patterns
for our evaluation because they are the most suitable ones for our purpose. The
anti-pattern introduced in [4] tackle problems concerning compliance checking.
They are not suitable for issues which can be arise by incompatible interaction
behavior. Some of the patterns introduced in [3] are covered by anti-patterns
described in [7]. We translated the choosen patterns including the examples in
subject oriented models and verified them afterwards.

The input pool is the tool which enables asynchronous communication and
has a limited capacity. Therefore a S-BPM process consisting of two subjects
can run into an illegal deadlock in exactly three cases. Firstly, two participants
are waiting for each other. Secondly, one participant has already terminated and
the other one is still waiting for a message. Thirdly, the input pool limit of one
participant is exceeded and the other one will send a message. The first two cases
are particularly well represented by the contradicting sequence flow and the not-
guaranteed termination anti-pattern. The last case is non of the 8 introduced
anti-patterns but we evaluated that our approach detect this pattern as well.
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3.1 AP1: Incomplete Sequence Flow

The first anti-pattern is called Incomplete sequence flow and is the most simple
one. A path in the internal behavior of a subject is interrupted. This anti-pattern
is already detectable by the check of structural soundness which is included in
the Metasonic suite.

3.2 AP2: Contradicting Sequence Flow

A contradicting sequence flow means that the order of a send / receive action
sequence is contradicted in two participants who are interacting with each other.
An example for this anti-pattern is shown in figure 5. The bider will do the
payment after the delivery arrived and the seller will deliver after the payment
arrived. This leads to a classical deadlock situation. The final state of the model
LTS is an illegal deadlock as shown in the right figure of (5). In the example
each subject provider can only perform the internal action Do something and
is locked in the receive state afterwards. Hence the LTS has exactly 4 states.
Because of the non deterministic behavior either the Bidder or the Seller can
perform the first action. When the Bidder performs the first action the path (0
-> 1 -> 3) is generated. Otherwise the path (0 -> 2 -> 3) of the LTS in figure
(5) is generated.

Subject: SellerSubject: Bidder

R

S

Do something

Delivery from Seller

Payment to Seller

Payment

Delivery

R

S

Do something

Payment from Bidder

Delivery to Bidder

0

1 2

3

t: Bidder

t: Bidder

t: Seller

t: Seller

Fig. 5. Contradicting sequence flow. Each participant is waiting for each other what
leads to an illegal deadlock (state 3). t:Bidder denotes that the Bidder performs an
internal action τ .

3.3 AP3: Not-guaranteed Termination

An example for an not-guaranteed termination is depicted in figure 6. A bidder
will process always an Feedback request / replay sequence but the Auctioning
Service demands only sometimes one. When the Auctioning Service demands no
feedback the Bidder is running into a deadlock. The concerning LTS includes
besides the legal deadlock (state 8) the illegal deadlock (state 4)
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Fig. 6. A not guaranteed termination process snippet and its concerning LTS. The
Bidder always expect a Feedback request but the Auctioning Service not.

3.4 AP4: Incompatible Branching Behavior

The next anti-pattern is called incompatible branching behavior. Internal behav-
iors of different subjects can contain same states with same transitions. If the
decision made at these states are different, the control flow will take different
branches and therefore the interaction behavior can become incompatible. This
issue is depicted in figure 7 The two subject exchange the messages Bank trans-
fer and Credit card. Both internal behaviors contain the action state Payment
which has two successor transitions each. The exit conditions of the transitions
are Bank transfer and Credit card. When the two subjects have different infor-
mation about the payment options, the different exit conditions lead to different
successor states. Since the successor states are Send and Receive actions, which
will exchange the concerning messages, the interaction behavior is not compati-
ble to each other.

When we apply the verification on these patterns, the verification will state
that the model is not valid and that the labeled transition system contains two
faulty end-states. They are colored red in figure 7 which depicts the inferred LTS
of the process model. The LTS was created with the yed editor [29] which offers
functions for automatic layouting. The green end state in figure 7 is the legal
deadlock. In this state all system actors are terminated, namely the actors for
the internal behavior and for the inputpool of each subject. The conditions have
two different transitions and therefore four different exit condition combinations
are possible. When the bidder and the seller make the same choice of of payment
options, the successor paths will lead to the same end state, the legal deadlock
state with number (15) in the figure. When the bidder choose Credit card and
the seller choose Bank transfer the paths will lead to one red deadlock state.
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Subject: Bidder

- Bank transfer
- Credit Card

Payment ?

S S

Bank transfer Credit Card

Bank transfer
 to Seller

Credit Card 
to Seller

Subject: Seller

Payment ?

R R

Bank transfer Credit Card

Bank transfer 
from Bidder

Credit Card
from Bidder

Fig. 7. Incompatible branching behavior of the subjects Bidder and Seller. The exe-
cution of the process model starts at the purple state in the LTS and can lead to one
legal deadlock (green) and two illegal deadlocks (red).

The other way around the system will end in the other deadlock state. Another
variant of this anti-pattern contains loops but the result is the same.

3.5 AP5: Impossible Data-Based Decisions

Sometimes process model designers put decisions in the model which are sup-
posed to work on data not be available. These impossible data-based decisions
are not detectable by the structural soundness check and only in certain cases by
the formal verification for interaction soundness. The formal verification works
on an abstract level and takes every internal action as a τ action. Therefore
impossible data-based decisions can only be detected if they have an impact on
later interaction actions. In these cases the anti-pattern is treated in the same
way like the incompatible branching behavior pattern. The other cases effects
only the participant where the error occurs and can not block the hole process.
In figure (8) an example is outlined where it is assumed that the Bidder works
on not available data.

3.6 AP6 Optional Participation

Not all of the including subjects have to participate in every process instance.
4 eye principles or fallback solutions are examples for this and the concerning
pattern is called optional participation. When a subject is not being used, this
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Subject:
 Seller

Subject: Bidder

R

S

Have I won 
the auction ?

No Yes

Fig. 8. Outline of the impossible data-
based decisions anti-pattern. The Bid-
der can not know whether the auction
is won. These decisions lead most often
to incorrect interaction behavior.

Employee

Amount > 100k ?

S

no

Contract 
to Reviewer1

S

yes

S

Contract 
to Reviewer1

Contract 
to Reviewer2

Reviewer2Reviewer1

Contract Contract

Fig. 9. Outline of the optional participation
anti-pattern. When the contract is not send
to Reviewer2, the concerning internal behav-
ior stays at the start state. This leads to a
deadlock.

subject will stay in its start state or in one of its first receive states. This is
a deadlock situation: The verification system detects the deadlock and throws
an error message on the UI first. The option to ignore this deadlock is included
in the message dialog. The process designer can inspect the issue and decide
whether it is a wanted or not wanted situation. If the process designer labeled it
as wanted the verification system is not throwing the error message again.

The 4 eye principle process in figure 9 is a good example for optional par-
ticipation. An insurance has to cover a damage and when the amount of loss
exceeds a certain threshold, a second reviewer is needed. In other cases the sub-
ject Reviewer2 is still waiting for an application and the overall process can not
terminate.

3.7 AP7: Uni-lateral Sequentialization

Uni-lateral sequentialization is another anti-pattern. Because of the modal split
/ join operator pair, sequences can be processed in parallel. The subject Seller in
figure 10 is processing a part of the interaction actions in parallel. The behavior
is more permissive than it would be in the case that all interaction actions are
ordered in only one sequence. This leads not to an error in ePASS modeled pro-
cesses, since the subjects store received messages in their input pools. Although,
the processing of certain tasks can be delayed. If incompatible interaction be-
havior occurs as aftereffect, our method will detect this.

3.8 AP8: Mixed Choices

One of the most complex anti-pattern is the mixed choices pattern. It consist
of a branching of a send and a receive action. The send action can as long take
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Bidder Seller
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Delivery ack 
from Bidder
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from Bidder
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to Bidder
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S

R

R

S

Payment to Seller

Payment ack from Seller

Delivery from Seller

Delivery ack to Seller

- Delivery
- Payment ack

- Payment
- Delivery ack

Fig. 10. The uni-lateral sequentialization
anti-pattern does not lead directly to errors.
It just states that one internal behavior is
more permissive than the other one. If incom-
patible interaction behavior occurs as after-
effect, our method will detect this.

S2 Seller

R

Confirmation
from S2

Manual
Timeout

S

Update
to S2

S

Confirmation
to S2

Confirmation

Update

Fig. 11. The mixed choices anti-
pattern is hard to model correct.
When it leads to a left message in
the input pool, the verification method
would find it.

place as the receive action did not receive a message. The figure (11) gives an
example for that. The seller can update its setting until the confirmation message
is received. The solution for this kind of problem is not obvious and according to
[7] even experienced modeler make errors describing such situations. While the
seller is in the branch of sending update information, the Confirmation message
could be received. Due to this overlapping, the Update message could be left in
the input pool of subject S2 which would be detected by our verification method
as explained in section (2.4).

3.9 Performance of the Verification Method

Next to the detection of the anti-patterns the solution is supposed to be that
fast, that it does not slow down the work of the model designer to much. To
check whether our performance requirements are met, we applied the algorithm
to ten different process models. Three of them were delivered with the S-BPM
Suite from Metasonic [19] and serve as example process models for customers.
One is a process modeled as use case in the Theseus / TEXO project [24]. Since
these process models could be verified in less than a second, we modeled 6 further
fictional process models. The fictional process models were developed such a way
that LTSs with a large amount of states could be inferred easily . The tests were
run on a notebook with an Intel Core 2 Duo microprocessor and with 4 GB
RAM. The operating system was Windows 7. The results are listed in table 3.
Nine of ten models could be verified in less then 15 seconds and eight of ten in
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Table 3. Verification time of different process models. F1 to F6 are fictional process
models. They were developed by using a high number of modal split and modal join
actions.The action sequences between these actions can be executed in parallel and
therefor a large number ofLTS states could be inferred. Only the verification time of
F6 exceed the required limit of 15 seconds.

Process Subjects LTS states Verification time [s]

Eco Calculator 4 52 < 1

Application Process 3 22 < 1

Banking process 5 105 < 1

Ordering Process 4 28 < 1

F1 2 20 < 1

F2 3 108 < 1

F3 4 271 < 1

F4 5 559 < 1

F5 6 4072 8

F6 7 12223 41

less than one second. All of the practice related process models (F1-F4) could be
verified in less than a second. Although the verification of F6 took 41 seconds,
which is almost 3 times higher than the required limit, in summary the results
can be scored as good. Nevertheless the algorithms should be improved since we
could not verify real world processes.

3.10 User Support for Error Correction

We required not to use external verification tools but integrate verification al-
gorithms into the tool. The reason for that is to get the ability providing better
support for the user to correct errors. We developed two mechanisms to achieve
this goal. The first mechanism is to visualize possible error sources graphically.
Therefore, the shortest path from the start state to the deadlock state is de-
termined. This path delivers information about the involved subjects and the
involved actions of the subjects. Hence it is possible to label these elements. We
have labeled the involved subjects and the involved internal actions with a big
blue frame. The user can easily see which elements are involved and therefore
can better trace the error sources. In some cases many subjects can be involved
on the path from the start state to a deadlock state. The ability to detect errors
suffer from this fact and so a second mechanism has been introduced to find error
sources. It is called stepwise check and gives the ability to check only parts of the
process. The user can select subjects which are supposed to verify. Instead of the
remaining subjects an open environment is used. This environment is an ideal
interaction partner. It receives all messages the subjects will send and delivers
necessary messages when the subjects requires them. If the verification method
detect errors, the error sources can be localized within the subjects verified. This
way the process designer is able to find errors systematically.
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4 Related Work

In [25] a solution for checking interaction soundness for service orchestrations
is introduced. The authors introduce an graphical example but have to write
the concerning π-calculus terms manually, since the BPMN related, graphical
notation does not allow an automatic transformation. To evaluate the method
the Mobility Workbench (MWB) is used[27,28]. The tool takes a π-calculus ex-
pression as input and outputs a binary result in this case. Either the check is
positive or negative. Therefore they can not use this result to analyze the error
sources. Further more, the tool is not optimized for this purpose in that sense,
that certain loop constructs are not detectable. In [13] a BPMN extension is
introduced together with a graphical editor. This editor enables the automatic
transformation to π-calculus terms. The weaknesses of the verification method
itself are still unsolved.

In [16,17] Lohmann et al. transform BPMN and BPEL models to Open Work-
flow Nets. The Open Workflow Nets are verified with a model checker tool and
exploiting a graph edit distance and deadlocks are supposed to solve automati-
cally. The algorithm is not able to discover in all cases which participant behavior
causes the error. No graphical support is provided for the model designer to solve
the cause of the error in that cases it can not be done automatically.

In the work of Deng et al.[8] services are described by the Web Service Defi-
nition Language (WSDL) and were transformed to π-calculus expressions. They
also propose to use the MWB to verify the expressions though without giving
details how the results could be used to detect the reasons for errors.

A further approach is introduced in [15]. Business process are described with
BPEL and the Business Property Specification Language (BPSL). The BPEL
process were transformed to π-calculus expressions and were inferred into finite
state machines. Linear temporal logic (LTL) forms were generated from the
BPSL expression. Both kinds of expressions were given to a compliance checking
framework called OPAL. Again, the outputs are either the check failed or the
check succeeded.

In [4,18] approaches for compliance checking are featured. These approaches
give visual feedback to the model designer but can not be used for compositions of
participants. The capacity and the structure of the technique for asynchronous
communication must be taken into account. Both approaches fail concerning
this point.

5 Summary and Conclusion

Finding deadlocks in distributed systems and resolving them are two very chal-
lenging tasks. These challenges are well known and many different formalisms,
algorithms and tools have been developed over the years to tackle the associated
problems. Nevertheless it is not clear which solution is suitable for finding dead-
locks in S-BPM processes and resolving them. In this paper it has been shown
how ePASS-IoS 1.1 process models can be verified for interaction soundness by
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using the π-calculus as formal foundation. An graphical editor was developed
and the verification algorithms were integrated. Further more, two mechanisms
to support the user finding the reasons for errors are integrated. We modeled the
eight choreography anti-patterns in ePASS-IoS and investigated which of them
can be detected. The incomplete sequence flow anti-pattern can already be de-
tected by the structural soundness check which is integrated in the Metasonic
Suite. Five of them can always be detected namely contradicting sequence flow,
not-guaranteed termination, incompatible branching behavior, impossible data-
based decisions and optional participation. The remaining two Uni-lateral se-
quentialization and mixed choices can be detected when they lead to incompat-
ible interaction behavior. Further more, we evaluated that the performance is
fast enough to use the method in practice, although the algorithms are simple.

For future work, we currently plan the following:

– Extend ePASS IoS and formal semantics to support multi subjects.
– Optimize the algorithms to obtain even faster results to be able to verify

also very complex processes.
– Combine the verification method with Abstract State Machines.
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5. Borgert, S., Steinmetz, J., Mühlhäuser, M.: ePASS-IoS 1.1: Enabling Inter-
enterprise Business Process Modeling by S-BPM and the Internet of Services
Concept. In: Schmidt, W. (ed.) S-BPM ONE 2011. CCIS, vol. 213, pp. 190–211.
Springer, Heidelberg (2011)

6. Decker, G., Kopp, O., Barros, A.: An Introduction to Service Choreographies.
Information Technology 50(2), 122–127 (2008)

7. Decker, G., Weske, M.: Interaction-centric modeling of process choreographies. In-
formation Systems 36(2), 292–312 (2011),
http://linkinghub.elsevier.com/retrieve/pii/S0306437910000591

http://www.eclipse.org/aspectj/
http://www.eclipse.org/gef
http://dx.doi.org/10.1007/978-3-642-01918-0_2
http://linkinghub.elsevier.com/retrieve/pii/S0306437910000591


Formal Based Correctness Check for ePASS-IoS 1.1 Process Models 39

8. Deng, S., Wu, Z., Zhou, M., Li, Y., Wu, J.: Modeling Service Compatibility with
Pi-calculus for Choreography. In: Embley, D.W., Olivé, A., Ram, S. (eds.) ER 2006.
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Abstract. The description of business processes is important for an un-
ambiguous definition and its reusability. However, due to different data
models of business modeling tools, an exchange of process definitions
is difficult. This demands for a formal model of business processes. An
ontology is an explicit specification of a conceptualization and can there-
fore be used as an (inter)lingua to describe S-BPM processes. This paper
presents a S-BPM ontology modeled with the Web Ontology Language.

Key words: S-BPM, Ontology, OWL, Modeling.

1 Introduction and Motivation

S-BPM is an emerging method for modeling business processes [1,2]. Its grow-
ing popularity and distribution comes along with a rise of tools for modeling
S-BPM processes. Such tools, however, use different data models for represent-
ing S-BPM processes. This results in a low interoperability between S-BPM
applications, be it modeling applications or applications for executing S-BPM
processes. All of them need a representation of the processes, and these are as
said stored in a various kind of data models and formats. To take an exam-
ple, the two S-BPM modeling applications Metasonic Suite1 and S-BPM Group-
ware [3] describe their process models differently. The first stores models in XML
representations, the latter uses Scala data models 2, JSON (JavaScript Object
Notation), and database models. Thus, an exchange of business models is not
instantly possible.

One approach to facilitate the interoperability between applications is to write
translators to convert from one S-BPM process data model to another. This
solution demands for O(n2) translators for n different data formats. A meta-
format helps to reduce the number of translators. One approach is to define
S-BPM processes with the Extensible Markup Language3 (XML), particularly
with a definition of an XML schema4 for S-BPM. However, this approach only
1 http://www.metasonic.de/en/metasonic-suite
2 http://www.scala-lang.org
3 http://www.w3.org/TR/xml/
4 http://www.w3.org/XML/Schema

A. Nanopoulos and W. Schmidt (Eds.): S-BPM ONE 2014, LNBIP 170, pp. 41–52, 2014.
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Ontology as Interlingua
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Fig. 1. Translation between different languages used by different applications

defines the syntax but lacks of semantics. In contrast, ontologies define a domain
theory as a conceptual level on top of XML data.

Ontologies enable the formal definition of an inter-lingua meta-format. Using
an ontology reduces the number of translators to only O(n). “To assist inter-
operability, ontologies can be used to support translation between different lan-
guages and representations” [4]. Unlike data models, an ontology is independent
of specific data model, it is “a representation of a world external to any par-
ticular system” [5], so that it “can be reused by different kinds of applications/
tasks” [6]. Figure 1 depicts the general approach and illustrates the use of an
ontology as an interlingua between different languages (data representations)
and corresponding translators to translate not directly between languages, but
between a language and an ontology (interlingua).

The paper is structured as follows. First, we provide a short introduction
to ontologies and the Web Ontology Language (OWL). Then we present an
ontology for the representation of S-BPM processes. Here, we first explain the
applied methodology and then present the ontology’s concepts in more detail.
We close with a summary and an outlook on future work.

2 Introduction to Ontologies

Several definitions for ontologies exist [7]. One of the most cited definitions is
provided by Gruber in 1993. He defines an ontology as an “explicit specification
of a conceptualization" [8]. In 1997, Borst extended this definition by the point
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that the conceptualization should express a shared view [9]. Studer et al. merge
these definitions and define an ontology as a “formal, explicit specification of a
shared conceptualization” [10]. The important elements of this definition are:
– conceptualization: an ontology describes the objects, concepts in a certain

domain of interest and the relationships between them
– formal and explicit : the ontology should be specified in a language that

comes with formal semantics
– shared : because if not, the benefits of having an ontology are limited.

One of the most popular ontology description languages is the Web Ontology
Language (OWL), a W3C recommended standard since 20045. OWL is based on
description logics and enables the definition of classes, properties, and relations
among conceptual objects [11].

After this short introduction we present a S-BPM ontology modeled with
OWL.

3 A S-BPM Ontology

In this section, we present an ontology for describing S-BPM processes called
S-BPM Ont. First, we present the applied methodology for engineering the on-
tology. Then we present the design of the ontology.

3.1 Methodology

We use the Ontology Development 101 methodology for the engineering of the S-
BPM ontology [12]. It is an iterative process for creating ontologies. The method-
ology suggests to follow 7 steps:
1. Determine the domain and scope of the ontology
2. Consider reusing existing ontologies
3. Enumeration important terms
4. Define classes and the class hierarchy
5. Define the properties of the classes
6. Define constraints
7. Create instances

Subsequently, we orientate ourself by these steps for defining the S-BPM
ontology.

3.2 Scope of the Ontology

The scope of the S-BPM ontology is the domain of subject-oriented business pro-
cesses. The purpose is to be able to describe S-BPM processes in an application-
independent, formal way.

In order to refine the scope we present some so called competency questions
in the following as suggested in the methodology of Grüninger and Fox [13].
Competency questions have the purpose to ask questions the ontology should be
able to answer.
5 http://www.w3.org/TR/owl2-overview/

http://www.w3.org/TR/owl2-overview/
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3.3 Reusing Existing Ontologies

To our best knowledge, there does not exist any ontology for describing S-BPM
processes that could be reused. On et al. [14] define a behavior ontology for
process algebra. As the ontology is not defined in any ontology language it cannot
be directly reused, however partly its concepts. Related, but with another scope
is the publication of Fleischmann et al. [15]. Here, the authors define a meta-
model to support multi-agent business processes.

3.4 Important Terms

Albert Fleischmann defines the elements of the S-BPM modeling language in [1].
According to this publication we can identify several important terms. The basic
modeling features include for the communication structure subjects, messages,
and business objects. Further, subjects can perform actions which include sending
and receiving messages as well as executing internal actions. The behavior is
defined by these activities that are performed in a certain order. Depending on
the outcome of activities, the execution of the process chooses one of the available
exit conditions or alternatives. Subjects exchange messages via their input pools.
Each input pool can define size constraints for the whole input pool, specific
message types, or senders of messages.

3.5 Define Classes and the Class Hierarchy

In this section we define the classes of the ontology after identifying important
terms. For this purpose and the definition of both properties and constraints we
follow the definitions of S-BPM defined by Fleischmann [1,2] and Börger [16].

In the following, we define classes and the class hierarchy of the S-BPM
ontology. It is depicted in figure 2.

Subject A subject is an acting element within a process. Subjects execute and
synchronize their activities by exchanging messages. Each subject has an
assigned behavior and an input pool.

Behavior The process behavior that is assigned to a subject and defined by its
states and state transitions.

State A state is part of a behavior. A subject can be in only one state at a time.
There are end states and initial states. A behavior diagram can have only
one initial state but one or more end states. A state has further a specific
type of action (send, receive, function).
InitialState The initial state of a subject behavior
EndState An end state of a behavior. A subject behavior may have one or

more end states
Edge An edge defines the transition between two states. A transition is true if

it satisfies a certain exit condition.
Timeout Timeouts are a subset of edges as well as
UserAbruption that defines the interruption of a process by a user.
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ExitCondition The class of exit conditions
Action In a state a certain type of action is defined. We distinguish between

internal function and communication acts (send or receive). Formally, an
Action is defined as Action ≡ CommunicationAct � Function.
CommunicationAct A Communication Act is either an act of sending

or receiving messages. It is defined as CommunicationAct ≡ Send �
Receive. Further, the classes of Send and Receive are disjoint: Send �
Receive ≡ ∅
Send A send communication act
Receive A receive communication act

Function An internal function that is performed by a subject. The class of
internal functions is disjoint with the class of communication acts and
thus its complement: CommunicationAct � Function ≡ ∅

InputPool An input pool for exchanging messages between subjects
Restriction An input pool may be configured by size restrictions, i.e.,

TypeRestriction A size restriction regarding a certain type of messages
SenderRestriction A size restriction regarding a certain sender subject

Message A message is exchanged between subjects via their input pools
MessageType Each message is of some type like a business trip request.

3.6 Properties of the Classes and Their Constraints

After outlining the classes of the S-BPM ontology, we define the relations be-
tween them, technically also called properties. In OWL, properties are also called
roles. Relations are always binary. OWL distinguishes between datatype proper-
ties and object properties. Datatype properties define relations between classes
and concrete data types like string, integer, date, etc. Object properties define
relations between classes.

Relations between Messages, Message Types, and Subjects
A message can be of a certain type. We therefore define a relation hasType
between a message and a message type with

∃hasType.� � Message (1)
� � ∀hasType.MessageType (2)

defining that the domain of hasType is a message and the range is the type of
the message. Further, a message is of exactly one message type.

A message has exactly one sender and one receiver (this is also true for
multi-subjects at the process structure level). This constraint is expressed by
the relations sender and receiver, and the specification of the Message class (see
equations (5)-(7)). The definition of sender is

∃sender.� � Message (3)
� � ∀sender.Subject (4)
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Fig. 2. The class hierarchy of the S-BPM ontology

The definition of receiver is analogous.
This leads us to the definition of the class Message with:

Message � (≤ 1 hasType)� (≥ 1 hasType) (5)
Message � (≤ 1 sender) � (≥ 1 sender) (6)

Message � (≤ 1 receiver) � (≥ 1 receiver) (7)

Relations between States, Edges, Behavior, and Subject
States and their transitions define the behavior of a subject. As introduced in
section 3.5, subclasses of states are initial states and end states. Transitions are
directed edges that have both a source and a target. For this we define two
relations source and target for edges.

∃source.� � Edge (8)
� � ∀source.State (9)
∃target.� � Edge (10)

� � ∀target.State � ¬InitialState (11)

Both source and target relations are unambiguous, that means that they refer
to exactly one state each. This constraint can be expressed by defining these
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relations as functional. This means that source(s1, e1) and source(s1, e2) implies
e1 = e2. The same is true for the target relation.

States have one ore more outgoing edges. A special type of an edge is a time out
edge. Each state may have at most one timeout edge but many user abruptions.
An end state may have outgoing edges but an initial state has only outgoing
edges. Doing so, the class of states is specified as

State � ≥ 1 outgoingEdge.Edge� ≤ 1 outgoingEdge.T imeout (12)
State � (≤ 1 hasServiceType)� (≥ 1 hasServiceType) (13)

Further, a state performs a certain type of action (send, receive, function),
except of an end state. The relation hasServiceType between a state and an
action class is defined as:

∃hasServiceType.� � (State � ¬EndState) (14)
� � ∀hasServiceType.Action (15)

The behavior of a subject is described as a set of states and their direct edges
between them:

Behavior � (≥ 0 Edge) (16)
Behavior � (≤ 1 hasState.EndState) � (≥ 2 hasState.State) (17)

A subject is assigned to at most one behavior and exactly one input pool. The
relation hasInputpool is inverse functional, because the owner of an input pool
is unambiguous. The definition of these two relations are

∃hasBehavior.� � Subject (18)
� � ∀hasBehavior.Behavior (19)
∃hasInputpool.� � Subject (20)

� � ∀hasInputpool.InputPool (21)
(22)

Furthermore, the class of subjects is formally defined as

Subject � (≤ 1 hasInputpool) � (≥ 1 hasInputpool) (23)
Subject � (≤ 1 hasBehavior) � (≥ 1 hasBehavior) (24)

Relations between Messages, Input Pools and Their Constraints
Input pools can be configured by several size constraints:

– the overall capacity of an input pool
– size restriction regarding a special type of message
– size restriction regarding a special sender
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We specify the overall capacity of an input pool with a datatype property has-
Capacity which enables to set the maximum number of messages of an input pool
with a positive number. For message type restrictions and sender restrictions we
define a relation hasRestriction with its two sub-properties hasTypeRestriction
and hasSenderRestriction. The class for message type restrictions is defined as

TypeRestriction� (≤ 1 hasCapacity.posInt)� (≥ 1 hasCapacity.posInt) (25)
TypeRestriction� (≤ 1 regarding.MessageType)� (≥ 1 regarding.MessageType)

(26)

(27)
Analogously, the class of sender restrictions is specified as

SenderRestriction � (≤ 1 hasCapacity.posInt) � (≥ 1 hasCapacity.posInt)
(28)

SenderRestriction � (≤ 1 regarding.Subject) � (≥ 1 regarding.Subject)
(29)

(30)

An input pool then has an arbitrary number of restrictions regarding message
types or senders (or both), but exactly one overall capacity restriction. This
is necessary to be able to distinguish between synchronous and asynchronous
communication.

InputPool � (≤ 1 hasCapacity.posInt) � (≥ 1 hasCapacity.posInt) (31)
InputPool � (≥ 0 hasSenderRestriction.SenderRestriction) (32)
InputPool � (≥ 0 hasTypeRestriction.T ypeRestriction) (33)

(34)

Figure 3 illustrates the constraints model of input pools.

Create Instances. In our case, instances are not part of the S-BPM ontol-
ogy until a concrete process is defined. Therefore, the proposed ontology only
contains concept definitions also called TBox (terminology knowledge) and no
assertional knowledge (ABox). However, in the following section we present an
example business process and its instances that use the defined ontology.

3.7 Ontology Example

In order to illustrate the use of the ontology, we present the employee subject be-
havior known from the business trip application example (see [2, p. 20]). Figure 4
depicts the employee’s behavior.

In figure 5 an ontological representation of the employee behavior diagram
is presented. It depicts the employee with its input pool and its behavior. The
behavior consists of the states (fill out request, send request, receive answer, do
BT, and End) as well as the edges between them. Each edge defines a source
and a target edge.
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Fig. 3. The model of input pool size constraints
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Fig. 4. The behavior diagram of the subject employee in the business application
process
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4 Summary and Future Work

The exchange of models between applications is crucial for interoperability and
their reuse. This is especially true for business process models, as they often
involve several distributed acting objects distributed over different IT infras-
tructures. Therefore, we have proposed an ontology for S-BPM processes. It
provides a formal specification using the Web Ontology Language.

For future work we plan to continue and to add more S-BPM elements like
macros. Specifications for multi-subjects and multi-send and -receive actions are
missing in the current ontology version. We intend to integrate these concepts in
the ontology and to refine the communication acts as special cases of multi-send
and multi-receive, respectively. Furthermore, we plan to define logical rules and
further constraints to improve the S-BPM ontology’s semantics.
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Abstract. Business process models are vital assets of any organization. The  
organizations prefer to use one of the modeling methods and notations accord-
ing to its features like tool support, size of user base, ease of use. On the other 
hand, prevalent methods (formalisms) to model these processes change over 
time. Furthermore, some modeling tools and/or methods might be pulled out of 
the market completely. In order to handle these kinds of changes easily, migra-
tion methods has to be defined. In this work, model transformation is proposed 
as a method to migrate from eEPC to S-BPM.  Direct mapping rules are defined 
to transform models and the application of these rules is demonstrated by on a 
real world case study. 

Keywords: Process Modeling, eEPC, S-BPM, Model Transformation. 

1 Introduction 

Business process models describe logical order of activities and dependencies [1]. 
There are many process modeling languages and organizations use them to reach a 
comprehensive understanding of organizational processes and analyze them. In the 
frame of this study, we particularly focus on eEPC and S-BPM languages.  

EPC is a business process modeling technique developed by Scheer et al. at the Insti-
tute for Information Systems in Germany, in 1990s [2][3]. EPC represents business 
process as an ordered graph which shows chronological sequence and logical interde-
pendencies between elements. In order to model more complex business processes, EPC 
notation is extended with additional elements from the organization and data view, 
which is called eEPC (extended Event-driven Process Chain). It is relatively simple 
notation to model business processes and highly accepted by the practitioners from 
diverse areas for business process re-engineering, management and documentation.  

S-BPM is a paradigm that is developed by Albert Fleischmann [4] to describe and 
execute business processes from the perspective of subjects. S-BPM gets inspired 
from natural languages and the structure of S-BPM is similar to sentence structure of 
natural languages. According to S-BPM, subjects are active elements in a business 
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process. Therefore, they should be the starting point of the activities (like natural  
language sentences) [5]. Subjects execute business processes by exchanging messages 
with each others. Interactions between subjects are shown in the Subject Interaction 
Diagram (SID). SIDs visualize subjects and data flow (exchange messages) among 
them. Internal activities of subjects are shown in Subject Behavior Diagram (SBD).  
S-BPM uses top down approach in determining communication between subjects and 
uses bottom-up approach in determining internal behavior of subjects.  

In the industry EPC is widely accepted during the last decade by means of ARIS 
toolset. A number of organizations represented their processes using eEPC. However; 
there is a gap between business and information technology systems in the eEPC 
since it focuses on notations and this makes difficult to design business processes 
within IT systems [6]. In order to close that gap, S-BPM has emerged as a new mod-
eling paradigm. S-BPM enables to create dynamic business applications and to inte-
grate them into the existing systems seamlessly. This also provides organizations, 
which use S-BPM as modeling language, competitive advantage. In addition to this, 
S-BPM provides a better representation for human interaction patterns and its notation 
is simple and easy to understand. As an alternative to EPC, S-BPM gaining ground 
with IT support. Migration of legacy eEPC models requires considerable effort. Fur-
thermore, it’s a labor intensive work which increases the usage of personal resources 
and costs dramatically. 

Our goal is to facilitate the transformation process by defining rules with direct 
mapping. Model transformation is adopted as a main method to provide automation. 
A model transformation takes a source model and transforms it into a target model by 
using predefined transformation definition (rules) [7]. The both of the models con-
form to their respective metamodels. A transformation is defined with respect to the 
metamodels. The transformation definition is executed on concrete models by a trans-
formation engine. In our case, eEPC is the source model and S-BPM is the target 
model. Transformation definition is explained in details throughout this document. In 
order to automate eEPC to S-BPM transformation we developed an extension to exist-
ing transformation engine namely UPROM (Unified Process Modeling Tool) devel-
oped by Bilgi Grubu and SMRG Research Group. UPROM is based on bflow* toolbox 
which is an open source modeling tool contributed by at the University of Hamburg 
and the University of Applied Sciences Emden/Leer [8]. 

Before the conversion, syntax of the eEPC model is needed to be checked. eEPC 
syntactical validation rules are stated in Section 3 according to formal definitions 
given in [9] [10]. The rules to check the validity of generated S-BPM model is also 
defined in Section 4. These rules include constraints on inter-elements relations and 
element sequence. In this study we check the validation of input and output models 
manually. However; after the development of the tool is completed, it is done semi-
automatically. 

In this paper, we define a set of rules (guidelines) to convert eEPC models to  
S-BPM models and we validate these by applying our transformation method to a 
case study. The remainder of this paper is organized as follows: Related work is  
mentioned in Section 2. Notation of eEPC, its validation rules and metamodel from 
scratch are presented in Section 3. Notation of S-BPM with validation rules and  
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S-BPM metamodel from scratch can be found in Section 4. Section 5 presents trans-
formation methodology and rules. Case study can be found in Section 6. Discussions 
and conclusion are presented in Section 7. Finally references can be found in Section 8. 

2 Related Work 

In the literature, there are many research studies on EPC and eEPC that are useful for 
model transformation. W.M.P. van der Aalst gives a formal definition which explains 
the requirements of an EPC element and defines the core elements as well [9]. Kees 
van Hee et al. define extended-EPC (eEPC) by providing syntax and semantics [10]. 
Those studies provide a foundation for our transformation and validation rules.  

Transformation techniques to generate models based on existing eEPC models are 
defined for different formalisms like BPMN [10] and UML [11]. Nüttgens et al. [11] 
transform EPC models into object oriented models. Relations between EPC and  
UML diagrams (use case, activity diagram, class diagram and application structure 
diagram) and the details about which information in an EPC element is used to trans-
form related diagram are defined. In this study, mapping between EPC and UML 
elements is not stated; only structural transformation approach is explained.  

In [12], Tscheschner describes a direct mapping technique to convert eEPC to 
BPMN and defines transformation rules to map eEPC elements to BPMN elements. On 
the other hand, eEPC and BPMN differ in their semantics and formalization. There-
fore, a complete mapping (structural and semantic) is almost not achievable by solely 
using direct mapping for each and every component. In order to get complete one, 
elements of core EPC definition and a subset of eEPC elements are used for mapping. 

In [13], Aguilar-Savén compares different modeling languages in terms of message 
exchange, communication partner’s role, process flow and timing, visualization of 
none sequential process steps, understandability and clear structure of models in order 
to find the most suitable language for a specific project. According to this study S-
BPM is very successful in visualizing exchange messages between subjects. Behavior 
of the communication partners is also well defined in S-BPM and it has a comprehen-
sive notation. On the other hand, eEPC is stronger than S-BPM in terms of showing 
the details of process flow and ease of understanding. 

In [14] Sneed provides a mapping method for bidirectional transformation between 
BPMN and S-BPM. Transformation consists of two main parts. In the first part; rules 
for atomic structures (basic modeling constructs) are defined. The first part of the 
transformation provides mapping for Subject Behavior Diagrams. In the second part, 
mapping rules for complex structures are defined. Complex structures are used to 
visualize the communication view between subjects. In contrast to our study, this 
study focuses on SID generation. 

3 eEPC Notation 

The subset of eEPC elements covered by our transformation rules are listed in  
Figure 1. In order to elaborate elements and their relationships, composed meta-model 
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is depicted in Figure 2 (it’s also used for model transformation). It is based on the 
formal definition of EPC defined by W.M.P. van der Aalst [9] and eEPC Kees van 
Hee et al. [10]. 

 

 

Fig. 1. Covered set of eEPC elements 

According to our meta-model, a process consists of at least five process elements 
(start event, function, end event and control flows between them). Process elements 
can be workflow elements (function, event, process path, control flow, split connector 
and join connector) or extended elements (data object, resource object, actor, informa-
tion flow and relation). eEPC workflow elements are consecutive to each other to 
form a process flow. Core elements (function, event and process path) are connected 
to each other by control flows. Data objects (document, list, log, product and file) are 
connected to functions or process paths via an information flow and they are  
connected to an actor via a relation. Relation also connects functions and process 
paths to actors and resource objects (application, reference and business rule). 

In order to validate an eEPC diagram the following rules are used [9] [10]: 

 There must be at least one start event, 
 There must be at least one end event, 
 All elements must be connected, 
 All functions or process paths must have exactly one incoming and one 

outgoing control flow, 
 Events cannot be consecutive to each other, 
 Split connectors must have one incoming control flow and more than one 

outgoing control flow, 
 Join connectors must have more than one incoming control flow and one 

outgoing control flow. 
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4 S-BPM Notation 

Since “eEPC to S-BPM” transformation is an injective non-surjective function, all S-
BPM elements are not covered in our mapping. The covered elements of S-BPM ele-
ments are listed in Figure 3. 

 

Fig. 3. Covered set of S-BPM elements 

SBD elements and their relations are shown in Figure 4 as a meta-model. SBD is 
composed of at least 3 process elements; start subject state, end subject state and an 
arc that connected these two states. SBDs consist of subject states (Receive, Send and 
Function) and outgoing control flows (arcs). A control flow has a label whose value is 
determined according to its source subject state. “Receive” state depicts the receiving 
message action and it is followed by a control flow. That flow shows information of 
sender and received data (Receive Arc). “Send” state is used to show sending mes-
sage action. It is followed by a control flow (Send Arc) that shows receiver info and 
sent data. “Function” state with an outgoing arc (State Arc) is used for tasks and post-
condition of the function.  In addition to those SBD elements, macro classes and 
choice operators (“Multipath” structure) are also used. Macro classes are used to show 
sub-processes that repeat in different SBDs in order to avoid repeated patterns. The 
notation of macro class consists of three parts, in the first part valid start states which 
activate the sub-process are shown. Name of the macro (sub-process) is shown in the 
second part. In the final part, the outputs of the sub-process are shown. Choice opera-
tor consists of a number of parallel paths which are activated simultaneously. It starts 
and ends with a bar which includes beginning and end switches for each path. 
Validation rules for SBDs: 

 There must be at least one start subject state, 
 There must be at least one end subject state, 
 All elements must be connected, 
 All receive nodes must be followed by a receive arc which is annotated by 

a receive clause, 
 All send nodes must be followed by a send arc which is annotated by a 

send clause, 
 All macro classes must have at least one incoming control flow (receive, 

send or state arc) and at least one outgoing state arc, 
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 All multipath structures must have exactly one incoming control flow and 
exactly one outgoing state arc, 

 Start bar and end bar of a multipath structure must have the same number 
of switches. 

 All alternate paths in a multipath structure must be start and end with a 
switch.  

 

Fig. 4. S-BPM Metamodel from scratch 

5 Transformation  

eEPC and S-BPM differs the most in the aspect of adopted modeling techniques. 
eEPC uses flow-oriented approach. Due to that, it is generally considered as a kind of 
flowchart. It visualizes the sequence of tasks which are performed by different actors. 
On the other hand, S-BPM uses subject-oriented modeling technique which means 
that it focuses on subjects (actors) and their relationships. In eEPC, a business process 
performed by more than one actor can be visualized by one eEPC diagram. However, 
in S-BPM that business process is visualized by SID in higher level and internal activ-
ities of each subject are shown in separate SBDs in lower level. For that reason, our 
conversion strategy consists of two phases. In the first phase, eEPC model needs to be 
decomposed into individual eEPC models for each actor. Then, as a second phase, 
SBDs are generated for each individual eEPC model. Input eEPC diagrams which will 
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be transformed are assumed to be valid according to syntactic and semantic rules 
defined in [9] [10]. 

Structural mapping is used as transformation technique; nevertheless there are sig-
nificant differences between eEPC and S-BPM notations. For transformation, patterns 
which composed of different elements and transformation rules for those patterns are 
defined in the following. 

5.1 Phase One: Generating Individual eEPCs 

As we stated in the previous section, eEPC to eEPC transformation is initially per-
formed in case of more than one actor are responsible for the business process. The 
tasks of different actors are transformed into individual eEPC diagrams. First, the 
actors who are only connected to functions are determined and then eEPC diagrams 
for each of them are generated. 

In the individual eEPC generation process, function or function set which are con-
nected to different actors are ignored. In order to generate continuous flow for the 
actor, the output event of the last function performed by concerning actor and the 
output event of the last function performed by a different actor are concatenated with 
an "and” connector(Figure 5). 

 

Fig. 5. eEPC to eEPC Transformation 

5.2 Phase Two: Generating S-BPM Models 

SBD generation starts from the root node and follows through the nodes in sequential 
order. The events without incoming control flow, the events without outgoing control 
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flow and function-event pairs are taken into account firstly. In the conversion of func-
tion-event pairs, relations of the function with other elements (data and resource ob-
ject) are inspected. Matched patterns (defined in following subsections) converted 
into respecting target patterns.   

Functions and Events. Functions and events are the most crucial elements of eEPC. 
Functions represent tasks or activities which are executed by organization units, 
groups or positions. Events show the state of the process. They are triggered by func-
tions and they also trigger functions as well. Function-event pairs show the flow of 
the business process. Events are problematic in transformation because there is not a 
corresponding element in S-BPM to map.  In order to avoid information lost, follow-
ing rules are defined in Table 1. 

Table 1. Transformation rules for functions and events 

Functions followed by an event 
Functions are directly mapped to 
performing action (function state) 
element of S-BPM. Events are shown 
as text on the outgoing control flow. 

Functions without following event
Functions without following event 
are mapped to performing action 
element and a control flow without 
any label. 

Events without incoming control flow
Events without incoming control 
flow are interpreted as start event. It’s 
mapped to a dummy start function 
with «Start» annotation  

Events without outgoing control flow
Events without outgoing control flow 
are interpreted as final event. It’s 
mapped to a dummy end function 
with «End» annotation 

Events with incoming and outgoing control flows
Events with incoming and outgoing 
control flows are mapped to a control 
flow with a label that includes event 
description. 
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Data and Subjects. In the eEPC, there are many different types of data and subjects, 
however the corresponding representations of those objects in S-BPM is not available. 
Transforming these elements by ignoring their type causes information lost. In order 
to overcome that, annotations for data and subject types are introduced. Table 2 gives 
the subject type annotations and Table 3 gives annotations for information, material 
and resource objects. 

Table 2. Subjects and their annotations 

Subject Type Annotation 
Organization Unit «unit» 

Group «group» 
Position «position» 

 

Table 3. Information, Material and Resource Objects and their annotations 

Information, Material and 
Resource Objects 

Annotation 

Document «doc » 
List «list » 

Product «product» 
File «file» 
Log «log » 

Application «app» 
Reference «ref » 

Business rule «rule» 
 

Document, list, product, file and log can be seen as a data object. However; appli-
cation, reference and business rule are resource objects. Applications are systems and 
supports functions for execution. References (laws, regulations, standards, guidelines, 
etc…) are used to provide information to execute related function. Business rules 
restrict the operations of functions. For resource objects, notation with “Used” key-
word and respective annotation («app», «ref» or «rule») is used. The description of 
resource object is also given as a part of this notation. Resource object notation is 
connected to functions with a dotted line (Refer to Figure 6). 

 

Fig. 6. Resource object transformation rules 
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Split Function 

Split Function connectors acti-
vate two or more post-conditions 
(events) of a function.  

Split Function is mapped to 
performing action element with 
«and», «or» or «xor» annotations. 
These elements have one incom-
ing control flow and outgoing 
control flows with a label that 
includes event description. 

Join Events

 

Join Events connectors concate-
nate preconditions (events) and 
activate the following function. 

Join Events is mapped to per-
forming action element with 
«and», «or» or «xor» annotations. 
These elements have incoming 
control flows with a label that 
includes the description of pre-
condition (event) and an outgoing 
control flow without any label. 

Split Event 
 

 
 

Split Event connector activates 
two or more functions when the 
precondition (event) is satisfied. 

For Split Event, performing 
action element with «and» anno-
tation is used. It has an incoming 
control flow with a label that 
includes the description of pre-
condition (event) and outgoing 
control flows without any label.  
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elopment of the Republic of Turkey, are transformed to
ject is to define business processes and to support th
s. Within the scope of the project, main and support
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hive Management System are selected for case study. F
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Fig. 9. Archiving Process 
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actors which are directly connected to functions from 
hows the sub-processes of Archiving process and Fig
ocesses of Acquiring archive material process.   

transformation SBD for each sub-process are generated
ection 5.2. Thus, only the name of the applied rule is given
rmations. While transforming Personnel_Archiving Proc
incoming control flow”, “Data with outgoing informat
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Fig. 12. Transformation of Archiving Process for Archivist 

“Events without incoming control flow”, “Data with incoming information flow”, 
“Resource object transformation”, “Functions followed by an event” and “Events 
without outgoing control flow” are used in given order to transform Acquiring archive 
material process in the view of personnel (Figure 13.a-13.b). 

 

Fig. 13. Transformation of Acquiring Archived Material Process for Personnel 
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S-BPM model of Achivist_Acquiring archive material process is generated by 
practicing the following rules respectively; “Events without incoming control flow”, 
“Data with outgoing information flow”, “Functions without following event”, “Split 
Function”, “Events without outgoing control flow”, “Functions without following 
event”, “Data with incoming information flow”, “Split Function”, “Functions fol-
lowed by an event”, “Events without outgoing control flow” (Figure 14.a-14.b). 

 

Fig. 14. Transformation of Acquiring Archived Material Process for Archivist 
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The validity of output S-BPM models are checked manually by traversing the vali-
dation rules given in section 3.  

7 Discussion and Conclusion 

In our case study, eEPC model has been transformed to S-BPM without any informa-
tion lost by using the defined transformation rules. The generated S-BPM models are 
valid and semantics of the input model are preserved in output models. As a result of 
eEPC to S-BPM transformation, individual models for each subject are generated. 
The output model names give information about subject and related process. Howev-
er, interactions of the subjects and message flow between them are missing. User can 
only get this information by tracking the generated models and finding the common 
points (events) manually. In order to provide traceability, SBD for input process 
should also be generated. That generation is out of this paper’s scope, it is left as a 
future work. 

Duplication is another problem which occurs in the conversion of sending and re-
ceiving messages. If there is a function which includes “receive” keyword in its de-
scription and an incoming information flow connected to it, information flow part is 
converted as receive message with «receive» annotation and conversion of function 
part also includes “receive” keyword which refers to the same data. The duplication 
problem also occurs in the conversion of outgoing information flow connected to a 
function that contains “Send” keyword. In order to avoid this problem, description of 
functions is also taken into account. Information flow and related function is consi-
dered as a different pattern and that pattern is mapped to “Receive Message” or “Send 
Message” element directly. On the other hand, there is no way to show all flow in-
formation in a single S-BPM element (e.g. send-receive element) if there are more 
than one information flow related to the function. Thus, possible duplicates are not 
handled in order not to complicate transformation. 

During the case study, we have had some observations for more understandable 
model generations. These remarks can be summarized as follows: 

• Each function should be followed by an event and each function should be trig-
gered by an event in the input model. Otherwise, null transitions will be occurred 
in the model.  

• Each data object should be related to a subject. Otherwise, subject information will 
be marked as «undefined». 

• In case of eEPC model belongs to only one actor, no information lost occurs in 
transformation. Otherwise, subject’s interactions will be lost. 

As a conclusion, in this paper we have defined metamodels (based on MOF) and 
validation rules for eEPC and S-BPM. The main contribution of the study is defining 
a transformation approach and it is divided into two phases. In the first phase, indi-
vidual eEPC models are generated and then eEPC to S-BPM transformation is per-
formed as a second phase. Common eEPC patterns and rules for each of them are 
defined as guidelines. These guidelines are validated on a real world case study and 
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they are evaluated to be used in the development of the extension to UPROM (work 
in progress). 
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Abstract. The ITIL is an established presence in ICT practice, which allows 
some scope for domain-specific implementation. The complexity of existing IT 
solutions and ever shorter development times are causing increasing problems 
in implementing the ITIL processes. This paper takes up this problem with ref-
erence to Change Management and shows how it has been addressed in practice 
with the aid of subject-oriented Business Process Management (S-BPM) and 
reference modeling. The description of the problem is followed by a discussion 
of the conceptual foundations of the ITIL and the central features of S-BPM, 
which is used to design a conceptual reference model for the domain of Change 
Management. This model is presented with focus on the involved subjects, their 
interactions and behavioral patterns. We substantiate the practicability of the 
model using a generic example and finally conclude potential benefits. 

Keywords: Change Management, Reference Modeling, ITIL, S-BPM, IT Ser-
vice Management. 

1 Introduction 

Because of technological and economic developments, IT service providers have to 
produce more and more complex IT solutions in shorter and shorter development 
cycles if they are to succeed in the marketplace (see [24], p. 247). This phenomenon 
is currently referred to as “dynaxity,” a mixture of dynamic change and complexity 
[11]. It can also be observed in practice that the processes of producing IT services 
are increasingly driven by internal IT Governance policies, while the resulting cus-
tomer satisfaction is only incidentally addressed. In light of this situation, IT service 
providers can fall into a complexity trap: the increased complexity of the services 
demanded by the market and the host of internal rules to be complied with lead to 
rising costs, so the resulting gains show a declining trend.  

The reaction of management to this development is often to reduce the available 
staff resources to safeguard the company’s financial results. To tackle this ever-
growing complexity, the players who have to modify and implement the processes 
involved in IT service production are then often left managing shadow processes [22]. 
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Because of a lack of transparency, these often escape management control, so quality 
problems are almost bound to arise. In the worst case they may fall into a vicious 
spiral, sustained by declining financial results on the one hand and increasing pressure 
from management to impose control on the other.  

In particular, the identified complexity trap exerts massive pressure upon the do-
main of Change Management, which is responsible for the efficient handling of all 
changes of the IT infrastructure. Typically, such tasks require specific and intense 
communication between different organizational units, such that enterprises are con-
fronted with high coordination costs [14]. In order to gain efficiency in the domain of 
Change Management, process orientation and adequate process-oriented information 
systems seem to be suitable means [12]. 

Widely-used IT management frameworks such as the ITIL offer no constructive 
solution to unfold process orientation. The ITIL does define Change Management 
tasks with which tactical and operational changes to IT services can be organized, 
coordinated and controlled (see [25], p. 181). However, it provides no detailed 
process models covering the logical sequence of the necessary Change Management 
activities (see [24], p. 122ff., and [13]). Given the dynamic nature of the market out-
lined above, such process models must be extremely adaptable [9] and capable of 
being rapidly rolled out into production in IT organizations [6]. 

To address the set of problems outlined here, this paper presents a conceptual ref-
erence model [21] for ITIL-based Change Management. A reference model has the 
fundamental potential to reduce the production costs of an implementable Change 
Management process that meets the company’s needs or to optimize an existing 
Change Management function [1,4]. To meet the requirements of the domains in 
question, we have based the design of the reference model on the concept of subject-
oriented Business Process Management (S-BPM) [7]. As well as transparent modeling 
of the players involved, along with their activities, this allows processes to be ex-
ecuted without any programming effort (model-to-execute). This means that the 
processes can be tested and adapted by the players concerned, providing a high degree 
of organizational flexibility and acceptance. The resulting subject-oriented model for 
Change Management has been developed in an evolutionary manner over several 
years within an IT service organization, and is presented here in a generalized form.  

This paper begins by introducing some key principles of Change Management. 
Based on the central features of S-BPM, we then discuss the subjects, interactions and 
relevant behavioral aspects of the reference model. In order to substantiate the practi-
cability of the designed model, we introduce an example scenario, which subsequent-
ly is expanded by a data layer. Finally, a summary is presented and potential benefits 
of the designed artifacts are concluded. 

2 ITIL Principles 

The IT Infrastructure Library (ITIL) is a process-oriented collection of best practices 
for planning, monitoring and managing IT services [25]. The ITIL has developed into 
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a international de-facto standard for IT service providers (see [24], p. 122) and 
enables IT services to be aligned with current and future requirements. 

The core of the ITIL comprises five modules: Service Strategy, Service Design, 
Service Transition, Service Operation, and Continual Service Improvement. Change 
Management forms part of the Service Transition area and is intended to keep the 
impact of changes on all operational services, and hence on IT costs, to a minimum 
(see [25], p. 195ff.). It coordinates, controls and establishes the activities needed to 
manage Changes. The area of Change Management encompasses the live operation 
that is relevant to service provision, and the associated administrative environment 
(see [15], p. 45). Each individual Change is entered in the Change Record (RC).  
This document contains all management-related information, and the history of a 
particular Change. A Change is a modification or functional enhancement to an exist-
ing system (e.g., hardware or software, or IT infrastructure). The details of a Change 
are gathered as the process is carried out and are then provided by the Request for 
Change (RFC) [20].  

To handle the operation of Change Management, the ITIL provides for various 
roles (see [18], p. 49). The Change Manager is the highest operational instance and 
assumes the responsibility for the process. The Change Coordinator supports the work 
of the Change Manager by helping to define and describe the change in detail. The 
Change Advisory Board (CAB) is a group of decision-makers (technical and adminis-
trative) with a suitable overview of the whole system, which examines the impact  
of each proposed Change and supports the implementation of the Change (see [15],  
p. 98). 

Although the ITIL claims to provide a comprehensive approach to IT Service 
Management, clear gaps appear when we compare the contents of the ITIL with the 
tasks of production management (see [24], p. 123). There are significant shortcomings 
in the management of the production process in particular. For example, the  
ITIL provides little or no coverage for production planning and production control. 
Only production change has reasonable coverage, so there is scope for improvement 
overall.  

The ITIL does not include any industry- or company-specific recommendations. 
Although the generic description of the best practices discussed in the ITIL allows 
them to be adapted to a wide range of application areas, this adaptation has to be per-
formed by the company itself (see [24], p. 125ff.). The ITIL is a good framework for 
creating standardized processes within a company, but the staff are then forced to 
work according to certain rules which must be compliant with the IT Governance 
policy, which results in greater organizational costs.  

3 Reference Model for Change Management 

3.1 S-BPM Fundamentals 

S-BPM is a comprehensive method for the correct implementation of an integrated 
BPM approach (see [7], p. 20). This approach can be considered to be integrated as 
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the individual phases (analysis, modeling, validation, optimization, implementation, 
verification and acceptance, and operation and monitoring) form a closed loop (see 
[16], p. 14). The S-BPM notation is based on natural language with complete sen-
tences comprising subject, predicate and object, and in contrast to traditional BPM, it 
focuses on the subject of a process. Modeling in S-BPM takes places in two stages 
(see [5], p. 54): 

1. Identification of the subjects and their interactions  What are our subjects? 
2. Definition of the subject behavior  What does a subject do, and when does it 

send or receive a message? 

The result of the first step is a subject interaction diagram (SID), which forms a mod-
el with explicit communication relationships structured by the involved subjects. Fig. 
1 shows an example subject interaction diagram created with the S-BPM modeling 
tool Metasonic Suite V. 5.0.1 [19]. 

 

Fig. 1. Example subject interaction diagram (SID) 

In the second step, the subjects are refined by modeling their behavior as a sequence 
of activities and interactions with the aid of states and transitions. Several subjects can 
act in parallel and synchronize themselves by means of messages (see [5], p. 54ff.). 
The behavior of every subject can be specified using three states and transitions: 
Send, Receive and Function. Five symbols are used in S-BPM notation (Fig. 2). 

 

Fig. 2. Symbols in S-BPM notation 
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The subject behavior diagram (SBD) shown in Figure 3 models the processing of  
an order. After the receipt of the order (Receive state), the stock level is checked 
(Function state) and the control flow branches. Individual states can be refined, e.g., 
to assign the activities to external applications, information objects or business rules 
(see [5], p. 56). 

 

Fig. 3. Example subject behavior diagram (SBD) 

The simple notation used in S-BPM makes the resulting models very easy to under-
stand. The models can also be executed without any additional programming effort 
(model-to-execute). This allows models to be tested in the actual work process and 
adapted to suit. These attributes are the reason why S-BPM is applied below to the 
domain of Change Management. 

3.2 Subjects and Interactions within Change Management 

The subject-oriented reference model (SID) shown in Figure 4 is based on a Change 
Management process that has been developed and optimized over many years by a 
system integrator for the live running of SAP Basis services. Because of the practical 
application, some elements differ from the relevant literature, but they are tried and 
tested and therefore constitute an adequate reference for different domains. 

To reflect the generic character of the reference modeling activity, we will dis-
pense with describing all the elements of Change Management in detail. Because of 
the many special rules and actions in the case of an incident, this area is not consi-
dered at this time.  

From the SID we can see the following subjects involved in Change Management: 
the Change Requester, Change Coordinator, Change Implementer, Change Manager 
and Change Approver. 
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Change Coordinator. In S-BPM subjects can be defined as multi-subjects, allowing 
them to represent the behavior of a team or a group. The Change Manager, modeled 
as an administrative multi-subject, may represent the functions of the CAB, covering 
all significant groups and persons such as administrators, technicians, Service Level 
Managers, operations staff, etc. That is why the CAB is not modeled. Whether a CAB 
subject is needed is a decision for the individual company. 

The Change Coordinator and the Change Implementer play a crucial role in 
Change Management, as can be seen from the large number of transitions between 
these two subjects. The Change Coordinator is responsible for organizing and coor-
dinating most of the steps needed to produce and implement the Change. They are in 
contact with almost all subjects, to gather all the necessary technical, administrative 
and operational information on the Change. In close collaboration with the Change 
Implementer they draw up the Back-Out Strategy and the Change Strategy, containing 
all significant details of the Change, such as its criticality, priority, affected compo-
nents, procedure, etc. The Change Coordinator also handles the scheduling and pub-
lishes a Change Release once all the information is to hand. Once the Change Release 
has been confirmed by the Change Manager, there is no longer anything to stop the 
Change being executed, and the Order for Change is given directly to the Change 
Implementer. In the event of failure, the Change Implementer immediately informs 
the Change Coordinator, who in turn communicates this result and awaits a back-out 
order from the Change Manager in order to have the original situation restored by the 
Change Implementer. 

The Change Approver represents the individual functions involved and bears the 
primary responsibility for checking the Change at the technical level. The Change 
Approver may be one or more people.  

The relationships between the Change Coordinator (CC) and Change Implementer 
(CI) subjects from the outline reference model are described in more detail below by 
way of example.  

3.3 Examples of Behavior by Selected Actors 

The CC receives an RfC from the Change Requester (CR). Once he has checked  
the format and content of the data in the RfC, he prepares a Change Implementation 
Strategy as shown in Figure 5. The Change Implementation Strategy defines the tech-
nical requirements and the resources and functions required, the criticality, the service 
impact and the Change type. Apart from detailed descriptions and definite categoriza-
tions, the CC and CI then cover different aspects of the Change Strategy, which  
need to be drawn up and confirmed in a relatively short time in line with the Change 
objective. 

When the CC has completed his part of the Change Implementation Strategy, he 
sends it to the CI. As can be seen from Figure 6, the CI receives the Change Imple-
mentation Strategy prepared by the CC, checks it for completeness and makes any 
necessary changes. He then accepts or rejects the Change Strategy. In both cases, the 
information goes back to the CC, who either starts the next task in the process or has  
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taken forward by the Change Implementer. Fig. 9 shows the Change Implementer that 
a Change Management process has been instantiated, so a message has arrived. 

 

Fig. 8. Change Coordinator: “wait for denial or acceptance by CI” 

 

Fig. 9. Change Implementer: “receive Change Implementation Strategy” 

After opening the message, the CI switches from the Receive state receive Change 
Implementation Strategy to the Function state check Change Implementation Strategy 
(Figure 10 shows the same basic view as Figure 7). 

To continue the process, the Next button is pressed once more. A dialog box then 
opens, asking the CI for a decision. As defined previously in the process model and 
shown in Figure 11, he can choose between acceptance and rejection. Whichever way 
the decision goes, a message with the relevant content will pass back to the CC in 
both cases. 

 

Fig. 10. Change Implementer: “check Change Implementation Strategy” 

In this case the CI has accepted the Change Implementation Strategy and triggered 
the corresponding Send state. The system registers this and, in response to the mes-
sage sent by the CI, the CC switches from the Receive state wait for denial or accep-
tance by CI to the Function state prepare Back-Out Strategy, as this represents the 
next step in the process. In the case of rejection by the CI, the CC switches from the 
Receive state wait for denial or acceptance by CI back to the Function state prepare 
Change Implementation Strategy and the process step described above starts over, 
until the Change Implementation Strategy is finally accepted. 
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Fig. 11. Change Implementer: decision on the Change Implementation Strategy 

3.5 Data Layer Design for Change Management 

In order for a Change to be implemented and the Configuration Management Data-
base (CMDB) to be brought up to date on completion of the Change, adequate docu-
mentation is required. The ITIL defines the change process for this as a form-based 
process. The form should include following items (see [15]): 

• the objective and justification for the Change,  
• the date, the status, the priority, the criticality and the expected effect of the 

Change, 
• the Configuration Items (CIs) affected, any possible downtime, a Back-Out Strate-

gy, and necessary activities before, during and after the change,  
• the resources including the necessary technical staff, and a staff deployment plan. 

To enable the CMDB to be updated to reflect the actual position, these details must be 
complete, valid, in line with their definitions, consistent, and as atomic as possible. It 
must also be possible to keep a history of the individual Changes for future manage-
ment decisions, which is why high-quality data is essential [10].  

In practice, however, the data organization continues to cause substantial quality 
problems. Gartner suggests that up to 25 percent of the data in the Fortune 1000 com-
panies is incorrect and incomplete, and that 80 percent of the data in these companies 
is unstructured and decentralized (see [17], p. 317). The documents relating to Change 
Management likely are no exception. 

We will now take an example case to show how the reference model is expanded 
to include a data layer. The data layer is represented by the business objects which, 
once they have been configured, are integrated directly into the SBD models with 
subject-specific views. The views indicate which attributes are relevant and whether 
they can only be read or also updated. In the example, the Change Coordinator has to 
fill in the view shown in Figure 12 to prepare the Change Implementation Strategy. 
Along with text fields, business objects can also be defined as lists, “forcing” the user 
into a defined selection from a case register. For the Change type, for example, the 
CC can only choose between major, significant and minor. Once the CC has saved his 
input, he can send it to the CI. 
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Fig. 12. Data view for the Change Coordinator to prepare the Change Implementation Strategy 

 

 

Fig. 13. Data view for the CI to display the Change Implementation Strategy prepared by the 
CC 
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After opening the message, the CI sees the view depicted in Figure 13. He cannot 
change the data provided as in our case since this is not covered by his access rights, 
which is why the details entered by the CC are grayed out. He can however give feed-
back on the Change Implementation Strategy and reject or confirm this in the next 
step. If he confirms the Change, feedback is not mandatory, but in the case of rejec-
tion it is essential. After the CI has entered his feedback, he saves his input and sends 
it back to the CC, who then makes appropriate changes and returns the data to the CI.  

As the example shows, a subject-oriented approach to Change Management can 
provide end-to-end documentation of the Change using a managed data store contain-
ing a set of relevant business objects. The business objects hold all process-related 
data, such that a coherent basis for operational decision making is established. 

4 Conclusion 

The ITIL is a de-facto standard and should be implemented in practice in a process-
oriented way. In the basic form of the ITIL, however, there are evident gaps as – to 
the best of our knowledge – no complete and adequately detailed process descriptions 
are available as reference models. The subject-oriented reference model for the 
Change Management process presented here provides a design template which can be 
reused as an application model with the aid of the S-BPM mechanisms and tools. 
Institutions can select and adapt components of the model. Because the S-BPM mod-
els are executable (model-to-execute), the results of the modification can be validated 
directly, providing a high degree of agility in process definition and rollout.  

The proposed model can be used by managers, analysts and consultants in the do-
main of IT service management for different purposes:  

1. The model artifacts could be used as blueprint in order to (re-)organize the domain 
of Change Management in IT service centers. In particular, the designed models 
provide relevant actors and corresponding behavioral patterns [23] in order to de-
sign a modern, process-oriented organization.  

2. The reference model could serve as a guideline to evaluate and enhance software 
solutions to support the Change Management process with regard to the application 
and data layer. In practice, application support for ITIL processes is predominantly 
realized by use of office tools like spreadsheet calculation software which induces 
severe data quality problems [3]. These problems can be tackled by using the pre-
sented reference model with the associated data layer and its business objects. As a 
consequence, the degree of maturity of the IT service organization is expected to 
increase.  

3. In addition, the model can also be used as teaching tool in industry and university. 
Since the model is executable, the complex procedures of communication and 
coordination in the domain of Change Management can demonstrated close to real-
ity. Beyond that, process trainings [2] based on S-BPM can enable students to walk 
through ITIL-based processes by use of a computer supported, cooperative web 
based interface, such that learning effectivity could be positively stimulated. 
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Future research has to concentrate on the practical evaluation [8] and refinement of 
the presented model, for example by carrying out case studies and applicability evalu-
ations in IT service organizations.  
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Abstract. Almost every application used to run a business relies on
a model of the organization structure, the roles and the actors in or-
der to define access rights or assign tasks. This article proposes a novel
approach to organizational modeling. It also describes a way to con-
nect internal and external organizational models in order to implement
cross-organizational processes. It demonstrates the approach on two ex-
amples. One of them is a cross-organizational business process and the
other a joint research project. The paper includes a description of the
metamodel that constitutes the approach for context-sensitive modeling.
It shows concrete language expressions that describe sets of actors and
how these expressions are interpreted on the organizational model. The
article concludes with a short overview of a prototypical implementation
of the system C − ORG.

Keywords: cross-organizational, inter-organizational, context-specific,
metamodel, organizational model, formal language.

1 Introduction

For years, companies have been facing an increasing complexity of their en-
vironment. In order to be viable (cf. [1]), their organization structure has to
be flexible enough to react to those changes (cf. [2]). Otherwise they will be
eliminated from the market. So it is no big surprise that a lot of companies
changed their structure from traditional stereotypes like hierarchies or tensor
to more flexible concepts like process or virtual organization forms (cf. [3, p.
277]). Nowadays the organizational structure is driven by the work in project
teams, global teams, networks and global teams in networks (cf. [4]). Especially
cooperative structures of independent partners like virtual organizations1 are
arising (cf. [4]). They bundle the core competencies of all involved companies
over spacial distances [3, p. 278].

1 A virtual organization has the potential of a traditional organization without having
a comparable institutional frame. They go beyond intra- and inter-organizational
limitations, cf. [5].

A. Nanopoulos and W. Schmidt (Eds.): S-BPM ONE 2014, LNBIP 170, pp. 89–109, 2014.
c© Springer International Publishing Switzerland 2014



90 A. Lawall, T. Schaller, and D. Reichelt

Traditional structures for organizing a company like hierarchies, matrices, etc.
are partly disused, but still exist in companies (cf. [6]), though new organization
paradigms are arising. In addition to these intra-organizational aspects, cooper-
ation paradigms like supply chain management or joined product development
make it necessary to pay special attention to inter-organizational (same as cross-
organizational) processes and structures ([7, pp. 4]).

Almost every application used to run a business relies on a model of the
organization structure, the roles and the actors in order to define access rights or
assign tasks. This article proposes a novel approach to organizational modeling.
It focuses on representing cross-organizational interactions and context-specific
organizational relations.

In order to consistently demonstrate key issues, section 2 introduces a prac-
tical cross-organizational business process. We consider this process from the
perspectives of the different involved parties, but with a strong emphasis on
cross-organizational communication.

Chapter 3 then introduces extensions to an existing approach described in
[8]. It proposes new entity types and sets of relationship types for describing
cooperations. After that the foundations of the metamodel and a corresponding
query language is presented.

The following chapter illustrates the proposed concepts by applying them to
the example described in section 2. It also shows how temporary cooperations,
e.g. projects, can be represented within the frame of the metamodel.

In order to answer questions to concrete organizational models (e.g. the defini-
tion of actors in workflow management systems), different algorithms are used to
traverse the model. Section 5 describes these algorithms, especially with regard
to the novel concepts introduced in section 3.

We conclude with the presentation of a prototypical implementation (section
6) and by giving an outlook on topics for future research (section 7).

The appendix contains a more detailed and limited view on aspects discussed
in section 2.

2 Motivating Example

This section describes a cross-organizational business process – a purchase. First,
we consider the process stakeholders from an abstract perspective. In the follow-
ing, we focus on the different internal subjects, i.e. behaviors as shown by the
process stakeholders (cf. [9]). For clarity purposes, we omit parts of the individual
subjects’ behavior and concentrate on cross-organizational interactions.

Figure 1 depicts the interaction of the involved subjects on a high level of
abstraction.

We now consider the subjects described in fig. 1 in more detail. Figures 8 (cf.
appendix A) and 2a are representations of internal subjects within the customer
subject.

The start subject of the whole process is depicted in figure 8. An employee
of the university (the process initiator) decides that they need to purchase an
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Fig. 1. Information flow between subjects

article. They fill out a request for purchase, which is then reviewed by their su-
pervisor. If the supervisor approves the request, the initiator forwards it to the
purchase department. The employees of this department handle the actual pur-
chase order process, and after a while, the process initiator receives the package
and a delivery receipt from the distributor. They then validate the receipt and
the delivery. They also forward the receipt to the purchase department as signal
to finalize the order process (omitted in the figure).

The following subjects are of relevancy:

– Initiator
– Supervisor
– Purchase Department
– Distributor

Fig. 2a shows the actions that need to be taken by the subject purchase
department, once they receive a purchase request from the process initiator. In
the depiction, we focus on interactions with other subjects that are described in
our context. Missing steps, indicated by “...”, include the actual comparison of
retailers and internal accounting affairs. A purchase might be time-critical, so
one criterion for the selection of a retailer can be the request for an estimated
time of delivery (ETD). This ETD is received by the purchase department ’s
clerk.

After selecting a retailer, the clerk sends the concrete purchase order to them.
This concludes this limited view of the purchase department’s role in the overall
process. From this perspective, only the Retailer is a relevant new subject.

At this point, the subjects contained in the customer subject in figure 1 are
described adequately. We continue by describing the purchase processing enacted
by the retailer (cf. fig. 2b).

The reception of a purchase order from the customer triggers the actual han-
dling of the purchase. As previously, we focus on cross-organizational interac-
tions. Omitted process steps include organizing the logistics, billing and actual
handling of the ordered products. In the final step of this process, the deliv-
ery order is sent to the distributor, indicating that the package is ready to be
delivered to the customer.

Figure 2c picks up at this point from the distributor’s perspective. Please
keep in mind that here, the subject customer does not denote the same subject
as in fig. 1. This is a result of the shifted perspective. The customer of the
distributor is actually the retailer that sends them the delivery order. After
receiving the delivery order from their customer, the distributor organizes their



92 A. Lawall, T. Schaller, and D. Reichelt

(a) Customer:
purchase department

(b) Retailer:
purchase processing

[to Recipient: Delivery Receipt]

. . .

end of
process

receive 
delivery order

from
Customer (Retailer)

send delivery 
receipt to
Recipient

[from Customer (Retailer): Delivery Order]

[logistics, billing organized]

pick up &
deliver package

[package delivered]

(c) Distributor:
delivery order processing

Fig. 2. Internal subjects of the involved organizations

billing and logistics for the delivery. Again, these internal steps are omitted in
the depiction. At some point, an employee actually picks up the package from
the sender and delivers it. Additionally, they hand the delivery receipt to the
recipient. As we omit internal steps like handling the recipient countersigning
the delivery, the process is at an end here.

The following additional subjects are of relevancy:

– Customer: Actually the retailer in the cross-organizational view (fig. 1)
– Recipient: The recipient of the delivery, actually the customer in fig. 1

3 Metamodel

This section describes the metamodel for cross-organizational models. It includes
entity and relationship types to model organizational requirements. Additionally,
the relationship types can be restricted by different kinds of constraints.

The metamodel for modeling organizational requirements consists of sets of
entity type sets V = {Vinternal,Vexternal,Vcooperation} and sets of relationships
types R = {Rs,Ro,Ru}. The formal specification of the basic metamodel is
described in [8].
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Fig. 3. Excerpt from the metamodel focussing on cooperations and internals

The focus of this paper is the cross-organizational (equals to inter-organizational)
context. Cross-organizational means that more than one organization form a
cooperation. There is a difference between time-persistent and time-limited (tem-
porary) cooperations. In the example shown in figure 1, the cooperation is a time-
persistent cooperation. The customer, retailer and distributor are involved in the
process for each concrete purchase.

These requirements have to be met by the metamodel. It has to support
modeling both permanent and temporary federations in order to allow intercon-
necting organizations.

Entity- and Relationship-Types

All entity type sets of V include the entity types organizational-units OU , roles
ROLE and actors ACT OR. The entity types of Vinternal represent the elements
of the internal organizational model (cf. [8] and [10]). Entity types that de-
note externals Vexternal and cooperations Vcooperation are an extension to the
set of entity sets V . The set Vcooperation includes all entity types used to specify
cooperations (time-persistent and time-limited). Externals Vexternal are used to
distinguish between internal Vinternal (based on the “own” organizational model)
and external Vexternal (all involved organizations, except the “own” one) orga-
nizational model entity types. External entity types are needed to interconnect
(over cooperation entities) external with internal entities.

The relations between internal and external entities have to be constrained
context-specific. This means that they are only valid in a given situation. A more
detailed explanation of this concept is given in section 4.
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The metamodel consists, besides of entities, of the set R of relationship type
sets. This set can be broken down into structural Rs, organization-specific Ro

and user-defined Ru relationship type sets.
The structural set of a relationship type

Rs = {HAS}
acts as an “IS PART OF” relation and is used to relate recursive organizational-
units, organizational-units to roles and roles to actors.

The organization-specific set of relationship types

Ro = {HAS DEPUT Y ,HAS SUPERVISOR,REPORT S T O}
are partitioned in:

– HAS DEPUT Y to model deputyship between entities,
– HAS SUPERVISOR to represent the supervisor relationship, and
– REPORT S T O relations that are used to specify the duty of reporting.

All these organization-specific relationship types connect role to role, actor to
actor or actor to role. The same rules apply between external and between
cooperation entities.

The user-defined set of relationship types Ru is freely definable. Relationship
types that are needed can be defined and are included in the traversal process.
For example, we can define a relationship type HAS DRIVER. When a query
looking for drivers of an actor is interpreted on the organizational model, the cor-
responding set of drivers results from evaluating the HAS DRIVER relations.
The user-defined set of relationship types Ru allows extending the relationship
types as needed.

The aforementioned sets of relationship types (Rs,Ro,Ru) can be used to
interconnect the different sets of entity types, such as entity types of internals
Vinternal, externals Vexternal and cooperations Vcooperation. The rules defined
above are the same for this interconnection. Figure 3 shows these rules in a
graph-based manner. For clarity, the figure only shows rules applicable between
different sets of entity types, i.e. cooperations Vcooperation and internals Vinternal.
It omits rules that apply within the same entity type (i.e. between internals).
All permutations between the three sets (internals, externals and cooperations)
are subject to these rules.

Constraints on Relationship Types

The relations of the two sets of relationship types Ro and Ru can be restricted
with a set of constraints C2.

∀Γr1,r2(Γr1,r2 ∈ Ro ∨ Γr1,r2 ∈ Ru) : Γr1,r2 ⊆ (ROLE ×ROLE)× C (1)

∀Γa1,a2(Γa1,a2 ∈ Ro ∨ Γa1,a2 ∈ Ru) : Γa1,a2 ⊆ (ACT OR×ACT OR)× C (2)

∀Γa,r(Γa,r ∈ Ro ∨ Γa,r ∈ Ru) : Γa,r ⊆ (ACT OR ×ROLE)× C (3)

with a, a1, a2 ∈ ACT OR, r, r1, r2 ∈ ROLE
2 The set of relationship types Rs can not be restricted in this fashion.
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The set C includes the empty symbol ε to make constraints optional3. The con-
straints are possible on relations between roles (1), between actors (2) and be-
tween actor and role (3). Examples of concrete constraints are shown in figures 4
and 5. Constraints are assigned to relations and reduce the solution space when
traversing relations. Traversal takes place when evaluating a query (language
expression). The constraints C can be distinguished as follows:

– Context -based: If the context of the query is equal to the context on the
relation, the traversal follows the relation.

– Attribute-based: If the attribute of a concrete entity fulfills the constraint
(predicate) on the relation, the entity is retained in the result set. Otherwise
it is removed. For the detailed algorithm see section 5.

– Parameter -based: If the parameter of the query fulfills the constraint (pred-
icate) on the relation, the traversal follows the relation.

Language Expression for Constraints

The constraint c ∈ C on a relation can be formulated as

[< context > [.]][ATT. < attribute >< operator >< value >] (4)

[< context > [.]][< parameter >< operator >< value >] (5)

Context is an optional term that can be combined with attribute and param-
eter based constraints. This means that context-specific attribute / parameter
constraints can only evaluate positively if the context is correct. “ATT ” is a
special terminal symbol to distinguish between attribute and parameter based
evaluation (cf. language expression (4)). “ATT.” is mandatory for defining a
predicate based on attributes. An example for attribute-based constraints is the
language expression “ATT.HiringY ear > 2”. It is also possible to assign only
the context to the relation, depicted in figure 5. This context-specific constraint
is independent of attributes and parameters.

The main difference between constraints based on attributes and parame-
ters is that the values of the entities’ attributes are stored in the organizational
model. The attribute based constraints are evaluated purely based on model-
internal information. Parameters, in contrast, are passed from outside the orga-
nizational model and evaluated on the predicates on the relations. The syntax
of the language expression for constraints based on parameters is shown in (5).
The external parameter is formulated as part of the WITH-clause, described in
[11, Figure 4].

Role-Dependent Relationship Type

The role-dependent relationship type is used to “constrain” a relationship type
of the sets Ro and Ru.

∀Ψa1,a2(Ψa1,a2 ∈ Ro ∨ Ψa1,a2 ∈ Ru) : Ψa1,a2 ⊆ (Γa1,a2)×ROLE (6)

∀Ψa,r(Ψa,r ∈ Ro ∨ Ψa,r ∈ Ru) : Ψa,r ⊆ (Γa,r)×ROLE (7)

3 Concrete relations in the model without constraints are generally valid.
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A “basic” relation γ ∈ (Γa1,a2 ∪Γa,r) is only active if the source is an actor that
acts in the role r assigned to γ. Functions (8) and (9) specify the assignment
from γ to ψ ∈ (Ψa1,a2 ∪ Ψa,r). Formulas (10) and (11) specify the assignment
from ψ to r.

fΓa1,a2
: Γa1,a2 → Ψa1,a2 (8)

fΓa,r : Γa,r → Ψa,r (9)

fΨa1,a2
: Ψa1,a2 → ROLE (10)

fΨa,r : Ψa,r → ROLE (11)

This is shown in figure 4 as “basic” relation between ARB and P and the role-
dependent relation between this relation and the role Lecturer. Section 4 demon-
strates role-dependent traversal by example.

Language Expression for Role-Dependent Traversal

In the previous section, we describe relations that are only valid if an actor
assumes a given role r. There are two ways to specify which role an actor assumes
in a given query:

1. Explicit definition within the query: Using the “AS” terminal symbol, such
as “ARB” AS Lecturer, actors can be assigned to roles. In the example,
ARB acts as Lecturer. This makes the relation between ARB and P active.

2. Implicit definition: If actors are declared using an expression of the form
Researcher(Research Group A), the role they assume is implicitly contained
in the query. In the example, the resulting actors ARA and ARB act as
Researchers. The relation between ARB and P is inactive.

4 Cooperation and Context

This section shows the concepts of section 3 by examples. These examples refer
to figures illustrating realistic scenarios.

4.1 Purchase Example

The following considerations discuss the cross-organizational purchase process
described in 2. In order to illustrate concepts from section 3, we revisit the
subjects that receive messages in the process. We show by example how they can
be declared using language expressions. We then proceed to retrace the concrete
lookup of actors belonging to these subjects. Base for these considerations is the
organizational model depicted in figure 4.

The figure shows the organizational model of the three organizations involved
in the purchase as seen by the customer located within the “University”. The
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Fig. 4. Organizational model from the customer’s perspective

entities of the external organizations “Retailer” and “Distributor” are denoted
as externals.

The models of the external organizations are limited to actors that interact
with the “University”.

– For the “Retailer”, three concrete actors are modeled: SCA, SCB and SCC.
All of them fulfill the same role, Clerk, within the same organizational-unit,
Sales.

– On the “Distributor” side, two actors are defined: LDA and LDB. They both
are Dispatchers within the same organizational-unit, Logistics.

We represent the internal organization of the “University” as a subgraph of
the complete model. The subgraph is limited to entities relevant to the example.
It consists of the organizational-units Purchase Department and Research Group
A. Within the Purchase Department, PA, PB are Clerks and PC is Assistant.
Within Research Group A, AH is Head of the group, ARA and ARB are Re-
searchers. Additionally, the “University” contains the roles Lecturer and Dean.
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P is Dean, ARB is Lecturer in addition to his role as Researcher. This concludes
the structural composition of the “University”. The entities are connected by
structural relations.

The organization-specific relations used in the model of the “University” are:

1. the supervision from the role Researcher to Head
2. the deputyship from the actor PB to PC
3. the supervision from ARB to P

(1.) is a generally valid relation. The deputyship relation (2.) is constrained.
It is only valid, if the predicate price is lower than 2000 — in the context
PurchaseOrder — is true. The supervision relation (3.) is role-dependent. It is
only valid, if ARB acts as a Lecturer.

Definition of Actors

The problem of resolving actors to subjects arises only in the send state (cf. [11]).
A subject enters send state. The set of possibly receiving actors (the subject) is
determined by evaluating the language expression. All the actors contained in
the set can decide to receive the message. The subjects addressed in the send
state in figures 2a, 2b, 2c and 8 are assigned to actors by language expressions
(queries). These define actors that are responsible for a task. In section 2, we
found that the following subjects exchange messages:

– Customer perspective
1. Initiator denotes the person that started the process. This is a concrete

actor, for the example we assume that ARB initiated the process. Con-
sequently, the language expression for this subject is the literal “ARB”
that resolves to the concrete actor ARB.

2. Supervisor refers to the supervisor or the initiator. This is the first
occurrence of a language expression where a lookup has to occur. An ex-
pression to formalize this actor description is SUPERV ISOR(“ARB”).
The literal “ARB” remains from step 1, and we want to find their
SUPERV ISOR. Running this query on the organizational model re-
turns AH, who is the general supervisor of the researchers in research
group A.

3. Purchase Department is the subject that handles purchase requests.
In the example model, this means all Clerks of the Purchase Depart-
ment. For failover purposes, the business process management system
can also supply additional information to the model4. An expression for
this subject is Clerk(Purchase Department)
WITH price =“1500”AND context =“PurchaseOrder”. The price pa-
rameter can be used from the concrete process instance, while the context
“PurchaseOrder” can be a static property of the process template. Run-
ning this more complex query on the organizational model returns PA

4 In this case a parameter and a context, cf. section 3.
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and PB if they are available5. If both these actors are unavailable, how-
ever, the organizational model could use the additional information to
determine PC as replacement actor6. For further details on the traversal
procedure, see section 5.

4. Retailer denotes an external subject — an employee of the retailer that
can process purchase requests. An expression for this group of actors
from the organizational perspective is Clerk(Sales), which denotes any
Clerk within a Sales organizational-unit. Evaluating this query returns
the three external actors SCA, SCB and SCC.

5. Distributor, as seen from the customer perspective, is not a subject to
send to. Consequently there is no need to specify a language expression
for this subject.

– Retailer perspective

1. Customer, in the simplified version of the process described in section
2, is also not a subject to send to. In a more detailed process, however,
the customer would at least be sent a confirmation of the order. The
subject would also be represented as a literal with a value extracted
from the received order. This is similar to the Initiator example in the
customer’s perspective.

2. Distributor, from the retailer’s perspective, is an external subject that
can execute delivery orders. An expression that describes the relevant ac-
tors in the example organizational model is Dispatcher(∗). It addresses
any actors fulfilling theDispatcher role, independent of the organizational-
unit they are part of. The result set for this query consists of the actors
LDA and LDB.

– Distributor perspective

1. Customer is a subject that acts similar to the Customer subject in
the retailer’s perspective. In the simplified version of the process, it is
not sent any messages.

2. Recipient is the subject that receives the package and the delivery
receipt. For the example, it is represented by the literal “ARB”. This
means that the initiator of the process is carried as a process variable all
the way through the external organizations.

So what happens if there exist internal and external entities with the same
name? A conflict arises, when a role within an organizational-unit exists in both
the internal and external organizations. Imagine an additional internal Sales
organizational-unit, staffed with Clerks, within the “University” depicted in fig.
4. Then the language expression Clerk(Sales) resolves to all — external, internal
and cooperation— actors that fulfill the role Clerk within a Sales organizational-
unit.

This may not always be the desired behavior. We do not want to order supplies
from our own sales team. So we need a way to address only external sales clerks.

5 The simpler expression Clerk(Purchase Department) would yield the same result.
6 This would not be possible with the simple expression.
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This can be done by using complex queries as described in [11]. We can subtract
the set of internal actors from the result set returned by Clerk(Sales). If we
assume an organizational unit University (omitted in the figures), we can modify
the language expression as follows: Clerk(Sales) NOT Clerk(University).

The same problem not only applies to internal and external organizational
structures, but to cooperation structures as well.

4.2 Temporary Cooperation – A Sample Project

In the previous example, we addressed external actors that were not connected to
the internal organization. In order to demonstrate a tighter form of cooperation,
we introduce a new example. We consider a joint research project that is run by
the “University” and a “Company”.

Due to the nature of a project as “temporary endeavor” [12, p.5], the cooper-
ation on the organizational level is restricted in time as well. Figure 5 illustrates
the organizational structure of the project. It also shows relevant sections of the
internal and external organizational model. The internal structures contain the
Research Group A from the purchase example. Please note that some internal
relations that are not relevant to this context have been omitted from the figure
for clarity purposes.

Fig. 5. Cross-organizational project
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The Project X is represented as an organizational-unit in between the two
cooperating organizations “University” and “Company”. As such, it is neither
internal nor external but a cooperation entity7. Within the project, there are the
three roles Project Researcher, Project Report Writer and Project Leader. ARB
is the only Project Researcher, XRW is the only Project Report Writer. The role
Project Leader is shared between AH and C. As we can see, most of the actors
that fulfill the roles of the joint project are members of organizations, except for
XRW. XRW is a special employee that is employed specifically for the project
and for the duration of the project.

As mentioned before, the structure on the “University” side basically consists
of Research Group A with its Head, AH, and its Researchers ARA, ARB and
ARC. Only ARB and AH participate in the project and fulfill their roles therein.

The “Company” contributes manpower to the project by providing the Pro-
grammers from the Programming Department — PA, PB and PC. The Head of
the organizational-unit, HA, is not involved. The CEO C, however, shares the
Project Leader role. The role CEO is part of the Management organizational-
unit of the “Company”.

We just determined thatAH and C share the role Project Leader. For practical
purposes, they decided to be each other’s deputy. If one of them is unavailable,
the project team remains capable of acting. That is why they established a
deputyship relation between each other. As the metamodel discussed in section
3 demands a context constraint, this relation is limited to matters regarding
Project X. This prevents C from having authority on any issues that arise in
the “University” outside the scope of the project. If we consider the purchase
example from section 2, C can not act as supervisor of ARA and counter-sign
their purchase request.

5 Algorithms to Identify Actors

The subject of this section are the algorithms for traversing the model con-
cerning structural, organization-specific and user-defined relations. We illustrate
the algorithms by describing the procedure of interpreting the sample language
expressions of section 4 on the organizational model.

A part of the algorithms are excerpts that are described in a less formal
manner in [11].

The knowledge hierarchy is used to define different levels of organizational
knowledge. The hierarchy is specified from general organizational “rules” (top
level) to most specific ones (bottom level). More details on this topic can be found
in [8]. In this paper, the consideration of the knowledge hierarchy is reduced to
a minimum. Thus, just the resulting actors out of the knowledge levels are listed
in the traversal algorithms.

The result set of the traversal algorithms consists purely of actors (if it is not
empty). In the following examples, the “Result” is only formed by uniting sets
of actors. Intermediate results of traversals are excluded.

7 As such, it belongs to the entity type Vcooperation discussed in section 3.
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5.1 Definitions

Definition 1. Mentity →relation−type MR: Resulting set MR of entities listed
after traversal of entities connected by →relation−type and starting from Mentity

(the cardinal number of set Mentity is one, meaning exactly one entity is in that
set)

Definition 2. Mentity →C
relation−type MR: This definition is analogous to the

one before. MR is the resulting set which lists entities after traversal. Mentity is
the same as before. The traversal for entities which are possible candidates for
the result set will only be done if the constraint c ∈ C is fulfilled.

Definition 3. expression ⇒∗
Mactors: Set of actors Mactors resulting after

traversal based on expression

Definition 4. M1∪M2∪M3 ⇒ M: Set M results after
3⋃

i=1

Mi, with i : knowledge

level. Knowledge level 3 (template level) is in this paper excluded to reduce
complexity (for detail see [8], [10]).

Definition 5. Xk: Actor X results out of considering knowledge level k (∅i
means that no actor found regarding knowledge level i)

5.2 Structural Traversal

The section describes the traversal of structural relations, instances of the rela-
tion type HAS ∈ Rs. The interpretation of the language expression starts with
a lookup within the index (e.g. organizational-units IOU , roles IROLE or actors
IACT OR). If the interpretation is not terminated, the further processing of the
traversal is done by following relations.

Example 1: ACT OR

Language Expression: “ARB”

1. Index IACT OR lookup for ARB
2. Result: {ARB}

Examples 2 and 3: ROLE(OU)

Language Expression: Clerk(Sales)

1. Index IOU lookup for Sales
2. {Sales} →HAS {Clerk}
3. {Clerk} →HAS {SCA, SCB, SCC}
4. Result: {SCA, SCB, SCC}
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Language Expression: Dispatcher(∗)

1. Index IOU lookup for ∗ 8

2. {Sales, Logistics, Purchase Department,Research Group A} →HAS {Dispatcher}
3. {Dispatcher} →HAS {LDA,LDB}
4. Result: {LDA,LDB}

5.3 Explicit Search for a Specific Relation

The explicit search for organization-specific relations is valid for instances of
HAS SUPERVISOR ∈ Ro and REPORT S T O ∈ Ro relation types. The
lookup within indexes for the start of the interpretation is omitted (cf. section
5.2).

Example 4: SUPERVISOR(ACT OR)

Language Expression: SUPERV ISOR(“ARB”)

1. Embedded Expression: “ARB” ⇒∗ {ARB}
2. Next Resolution: SUPERV ISOR({ARB})

(a) {ARB} →C
HAS SUPERVISOR ∅1

(b) {ARB} →HAS {Researcher, Lecturer}
(c) {Researcher} →HAS SUPERVISOR {Head} →HAS {AH2}
(d) {Lecturer} results in ∅2

3. Result: ∅ ∪ {AH} ⇒ {AH}

The traversal step {ARB} →C
HAS SUPERVISOR {P} is not included. The su-

pervisor relation is role-dependent and if no role is specified in the language ex-
pression the constraint is by default violated. The example in section 5.4 shows
one possibility to fulfill the constraint.

The continuing search proceeds analogously, for both the relations
HAS SUPERVISOR and REPORT S T O (e.g. supervisor of supervisor, ...).
The resulting set of the embedded expression(s) is the origin for the following
resolution, and so on.

The organization-specific relations, except the HAS DEPUT Y relation, are
traversed across all levels of the knowledge hierarchy. The result set is formed
by following the relations on actor, role and template level to a depth of 1.

5.4 Implicit Search

The traversal concerning instances of the HAS DEPUT Y ∈ Ro relation type is
different to the other organization-specific relations. The deputy relation traver-
sal terminates as soon as the concerned knowledge level is processed and the
result set is not empty.
The following sample expression describes the traversal procedure for deputies.

8 The semantics of ∗ is that all entries of the index are assigned to the resulting set.
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Example 5: ROLE(OU)
WITH <parameter>=<value> AND CONTEXT =<value>

Language Expression (PA, PB are unavailable): Clerk(Purchase
Department) WITH price =“1500”AND CONTEXT =“PurchaseOrder”

1. Expression: Clerk(Purchase Department) ⇒∗ {PA,PB}
(a) {PA} is unavailable thus9 ∅1 ∪ ∅2 ⇒ ∅ ∪
(b) {PB} →C

HAS DEPUT Y {PC1} 10

2. Result: ∅ ∪ {PC} ⇒ {PC}

Example 6: SUPERVISOR(ROLE(OU))

Language Expression: SUPERV ISOR(Lecturer(∗))

1. Embedded Expression: Lecturer(∗) ⇒∗ {ARB}
2. Next Resolution: SUPERV ISOR({ARB})

(a) {ARB} →C
HAS SUPERVISOR {P 1} 11

(b) {ARB} →HAS {Researcher, Lecturer}
(c) {Researcher} →HAS SUPERVISOR {Head} →HAS {AH2}
(d) {Lecturer} results in ∅2

3. Result: {P} ∪ {AH} ⇒ {P,AH}

The language expressions discussed previously are just a small subset of pos-
sible statements. They serve to illustrate key aspects of the traversal algorithms.
For further information on the grammar of the language, refer to [11].

6 Prototype

This section explains the structure of the editor that manages, among others,
the organizational model. For clarity, the example screenshot depicts only the
organizational model of the organization “University”. The “IS” relations in
the organizational graph are a result of implementation considerations that im-
prove the runtime behavior. They are analogous to the “HAS” described on the
conceptual level described in section 3.

The editor, depicted in figure 6, canbe brokendown into different partitions.The
left part, the “navigation” area, displays the different entities of the organizational
graph shown in the center. The green icons labeled “O” indicate organizational-
units, blue icons labeled “F” are roles (corresponding to functional-units described
in [8]) and red icons labeled “A” are the actors. The tree structure on the left shows

9 There is no deputy relation, concerning the actor (PA) or their role (Clerk), on any
different knowledge level.

10 The constraint “PurchaseOrder.price < ”2000”” is fulfilled by the value of the
parameter and the context is valid.

11 The role Lecturer is explicitly stated in the language expression. Consequently, the
constraint (role-dependent relation) is fulfilled.



Cross-Organizational and Context-Sensitive Modeling 105

Fig. 6. Screenshot: The graph-based editor of C − ORG

the organizational structure as quasi-hierarchical composition. Roles are repre-
sented as aggregation of actors, organizational-units are aggregations of roles and
organizational-units. The drawback of this form of representation is that entities
maybe shownmultiple times. The actorARB is listed twice as he is aResearcher as
well as a Lecturer. He is just displayed twice but stored only once in the
organizational model (cf. figure 7).

The tree can be used to quickly navigate to specific entities of the organiza-
tional graph (cf. center of figure 6 and figure 7).

By clicking on any icon, the organizational graph focuses on the (sub-)graph of
the model. The GUI elements on top configure the depth of this graph (incoming
and outgoing edges). The depth setting affects only structural relations. It has no
influence on organization-specific, user-defined and role-dependent relations. In
this screenshot the outgoing depth is 3. The topmost organizational-unit “Uni-
versity” was selected so that the figure shows the resulting (sub-)graph. Further-
more, all organization-specific, user-defined and role-dependent relations, which
have relations within this subgraph, are included. An example is the constrained
deputy relation between the actors PA and PB.

If the models of organizations are bigger and more complex than this easy ex-
ample, the search area on left bottom helps to find entities. The search supports
looking for the exact entity (e.g. ARB and Research Group A). It can also be
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used to search based on text segments of the entity name (e.g. Univ* and *a).
A combination of both search strategies is depicted in figure 6. Clicking on a
single search result leads to the same functionality as clicking on an item in the
“navigation” part.

The right partition is used to edit entities and relations which are selected
in the organizational graph (center partition). This “edit” partition can also be
used to add or remove attributes of entities. The administration of constraints
on relations is also done in this area. In this example, the actor ARB is selected
within the organizational graph. Consequently, the “edit” area shows ARB ’s
attributes and their values as depicted in 6.

Fig. 7. Screenshot: The organizational structure

The center area of the editor is the main area for displaying the organizational
model as arbitrary directed graph (cf. figure 7). This makes it more powerful
than the tree structure of the “navigation”, as it is not limited to hierarchical
structure relations. It can directly show the organization-specific, user-defined
and role-dependent relations.

The “graph” partition can be used to connect entities within the organi-
zational model. There are different ways to do so. The first is that a user
clicks on an entity and drags a line to an entity. Then, a pop-up dialogue is
shown and the user has to decide on a relation type. The relation types are the
ones described in section 3 (structural, organization-specific and user-defined).
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After the selection of the relation type, the metamodel is used to verify the con-
sistency of the model. If the selected relation type between the selected entities
violates the metamodel, the user is informed by an error message and can change
it immediately. If the model is consistent with the metamodel, it can be stored
in the organization server12.

Another option to connect entities with relations is to right-click on an entity.
After clicking the pop-up menu item “Connect...”, the user can select the entity
to connect, as well as type and direction of the relation (incoming / outgoing).
The selection of the entity can also be done with the aid of a search function.
The consistency check is the same as described previously.

In general, the editor is a GUI that enables the user to perform the following
operations on the model:

– Create entities and relations.
– Read subgraphs of the organizational model and display them in an intuitive

manner.
– Update entity attributes and constraints on relations. The start and end

entities of relations can be altered as well.
– Delete relations and entities while maintaining consistency13.

7 Conclusion and Outlook

The approach we described in this contribution makes it possible to describe
participants in cross-organizational business processes. This can be done based
on their organizational context, as opposed to the total enumeration of members
of roles required in traditional approaches. External subjects can be resolved to
concrete actors in the same consistent way. They need not be treated as complete
black boxes.

In addition to representing cooperations based on business processes, our ap-
proach is able to represent cooperations on an organizational level. This is es-
pecially true for joint projects that represent a temporary structural relation
between two or more organizations but are not defined by reoccurring chore-
ographies. As both internal and external organizational entities and relations
are kept within the same model, it is possible to transfer external structures into
the internal structures. This may be relevant when considering the acquisition
of one organization by another or the foundation of a holding company.

The metamodel enables us to declare role-dependent relations. This means
that the relations that are valid for a concrete actor is determined by the role
the actor assumes at the time. If we consider the organizational model from
the example, it makes a difference whether ARB requests a purchase as a Re-
searcher or as Lecturer. Different people will be their supervisor and responsible
for approving the purchase.

12 The organization server stores the concrete organizational model of the companies
(cf. [10, fig. 2]).

13 Entities can only be deleted if they are no longer interconnected.
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There are two major directions of research that will be pursued in the future.
First, the language can be extended to allow for more fine-grained control over
the traversal. For auditing purposes, it makes sense to extend the language ex-
pressions so that it is possible to ask for all possible deputies, supervisors, etc.
of actors.

The second area of research is more directly related to the cross-organizational
aspects of the approach. In such scenarios there should be a way to reference
entities from other models in a concrete model. This would allow organizations
to “publish” sections of their organization in a formal way based on the meta-
model described above. This could serve as a formal description of organizational
interfaces.
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A Detailed Purchase Request

Fig. 8. Purchase request process within the Customer subject
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Abstract. This paper describes a model and technology for business processes 
management of Fifth Party Logistics (5PL) provider in transportation industry. 
The proposed model provides formalization of transportation orders’ assign-
ment in the form of events able to consider the flexibility of actors’ interaction. 
The solution is based on implementation of overlay networks for actors gener-
ated analyzing the variability of orders assignment. The results are illustrated by 
the description of multi-agent software-as-a-service solution implementing the 
proposed approach. 

Keywords: Multi-agent technology, Fifth party logistics, 5PL, transportation, 
scheduling, decision making support. 

1 Introduction 

One of the most up-to-date trends in transportation logistics introduces 5PL (Fifth 
Party Logistics) concept [1], which is based on implementation of a number of servic-
es for customers and shippers provided by the specially designed software platform. 
5PL platform is open for new transportation companies and even drivers and helps 
them negotiating with customers in integrated information space. For example, a new 
coming taxi driver can use a handheld device to register and start receiving new or-
ders according to his current position and capabilities. 

One of the main features of such an approach is high uncertainty in number and 
time of resources available. Each transportation company or even driver becomes an 
independent actor with its own objectives and constraints and is motivated mainly by 
his own interest. This makes it impossible to implement standard approaches for 
scheduling and business-process managements based on a support of the solid busi-
ness process for all the orders and executors in the system. 

One of the solutions can be close to subject-oriented approach for business 
processes management (S-BPM), which conceives a process as a collaboration of 
multiple subjects organized via structured communication [2]. There can be proposed 
a model for interaction of actors (subjects) in integrated information space of 5PL 
operator, which can be implemented using multi-agent software. In this paper we 
describe one of the possible solutions of this problem. 
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2 State of the Art 

The concept of Fifth Party Logistics (5PL) is introduced by analogy with 3PL that 
provides the process of outsourcing of transportation resources and 4PL that describes 
a concept of Lead logistics integrator (still there is no general definition of it in the 
business world) [1]. 5PL provider owns no transportation resources itself but makes 
available a special service able to link suppliers and buyers. This service is based on 
the IT infrastructure, which plays the general role in 5PL business. Customer repre-
sentatives, transport managers, shippers, carriers, and even drivers become users of a 
certain IT platform. The purpose of this platform is to allocate incoming orders to 
appropriate resources, consolidate them improving consolidation and reducing idle 
time and generate efficient schedules for drivers and vehicles. 

This idea is close to the popular SaaS (Software as a Service) business model, ac-
cording to which software and associated data are centrally hosted on the cloud. Such 
service becomes attractive for small transportation companies and allows outsourcing 
dispatching functions for large logistics operators. 

Still to ensure high efficiency of 5PL service both for customers and executors in 
terms of time and costs there is a request to implement modern technologies of busi-
ness processes management based on decentralized architectures, distributed intelli-
gence and multi-agent technology. This happens because of the increasing number of 
decision makers, high uncertainty and dynamics of changes, and flexibility of deci-
sion making logic. The example of using multi-agent technology for business 
processes simulation can be found at [3]. Also the described approach generalizes our 
experience of multi-agent solutions development for transportation logistics [4, 5]. 

As soon as the information space provided by 5PL software platform can be treated 
as a complex network of continuously running and co-evolving actors (or subjects), 
the whole solution can be based on holons paradigm [6] and bio-inspired approach 
[6]. This paradigm and approach offer a way of designing adaptive systems with de-
centralization over distributed and autonomous entities organized in hierarchical 
structures formed by intermediate stable forms. It’s implementation in practice re-
quires development of new methods and tools for supporting fundamental mechan-
isms of self-organization and evolution similar to living organisms (colonies of ants, 
swarms of bees, etc) [7]. 

The actors compete and cooperate, coordinate and adapt their behaviors, aggregate 
their services to users and take various requirements individually. Each event that 
occurs here can influence the whole network and needs a collaborative reaction from 
all subjects that take into account personal objectives and constraints of each decision 
making member. Another requirement for the decision making process based on sub-
ject’ negotiation is that the final decision can require a complicated and time consum-
ing process of data exchange between the actors. That’s why it should be managed to 
consider time factor and assure functioning in real time. 

One of the recent developments in this area [8] introduces featuring a clear separa-
tion between the local planning performed by the individual vehicles and the global 
coordination achieved by negotiation. To solve such a kind of problems there can  
be implemented a special functionality for a statistical analysis based on recent  
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developments in cross-correlation analysis of non-equidistant time series [9]. The 
models and methods of such analysis were successfully probated in social manage-
ment and can be reused for management of multi-agent negotiations. 

Also in this area there can be used the event processing techniques [10] for an  
effective continuous processing of time sensitive data in control centers. This tech-
nology deals with the analysis of streams of continuously arriving events with the 
goal of identifying instances of predefined meaningful patterns (complex events). 
Event processing offers a variety of special operations that are applied on events (e.g., 
event filtering, projecting, aggregating, splitting, transforming etc.), and enables a 
special (the event-driven) interaction model. 

In many cases however, real-time awareness provided by event processing is not 
sufficient; real time actions need to be triggered not only by events, but also upon 
evaluation of additional background knowledge [11]. This knowledge captures  
semantic metadata descriptions (the domain of interest), and the context related to 
critical actions and decisions. Its purpose is to be evaluated during detection of com-
plex events in order to on-the-fly enriched events with relevant background informa-
tion or to propose certain intelligent recommendations in real time. 

In this paper we introduce a model for event-based description of actors’ interac-
tion using 5PL provider and formalize a group of key performance indicators (KPIs) 
that help understanding its efficiency considering the uncertainty and influence of 
time factor inherent to its business. This approach can help rising the subjects’ income 
and reduction of the decision making time and as a result increasing the service ap-
peal of 5PL software platform for its users. 

3 Event-Based Model for 5PL Business Processes 
Representation 

Let us consider a generalized business model where orders (or jobs) iw  are proceeded 

to actors (or subjects) ju . Any actor can be assigned to perform any order, incurring 

some cost that may vary depending on the exact assignment. It is required to perform 
all the orders by assigning exactly one order to each actor in such a way that the total 
cost of the assignment is minimized. The centre is introduced as a solid dispatching 
agent that offers the orders to actors and ensures the effectiveness of the whole  
system. 

The objective of the order agent is to be proceeded by any actor available on time 
(particular the KPIs can be formulated as “early average absorption”). The actor’s 
objective is to receive the most corresponding orders with the highest relevance. 

Let us set the following order lifecycle events, represented by Boolean variables: 
( ) { }1,0*,* ∈ii twe  – appearance of iw , it *  is the time of its appearance; 

( ) { }1,0,, , ∈jiji tuwe  – offer of iw  to ju  at time jit , ; 

( ) { }1,0,, , ∈′′ jiji tuwe  – assignment of iw  to ju  at time jit ,′ ; 

( ) { }1,0, ∈′′′′ ii twe  – escape of iw  at time it ′′  in case of order rejection. 
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The cost of order iw  execution by actor ju  is jic , . It is determined by the actor 

and proposed to the center. Let us assume that one actor cannot execute several orders 
at a time. The allocation problem for this model can be represented as 
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where wN  is the total number of orders and uN  is the total number of actors. 

For the order flow ( )ii twe *,*  there should be developed a strategy (schedule of 

offers) ( )jiji tuwe ,,,  for a set of ju  that will reach (1) and (2). 

From the other side, each actor considering the order flow ( )jiji tuwe ,,,  should de-
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In case the actor starts execution as soon as the order is allocated the following li-
mitation is valid: 
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The problem (1, 2, 3) is introduced as a problem of “proactive allocation”. Its di-
rect solution is not possible as soon as the number and availability time frames of 
resources and orders changes with time. To prove it there can be specified the follow-
ing logic. Firstly, the statement (3), being summarized by ju , results in a contradic-

tion with (1). Secondly, to solve (1) one needs to fix the number of events considered, 
but at any moment of time *t  there is no information about the events 

( ) **:*,* tttwe iii > , and there cannot be proposed any substantial approach on how 

to pick-out the orders iw  accepted by 5PL platform for scheduling in real time. 

So there should be developed new approaches for project management of schedul-
ing business processes. 
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The following challenges can be specified for a 5PL provider: 

─ attraction of customers and executors in order to increase the number of options for 
each order allocation; 

─ enforcing interaction conditions to support competition and cooperation between 
the users of 5PL platform, which is beneficial for them; 

─ estimation and analysis of key performance indicators (KPIs) of 5PL business 
processes in order to increase the level of service. 

Considering the features of the proposed model and in reliance on the theory of con-
straints there can be formalized the following KPIs: 

Total costs of the orders being allocated to a certain time frame: 

( )
= =
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where i,jtΔ  – is the duration of loading of ju  by iw  in case of corresponding  

allocation. 
Bound order set: 
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Statements (1 – 3) together with KPIs (5 – 7) form the event-based model for 5PL 
provider and can be used in multi-agent systems for simulation and evaluation of 
business processes in transportation logistics. 

4 5PL Business Processes Management Technology 

Functioning of 5PL provider contains a number of interrelated business processes for 
supply chain members, which proves the advantages of application of subject-oriented 
approach in this area. While developing multi-agent solutions for transportation logis-
tics [4] we usually have specified two groups of agents representing demands and 
supplies and negotiating in order to find trade offs. For example, there can be intro-
duced the driver agents that strive to maximize utilization and the order agents that try 
to allocate at lower costs. 

For each group of agents there can be proposed a separate business process, which 
includes a number of states connected by the relations of precedence. The order can 
be input into the system, stay for a while in events queue, become scheduled to a cer-
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tain resource, proceed to execution state after it starts and finalize being done or re-
jected in case of exception. Each driver repeats iteratively the states of being free or 
busy with order with some intermediate states of pick-ups, drops and idle moves. The 
generalized scheduling problem involves determination of a consistent combination of 
these states across the planning horizon in the near future. 

Special aspects of 5PL service make it necessary to consider these business 
processes from a different point of view. In case of drivers’ flexibility to take a certain 
order or reject it there can be evaluated no consistent planning horizon – the time 
interval of resources availability and the list of orders to be done. The center offers 
the orders to appropriate resources with no guaranty that they will be accepted for 
execution. That’s why it should evaluate and analyze the probability of orders accep-
tance and allocation. 

In transportation logistics much is determined by the network of geographical loca-
tions and roads. In case the order is associated by a location of appearance or pick-up 
the probability of its allocation is dependent upon the density of executors in the near 
area. Considering the KPIs (5 – 7) the same approach can be introduced in terms of 
time. The higher is the number of resources free from loading and waiting for new 
orders at a certain location, the higher is the probability of orders being allocated at 
this point. 

Still we should consider two constraints: 

─ executors waiting too long would escape (as soon as the 5PL platform is open for 
entry and exit); 

─ drivers would congregate at locations with the highest density of orders (this is 
valid for taxi business: e.g. taxi drivers are attracted to airports and tourist sights). 

Both factors influence the service level and lower the force of attraction of 5PL 
provider. To overcome this challenges the dispatching center of 5PL provider should 
attract the actors’ interest and aggregate drivers at proper areas. 

The event flow of orders’ appearance ( )ii twe *,*  in non-equidistant. According to 

the statement (3) of the problem definition there should be the minimum time between 
order income and assignment. 

The way to solve this problem is to specify such an event flow of assignments 
( )jiji tuwe ,,, ′′  that will reduce the variability of assignments in reaction to the irregular 

event flow of incoming orders with minimum waiting time. This is similarly to provid-
ing line balancing in production project management. One of the solutions runs out of 
the combination of (6) and (8) – we suggest introducing the rhythmical assignment: 
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where τΔ  is the time sampling interval, 

wN  is the total number of orders and uN  is the total number of actors, 

and ( )xθ  – Heavyside step function (introduced above). 

This schedule of assignments sets up the moments, before which the center needs 
to determine the options and send the offers to the actors according to the priority of 
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waiting time. The statement (8) can be used in practice to prioritize the orders taken 
out for scheduling. 

Therefore the set of offers ( )jiji tuwe ,,,  can differ for each actor, and the same or-

ders can be offered for several different actors. In addition to this the representation of 
the current transportation network for each actor can vary as soon as the center pro-
vides limited information about the orders and the current transportation situation. Let 
us call such subset of data a Virtual Overlay Network – a graph, which contains nodes 
representing geographical locations and links simulating distances between them. For 
every node there can be specified a set of orders with the same pick-up point corres-
ponding to this node. The virtual overlay network can be specific for each actor de-
scribing the current situation in the individual scene and change with time. 

This concept is given by analogy with peer-to-peer (P2P) networks in telecommu-
nications where an overlay network is usually a computer network which is built on 
the top of another network. Nodes in the overlay can be thought of as being connected 
by virtual or logical links, each of which corresponds to a path, perhaps through many 
physical links, in the underlying network. 

One of the possible technologies implementing virtual overlay networks is P2P 
outsourcing [13] based on the series of virtual auctions among the executors. Getting 
the incoming events of orders’ appearance the centre generates offers or bids 

( )jiji tuwe ,,,  to the actors (the candidates are determined according to geography, 

their current position and adaptive planning horizon). One order can be offered to 
several actors. The actors that have received a number of offers can choose the most 
profitable for them and commit the assignments ( )jiji tuwe ,,, ′′ . This negotiation 

scheme allows putting into practice the schemes that force competition among the 
actors (to win the most profitable order) and cooperation between them (by creating 
temporal groups in the areas of orders’ high frequency). In such a way the center does 
not distribute all the orders directly to actors, but initiate a competition between them. 

It should be mentioned, that generating of ( )jiji tuwe ,,,  means not only develop-

ing a number of bids (what order to offer to which actor), but also decision on time 
when to send them. Thus the center can hold back recent orders and give higher prior-
ity to the orders that are waiting for a long time. To make this decision the center 
should consider the indicators, introduced above. 

The proposed approach is illustrated in Fig. 1. In the given example the order 5 
(that came later than others) is reduced from the view of Actor 1. Besides the set of 
orders 2, 3, and 4 are hidden from Actor 2. As a result both actors are interested in 
order 1. Is should be mentioned that the hidden data will appear for the actors with 
time, so in any case they retain an option to wait till the situation changes. 

Fig. 2. describes the results of simulation carried out for a transportation network. 
Several strategies were implemented to compare directive allocation with management 
based on constructing of overlay networks. The first graph represents the dependence of 
effectiveness of orders allocation (ratio of total load time to total idle time). The results 
are quite close depending on the number of locations. The second graph presents aver-
age decision making time – one can see that introducing overlay networks allows to 
minimize the complexity of decision making and as a result to reduce time spent by 
orders to wait for an allocation, which supports the statement (7). Average decision 
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making time characterizes time frame between the time of appearance and assignment 
for each order. In case it is lower the KPI for the bound orders set (7) is minimized. 

 

 

Fig. 1. 5PL provider software platform architecture: Both actors-executors are stimulated to 
compete for order in location A 

 

Fig. 2. Simulation results 
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5 Maxoptra Solution 

The described approach was implemented in the Maxoptra Web based solution (see 
Fig. 3) that functions on a Software as a Service (SaaS) basis and is available from 
any PC with Internet access. Scheduling screen is presented in Fig. 4. 
 

 

Fig. 3. Maxoptra logical architecture 

The Maxoptra functionality includes: 

─ order entry: manual order file upload and integration with an existing order man-
agement solution; 

─ manual or automatic jobs scheduling; 
─ orders allocation  to vehicles and optimal vehicle route creation; 
─ dynamic and batch scheduling support; 
─ adjustable scheduling objectives: cost reduction, mileage reduction, optimized own 

resource utilization, etc.; 
─ manual plan adjustment by means of a ‘drag and drop’ mechanism; 
─ vehicle capacity planning; 
─ visualization of: delivery routes on the map, real time mileage and cost KPIs; 
─ workflow management, printed manifests and management reports; 
─ planned vs. actual analysis of: vehicle locations, delivery times, followed routes; 
─ proof of delivery signature captured and password protected administration. 

Available resources (including drivers and vehicles) and customer data is captured 
in a knowledge base (ontology). It is very important to capture statistics and link it to 
the knowledge about orders and resources (e.g. certain VIP clients prefer to take spe-
cific drivers, some drivers prefer certain locations or are not allowed to visit specific 
locations, etc.) This can be used in order to introduce special client management and 
pricing schemes and enrich the agents decision making logic. 

One of the features is that the drivers are included into the scheduling process not 
only as providers of actual data, but also as decision makers. When several orders can 
be scheduled to one driver these can be sent to his handheld device. So that the driver 
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can make a choice between several orders or consolidate them if it is possible. As 
soon as the same proposals can be sent to different drivers the system can initiate a 
competitive process of orders assignment (auctioning). In addition to this, the data 
flow generated for each driver forms a virtual overlay network for him. The number 
and sequence of orders sent to drivers can be used for manipulation. In such condi-
tions drivers are free to make their own decisions to some extent, but, nevertheless, 
stay under the dispatcher’s control. 

 

Fig. 4. Scheduling screen 

As the result the Maxoptra solution provides: 

─ advanced booking facilities for customers to enable a quick, streamlined booking 
process including return bookings; 

─ automatic real-time dynamic scheduling of orders to ensure effective and cost effi-
cient transportation operations through the following: notification of optimum 
booking preferences at the time of booking; real time tracking of vehicles' location; 
fleet optimization based on a variety of criteria to minimize empty mileage and 
maximize vehicle capacity utilization, reduce operational costs, and meet agreed 
customer service levels; 

─ a secure yet easy way to access and manage data through the web, available for 
vehicle suppliers (to access vehicle details and data on resource availability). 

6 Conclusion 

In this paper we have proposed a solution for business processes management of Fifth 
Party Logistics (5PL) provider in transportation industry. This solution is based on 
multi-agent approach and introduces the event-based model for simulation and analy-
sis of 5PL transportation logistics, the technology for transportation orders proactive 
allocation based on the implementation of virtual overlay networks, and the multi-
agent software solution that illustrates the validation. 
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One of the main benefits of the proposed solution is that it considers the flexibility 
of actors’ interaction. The users of 5PL software platform act as independent decision 
makers and require subject-oriented business processes management to be supported. 
In this paper we have considered some special aspects and peculiarities of such an 
approach and provided a technology of how to implement it in practice. 
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Short Papers 

Allowing agility and mastering dynamics of business processes is addressed by the 
following contributions. 

Matthias Kurz and Matthias Lederer show how Subject-oriented Business Process 
Management can be used to extend an existing Adaptive Case Management approach. 

Davut Çulha and Ali Doğru suggest an agile business process development 
methodology and an estimation formula to assess its efficiency. 

Vadim Agievich and Kirill Skripkin present the matrix of change and discrete 
optimization methods as means to plan BPM changes. 

Udo Kannengiesser discusses how Subject-oriented Business Process Management can 
support the lean production method of value stream design. 

S-BPM Groupware denotes the Software-as-a-Service S-BPM suite. It is 
introduced by Stephan Borgert and Max Mühlhäuser revealing support of cross 
company process execution and performance scalability. 

In the last paper in this section Thomas Müllerleile and Volker Nissen reflect on 
the economic impact of process acceptance. They use Grounded Theory to construct a 
theory of process acceptance from empirical data applying qualitative content 
analysis. 
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Subject-Oriented Adaptive Case Management 

Extending Subject-Oriented Business Process Management  
to Knowledge-Intensive Cross-Enterprise Business Processes 

Matthias Kurz1 and Matthias Lederer2 

1 DATEV eG, Paumgartnerstr. 6-14, Nürnberg 
2 Universität Erlangen Nürnberg, Lehrstuhl Wirtschaftsinformatik II, Lange Gasse 20, Nürnberg 

Abstract. Adaptive Case Management is a Business Process Management ap-
proach that is quickly gaining the attention of practitioners and scientists. In an 
effort to examine how Subject-oriented Business Process Management relates 
to Adaptive Case Management, this contribution proposes extending an existing 
ACM approach inspired by multi-agent systems with the capability of defining 
temporal-logical dependencies between tasks using Subject-oriented Business 
Process Management. 

Keywords: adaptive case management; knowledge work; metamodel; subject-
oriented process management; multi-agent systems. 

1 Introduction 

Classical Business Process Management (BPM) offers a rich and tested set of me-
thods for well-structured and routine processes. The Adaptive Case Management 
(ACM) concept is an increasingly popular concept which promises to bring the bene-
fits of BPM to the area of weakly structured knowledge-intensive business processes 
[1, 2]. Contrary to classical BPM systems which focus on automating business 
processes, ACM provides capabilities to adapt processes during runtime. “This form 
of runtime flexibility allows process participants to respond to challenges or new 
requirements that were not considered during designing the business processes.” [3] 

However, both classical BPM as well as ACM assume that all process participants 
work towards the same goal. This assumption is increasingly becoming unsustainable 
as processes are more and more spanning multiple enterprises. In order to address this 
issue, [3] extends the ACM-approach of [4] based upon the paradigm of Multi-agent 
Systems (MAS). [3] proposes a distributed approach for managing and supporting 
knowledge-intensive cross-enterprise processes (KXBP) as well as a corresponding 
case metamodel. Although being a first step towards a comprehensive KXBP metho-
dology for ACM, [3] currently focusses on defining and breaking down the work 
within a case. Therefore, the KXBP methodology offers no way to specify the tem-
poral-logic dependencies of tasks.  

This manuscript addresses this gap from a conceptual perspective by using the 
Subject-oriented Business Process Management (S-BPM) approach as a method for 
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defining the temporal-logical dependencies of a KXBP case. As this Subject-oriented 
ACM (S-ACM) approach relies on the S-BPM methodology, S-ACM not only ex-
tends the ACM-based KXBP approach of [3] but also demonstrates how S-BPM and 
ACM can be combined. Thus, this contribution demonstrates how S-BPM can be 
applied in knowledge-intensive cross-company business processes that may be 
changed while executing these processes. 

2 Adaptive Case Management 

ACM was first made popular by the well-renown book [1]. [2] complements this book 
with practice reports and case studies. Although major principles of ACM are outlined 
in [1], it provides no concrete method for using ACM in a real-world environment. 
This gap has been closed by the method described in [4] that integrates classical BPM 
and Case Management with the Enterprise 2.0 paradigm. As the method from [4] 
serves as the foundation of this contribution, this section presents an excerpt from [4].  

In ACM, knowledge workers are no longer expected to follow strictly defined 
business processes regardless of their suitability for a given problem. Instead, they are 
empowered and encouraged to adapt the case behavior if necessary. According to [4], 
the case behavior is described using a case process. Therefore, changing the case be-
havior means changing a case process. This includes changing the processes of run-
ning cases. This kind of runtime flexibility is a key characteristic of ACM. It allows 
case workers to respond to new challenges which arise after a case has been started. 

Each case is represented by a case workspace and is assigned objectives the case is 
expected to achieve. The workspace contains a process which is constituted by a hie-
rarchy of tasks. Tasks assist in coordinating knowledge work between multiple case 
participants. [4] 

Tasks are not the only object type of a case workspace. Workspaces also contain 
artifacts like documents or hyperlinks. These artifacts may be added to, removed 
from, or modified in a case workspace. While automation is not the primary objective 
of ACM, workflows may be linked to tasks in order to provide automation to  
those parts of a case that are unlikely to change and, therefore, can be automated  
efficiently. [4] 

Every case object may be created from scratch. For improved efficiency, the me-
thod advises to use object libraries for storing and retrieving commonly used case 
objects. Similarly, case workspaces can be instantiated from predefined templates 
stored in the template library. This instrument allows to standardize and manage simi-
lar cases while retaining a high degree of flexibility for the knowledge worker. [4] 

Once several instances (cases) of a case template have been completed, it is advis-
able to review the respective cases for common changes which should be integrated 
back into the templates. This adaptation of case processes is a vital instrument for the 
continuous improvement of case templates. [4] 
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3 Cross-Enterprise Adaptive Case Management 

The ACM method described in section 2 provides little guidance how to support the 
autonomy of the participants from multiple organizations. This section briefly intro-
duces the KXBP approach described in [3] which supports this kind of autonomy. 

With “many competing, mutually inconsistent [definitions]” [5] for the terms mul-
ti-agent systems and agents circulating, the KXBP approach is based on the following 
definition: “Multi-agent systems are those systems that include multiple autonomous 
entities with either diverging information or diverging interests, or both” [12]. There-
fore, an agent in the context of this contribution is an autonomous knowledge worker 
who pursues both his or her own interests as well as those of his organization while 
participating in a case along with other agents from his or her own organizations or 
other organizations. [3] 

When multiple organizations participate in one case, there are essentially two types 
of case objects. Common case objects (ܿܿ݋௖) refer to objectives, tasks, and artifacts 
that are visible to other organizations involved in a case. While common objectives 
are used to manage and measure the output of the case, common tasks are used to 
coordinate the case work. The case output or intermediate results are stored in arti-
facts like documents. Private case objects (݋ܿ݌௖) are used by single organizations 
 in order to efficiently follow their own agenda within (௔,௖݋ܿ݌) or their agents (௢,௖݋ܿ݌)
the contractual or legal boundaries and to define the internal behavior of an organiza-
tion within the case. Private case objects are not visible to members of other organiza-
tions. [3] 

The different types of case objects constitute perspectives on a case. There are 
three possible perspective types in a case: 

• Every case has a common perspective (COP). The COP is constituted by the set of 
all common case objects of a case (ܥܥ ௖ܱ). This perspective contains all common 
objectives and the basic case structure which is shared by all case participants. [3] 

• Each organization may optionally have its private organizational perspective (POP) 
for every case its members contribute to. POPs introduce elements from the organ-
ization’s own agenda and proprietary best practices that are useful for achieving 
the objectives. [3] 

• Similar to organizations, agents may optionally have a private agent perspective 
(PAP) for each case they participate in. [3] 

These three perspectives are combined when determining the view for an individual 
participant. For any given agent ܽ of the organization ݋, the view ݒ௖,௔ on the case ܿ 
is calculated as follows: ݒ௖,௔א௠௘௠௕௘௥௦ை௙ሺ௢ሻ ൌ ܥܥ ௖ܱ ׫ ܥܲ ௢ܱ,௖ ׫ ܥܲ ௔ܱ,௖ 

By adding private case objects like objectives, tasks, or temporary documents to the 
POP / PAP, private perspectives allow defining behavior that is proprietary to and 
only visible to the respective organization / agent. Common case objects are used to 
coordinate cross-organizational case behavior and to define common artifacts like 
documents. The different perspectives may each reside on separate computers in order 
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to avoid the necessity of a central computer that has to be trusted by all participating 
organizations. This way, each organization can be sure that only common perspec-
tives leave the control of the organization. [3] 

4 Subject-Oriented Adaptive Case Management 

4.1 Case Behavior 

The following sections extend the KXBP ACM approach summarized in section 3 by 
leveraging the S-BPM method for defining the case behavior which refers to the tem-
poral-logical dependencies between tasks. Therefore, the resulting approach is re-
ferred to as Subject-oriented ACM (S-ACM) in this paper. 

The case behavior comprises (1) the proposed case process and (2) the executed 
case process. The suggested way for achieving the case objectives is defined in the 
proposed case process which provides a temporal-logic relation between the tasks of 
a case and thereby constitutes the case behavior. Proposed case processes are intro-
duced in section 4.3. As emphasized in section 4.2, agents are free to deviate from the 
proposed case process whenever deemed applicable. The executed case process 
records which tasks have been executed during the case lifetime. While the proposed 
case process may be modified before1 and during the entire lifetime of a case, the 
executed case process is automatically being created and extended during the lifetime 
of a case. Section 4.4 discusses executed case processes in more detail. 

Tasks are only started by agents or by external events. If an external event occurs, 
a task associated with the event may be started and processed by an automated pro-
gram agent. 

4.2 Allowing Ad-hoc Changes 

Contrary to Workflow Management Systems (WFMS) and BPMN 2.0 ad-hoc sub 
processes [6], proposed case processes only suggest the order of and the dependencies 
between tasks. In order to allow for run-time flexibility, agents may deviate from the 
case process and introduce ad-hoc changes. That way, knowledge workers are empo-
wered to adapt the case to the individual requirements of particular cases which were 
not known when defining a case template. 

While ad-hoc changes are vital for ensuring run-time flexibility, they can lead to 
deadlock situations if the process model is changed ad-hoc. E.g., the task wait for 
approval will never be completed if the preceding task approve is deleted by an ad-
hoc change. Deadlocks may happen due to dependencies that are less obvious like 
input preconditions of tasks that expect a certain process state. If agents are be empo-
wered to make ad-hoc-changes to the proposed case processes without having to con-
sider deadlock situations, tasks cannot assume a specific process state. This can be 

                                                           
1  The proposed case process may be defined in a case template which is used for instantiating 

a particular case. Thus, the proposed case process of a given case may be modified / defined 
before instantiating this case. 
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achieved by adding a test to each task. Such tests are invoked automatically whenever 
a task is executed and check whether the respective task can be executed in the cur-
rent process state. If not, the task execution is stopped with a message explaining the 
reason.  

4.3 Proposed Case Process 

There is a vast number of notations and paradigms for defining the temporal-logic 
dependencies between tasks in a process (e.g., flow-oriented [7], object-oriented [8], 
and subject-oriented [9]). With ACM relying upon the cooperation of multiple indi-
viduals, S-ACM uses the subject-oriented paradigm and notation proposed by [9] 
which is “[…] a stakeholder- and communication-oriented paradigm that roots in the 
observation that humans usually use standard semantics of natural language […] 
when they describe what they are doing in a business process” [10]. 

Subject-oriented business processes comprise two types of models. (1) Interaction 
diagrams (ID) show the communication between the roles in a process (subjects in  
S-BPM) of a process. (2) Subject-behavior diagrams (SBD) define the sequence of 
activities within a subject. This concept of distinguishing between the externally ob-
servable behavior of a process role (the communication) and the internal behavior of a 
process role is highly compatible for defining the case behavior, as the case process is 
typically used for coordinating the work between multiple agents. By focusing on the 
communication between subjects, the case process allows coordinating the dependen-
cies between the tasks of the participating agents while ensuring the agents may de-
cide how to complete their tasks. 

With multiple individual agents potentially being able to play the same role, roles 
are assigned to subjects in the proposed case process. Using the S-BPM notation 
makes introducing ad-hoc changes to the parts of the proposed process affecting the 
own role simpler for agents playing this role, as these agents typically focus on the 
process behavior of their own role. This maps well with the concept of autonomous 
agents introduced in section 1. 

Fig. 1 shows the corresponding SBD for the involved roles project manager and 
requirements engineer. These SBD only contain the tasks (function states in S-BPM) 
of the roles and the corresponding communication primitives (send and receive states 
in S-BPM). Assuming the communication between the roles is necessary for ensuring 
the temporal-logical dependencies between tasks, these figures depict the minimal 
possible process defining the case behavior. 

Introducing proposed case processes as an instrument for specifying the temporal-
logical relationships between tasks means that there are two views on the tasks. This 
has the following implications. 

• The task hierarchy and the proposed case process are two perspectives on the same 
process and not two synchronized yet distinct models. E.g., whenever a task is 
added or removed in the proposed case process, this change is immediately visible 
in the task hierarchy as well. 
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• Tasks may be created without being assigned or proposed to a role / subject. In the 
proposed case process, these tasks are associated with the role unknown. 

• Not all tasks of the task hierarchy must occur explicitly in the proposed case 
process, as they implicitly are part of the respective subject’s SBD. These tasks 
may be executed at the agents’ discretion. 

 

 

(a) (b) 

Fig. 1. Proposed case process subject behavior diagram of the roles Project Manager and Re-
quirements Engineer 

4.4 Executed Case Process 

The executed case process stores the sequence of tasks which have been executed 
during a case. It serves three primary purposes: 
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• During case execution, it represents the current state of the case processes. With 
the activity stream of the metamodel described in [3] already recording all interac-
tions with a case, the executed case process essentially is a view on the activity 
stream which filters out all activities that are not directly related to task execution. 

• Once a single case has been completed, it serves as an instrument for checking 
whether the compliance rules have been adhered to. Checking the compliance of 
tasks is particularly important, as ACM intentionally provides a high degree of 
flexibility due to the focus on ad-hoc changes. While necessary for knowledge-
intensive business processes, this makes violations of compliance rules more like-
ly. 

• After multiple cases originating from the same case template have been completed, 
it is possible to compare the executed case process of the individual cases with the 
proposed case process of the case template. This allows identifying issues and po-
tential improvements and thereby substantially simplifies continuously improving 
case templates. [4] refers to this as cross-case adaptation. 

The executed behavior of a case is amended whenever an agent executes a task. The 
subject interaction diagram (SID) of Fig. 2 and the SBD of Fig. 3a and Fig. 3b show 
the executed case process for the proposed case process introduced in section 4.3. As 
the executed case process contains the executed tasks only, the SBD encompasses no 
conditional behavior. Similarly, the SID contains only those subjects which already 
executed tasks. Furthermore, while subjects are assigned to roles in the proposed case 
process, the agents playing these roles are known in the case process. 

 

Fig. 2. Executed case process interaction diagram 

The task wait for next step in Fig. 3a and Fig. 3b is a placeholder which ensures that 
the SBD is syntactically correct. It indicates that the next action is determined by the 
agents of the case. 

Essentially, the executed case process of S-ACM fulfils a similar function as the 
ModelAsYouGo approach which allows agents to incrementally build a case process 
by modifying the internal behavior of subjects representing the respective agents [11]. 
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(a) (b) 

Fig. 3. Executed case process subject behavior diagram of the agents Project Manager 1 and 
Requirements Engineer 1 

4.5 Extended Metamodel 

Considering the temporal-logical relationships between tasks in the S-ACM approach 
requires extending the metamodel described in [3] which provides no means for de-
fining these relationships. Fig. 4 shows how the UML metamodel of [3] needs to be 
extended. New classes and associations are highlighted with a gray background. The 
following extensions have been made: 

• As external events may start associated tasks of program agents with process the 
respective tasks (cf. section 4.1), it is necessary to include the external event class 
along with the corresponding relations associatedWith and processedBy. 

• Tasks can have sub tasks refining other tasks. Therefore, the subTaskOf association 
has been added to the Task class. 

• The proposed case process is added to the metamodel. The Proposed Case Process 
class is associated directly with Case State, as (1) associating it with Phase would 
require separate processes for each phase and (2) a case-level process would be re-
quired for orchestrating the processes of the individual phases. 

• Section 4.3 shows that tasks correspond to S-BPM function states. Therefore, Pro-
posed Case Process has an aggregation association with Task. 

The executed case process is a special view on the activity stream. Therefore, no new 
elements are introduced to the metamodel for representing the executed case process. 
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Fig. 4. Extended ACM metamodel 

5 Conclusion and Outlook 

This paper demonstrates how S-BPM can be applied for defining the temporal-logical 
dependencies between tasks of knowledge-intensive cross-enterprise processes. 
S-BPM process models propose an order in which to execute the tasks of the respec-
tive case (the proposed case process). In S-ACM, Agents are free to deviate from this 
proposal at their discretion. With the sequence of executed tasks automatically being 
recorded in an executed case process, it is possible to check completed cases for com-
pliance with legal requirements or company-specific regulations. Analyzing multiple 
executed case processes originating from the same case template assists in further 
improving the proposed case processes embedded in the respective case template. 

On the other hand, the proposed approach still has a number of limitations. First, 
although S-BPM has a graphical notation, this notation needs to be extended in order 
to address the various aspects of the metamodel. E.g., there currently is no way for 
visually expressing the relationship between a proposed case process and other case 
artifacts like documents. The upcoming Case Management Model And Notation 
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(CMMN) of the Object Management Group [11] may give some guidance to the ef-
fort of developing such a notation. 

Second, a typical operation in ACM is refining tasks by splitting a single task into 
multiple tasks. While the S-ACM approach provides provisions for this scenario, it is 
not discussed in this paper due to space constraints. The authors plan to publish an 
extended version of this publication in the near future. In general the KXBP approach 
serving as the foundation for S-ACM offers a rich set of concepts that have only been 
briefly mentioned. In particular, the implications of having multiple perspectives, 
which may constitute multiple different proposed case processes for different agents, 
have been covered only briefly due to space constraints. 

Finally, a comprehensive set of real-world examples will help analyzing the practi-
cality of the proposed approach. The authors plan to conduct such case studies soon. 
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Abstract. An agile business process development methodology is proposed in 
this research.  An estimation formula is developed in order to assess the effi-
ciency of the new methodology, to yield the required development effort for the 
traditional case that can be compared to the measured effort with the proposed 
methodology. Compared with the traditional development of processes, a sav-
ings of 27% was achieved. There are currently process development methodol-
ogies and limited adaptation work on agile approaches to process redesign. 
Such existing work do not define a specialized agile methodology for business 
process development.  Existence of many actors renders this field as a complex 
one where specifying requirements is difficult.  Agile approaches may contri-
bute mainly to efficiently gathering desired requirements and may decrease the 
development time.  Also the proposed methodology suggests a critical utiliza-
tion of training that improves the gathering of quality requirements. Agile  
requirements gathering, periodic meetings, and incremental and iterative devel-
opment are observed to be crucial constituents of the proposed methodology 
during the early studies for applying the methodology to a process in an  
organization. 

Keywords: agile, business process, development methodology. 

1 Introduction 

A business process is a collection of structured and related steps or activities. Busi-
ness processes are studied from many different points of view: They are defined, de-
veloped, implemented, enacted, configured, and optimized. In other words, manage-
ment of business processes is required, coining the phrase “Business Process Man-
agement” (BPM) [1]. The aim in this article is to propose an agile methodology for 
developing business processes that is superior to the classical waterfall methodology. 

The methodology has been built according to the experiences during the develop-
ment of business processes using the classical waterfall model.  The problems of the 
classical methodology are identified and an agile approach is proposed to solve them.  

Some business processes have been implemented in our organization. They have 
been implemented through the phases which are analysis, design, and coding. This 
phased development is actually based on the Waterfall model. During the develop-
ment it was observed that implementation takes long time and requirements change 
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during “going live”. These problems address the need to use agile methodologies with 
the main expectation of effort saving. The reason is that agile approaches support 
eliciting better requirements and adapting business processes to the changing condi-
tions. 

Some problems occurred in the application of agile methodologies. Business 
process development is usually more complex than standard software development. 
Therefore, 2 or 3-week agile iteration durations do not fit business processes. A bit 
longer periods seem to be more suitable. In addition, a person in the development 
deals with more than one project at a time where three projects have not been un-
common.  Also, daily meetings are time consuming and confusing. Their periods and 
structure need some arrangements. 

The encountered problems demonstrate the need for a specialized development. 
Since missing requirements can cause reimplementation, gathering of the require-
ments is very important. Agile approaches should be included to determine the actual 
requirements of business processes. Also, agile approaches may decrease the devel-
opment time. In conclusion, applying agile approaches to BPM yielded to develop a 
specialized agile methodology for business process development. 

Related work is presented in the next section. After an introduction to the new me-
thodology, similar work is compared, and application of the methodology is pre-
sented. Lastly, conclusions are included. 

2 Related Work 

A business process is a collection of structured and related steps or activities [10]. 
There is considerable amount of work on business processes. Surveys on BPM can be 
found in [1] and [19].  

In [11] and [12], a project-oriented development methodology is discussed. The 
methodology takes an as-is model and tries to optimize it to achieve the to-be model. 
Another methodology for the business process development relies on web services 
[13]. In [14] a business process development methodology has been developed that 
uses UML. Another business process development methodology rests on processes, 
where they are first class entities [15]. Applications written in BPML [17] will be 
direct representations of business processes. The work presented in [16] proposes an 
innovative approach for business process modeling and enactment, which is based on 
a combination of protocols and policies.  

The introduced business process development methodologies are not detailed in the 
respective papers. Therefore, comparing them was not possible. This situation also 
addressed that a detailed methodology for business process development is needed. 

In recent studies, agile approaches were applied to BPM and social media are used 
to provide BPM with agility [6] [7] [8] [18]. In all of them, there is a mention of an 
agile methodology but it is not completely conveyed, except for only a feel of it.  

Agile software development methodologies [3] [4] are based on iterative develop-
ment. Agile methods encourage frequent inspection, adaptation, teamwork, and self-
organization to allow for rapid delivery of high-quality software. Scrum [5] is an agile 
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It is observed that spike solutions speed up development. Actually they train the 
stakeholders and support the gathering of better requirements. 

In the design stage, process modeling is done using Business Process Diagram 
(BDP) of Business Process Modeling Notation (BPMN). For fast implementation of 
the process model, it is assumed that a common screen design is used in all the steps 
of the process model. Basic input output requirements are determined through this 
common screen. This screen is referred to as the main input output screen. 

In this methodology, any kind of template usage is encouraged because templates 
can accelerate the development process. In the construction stage, the business 
process is implemented, verified, and validated. After the pilot stage, live business 
process starts. 

In this methodology, going to pilot is introduced as a stage, because it is observed 
that pilot application is very important for developing processes. Basically, it provides 
a preparation for live and increases the success of the implementation. Moreover, the 
diagnosis stage is also included in this methodology because the diagnosis stage is 
required in business process management lifecycle [1]. 

3.3 The Process Model of the Methodology 

The process model of the methodology is seen in Figure 2. The model shows the  
6 stages of the methodology which are in interaction with the iterations of the  
methodology. Also, umbrella activities are shown which are spread over the entire 
methodology. 

 

Fig. 2. Process model of the methodology 
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This methodology requires sponsorship. Usually many organizational units are in-
cluded in business process development and there are many stakeholders. This in-
creases the complexity of the project and conflicts should be solved by the sponsor 
when needed. 

In this methodology, there are umbrella activities which are light project manage-
ment, keeping history, and training. Training means training the customer. The more 
the customer is trained the better the business process is understood. Training is em-
phasized in this methodology because of the following important reasons: 

• Training improves the gathering of quality requirements. 
• Training informs people about the process and decrease the development time. 
• Training reminds of the decisions taken before, and people do not need to re-solve 

problems. 

3.4 Iteration Base 

In this methodology, the ‘iteration base’ is defined that accounts for incremental de-
velopment. All the things are done in iteration bases. Figure 3 shows the structure of 
an iteration base. An iteration base is usually a 5-week period and yields an incre-
ment: the process is evolved and something is added to it. In agile methodologies, 
similar task sets are implemented in approximately in a month. For example, in Ex-
treme Programming a story is implemented in up to a 3-week period [9]. In the Scrum 
model, a sprint is implemented in 30 days [5]. However, according to the experiences 
a slightly longer period is more suitable because there are more actors in business 
processes than in comparable software projects. In short, a period of 5 weeks is cho-
sen for a typical iteration base. 

 

Fig. 3. Structure of an iteration base 
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A list of requirements is kept like it is done in Scrum [5]. A subset of the list is im-
plemented, which is called an iteration base list, for each iteration base. All the tasks 
of a project form the project task list. The remaining tasks of the project form the 
backlog list.  

The first week of an iteration base is called the negotiation week. This week of ite-
ration base is used to negotiate with the customer, and prioritize the backlog list and 
determine the tasks of the iteration base, the iteration base list. The last week of the 
iteration base is called the consolidation week. In the consolidation week, the iteration 
base is reviewed and the remaining tasks of the iteration base list are determined and 
they are added to the backlog list. The intermediate weeks of an iteration base are 
called development weeks and the tasks of the iteration base list are conducted in 
these weeks. 

An iteration base is usually completed by a small team. Weekly meetings are rec-
ommended for small teams. These meetings are called small-team meetings. More 
than one iteration base can be activated at the same time. Therefore, a person would 
attend more than one small-team meeting in a week. According to the experiences, 
more than three meetings in a week are excessive and decrease the development effi-
ciency. For this reason, the project manager should not activate more than three itera-
tion bases related with the same person. 

Small-team meetings should be short, i.e., they may take one hour. Small-team 
meetings are conducted in two parts. The first part is for training and lasts approx-
imately 15 minutes. The remaining is the discussion part.  

In the training parts of the meetings, people are informed about the business 
processes. Especially, the process being developed is introduced to them. If the 
process has not been developed enough, then the spike solutions of the process can be 
shown. If neither is available, then other processes can be demonstrated. In the train-
ing interval the decisions taken before are repeated also. The aim of this training is to 
reduce the total development time.  

There are also whole-team meetings. Nearly all the stakeholders attend these meet-
ings. These meetings are also structured into training and discussion parts. The whole-
team meetings are usually two times longer than small-team meetings. These meet-
ings should be organized when consolidation is needed or when the project needs a 
refreshment, i.e. drawing attention to the project again.   

This methodology is a light weight methodology [21]. Therefore, the documenta-
tion requirements should be kept at minimum. However, for each iteration base a 
simple documentation is good to track the task list of the related iteration base. All the 
related and required information about an iteration base should be written to this sim-
ple document. For the general and required information, again simple but a general 
document is kept. This document is used to record the interactions and the relations 
among iteration bases. Moreover, it keeps the history of the development. In other 
words, every item is added to this document with a date. Therefore, this document 
glues all the iteration bases in the development. 
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4 Comparison of Similar Methodologies 

The proposed methodology has some similarities with the Rational Unified Process 
(RUP). First of all, they are both iterative and incremental. Moreover, both of them 
employ use case diagrams for analysis. However, RUP has strict phases and it is a 
heavy weight methodology [21]. RUP requires heavy documentation whereas the 
proposed methodology has light documentation requirements and it is a light weight 
methodology. In RUP, project management is very important but in the proposed 
methodology a light project management is included. In RUP, risk mitigation is cru-
cial whereas in the proposed one there is no equivalent. 

The proposed methodology is basically an agile methodology. It includes frequent 
communication, customer involvement, customer satisfaction, short meetings, fre-
quent inspections, product backlog, prioritizing of requirements, cross-functional 
small teams, self-organization, self-management, self motivation, retrospectives, fre-
quent releases, adaptation, and spike solutions. In addition to these agile approaches, 
the proposed methodology includes training the customer, keeping history, template 
usage, main input output screen, site inspection, pilot application stage, and sponsor-
ship. 

5 Application of the Proposed Methodology 

A new business process has been implemented through the proposed agile methodol-
ogy and the development effort was recorded. Moreover, nine business processes 
have been developed using the Waterfall model. Table 1 shows all these implemented 
business processes.  

Table 1. Implemented business processes 

Process Name Applied 
Methodology 

# of 
Steps(s) 

# of Complex 
Steps(s′) Effort (person-day) 

Consumable Goods Request Proposed 3 0 34 
Purchase Requisition Waterfall 14 0 130 
Insurance Claim Waterfall 4 0 51 
Material Request Waterfall 5 4 102 
Purchase Order Waterfall 12 0 101 
Duty Order Waterfall 26 0 204 
Quality Notification Waterfall 11 5 156 
Quality Tasks Waterfall 4 2 61 
Shipment Waterfall 3 1 59 
Plane Ticket Waterfall 3 1 52 

 
The implementations are realized in a medium-sized organization. For this study, 

the guidelines in [20] are used. The main business sector of the organization is elec-
tronics. However, these business processes are not related to its business sector. These 
are general business processes which are related to purchasing, insurance,  
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material request, duty order, quality control, and shipment. These are implemented 
usually by two analysts and two developers in cooperation with the customer. 

In order to compare the efficiency of the proposed methodology, an effort estima-
tion formula was developed. The formula takes the size of the business process and 
gives the required effort for it development using the Waterfall methodology. To 
avoid biasing, a simple formula was chosen. The formula is actually a line equation 
and it is shown in (1). The parameter “x” is the size of the business process and the 
constants “a” and “b” was found by linear regression. 

Effort = a*x + b                                     (1) 

The number of steps in a business process is simply the best indicator for the size 
of the business process. Therefore, the number of steps is taken as an indicator for the 
size of the business process. Moreover, the complexity of a business process also 
affects the total effort very much. Hence, the number of complex steps is also taken 
into account. A step in a business process is considered complex if the step requires 
user interactions except simple user decisions. The sum of the number of steps and the 
number of complex steps in a business process is taken as the size of the business 
process.  

Table 1 shows also the number of steps and the number of complex steps in the 
processes. The last column shows the total implementation effort in person-days. 
According to the table a simple estimation formula is derived using the least squares 
approach. The sum of the number of steps and the number of complex steps is taken 
as an explanatory variable of the simple linear regression (1). The values of Waterfall 
methodology are used in the least squares estimation. Equation (2) shows the esti-
mated formula where s and s′ correspond to number of simple and complex steps, 
respectively. 

Effort = 7.13*(s+ s′) + 26.54 person-day                      (2) 

According to the formula the new process would be implemented in 47 person 
days using the classical Waterfall methodology. However, this process is imple-
mented in 34 person days using the proposed methodology. This says that there is an 
effort saving through the proposed methodology. The proportion of the effort saving 
is calculated in Equation (3) where approximately a 27% effort saving is demonstrat-
ed. 

Effort Saving:  1 – 34 / 47 = 0.27 = 27%                 (3) 

6 Conclusion 

This agile business process development methodology is defined for business 
processes and stakeholders dealing with more than one project concurrently. It is iter-
ative and incremental. Customer involvement is realized and new requirements are 
gathered in short development cycles called iteration bases.  The project task list is 
prioritized frequently to queue up the most valuable requirements for iteration bases. 
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While spike solutions increase the communication between the stakeholders, small 
teams ensure frequent communications through periodic meetings. 

In this agile business process development methodology, sponsorship, lightweight 
project management, use case diagrams, site inspection, BPD diagrams, template 
usage, and main input output screen were employed. This specialized methodology 
gives great emphasis on training, keeping history, going to pilot stage, and determin-
ing the roles. Especially training is important because it creates awareness about busi-
ness processes so that it supports the success of the development. 

A formula is derived for estimating the effort required in the development of a 
business process based on the traditional approaches. The actual effort used in the 
development of a new business process is compared to the estimated effort if it was 
developed using the traditional approach. The proposed method showed a 27% effort 
saving. 
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Abstract. Every process-improvement initiative involves some kind of change. 
But the more complicated the efforts are the more they need tools for managing 
the change process. A lack of change management tools has been recognized as 
a substantial reason of low success rates of business process reengineering ef-
forts. The Matrix of Change can help managers identify critical interactions 
among processes and deal with issues such as how quickly the change should 
proceed, the order in which changes should take place, whether to start at a new 
site, and whether the proposed systems are stable and coherent. But one of the 
disadvantages of the Matrix is its size limitation. The authors describe a way of 
overcoming the limitation, introduce a formal model of the matrix and formu-
late the problem of BPM change planning as a discrete optimization problem 
within the model. 

Keywords:  BPM, change management, planning, matrix of change. 

1 Introduction 

The need to consider interconnections during change planning in the enterprise is 
confirmed by multiple studies. As early as 1990 they were the central subject-matter 
of the study of the theory of complementary assets of P. Milgrom and J. Roberts [1]. 

According to [1] complementarity leads to formation of predictable relations be-
tween individual types of activity. Relations of complementarity between the changes 
of technology, demand as well as the structure and scales of an enterprise for the en-
tire XX century kept on creating positive relation between them. Milgrom and Ro-
berts give the following definition of complementarity: “Assets or activities are mu-
tually complementary if the marginal return of an activity increases in the level of the 
other activity. In other words, if doing (more of) the activity x, the marginal benefits 
of doing (more of) the complementary activity y increases”.  

In the studies of Eric Brynjolfsson and more recent sources instead of the notion 
“asset” notions “practice” or “organizational practice” are used, defined as a definite 
way of solving the task an organization has to solve [2]. In the case of BPM change 
management practices are business processes themselves as well as process groups, 
goals, principles or other business factors that influence business processes. 
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Effective change management depends on recognizing complements among  
technology, practice, and strategy. In developing a theory of complements, Milgrom 
and Roberts showed mathematically how interactions make it impossible to success-
fully implement a new complex system in a fully decentralized fashion [3]. Instead  
managers must plan a strategy that coordinates the interactions among all the  
components of a business system [4]. The task of planning a change strategy consi-
dering these interactions is the major function of the Matrix of Change. 

2 The Matrix of Change 

As the authors of [5] note, the Matrix of Change is the only model which solves the 
problem of describing complementarities between practices. The Matrix was sug-
gested by E.Brynjolfsson et al. in the article “The Matrix of Change” [4] (Fig. 1). It 
was developed on the ground of the theory of complements [6] and the concept of the 
House of Quality [7].  

 

Fig. 1. The Matrix of Change 

The Matrix is composed of two interlaid tables. Each consists of a rectangular part – 
the list of organizational practices and a triangular one, containing data on interactions 
between the practices. The sign “+” in the cells of the triangle means the  
complementarity of two practices, the sign “−” means that these practices act in rela-
tion to each other as competitors. The horizontal table describes existing practices, the 
vertical one – the practices that are to be implemented. These complementarities of 
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organizational practices are filled in using expert assessments of the organization’s 
employees. The line and the column “Importance” describe significance of implemented 
practices under the Likert Scale (from -2 – significantly interfering to +2 – very  
important). The rectangular at the intercrossing of these two tables specifies the  
combinability of existing and implemented practices and, respectively, the difficulties 
of transition from “as is” to “to be”. 

In order to fill in “as-is” and “to-be” tables managers should first list their goals, 
business practices, and ways of creating value for customers and then break current 
practices into constituent processes [4].  

Armed with this knowledge of reinforcing and interfering processes, a change 
agent can use intuitive principles to seek points of leverage and design a smoother 
transition. The Matrix of Change is a useful tool to answer the following types of 
questions [4]: 

1. Feasibility: Does the set of practices representing the goal state constitute a  
coherent and stable system? Is our current set of practices coherent and stable?  
Is the transition likely to be difficult?  

2. Sequence of Execution: Where should change begin? How does the sequence of 
change affect success? Are there reasonable stopping points?  

3. Location: Are we better off instituting the new system in a greenfield site or can 
we reorganize the existing location at a reasonable cost?  

4. Pace and Nature of Change: Should the change be slow or fast? Incremental or  
radical? Which groups of practices, if any, must be changed at the same time?  

5. Stakeholder Evaluations: Have we considered the insights from all stakeholders? 
Have we overlooked any important practices or interactions? What are the greatest 
sources of value? 

3 Requirements and Objectives 

The authors of the paper are concentrated on the second type of questions listed above - 
Sequence of Change. The approach to change sequencing using the Matrix is described 
in [4] in the form of recommendations. The main recommendations are the following: 

• The most easily eliminated practices are those that oppose other existing practices. 
• The most easily implemented practices to are those that complement existing ways 

of doing business (i.e. complement other existing practices). 
• Strengthening the old system by new practices in ways that make dismantling the 

old regime even harder should be avoided. 
• The larger the blocks of reinforcing processes, the more difficult they are to 

change. 
• The hardest changes involve the installation of new practices that oppose the  

greatest number of existing practices. In fact, large new blocks may be impossible 
to install before the opposing practices are removed.  

• In the ideal case, completely independent blocks may be identified and removed 
separately. 
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These recommendations may be easily used for small Matrices. But the larger the 
Matrix the harder its application in practice becomes. Despite the simplicity and  
efficiency of the approach comprised in the tool, its use in scale change projects is 
complicated with a large scope of data. Experience shows that one can use the Matrix 
intuitively only if it does not exceed the size of about 10x10 because the authors of 
[4] do not propose a ready-to-use formal method or algorithm for the Matrix of 
Change. Is it possible to build such a method? 

Interactions between a practice to be changed and other practices let us judge about 
the easiness of the change. The recommendations above show that the easiness of 
separate changes is the main characteristic of the change plan developed using the 
Matrix of Change. The idea should be used to build a formal method of BPM change 
planning using Matrices of Change in case of large scale projects. 

The objectives of the research may be formulated as follows:  

1. Propose a mathematical model containing the data of the Matrix of Change. 
2. Develop a formal method of building the best change sequence (i.e. plan of eliminating 

“as-is” practices and implementing “to-be” ones) according to the interactions between 
practices. Best sequence maximizes the easiness of changes. 

4 The Mathematical Model of the Matrix of Change 

First of all the Matrix of Change contains two sets of practices: a set of baseline  
(“as-is”) practices ܤ ൌ ሼܾଵ, … , ܾ௡ሽ, where n – the number of baseline practices, and a 
set of target (“to-be”) practices ܶ ൌ ሼݐଵ, … , -௡ሽ, where m – the number of target pracݐ
tices, Fig. 2. ܺ ൌ ܤ ׫ ܶ ൌ ሼݔଵ, … ,  ௡ା௠ሽ is a set of all practices (“as-is” and “to-be”)ݔ
of the Matrix. 

 

Fig. 2. A mock-up of the Matrix of Change 
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Let sets ௕ܸ  and ௧ܸ  contain the importance of practices of sets B and T accordingly: 

 ௕ܸ ൌ ሼݒଵ, … ,  ௡ሽ , (1)ݒ

 ௧ܸ ൌ ሼݒଵ, … ,  ௠ሽ . (2)ݒ

Brynjolfsson’s Matrix of Change does not contain the information about explicit 
replacement of baseline practices with corresponding target ones. For this purpose the 
authors propose the use of the scale of so-called “Extended Matrix of Change” de-
scribed in [5]. Thus possible interactions can be described as a set ܴ ൌ ሼݎଵ, … , ହሽݎ ൌ ሼെ2, െ1, 0, ൅1, ൅2ሽ (the use of “-2” between a baseline and target practice imply 
explicit replacement).  

Interactions between practices can be described as the function 

,௜ݔ൫ݎ  ௝൯ݔ ൌ ௟ݎ  ௟, whereݎ א ሾ1,5ሿ . (3) 

The Matrix of Change also does not contain the information about desired se-
quence of some changes that may be needed in practice. This desired sequence can be 
stated as relationships of partial order for the set X:  

௜ݔ  ൑ ,݅ ௝, whereݔ  ݆ א ሾ1, ݊ ൅ ݉ሿ . (4) 

Taking into consideration designations entered above the Matrix of Change can  
be represented as a weighted undirected painted graph with practices as nodes and 
interactions as edges. White nodes belong to the “as-is” subgraph ܩ௕ and grey nodes 
belong to the “to-be” subgraph ܩ௧ (Fig. 3). 

 

Fig. 3. The Matrix of Change represented as a graph 
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5 Discrete Optimization Problem Statement 

Definition 1. An elementary transformation of graph of practices (or simply “elementary 
transformation”) ܿ௜ is implementation of a target practice ݐ א ܶ or elimination of a  
baseline practice ܾ א -The element of the set ܺ corresponding to the elementary trans .ܤ
formation ܿ௜ is determined by the function ܺሺܿ௜ሻ. 
 

Definition 2. A sequence of elementary transformations is called trajectory ܶݎ ൌሼܿଵ, … , ܿ௡ା௠ሽ, ܿ௜ ط ܿ௜ାଵ. ܶݎሺܩ௕,  .௧ܩ  ௕ to the graphܩ ௧ሻ is a set of all possible trajectories from the graphܩ
As it was shown above the objective function should reflect the easiness of 

changes (or elementary transformations). 
The easiness of an elementary transformation ܿ௜ is measured in relation to the  

current state of the system of practices represented by the graph  ܩ௜ ൌ ሺܺ, ܸሻ. The 
graph ܩ௜ corresponds to ܩ௕ in which transformations ܿଵ. . ܿ௜ିଵ are already made. By 
this the easiness of an elementary transformation ܿ௜ that corresponds to a new target 
practice can be calculated as follows: 

 ݈ሺܿ௜ሻ ൌ ∑ ,ሺܺሺܿ௜ሻݎ ௝ܾሻ௡௝ୀଵ ൅ ∑ ቐെݎ ቀܺሺܿ௜ሻ, ܺ൫ ௝ܿ൯ቁ , if ܺ൫ ௝ܿ൯ א ݎܤ ቀܺሺܿ௜ሻ, ܺ൫ ௝ܿ൯ቁ , if ܺ൫ ௝ܿ൯ א ܶ௜ିଵ௝ୀଵ  (5) 

The easiness of an elementary transformation for elimination of a baseline practice 
is the same function but with “minus”. The function calculates for an elementary 
transformation ܿ௜ the sum of all interactions between the practice ܺሺܿ௜ሻ and all  
practices of the current system of practices ܩ௜ (Fig. 4). 

 

 

Fig. 4. Transformation of the baseline practices graph into the target one 
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Consequently, the total rate of the easiness of change for a trajectory ܶݎ௜  can be  
defined as 

௜ሻݎሺܶܮ  ൌ ∑ ቊ ݈൫ ௝ܿ൯, if ܺ൫ ௝ܿ൯ א െ݈൫ܤ ௝ܿ൯, if ܺ൫ ௝ܿ൯ א ܶ௡ା௠௝ୀଵ  (6) 

Therefore, taking the formula as the objective function we can formulate the task 
of finding the best sequence of change for a Matrix as the problem of finding a trajec-
tory ܶݎሺܩ௕,  ௜ሻ is minimal andݎሺܶܮ ௧ሻ for which the total easiness of transformationܩ
minimal easiness of an elementary change ݈ሺܿ௜ሻ is maximal. The latter criterion is 
introduced in order to eliminate leaps of hardness of an elementary change that can be 
represented as (-݈ሺܿ௜ሻ). 

Let us determine constraints of the optimization task. 
As it was shown before some practices have partial order relationships:  

௜ݔ  ൑ ,݅ ௝, whereݔ  ݆ א ሾ1, ݊ ൅ ݉ሿ (7) 

Also we should ensure elimination of a baseline practice right before the  
corresponding target practice if there is a relationship “-2” between them (an explicit 
replacement). This means that between these two changes there should not be any 
other changes or for every couple ܾ, ,ሺܾݎ when ,ݐ ሻݐ ൌ െ2, there should be a  
constraint: 

 ܺሺܿ௜ሻ ൌ ܾ and ܺሺܿ௜ାଵሻ ൌ  (8) .ݐ

Eventually the task may be formulated as the following discrete optimization problem: 
 

Find a trajectory ࢏࢘ࢀ א ,࢈ࡳሺ࢘ࢀ ሻ࢏࢘ࢀሺࡸ ሻ, where࢚ࡳ ื ࢓ା࢔૚ஸ࢐ஸ࢔࢏࢓ ,࢞ࢇ࢓ ࢐൯ࢉ൫࢒ ื ࢐ࢉ ,࢞ࢇ࢓ א ࢏࢞ ,࢏࢘ࢀ ൑ ,࢏ ,࢐࢞  ࢐ א ሾ૚, ࢔ ൅ ሻ࢏ࢉሺࢄ ,ሿ࢓ ൌ ା૚ሻ࢏ࢉሺࢄ ࢊ࢔ࢇ ࢈ ൌ ,࢈) ࢚ ࢚: ࢘ሺ࢈, ࢚ሻ ൌ െ૛). 

6 Conclusion and Further Work 

The authors of the paper develop the approach to business process change manage-
ment using the Matrix of Change proposed by E.Brynjolfsson in order to overcome 
the limitations of the tool. 

The Matrix of Change is formalized as an undirected weighted graph (practices are 
nodes and interactions are edges) with two subgraphs (for “as-is” and “to-be” accor-
dingly). The problem of choosing change order is formulated as an optimal “as-is” 
into “to-be” graph transformation problem. The objective function reflects total easi-
ness of eliminating old and introducing new practices along transformation.  

Current work is focused on solution development based on the Branch-and-Bounds 
method for the problem stated above. In the process of solution development statement 
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of the problem should be complemented with the use of the importance of practices. 
Further work includes development of corresponding software and detailed description 
of the method. 
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Abstract. This paper proposes that the lean production method of value stream 
design (VSD) can be supported by subject-oriented business process manage-
ment (S-BPM). Among the potential benefits of subject-oriented VSD support 
are a more accurate and faster data capture and a more effective analysis and 
enactment of process improvements. The integration of the two approaches is 
possible because they are based on the same understanding of processes – as a 
set of asynchronous activities with decentralised control and coordination. The 
paper describes how some of the fundamental concepts of VSD can be mapped 
onto S-BPM, including commonly used parameters for analysing existing value 
streams and some design principles for creating future value streams. 

Keywords: Lean production, value stream mapping (VSM), value stream de-
sign (VSD), S-BPM. 

1 Introduction 

Value stream design (VSD) is one of the most widely used methods for identifying 
and eliminating inefficiencies in production processes [1]. It is based on creating 
value stream maps for visualising sequences of production steps and a set of metrics 
such as inventory, transport and waiting times. The data required for populating value 
stream maps is captured manually, by a lean expert walking along the production line 
and taking notes on paper. This is a time-consuming process [2, 3] and considers only 
a snapshot of the process at a particular moment in time. As a result, the data may not 
be accurate and does not include real-time variations such as changes in customer 
demand and resource availability [3]. Another drawback of the paper-based VSD 
approach is that the enactment of process improvements is not directly supported by a 
process management system. Embedding VSD more systematically in the business 
process management (BPM) lifecycle has the potential to make lean improvements 
more effective and sustainable [4]. 

This paper argues that the overall goal of VSD and other lean production methods 
– to smoothen the flow of activities within a process – can be supported by the ability 
of S-BPM to model decentralised process control where individual activities are coor-
dinated asynchronously. This puts S-BPM in a unique position compared to other 
BPM approaches such as BPMN. Those approaches are based on a view of processes 
as global, centralised control flows, which is inconsistent with lean thinking. 
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This paper is structured as follows. Section 2 introduces the VSD method and out-
lines its connection to BPM. Section 3 maps key concepts of VSD, including basic 
structural elements, lean parameters and design principles, onto modelling constructs 
used in S-BPM. Section 4 concludes the paper with a discussion of potential benefits. 

2 Value Stream Design 

2.1 Fundamental Concepts 

Identifying, analysing and improving value streams are key activities in lean produc-
tion [5, 6]. They are most commonly supported through value stream design (VSD) 
that is a method for identifying and distinguishing value-adding and non-value adding 
activities [1]. Value-adding activities are commonly defined as those that the cus-
tomer is willing to pay for [7]. Non-value adding activities are those that create waste 
and should therefore be reduced or eliminated, where waste is considered anything of 
the following [8]: 

• Overproduction: occurs when more material, parts or products are produced than 
needed 

• Waiting: occurs when an activity cannot proceed until another activity has com-
pleted 

• Transport: occurs when there is movement of material, work in process (WIP) or 
finished products, which does not provide direct benefit for the customer 

• Overprocessing: occurs when suboptimal machines, tools or product design lead to 
errors or additional work 

• Unnecessary inventory: occurs when there is material, work in process (WIP) or 
finished products currently not in use 

• Unnecessary motion: occurs when human operators, machines or equipment need 
to be moved unnecessarily 

• Defects: can produce scrap and incur costly activities related to correcting the de-
fects 

Value stream design is generally viewed as a four-phase process: Stage 1 identifies 
a product family in which the individual product variants share the same or similar 
production steps. Stage 2 creates the current-state map, i.e. a diagram showing the as-
is value stream including key parameters and lean process metrics such as overall 
equipment effectiveness (OEE) and total lead time. Stage 3 identifies potential for 
improvement and creates a future-state map that visualises a re-designed value 
stream. Stage 4 prepares a work plan for implementing the designed changes in the 
value stream. The focus of this paper is on stages 2 and 3, as they relate to the key 
concepts in value stream design and their mapping to S-BPM. 

Value stream mapping uses iconic symbols for representing the various aspects of 
value streams in an easily comprehensible manner. It is usually drawn by pencil  
on A3 size paper [9]. An example of a (current-state) value stream map is shown in 
Figure 1. 
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Fig. 1. Example of a value stream map 

The overarching goal of value stream design – to streamline the production process 
– is generally described using the metaphor of “continuous flow”. Similar to a smooth 
and steady stream of water, the continuous flow of production activities implies that 
within the process there are no or only minimal variations in velocity (i.e., all produc-
tion steps working at the same speed, otherwise there will be either overproduc-
tion/inventory or waiting time) or direction (i.e., no unnecessary or counterproductive 
steps). 

2.2 Decentralised Control 

Traditional production lines using centralised planning and control often have diffi-
culties to achieve continuous flow due to variations in customer demand. Decentral-
ised approaches where control is delegated to individual production steps are better 
suited to react to these variations. There are various techniques such as one-piece flow 
and pull systems to coordinate the execution of these steps to form a continuous flow. 
Yet, the paradigm of decentralised control remains fundamental to the lean production 
philosophy. This has been seen as a major reason why lean production has been 
poorly supported by IT systems that tend to favour centralised control [10]. These 
systems are generally too inflexible to accommodate process changes and can thus 
become obsolete very quickly in lean production systems [3]. The same reason can be 
assumed for the lack of integration of value stream design and business process man-
agement (BPM) systems. There is some work on modelling value streams using 
BPMN [11]; however, BPMN is still based on the traditional, global control-flow 
paradigm and does not have well-defined execution semantics. 

Support for asynchronous interaction is provided by S-BPM [12], based on the in-
put pool concept that is not available in traditional, control-flow based approaches 
such as BPMN. An input pool can be viewed as a mailbox for exchanging messages 
with an active entity (called a “subject”) in a process. When a subject is in a function 
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state where it can receive messages (called a “receive state”), it can access its input 
pool and check for messages. As long as there is no message in the input pool, the 
subject remains in the receive state. When a message arrives, the subject removes that 
message from the input pool and follows the transition to the next function state as 
defined in its Subject Behaviour Diagram (SBD). The input pool can be structured 
according to behaviour options: The modeller can define how many messages of 
which type and/or from which sender can be deposited and what the reaction is if 
these restrictions are violated. The special case in which the maximum size of the 
input pool is set to zero corresponds to synchronous communication. 

The support provided by S-BPM for asynchronous in addition to synchronous in-
teraction has the potential to bring together two seemingly opposing concepts: VSD 
and BPM. 

3 Mapping Value Stream Concepts onto S-BPM 

Most concepts of value streams that are to be mapped onto S-BPM can be grouped in 
three categories: basic structural elements, parameters, and design principles. 

3.1 Basic Structural Elements 

Erlach [9] identifies six basic structural elements of value streams: production proc-
ess, business process, material flow, information flow, customer, and supplier. 

The production process includes all activities that transform raw materials, parts 
and subassemblies into a final product. In S-BPM, the most appropriate modelling 
construct for these activities is the subject. This is because subjects allow for the 
asynchronous behaviours that are the focus of analysis in value stream mapping. The 
overall production process can then be represented using a subject interaction diagram 
(SID) that connects the individual activities (i.e. the subjects) with one another via 
messages. As value stream maps are often concerned with coarse-grained activities 
[9], the more detailed behaviours of individual subjects (represented in SBDs) are 
typically not needed for visualising the value stream. 

The business process includes activities dealing with order processing and produc-
tion planning and control. They can be represented as subjects and their interactions, 
within the same SID as used for the production process. 

The material flow represents the movement, handling and storage of raw material, 
work in process (WIP) and finished products along the value stream. In S-BPM, the 
material flow can be represented as messages with associated business objects. At 
first glance, this does not seem intuitive as messages are usually thought of as convey-
ing information rather than material. However, any piece of information needs a “car-
rier” that may be a physical part or a container with multiple parts. As industry moves 
towards an internet of things where every product (or part) is tagged with bar codes or 
RFID tags, the view of physical objects as informational objects becomes increasingly 
useful and meaningful. Messages can be thought of as containers for one or more 
parts, each of which is modelled as a business object. The number of business objects 
associated with a message then corresponds to a production’s batch size. 
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The information flow includes the exchange of information among individual ac-
tivities of the business process and the production process. This is modelled in S-
BPM using messages and business objects, analogous to the representation of material 
flow. To clearly distinguish messages representing information flow from messages 
representing material flow, in this paper we will call the former “control messages” 
and the latter “material messages”. 

The customer and the supplier represent the destination of finished products and 
the source of raw materials, respectively. They may be organisations that encapsulate 
their own processes and value streams, and are treated as black boxes. This corre-
sponds to the notion of external subjects in S-BPM. 

A SID visualising most of these basic structural elements is shown in Figure 2. It is 
based on the value stream example presented in Figure 1, and can be seen as a sub-
ject-oriented representation of it. In this Figure the grouping of the business process 
and the information flow on the one hand, and of the production process and the ma-
terial flow on the other hand, has been done for presentational reasons only. In reality, 
the two types of processes and the two types of flows are hardly possible to separate 
from one another, especially for future-state value streams where information flows 
and production flows are tightly interleaved (as will be shown later in this paper). 

 

Fig. 2. Subject Interaction Diagram showing the basic structural elements of a value stream 

3.2 Parameters 

Value streams can be assessed with respect to a number of lean metrics that can be 
derived from individual parameters. Most approaches to VSD propose the following 
key parameters: cycle time, changeover time, waiting time, transport time, inventory, 
rework rate, scrap rate, and number of operators. Most of them can be related to char-
acteristics of individual subject behaviours, as illustrated in Figure 3 for the assembly 
subject. 
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Fig. 3. Value stream parameters derivable from subject behaviour 

Cycle time (C/T) is the time it takes to complete a production activity for one unit 
of the product. Using the SBD, this can be derived from the point in time that a sub-
ject has accepted a material message from an upstream subject and the point in time 
that this subject is ready to send a material message to a downstream subject. 

Changeover time (C/O) is the time it takes to perform any necessary preparation 
(e.g., cleaning and setting up a machine) for switching from producing one product to 
producing another. This time can be measured from the moment a subject identifies a 
need for changeover to the moment the changeover is performed. 

Waiting time (W/T) is the time that an activity needs to wait for the results of an 
upstream activity. This time can be measured from the moment a subject commits to 
executing an activity (by accepting an initial control message such as a production 
order) to the moment the subject receives the required material message. 

Transport time is the time it takes to move raw material, WIP or finished products 
between two activities in the value stream. Transport can be modelled as a subject that 
acts as an intermediary between two other subjects in the value stream. The time this 
subject takes after receiving a material message from the upstream subject until send-
ing it to the downstream subject then corresponds to the transport time. 

Inventory represents the number of units of raw material, WIP or finished products 
stored between activities in the value stream. In S-BPM, this corresponds to the num-
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ber of business objects associated with material messages in the input pool of a  
subject. 

Rework rate is the relative number (or probability) of defects causing rework. Re-
work can be represented in a SBD as a loop or exception handling behaviour [12]. 
Rework rate is then the relative number of business objects for which the loop or ex-
ception handling behaviour needs to be executed. 

Scrap rate is the percentage of failed WIP or defects that cannot be eliminated 
through rework. In S-BPM, scrap can be modelled as including those business objects 
that have been deleted (or, alternatively, marked as “scrap” in a specified field, and 
sent to a “recycling” subject). Scrap rate can then be calculated as the relative number 
of deleted business objects with respect to the total number of business objects. 

Number of operators represents how many human operators are involved in a pro-
duction activity. In S-BPM, this corresponds to the number of human agents that have 
been assigned to a specific subject. 

3.3 Design Principles 

A number of conceptual design principles have been developed as potential solutions 
for lean value stream designs [4]. This Section discusses only those principles that 
have an effect on the process aspects of the value stream and on the way they are 
represented in S-BPM. 

One-piece flow is the closest one can get to realising continuous production flow 
[9]. This approach aims to reduce batch sizes to just one (work-) piece, each of which 
is produced in the takt time determined by customer demand. Transport times are 
reduced to almost zero through a compact and often U-shaped physical layout of 
workstations. The synchronisation of activities and thus the elimination of waiting 
times within these production cells are usually achieved by using the same human 
operator to perform all production activities on the same workpiece. S-BPM can ad-
dress one-piece flow in two ways: One way is based on the same mappings between 
value streams and S-BPM as presented earlier, in particular with each activity or 
workstation corresponding to a different subject. In one-piece flow the same human 
operator is assigned to all of these subjects. Sending and receiving material messages 
between these subjects still represents the transport of workpieces from one work-
station to another, but without waiting times as the maximum size of all input pools is 
set to zero (since it is the same operator embodying the sending subject and the re-
ceiving subject so there is a “natural” synchronisation). Another way of modelling 
one-piece flow in S-BPM is based on taking the notion of a production cell as the 
“integration of formerly separated production processes” [9] literally, by modelling 
the production cell as one subject. The activities performed at every workstation are 
then modelled as function states in the subject behaviour diagram of the “production 
cell” subject. 

Supermarkets are buffers that store small quantities of material between production 
activities. They often have a number of “shelves” for different product variants. The 
supermarket approach is a pull system that can be used when one-piece flow is not 
feasible or economic. Supermarkets can be represented as intermediary subjects that 
receive material from upstream subjects and can distribute this material on request to 
downstream subjects. Figure 4 shows the example of a supermarket subject that inter-
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acts with the assembly subject and the painting subject. Shelves can be interpreted as 
sets of material messages in an input pool that are grouped together according to their 
message labels indicating different product variants (P1, P2 and P3 in Figure 4). Kan-
bans are part of the supermarket system and represent requests from downstream 
activities for the production of material by upstream activities. They are modelled as 
(control) messages in S-BPM. Withdrawal kanbans are messages from downstream 
subjects to a supermarket subject, requesting a specific type of material to be made 
available from one of the supermarket’s shelves. As shown in Figure 5, the supermar-
ket subject responds by taking the requested material message from its input pool and 
sending it to the downstream subject. If this results in reducing the current number of 
material items on the respective shelf below a pre-defined minimum, the supermarket 
subject additionally sends a control message to an upstream subject. This control mes-
sage represents a production kanban that is a request for new material to be produced 
and sent to the supermarket to replenish the concerned shelf. 

 

Fig. 4. Kanban-based pull system as interactions involving a supermarket as an intermediary 
subject 

 

Fig. 5. Subject behaviour of the supermarket 
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FIFO lanes are small inventories with first-in-first-out (FIFO) processing and a 
pre-defined maximum of material items to be stored. They can be modelled as input 
pools in which material messages are time-stamped on entry and then prioritised ac-
cordingly. The maximum size of the input pools is specified. When the current num-
ber of messages in a pool reaches this specified maximum, any new messages are 
refused. The sending subject then remains in its sending state until the receiving sub-
ject has processed some of the items in the FIFO lane and the new message can be 
accepted into the input pool. 

4 Conclusion 

The mapping between VSD and S-BPM brings together two seemingly opposing 
fields. One is the field of lean production that aims to locally coordinate individual 
activities to achieve a continuous flow. The other field is BPM that has traditionally 
focussed on a top-down control of activities. S-BPM, with its view of processes as 
(potentially asynchronous) interactions between autonomous subjects, opens up the 
possibility to bridge the two fields and provide benefits to each of them. 

Lean production can benefit from subject-oriented process management in two 
broad areas: capturing as-is processes (or current-state maps) and enacting to-be proc-
esses (or future-state maps). As-is processes can be accurately described and analysed 
when they are executed by a subject-oriented process management system. It reduces 
the need to rely on manually captured data that can only provide snapshots of a proc-
ess. Using suitable KPI management systems, value streams can be monitored and 
analysed for longer timeframes to include the consideration of variations in the data. 
The design of to-be processes can be supported by subject-oriented simulation, by 
testing different design alternatives and different production scenarios (e.g. variations 
in customer demand, product variety, and resource availability). The S-BPM method-
ology also supports “dry runs” of improved processes prior to their implementation on 
the shopfloor. These validation runs may also increase workers’ acceptance of process 
changes and enhance their understanding of lean concepts in general. Finally, the 
formal underpinnings of S-BPM allow directly enacting process model changes using 
existing IT standards across the ISA-95 automation pyramid [13]. 

The benefits of applying lean thinking in business processes have long been recog-
nised; yet, to date this integration has been achieved only on a methodological level 
[4] due to the conflicting paradigms of lean thinking and traditional BPM approaches. 
The mappings developed in this paper between VSD and S-BPM can provide the 
basis for developing computational support for the analysis and design of lean busi-
ness processes. 
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Abstract. The execution of cross-company business process models be-
comes more and more important. This paper introduces a Software as
a Service S-BPM suite called S-BPM groupware. It supports cross com-
pany execution and is designed for performance scalability.
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1 Introduction

The S-BPM Groupware is a S-BPM suite for modeling and executing Sub-
ject Oriented Business process models. It supports three important key features
needed for modern business process management tools. 1) The suite is a Software
as a Service (SaaS) component which offers many advantages for companies. 2)
It supports cross company execution of business process models and 3) the ac-
tor based backend architecture supports performance scalability. SaaS solutions
are normally web based applications which are accessed by web browsers. Many
aspects have to taken into consideration for building SaaS solutions like pricing
models, distributing option etc. In the present work, we focus on a technical
aspects. The S-BPM Groupware consists of three high level components: The
frontend, the backend and a repository for behavioral interfaces [6,5]. The be-
havioral interface repository is in the current state, a simple file storage system
with a simple search. These three components form the SaaS application.

This paper is structured as follows. First, the user interface and the technical
components of the frontend are introduced. Second, an overview of the backend
is given followed by a description of the components. Third the summery is given.

2 Frontend

The frontend is based on modern web technologies and since it is one of the
key components, it is explained in more detail. It serves roughly three purposes.
Firstly, to model S-BPM processes, secondly, to produce so called behavioral
interfaces which can be uploaded to and downloaded from a behavioral interface
repository. Finally, it serves as user interface for the process execution.
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Fig. 1. The subject interaction view of the frontend

The subject interaction view is shown in figure 1. Subjects and their exchang-
ing message types are to bee seen in the center. The view can be switched to the
internal behavior view using the button bar at the top. Attributes like name of
the subject, inputpool size, etc. can be specified on the right side. The attributes
are Subjectname, Assigned Role, Inputpool Size and the subject type. The three
supported types are Multi-Subject, External-Subject and Start-Subject. The view
can be switched to the view of the internal behavior with the buttons bar at the
top.

An example for an internal behavior is given in figure 2. The layout is drawn
automatically and can be adapted manually. Beyond the basic actions Send,
Receive, Action and End, the tool supports a couple of advanced actions like
Macros, Observer, Modal-Split and Modal-Join. The Observer action is a certain
kind of Receive action. The received messages are treated with a higher priority
then usual messages. Therefore the control flow of the internal behavior can
be moved to a different location. Modal-Split and Modal-Join enable parallel
execution of control flow threads and additionally optional paths. The user can
decide during runtime, which one is to be executed. The semantics of Modal-Split
and Modal-Join is defined in [4].

Two different views are available for the process model execution. A list for-
mat view and a graphical view. Examples the views are given in figure 3. The list
format view lists the current actions of all process model instances. The colors
inform about the status of the states. Green indicates “Action can be processed.”
Orange indicates “Waiting for an input”. The latter is shown every time a mes-
sage must be received so that the work for this process model instance can be
continued. In the graphical view, for each possible action a button is created.
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Fig. 2. The view for the internal behaviors of subjects

Behavioral interfaces can also be up- and down-loaded to or from a repository.
Up to now, we only support the creation of behavioral interfaces for interface
subjects with a 1 to 1 connection to other interfaces.

2.1 Knockout.js

Knockout.js is used to manage dynamic data to be displayed in the browser.
To be exact Knockout.js allows a bidirectional link between the data and the
visualization of the data in the browser. In addition, dependencies between dif-
ferent values are automatically managed. Besides the using of user input data,
the change of programmatic manipulation of data is supported. This makes it
easier to view complex data or duplicates in a web page and also ensures that
all data always remain synchronous and no dependencies are forgotten in cer-
tain situations. We have decided to use Knockout.js because it has a very good
performance and it is quiet a small library. It can be used very selectively in web
projects but is easy to extend.

2.2 Model.js

The Model.js library developed by us provides a bridge between the program
logic on the client side, the display of the data and the server. Model.js takes
care of the interim administration and subsequent storage of local data that has
been entered by a user or retrieved from the server. This includes for exam-
ple form data, the current registration state and also the list of the currently
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Fig. 3. Two different views are available for the process model execution. A list format
view (a) and graphical view (b).

Frontend 

View 

HTML KnockoutJS  Director 
Routing Model.js 

Logic 

RequireJS 

Fig. 4. The frontend architecture
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business processes a user is involved and the process state changes concerned.
The persistence of the data and states is done by a serialization to JSON and
subsequently sending it to the server which then stores it. The behavior of the
model library in terms of data storage is roughly based on the Active Record
design pattern.

2.3 Require.js

This library is a module loader that attempts to provide a modern module
system to Javascript, similar to languages like Java, Python, Scala etc.. The
variables and functions of Javascript are usually defined globally. Exceptions
are e.g. certain scopes in functions. Furthermore, no notation of public and
private variables is available. This leads to name conflicts or misunderstandings
about the private and public APIs in larger JS projects. In addition, all required
libraries or files must be included in the correct order in an HTML file, which
makes the maintenance of several HTML files with different subsets of libraries
complicated and difficult.

Require.js solves these problems by grouping JS source code into so-called
modules, which are located in separate files. Dependencies to other libraries must
be specified explicitly in each module. Public functions and variables must be
declared in the same manner. This establishes a clear separation of internal and
external API implementations. Thus, only one JavaScript file must be included
in the HTML files and all other dependencies of the program are automati-
cally detected and loaded on demand. Require.js also enables the compilation of
interdependent code parts into a single file with subsequent compression. There-
fore, only a single, compressed file must be delivered to the browser resulting in
shorter loading times.

2.4 Director Routing

Director Routing monitors changes of the address bar of the browser and can
invoke a particular action based on the given path. This enables the creation
of so-called ”Single Page Applications”. The server delivers only a static single
page which can be updated completely by the browser. Different states of the
page are stored and can be accessed via a virtual address. Reloading this virtual
address page restores the state and does not lead to a start or main page.

3 Backend

3.1 Motivation

According to moore’s law [1], “the number of transistors on integrated circuits
doubles approximately every two years”. In the past the law holds for the num-
ber of transistors of single CPU systems. At the same time the clock rate of
these CPUs increased until it reached its limit. Nowadays the law is still valid,
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only for multi-core CPU designs. These systems contain more and more CPUs
or / and CPUs with more and more cores. In addition, systems are often com-
bined to clusters e.g. in a cloud computing environment. Thus, concurrent and
distributed programming techniques gain in importance. Traditional techniques
use multithreading programming in combination with shared, mutable states
in order to develop parallel programs. Making a shared space thread save is
usually a cumbersome and error prone process and requires a high level of pro-
gramming skills. Further more, the programs often do not exhibit a high grade of
parallelism because often threads have to wait until the predecessor thread has
finished and the states can be unlocked. For developing distributed programs,
further technologies like web services or various message bus systems have to be
used what can lead to a more complicated system setup and to a higher effort
of maintaining.

For all of the above reasons, actor oriented developing frameworks are gain-
ing in popularity. Two examples are ActorFx [7] and the Akka toolkit [3]. Akka
is build on top of the JVM and can be used as a Java library as well as with
the Java derivative Scala [2], which actor extension it is. The latter has already
reached a mature developing state and allows building concurrent, scalable, dis-
tributed systems. It support location transparency concerning the execution and
instantiation of actors. Remote actors can used in the same way as local ones.
Because of the asynchronous message passing concept, applications can easily
scale up on multicore servers. We have chosen Scala and Akka for our approach.

3.2 Architecture

The backend architecture is depicted on the right side of figure 5. The backend is
developed with the programming language Scala and its actor extension Akka[3].
Akka provides an alternative to classical thread concepts used in languages like
Java. An actor is a certain kind of class equipped with send and receive func-
tions. By avoiding shared states and the problem of defining thread save classes,
actors make it easier to design parallel and even distributed applications. Every
rectangle symbol on the backend side of figure 5 represents an actor. Firstly the
main actors and their tasks are introduced and secondly an example for a request
and its processing in the backend is given to explain how the actors complement
each other. The different actors fulfill the following tasks:

1. The FrontendInterfaceActor is an HTTP server and provides the REST
interface to the frontend. For every request send from the frontend to the
backend, a certain sub-interface actor is instantiated and the request is for-
warded to it. Every sub-interface actor performs a certain task. Since all
actors are executed in parallel, the FrontendInterfaceActor itself is able to
process a huge number of requests.

2. The InstanceInterfaceActor e.g. performs all requests regarding the man-
agement of a process instance.

3. The SubjectProviderManagerActor instantiates the SubjectProvider-
Actors and manages the mapping between UserID and ActorReference of
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Fig. 5. Frontend and backend Architecture. The rectangles in the backend are the
actors. Black arrows are used for instantiation, blow ones for an example message flow.

SubjectProviderActors. SubjectProvider is a synonym for agent. Since Akka
has besides to the usual actors a certain kind of actor called agent, the term
subjectprovider is used in the present paper. The UserID is the ID of the
human agent who has triggered the request.

4. SubjectProviderActor is a proxy for the human agent in the frontend. It
has stored the UserID and manages the interaction between the remaining
part of the backend and the agent.

5. The ProcessManagerActor manages all processes and instantiates new
process instances on demand. Additionally, it manages the mapping among
SubjectProvider, Process Instance and Subject: Which SubjectProvider has
an active subject in which subject instance ?

6. For every process instance a ProcessInstanceActor is instantiated. It in-
stantiates the required SubjectActors and the message exchange among Sub-
jectActors is passed through it. The mapping between Subject and UserID
is requested from the ContextResolverActor.

7. The ContextResolverActor dissolves the mapping between the Subjects
of the process model and the associated SubjectProvider. Example: Subject-
Provider A is mapped to a Subject Employee of a process. When it send
a message to the Subject Manager, the ContextResolverActor dissolves the
associated SubjectProvider. If a dissolution is not possible, a list of all Sub-
jectProvider’s is given back as fallback solution.
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8. The SubjectActor consists of two parts: The inputpool and an interpreter
of internal subject behaviors. More details about the inputpool are given in
section 3.3.

9. The InternalBehaviourActor performs the internal behavior of Subjects.

3.3 Inputpool

The inputpool is part of every subject, respectively every SubjectActor. It en-
ables asynchronous communication between subjects. When a message is sent
from one subject to another, it is stored in the inputpool until a receive action
of the subject takes the message. Each SubjectActor has exactly one inputpool
containing a set of first-in-first-out buffers (queues) for messages. There is one
queue for each (subject name, message type) pair. The capacity of each queue
is limited by a value given in the process model. If the limit of a queue capac-
ity is reached, send actions from other SubjectActors are blocked until capacity
becomes available.

3.4 Cross-Company Execution of Business Process Models

Akka supports the feature of location transparency. An external actor can be
used like a local actor and the basic idea of our approach is to use external
subjects like local subjects. The main problem is the matching of SubjectIDs
and AgentIDs. The IDs are different on every machine.

Fig. 6. Subject A of company 1 will send a message to subject B of company 2

In figure 6 an example for a messageflow between different companies is given.
The Subject A of Company 1 will send a message m to the Subject B of Company
2. The message is sent from the SubjectActor of Subject A to the ProcessIn-
stanceActor. This is the normal behavior since all message exchanges between
subjects are done through this actor. The receiver in the process model is external
and declared with the attribute Interface Subject. Therefor, the ProcessInstance-
Actor forwards the message to the ProcessInstanceInterfaceActor which is asking
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the context resolver for a mapping. Afterwards, the ProcessInstanceInterfaceAc-
tor replaces the sender ID, which is stored in the header of the message, from A
to IA and forwards it to the ProcessInstanceInterfaceActor of Company 2. This
ProcessInstanceInterfaceActor of Company 2 uses its ContextResolverActor to
replace the receiver ID from IB to B. The message is routed to the concerning
ProcessInstance Actor of Company 2 which will forward it to the SubjectActor
of Subject B.

3.5 Scalability

The same location transparency mechanisms could be used for distributed exe-
cution with the purpose of performance scaling. For a small number of users, an
installation on one server node should be sufficient. A large number of users can
be supported by outsourcing certain parts of the engine to other nodes. Good
parts for outsourcing are the ProcessInstance Actors.

Fig. 7. Architecture for distributing the execution on several server nodes

An simplified architecture for distributing the ProcessInstanceActor’s on sev-
eral server nodes is given in figure 7. The ProcessManagerActor can instantiate
ProcessInstanceActors on different sub-servers by using Akka’s remote creation
functionality. A simple solution would be a distribution by numbers. Every sub
server gets the same number of instances. A more sophisticated solution can
consider monitoring data to realize a load balancing distribution.

4 Summary and Future Work

This paper introduces a S-BPM managing suite with three important features.
1) The suite is a Software as a Service solution. 2) Cross company execution
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of business process models is supported. 3) The backend is based on an ac-
tor architecture and provides possibilities for performance scalability. The fron-
tend user interface and components are explained and also the backend and its
components.

The experiences made developing with Scala and Akka are very well. On the
one hand, Scala’s syntax is very different to Java’s. On the other hand, the syntax
is easy to learn and more intuitive. Scalas language concepts are well thought
through which leads to less and better readable code in comparison to Java.
Working with actors is straight forward. The messages can be easily defined and
the message exchange is done by certain send and receive methods. The work
with remote actors, i.e. actors which are instantiated and executed on external
server, is uncomplicated. Nevertheless, developing complex distributed systems
is still challenging. The more the system is distributed, the more actors have
exchange messages among each other and the more complex the protocols have
to be.

We plan to improve the creation of behavioral interfaces to support interfaces
with 1 to n relations. Furthermore, we plan to support software agents in addition
to the current supported human agents.
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Abstract. Business processes and BPM can deliver great value to pro-
cess clients. This is, however, only possible if the process is triggered in
the first place. The option not to trigger a business process depends on
the acceptance of the process by the involved subjects. In the present
paper “Grounded Theory” is used to construct a theory of process ac-
ceptance from empirical data using qualitative content analysis. The
analysis reveals that missing process acceptance can have a substantial
economic impact. This indicates that business processes posses inher-
ent social properties which should be measured and managed by process
designers.

Keywords: Subjects, BPM, Interaction, Process, Acceptance, Failure.

1 Introduction

Business process management (BPM) has received much attention in the last 20
years by addressing important business challenges of the globalized postindus-
trial economy. BPM enables companies to strive towards effective and efficient
processes. This endeavor should lead, among other things, to product and pro-
cess innovation, cost reduction and higher customer satisfaction rates. These
positive results, however, can only be achieved by triggering of the process by its
users and through correct execution by the process operators. Subject oriented
BPM, as an emerging area of BPM research, is highlighting the importance and
behavior of these stakeholders in contrast to traditional BPM which focuses on
functional process design.

Unfortunately, business scandals in various domains have shown that com-
panies, and therefore the process operating subjects, sometimes do not execute
their processes according to own standards or do not use existing processes at all.
This failure in process execution can lead not only to suboptimal organizational
business structures but also to life threatening disasters1. By circumvention of
official channels, individuals within the company create shadow organizations.

1 Bhopal or Chernobyl Disaster. Increased outbreak of MSRI in Hospitals due to lack
of hand washing.

A. Nanopoulos and W. Schmidt (Eds.): S-BPM ONE 2014, LNBIP 170, pp. 171–180, 2014.
c© Springer International Publishing Switzerland 2014
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Thus, unofficial processes and shadow IT systems emerge, which run alongside
the official organization. The formation of these entities, which signal demand
through their existence, can have different causes. Theses causes include that the
established official processes are not well accepted and may even be unknown by
their prospective users. Furthermore, users may perceive the value or the useful-
ness of existing processes, compared to their counterparts in unofficial channels,
as low. As a result process execution is changed or not triggered at all. This
behavior can lead to higher costs and could render governance, risk, and compli-
ance efforts useless [4]. Therefore, in general, the value delivered by a business
process depends on the social interaction patterns of its stake-holding subjects.
Subject oriented business process management (S-BPM) focuses on subjects,
which are responsible for any process variance and their collaboration via struc-
tured communication in business processes. The current paper investigates an
airplane boarding process, in which subjects interact which each other and the
flight operator in a process, with the goal, to find a suitable seat. To address
the aforementioned issues, the present paper adopts an inductive methodology
to construct a theory of process acceptance based on empirical company and
customer experiences. The data set used draws on information provided by the
various process subjects, their interaction patterns and goals. As a methodology
“Grounded Theory” was selected.

2 Method

2.1 Grounded Theory

Qualitative methods based on “Grounded Theory” (GT) [1] enable researchers
to inductively formulate new theories from available data. GT provides differ-
ent comprehensive methods for data acquisition, data analysis, and construct
conceptualization. In comparison to research with other methods, GT based re-
search starts without formulating a hypothesis. GT also advocates to conduct a
literature review upon formulating the theory, which results from the research
process. GT generates substantive theories, which are closely coupled to an area
of research. These “substantive theories” are used to formulate a more general
theory at a later stage. The whole process has fluid characteristics, i.e., data
acquisition and analysis interplay with theory building. Information from new
sources is used to modify the theory being generated. The overall goal of GT
is to formulate a theory based on empirical data. Several different data sources,
e.g., case studies, events, raw data, are useful for GT based research. Contrary
to quantitative empirical research, GT sets representative statistical sampling
aside. In fact, GT tries to use data sources based on theoretic sampling, which
means data is selected actively to show the occurrence or absence of the re-
searched phenomena [2]. Three consecutive research steps are conducted with a
given data set. First, concepts are created from analyzing the data. In a later
step these concepts are used to formulate the theory. Second, categories are
generated to aggregate the developed concepts at a higher level. Third, proposi-
tions from generalized relationships, regarding the concepts and categories, are
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derived. Therefore, GT and its associated methods strive to uncover the under-
lying behavior of the observed phenomena by formulating the aforementioned
propositions.

In the context of epistemology, qualitative methods have drawn much critique
regarding their rigorousness. GT, which has attracted much criticism itself [3],
ameliorates these shortcomings by providing a comprehensive research frame-
work. Qualitative methods are often used within a GT research project. This is,
however, not mandatory as GT does not exclude any research method. Therefore
a mixed methods approach is used in the present paper combining qualitative
and quantitative analysis and modeling.

2.2 Research Design

In general, methods based on GT are used in the field of information systems,
but they are uncommon in the area of BPM. The present paper tries to follow
a GT approach for theory construction based on methodological fit [5] and to
set out a future research agenda. This is done by applying a mixed methods
approach to a publicly available data set which highlights a very peculiar social-
economic phenomenon in the context of subject oriented BPM. In the present
paper, GT is selected for three reasons. First, GT excels when no prior theory
about the research object is available [12]. Second, the current research focuses on
how individuals, influenced by business process design, interpret and construct
reality [1]. Third, with the collected empirical data of an interesting phenomenon
a proposition can be formulated. This results in a higher level of abstraction than
the raw data itself.

Data Collection
The data set at hand acts as a first source of inquiry. As GT mandates, the
information embedded in the data is conceptualized. This is accomplished by
textual labeling and process modeling. Drawing on these entities, categories are
formed to develop propositions. The data set, which can be considered suitable in
the GT context, results from publicly available information about easyJet PLC,
which styles itself as a low cost airline based in the UK, which offers mainly
flights to European destinations. The phenomenon observed is a change in the
customer seating policy, from open to preassigned seating, inside the airplane.
As data sources for the content analysis, financial reports, corporate news, and
a press interview with the CEO are used [9][10], as reported in table 1. Two
processes are modeled, using the conveyed information in the data sets, to aid
theory construction. One before the change in seating policy was implemented
and one after. Many news outlets published the story online. Therefore, this
study makes use of comments, which were added by users to the news article.
These comments are used to gauge the overall reaction of prospective customers.
From 201 comments which were posted online 147 could be technically retrieved.
However, 23 were off-topic and therefore excluded from further analysis. Addi-
tionally, the best and worst rated 20 comments were retrieved and included into
the data set.
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Table 1. Types of data used

Type of raw data No. of cases

News article (interview/video) 2
Company news 1
Company financial data 2
Comments 147
Top rated comments 20
Worst rated comments 20

Data Analysis
The data was analyzed within each type of raw data as well as across the
data types to detect similarities and differences. In the initial coding phase,
the data was annotated using open coding on a line-by-line level. Coding makes
raw data accessible to further analysis. This is achieved by categorizing the data
proposed by the data itself. Coding acts as a link between the collected data
and theory construction [6]. About 100 codes were produced by the open coding
process. A major concern is the short user comment length. As one comment
is treated a single case, it is deemed not useful to employ a memo method, as
suggested by Charmaz [6]. In the second stage of data analysis, axial codes were
constructed. These axial codes describe the relationships of the open codes dis-
covered in the initial coding phase. The identified codes are further analyzed in
the theoretical coding phase. Goal of the theoretical coding is to select a code
which conveys the key conceptual category. It should be noted that the concepts
identified are not exhaustive. In the last phase, the theory construction stage,
the identified codes are used to build a theory.

2.3 Content Description

Company View
Recently, easyJet PLC published financial reports, which are accompanied by
an interview with the CEO, Mrs. McCall [8]. During the interview she stated:

“We’ve also reallocated seating, all the way across the airline, so you
can now choose to pay a little bit extra to get an extra leg room seat or
any seat you want or a window seat or an aisle seat or whatever. This
has gone down very very well with our passengers. We done a lot of thing
to the business passenger, flexi-fares are taking of. That means you can
change your flight right up to the last minute, up to two hours before...”

In a different interview [7] she added:

“There is no question there has been an increase in people who refused
to even contemplate flying easyJet beforehand.”

In the financial statements easyJet reported an increase in revenues by almost
50%, which, according to Mrs. McCall, can be partly attributed to the change in
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seating policy. In fact easyJet could also increase the total number of passengers.
Interestingly, the average age of all passengers increased from 38 to 42 years.
According to easyJet, an older demographic is more likely to spend money on
board, making this group very valuable. Also, easyJet reported that 25% of all
passengers make use of this seat booking option.

Customer View
As online news articles allow readers to comment on the news, a short sentiment
analysis of the available comments is conducted [7]. As seen in table 2, the
majority of all comments are positive, considering the new seating policy. In
the data source used, commentators could also rate the comments of the other
users by marking them with green or red up and down arrows, which are also
reported in table 2. These arrows can be interpreted as endorsement of the
comment’s embodied information. Overall, 650 negative and 2118 positive arrows
were distributed by the users. Notably, positive comments about the new seating
policy received 969 positive and 163 negative arrows, negative comments received
145 positive and 87 negative arrows. These ratings are useful for interpreting the
general sentiment. However, users may have different reasons for rating a specific
comment. Therefore, analysis is restrained to descriptive statistics.

Table 2. Ratings of User Comments

Type Number Positive rating Negative rating

In favor of new seating policy 52 969 163
Not in favor of new seating policy 13 145 87
Unrelated 48 - -

Model
Two process models may be deduced from the data sources. One model for the
booking and boarding process before the changes took place and one after. As
a modeling language the event-driven process chain (EPC) notation is selected.
S-BPM is also evaluated but no adequate way of modeling interdependencies
could be found. As subjects normally work in an interdependent setting, this
aspect of subject orientation in modeling could be addressed in further research.
Possibly, S-BPM could adopt suitable work-flow patterns or new elements to
facilitate modeling of subject interdependence.

Figure 1 depicts the boarding process before the new seating policy, which is
shown in figure 2, was implemented. Both models are deduced from the analyzed
data sources. They implement the process as experienced by the passengers. It
can be assumed, that both processes are not exhaustive and are likely to be
more complex in the real world. It is obvious that the new process, to find the
preassigned seat, implies less interaction with other passengers. The communica-
tion effort during the booking process is limited to desired seats, because normal
seats are automatically preassigned. As a generalization, it can be deduced that
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Fig. 1. Deduced boarding process before new seating policy was implemented
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Fig. 2. Deduced boarding process after new seating policy (preassigned seats) was
implemented
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less interaction with subjects and resources are beneficial to the boarding ex-
perience. On the other hand, the old process required less seat management by
easyJet. It is interesting to note that passengers attach more importance to the
boarding process than the booking process.

3 Results

3.1 Company Perspective

The following concepts are found relevant in devising a new seating policy from
a companies point of view.

Customers
easyJet customers include business and private travelers, which are subjected to
customer retention efforts. These efforts focus on choice and affordable prices.
Also, easyJet suggests that the implementation of a new seating policy is a
reaction to passenger demand. As company research revealed, the new seating
policy is very well accepted among its clients.

Corporate Strategy
As a public listed airline, easyJet is committed to increase profitability. This
can be achieved through high customer retention and customer satisfaction. To
this end, punctuality is considered as a key performance indicator. As a no-frills
airline, easyJet is very cost sensitive. Therefore, the implementation of a new
seating policy is not allowed to increase passenger fares.

Conditions for Adopting a New Seating Policy
As contemplated by management, the old seating policy alienated customers.
Therefore, seating was identified as a problem. After receiving positive reaction
from passengers, which took part in a test trial, the new seating policy was im-
plemented for all flights. These findings are consistent with experiences reported
in the posted user comments. After implementing the new policy, company
objectives, e.g., punctuality and stable passenger fares, are still achieved.

3.2 Customer Reaction

As a reaction to the new seating policy the following concepts are found to be
relevant from a passenger perspective.

Conditions before New Seating Policy Was Implemented
Clients were upset with the old seating policy. Many users describe that they
actively contacted management to raise awareness of this issue. The old seating
policy was connected with feelings of stress and disrespect for the customer.
Especially, the high level of unpleasant interaction with other passengers to
secure appropriate seating, e.g., for a family or a group, are regarded as a major
drawback for flying with easyJet.
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Attitude towards New Policy and Management
In general, the new seating policy is very well received. It is regarded as an
improvement. Many passengers expressed that, with this new policy, they would
fly with easyJet again or give the company a second chance. They stipulate
that the competition would implement similar policy changes. Users expressed
disregard for the management because the change is viewed as obvious and
already requested by customers.

3.3 A Grounded Theory of Process Acceptance

This paper describes how a perceived small change in the design of a process
can have an enormous impact on customer satisfaction, which results in higher
reported profits. The change in seating policy had major implications for the
internal IT systems. It is important to note that, before the new seating policy
was implemented, the boarding process was perceived as stressful. As passen-
gers did not accept the boarding process, they executed their option not to book
a flight with this airline. In general, they would have the option not to fly at
all or choose another airline with a less stressful boarding process. It can be
concluded that business processes possess inherent properties. These properties,
which result directly from process design, are attributed by subjects exposed
to the process. The most important trait is process acceptance. If process ac-
ceptance is missing, clients are unlikely to trigger the process, e.g., by booking
a flight, at all. In general, this missing process acceptance will result in lower
demand and therefore lower profits.

4 Discussion and Conclusion

The goal of this paper is to contribute to the existing literature about subject ori-
ented BPM by highlighting an interesting phenomenon, and to provide empirical
insights of which factors are critical to process acceptance. These contributions
are twofold. First, and most notably, the data analysis yielded a grounded the-
ory of process acceptance by linking a company decision to client reactions. It
is evident that subject-orientation in the design of business processes can help
improve process acceptance. In the analyzed data an increase in acceptance of
the boarding process results in higher profits for the company. Therefore, it can
be concluded, that process acceptance should be measured and managedIt can
be further stipulated, that one variable which influences process acceptance is
user interaction. Future research should concentrate on identifying other influ-
ential variables and their impact on process acceptance. These findings could be
integrated into a general process acceptance model. Second, shortcomings in the
existing modeling languages, regarding the modeling of subject interdependent
decisions, are identified. As subjects are working in a complex interdependent en-
vironment, future research should also focus on new modeling methods that map
interdependent user interactions in business processes [11]. Especially S-BPM as
a modeling language could benefit from the possibility to model interdependent
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subject interactions. However, some limitations are worth noting. In this study,
only publicly available qualitative data sources regarding one process of one com-
pany are analyzed. Therefore, in future research the presented content analysis
could be augmented with other quantitative and qualitative research methods.
Especially interviews with process managers may be used to elicit information
about which elements may influence process acceptance.
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