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Abstract. Personalized Web search offers a promising solution to the
task of user-tailored information-seeking, and particularly in cases where
the same query may represent diverse information needs. A significant
component of any Web search personalization model is the means with
which to model a user’s interests and preferences to build what is termed
as a user profile. This work explores the use of the Twitter microblog
network as a source of user profile construction for Web search person-
alization. We propose a statistical language modeling approach taking
into account various features of a user’s Twitter network. The richness
of the Web search personalization model leads to significant performance
improvements in retrieval accuracy. Furthermore, the model is extended
to include a similarity measure which further improves search engine
performance.

1 Introduction and Related Work

Search engine users have diverse information needs, and it often happens that
different users expect different answers to the same query [6]. In fact, given
the potential of the same query to be representative of different information
needs behind it, personalized Web search has emerged as a promising solution
to better identify the intended information need The usual approach to the
personalization process in Web search involves incorporating user’s preferences
into the retrieval method of the search system thereby moving from a “one size
fits all” approach to the customization of search results for people with different
information interests and goals.

A significant research challenge in Web search personalization is to learn about
a user’s interests and preferences to build what is termed as a user profile. The
user profile is the most essential resource within the retrieval model of a person-
alized search system. One of the main features that can be used to differenti-
ate between existing solutions to Web search personalization is the source used
when building the user profile. Several kinds of sources have been explored by
researchers in order to build a user profile, with the most popular being search
and browsing histories [3,5]. However, the use of such history data may not be
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feasible given users’ privacy considerations that can limit the availability of the
data. Furthermore, history data are more prone to noise as previous interactions
with the search system are not necessarily reflective of user needs [8]. This paper
proposes microblogs as an alternative information source to build a rich user
profile.

The proliferation of Web 2.0 services has created a new form of user col-
laboration where users engage within a social network while at the same time
generating their own content, popularly known as user-generated content. Mi-
croblogs such as Twitter1 are an immensely popular forum for such collaboration,
and we show how this forum can serve as a source of information about users’
preferences for the Web search personalization process. Earlier research efforts
that aimed to exploit information from online social systems for personalized
search rely mostly on social bookmarking and tagging systems [4,7]. However,
Younus et al. [9] revealed in a user-survey based study a very low usage of social
bookmarking sites as compared to other social networking tools.

A few works have considered Twitter as a source of user profile construction
[1]; however, these works do not take into account features of a user’s microblog
network. We undertake such a direction in this work and propose a statistical
language modeling approach to infer a user’s profile; the proposed technique
takes into account various features of a user’s Twitter network thereby providing
a rich model of user preferences and interests. We evaluate the proposed methods
by means of a user-study and we show that retrieval performance substantially
improves when using microblog behavior as a source of information about user
preferences and interests for Web search personalization.

2 Methodology

This section describes the proposed personalization model in detail. We follow a
strategy in which non-personalized search results returned from a search system
are re-ranked with the help of the user profile to return results that are more
relevant to the user [5].

2.1 Microblog Behavior Based Language Model

We adopt a statistical language model to model various aspects of Twitter be-
havior. Using this model, we then define our re-ranking approach.

We incorporate the mention and retweet features of Twitter within our model
with the underlying intuition that those Twitterers a particular user mentions
or retweets reflect, to a large extent, the user’s own preferences and interests.

For the re-ranking step, we use a language modeling approach to compute the
likelihood of generating a document d from a language model estimated from a
user’s Twitter model as follows:

P (u)lm(d/T ) =
∑

w∈W

P (w | T )n(w,d) (1)

1 http://twitter.com
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where w is a word in the title and snippet of a document returned by a search
system (i.e., d), W the set of all the words in the title and snippet of document
d, n(w,d) the term frequency of w in d, and u is the user for whom we want to
personalize Web search results. Here, T is used to represent the uniform mixture
of the user’s Twitter model as follows:

P (w | T ) = λo ∗ P (w | To) + λm ∗ P (w | TUm) + λr ∗ P (w | TUr) (2)

Let To denote the original tweets by the user u, TUm denotes the tweets by
those Twitterers whom the user u mentions (i.e., Twitterers in set Um) and TUr

denotes the tweets by those Twitterers whom the user u retweets (i.e., Twitterers
in set Ur). The individual Twitter models can be estimated as:

P (w | To) =
1

|To|
∑

t∈To

P (w | t) (3)

P (w | Tm) =
1

|Um|
∑

u∈Um

1

|Tum |
∑

t∈Tum

P (w | t) (4)

P (w | Tr) =
1

|Ur|
∑

u∈Ur

1

|Tur |
∑

t∈Tur

P (w | t) (5)

i.e., a single user’s Twitter model is estimated by a mixture of his own tweets,
those Twitterer’s tweets whom the user mentions and those Twitterers’ tweets
whom the user retweets. The constituent language models for To, TUm and TUr

are a uniform mixture of their tweets’ language models employing Dirichlet prior
smoothing:

P (w | t) =
n(w, t) + μ

n(w, coll)

|coll|
|t|+ μ

where n(w,.) denotes the frequency of word w in (.), coll is short for collection
which refers to all tweets by user u (in case of equation (3)), all tweets by
Twitterers in set Um (in case of equation (4)) and all tweets by Twitterers in
set Ur (in case of equation (5)), and |.| is the overall length of the tweet or the
collection.

Finally, after estimation of a user’s Twitter model (using equations 2-5) we
use equation (1) to re-rank the documents returned by a search system and
hence, present personalized search results to the user u.

2.2 Similarity Measure between Users

In the previous section, we defined Um as the set of users mentioned by u and Ur

as the set of users whose tweets were retweeted by user u. We refine the definition
of these sets to only include those users who have a sufficient similarity to the user
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u. We present a network-based similarity measure which we use to decide whether
or not to include a particular user in Um and Ur. The underlying intuition behind
the use of such a similarity measure is to exclude those Twitterers from the user’s
Twitter model who do not provide a strong indication of the user’s preferences.

We calculate the similarity between the current user u and each user ui occur-
ring in either Um or Ur based on the heuristic that the more people ui follows in
these sets, the more likely that user’s interests overlap with the user u. Further-
more, we normalise this score by the total number of users, user ui follows. We
use the following formula to calculate the similarity score between user u and a
user ui ∈ Um.

Sim(u, ui) =
follow(ui) ∩ Um

follow(ui)

where follow(ui) is the set of users followed by ui.
We also calculate similarity for all users in Ur using the same approach. Fi-

nally, we retain those Twitterers in Um and Ur
2 whose network similarity mea-

sure is above a certain threshold.

3 Experimental Evaluations

In this section we describe our experimental evaluations that demonstrate the
effectiveness of our proposed approach.

1. We wish to check whether personalization through a Twitter-based user
profile improves search quality over the underlying non-personalized search
engine.

2. We wish to evaluate the effect of the network based similarity of section 2.2 in
an attempt to study the usefulness of incorporating microblog characteristics
when building a user profile for Web search personalization.

3.1 Experimental Setup

We recruited 14 active Twitter users and used their Twitter data for the purpose
of experimental evaluations. We obtained the search queries, their corresponding
relevance judgements and underlying corpus (i.e., search documents’ collection)
from a publicly available dataset called “CiteData” by Harpale et al. [2]. As
mentioned by Harpale et al., the dataset is useful for benchmark evaluations of
personalized search performance. CiteData comprises 81,432 academic articles
and 41 queries; we asked each user who participated in our user-study to select a
subset of the queries that were similar to a search query that he/she had issued at
some point. Note that since the dataset comprises academic articles we recruited
Twitter users who are academics with specific, personalized information needs

2 These are used as part of equation (4) and equation (5) for estimation of the user’s
Twitter model.
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for academic articles. Each user was asked to select 10 queries from the 41 queries
of the dataset; of these we selected the queries that had been selected by at least
three users which amounted to a total of eight unique queries. We then asked
each user to mark as relevant or irrelevant 20 documents per query; we obtain
these 20 documents using a BM25 non-personalized search algorithm. Note that
each user in our study was asked to mark 20 documents across the queries they
selected from the short-listed eight queries. Finally, we calculate the Cohen’s
kappa across the relevance judgements for the eight short-listed queries; for the
purpose of calculating Cohen’s kappa we used the relevance judgements by the
graduate students of Harpale et al.’s study and the relevance judgements by the
users in our study. We obtain an average Cohen’s kappa value of 0.86 across all
queries and all users reflecting the high reliability of the CiteData dataset. We
perform this step of measuring inter-annotator agreement via Cohen’s kappa to
ensure the agreement in relevance judgements between different sets of users in
the two studies (i.e., the study by Harpale et al. and ours).

Table 1. Comparison of Retrieval Performance for our Proposed Personalization Model

Chosen Measures
Algo MAP P@10
np 0.389 0.567

pns 0.451 0.598

ps 0.487 0.634

3.2 Experimental Results

Once we ensure reliability of the underlying dataset and relevance judgements
through the method explained in section 3.1, we evaluate the performance of our
proposed personalization model using the relevance judgements of the CiteData
dataset. As evaluation metrics, we use mean average precision (MAP) and preci-
sion at top 10 documents (P@10) which respectively measure the systems overall
retrieval accuracy and its performance for those documents that are most viewed.
Table 1 shows the experimental results i.e. MAP and P@10 values for the non-
personalized approach (denoted as np), our personalized approach without the
similarity measure of section 2.2 (denoted as pns) and our personalized approach
with the similarity measure of section 2.2 (denoted as ps)

3. The network similar-
ity threshold was chosen following empirical analysis; for each user a threshold
equivalent to half of the maximum similarity score was found sufficient to gather
a significant amount of similar users in Um and Ur. Moreover, the parameters λo,
λm, and λr are assigned uniform weights. The baseline non-personalized search
system uses a language model approach with Dirichlet smoothing. We report the
results together across the queries and judgements for all 14 users.

3 We use student’s t-test to verify the soundness of our evaluations and the results
corresponding to pns and ps are statistically significant with p < 0.05.
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The results show clearly, the benefits of using Twitter data to personalize
search results for users. The MAP and P@10 scores for the personalized results
(pns and ps) are superior to those achieved without personalization. Further-
more, we witness improved performance when only those Twitterers who show
similarity to the active user are used in generating the model.

4 Conclusions and Future Work

The main conclusion is that exploiting evidence available from a person’s mi-
croblog behaviour to allow personalization can improve the accuracy of a system.
We adopt a language modeling approach and show that including similar users
from the Twitter network provides the best performance. Future work will in-
volve further analysis of the results and explore other similarity measures and
sources of evidence from a user’s microblog behaviour and network. We also aim
to merge these sources of evidence with data available in the query and about
the user’s current task at hand.
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