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Abstract. The chapter deals with development, analysis and applica-
bility of several easy applicable control algorithms, dedicated to plants
working under continuously variable conditions: variable plant parame-
ters or (the worst case) variable structure, variable reference and vari-
able load (disturbance). Two speed control applications are selected and
treated from the wide range of such applications: a case specific to the
metallurgical industry, and the speed control of an electric (hybrid) ve-
hicle model. The efficiency of the algorithms is tested and illustrated
on different plant models and also on laboratory equipment with vari-
able moment of inertia. The presented algorithms are easily adaptable
to similar applications.

Keywords: Control algorithms, electrical driving systems, variable con-
ditions, mathematical models, switching logic.

1 Introduction

Many industrial and non-industrial control applications are dedicated to plants
working under continuously variable conditions, e.g., variable parameters and/or
structure, variable reference and variable load disturbance, conditions which de-
pends on the plant evolution. Representative applications are the domains of
drives, i.e., electrical, hydraulic, pneumatic driving systems and thermal systems
according to the examples given in [1–7].

Many theoretical and practical aspects may be solved in order to improve
the control system performance expressed as performance specifications such as
zero control error, robustness, good transients and disturbance rejection. For
example:

1. The continuous variability of the inputs and parameters and the presence of
the nonlinearities;

J. Fodor and R. Fullér (eds.), Advances in Soft Computing, 3
Intelligent Robotics and Control, Topics in Intelligent Engineering and Informatics 8,
DOI: 10.1007/978-3-319-05945-7_1, c© Springer International Publishing Switzerland 2014



4 S. Preitl et al.

2. The presence of elasticity in power transfer (mechanical, for example) and
derived, working in resonant regimes and suppress the oscillations, a notch
filter may be inserted in the controller’s structure [3, 5];

3. Complex optimization aspects in energy management [8, 9];
4. The presence of system noise and of actuating limits which reduce the con-

trol effect and the effect of the AWR measure, where the use of trajectory
reference compensator and the mixing the effect of different modern control
algorithms can ensure better robustness and control performances [2].

5. Nonlinearities in basic physical laws, for example, of the thermoelectric ef-
fects reflected, e.g., in Stefan-Boltzmann’s law [10], etc.

Using the fact that in many applications relatively good models of the plant
can be available, many theoretical, technical and practical control solutions can
be developed and implemented as model-based control (MBC) solutions [2, 11–
18] offering good control system performance.

Regarding the main idea, the control of plants working under continuously
variable conditions, the chapter treats some easy applicable control algorithms.
These algorithms are based on an output control strategy and tested on two
class of application, on a laboratory equipments and/or simulation on detailed
mathe-matical models of the plant.

The controlled plants are presented using relatively detailed Mathematical
Models (MMs): the electrical driving system for an electric (hybrid) vehicle
(EHV), for which the moment of inertia is relatively constant for a drive cy-
cle, and a drive system with continuously Variable Moment of Inertia (VMI).
Both plants have continuously variable inputs (reference and disturbance). Both
applications are connected to drives with BLDC motors (BLDC-ms) or, partic-
ularly, with DC motors (DC-ms), using Cascade Control Structures (CCSs).

2 Practical Control Structures and Algorithms,
Development Aspects for Plants Working Under
Continuously Variable Conditions

A set of control algorithms (c.a.s) will be presented as follows as output control
strategies. A part of the c.a.s is based on a single control loop and another
one is based on the CCs. The analysed structures make use of an optimised
inner (current) control loop. Therefore, the main control task, namely the speed
control, is fulfilled by the main loop, by the speed controller which must be well
designed.

2.1 The Classical Control Loop with PI(D) Controller

Due to the fact that the application is characterized mainly by continuously vari-
able parameters in a relatively large domain, the control solution with bump-less
switching of the c.a. can be a good, practical and relatively easily to implement
option. The structure of this control solution is given in Fig. 1.
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Fig. 1. The CCS with a switching logic for a speed controller

If the parameters of the plant are continuously variable and, as a consequence,
the model can be easily linearised, the main aim of the designer is to bring the
model in a benchmark type form [11]. Therefore, the design using classical or
derived PI(D) control structures, becomes very convenient, and switching c.a.s
are usable.

For example the switching structure for the classical PI controller with the
transfer function (t.f.).

HC(s) =
kc
s
(1 + sTc) =

kC
sTi

(1 + sTi) , (1)

is presented in Fig. 2, and the corresponding digital c.a. has the form

ujk = −p
(j)
1pi

p
(j)
0pi

· uj,k−1 +
q
(j)
1pi

p
(j)
0pi

· ej,k−1 +
q
(j)
0pi

p
(j)
0pi

· ejk,

j = 1, 2, 3 c.a.(j), ejk = ek

(2)

with the parameters given by

q0pi = kC +
kCTe

2Ti
, q1pi = −

(
kC − kCTe

2Ti

)
,

p0pi = 1, p1pi = −1.

(3)

In the cases of the considered applications, both of them as electrical driv-
ing systems, the design methods due to Kessler (the Modulus-Optimum method,
MO-m and the Symmetrical Optimum method, SO-m synthesized in [11])
and various extensions derived from them are strongly recommended. Some
remarkable extensions have been proposed by different authors: the Extended
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Fig. 2. Detailed block diagram of controller switching

Symmetrical Optimum method, ESO-m [17], the double parameterization based
Symmetrical Optimum method, 2-p-SO-m given in [9] and also synthesized in
[59], and [18–23, 27], etc. Moreover, the use of controllers with non-homogenous
structure allows the construction of different forms of 2-DOF PI(D) structures
[25–27] (Fig. 3).

Fig. 3. Typical classical controller structures with extensions (basis for 2-DOF PI(D)
controllers)
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Due to the modifications of plant parameters, modifications in the c.a. must
be included in different forms. Therefore, the controllers with switching can be
considered as adaptive. They should have the benefit of taking into account such
variations and retune its parameters. The switching structure is presented for
the classical discrete PI c.a., but it can represent also other derived structures.
Illustrative examples can be the Takagi-Sugeno PI type fuzzy controllers, the
classical 2-DOF controllers, etc.

Beside the classical PI controller, the next section will consider the main con-
troller in extended forms of 2-DOF and 2-DOF-PI(D) controllers, a PI Takagi-
Sugeno Fuzzy Controller, a PI Quasi-Relay Sliding Mode controller and a
Neuro-Fuzzy controller. The theoretical support for the controller design has
been reported by the authors in terms of different forms. All solutions are based
on the locally linearised MMs.

2.2 The Classical 2-DOF Control Loop and Extensions to 2-DOF
PI(D) Controllers

The Basic structure. Polynomial design technique. The Control Struc-
ture (CS) with a 2-DOF controller uses two distinct controllers, Fig. 4, where
(1) the reference filter with discrete t.f. T (z) and (2) the feedback controller
with discrete t.f. S(z). The common part is represented by the discrete t.f. R(z),
which include the integral components of the controller.

Fig. 4. Structure of the classical 2-DOF controller and control structure

In opposite with an one Degree of Freedom controller (1-DOF), in case of
the 2-DOF controller structure, the enlisted requirements (Section 2.1) can be
separately adjusted without influencing one another. The pragmatic design tech-
nique seat of the solution of a polynomial Diophantine equation, with different
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particularities in treating constrains [9, 29, 32]. Supposing the plant characterised
with the pulse transfer function (t.f.) calculated from the continuous model:

P (z) =
(
1− z−1

)
Z

{
P (s)

s

}
and

B(z)T (z)

A(z)R(z) +B(z)S(z)
=

Bm(z)

Am(z)

A0(z)

A0(z)
,

(4)

where the servo performance specifications are imposed by a reference model
in the form Bm(z)/Am(z), T (z), R(z), S(z) are unknown polynomials; Am(z)
determine the poles of the closed loop and A0(z) is the observer polynomial.
Different causality conditions and degree conditions for the polynomials must
be imposed in the development of the classical 2-DOF controller.

After accomplishing all operations, the final form of the Diophantine equation
over the ring of polynomials is

A(z)R′(z) +B−(z)S(z) = Am(z)A0(z) (5)

having as solutions the coefficients of the T (Z), R(z), S(z) polynomials. The
polynomials B−(z) and R′(z) in (5) are components of the factorized forms of
B(z) and R(z) as follows:

B(z) = B+(z)B−(z) and Bm(z) = B−(z)B′
m(z) (6)

R(z) = B+(z)R′(z) and R′(z) = (z − 1)
1
R1(z) (7)

The T (z),R(z), S(z) polynomials are finally obtained. Other development strate-
gies are given in [31] and [36].

2-DOF PI(D) structures. Fig. 5 gives some particular structures derived
from Fig. 3 [18, 25–27]. If the controllers presented in Fig. 5 are characterized by
continuous t.f. with the tuning parameters {kR, Ti, Td, Tf} [11], the expressions
of C(s) and CF (s) are [29]:

C(s) =
u(s)

e(s)
= kR

(
1 +

1

sTi
+

sTd

1 + sTf

)
,

CF (s) =
uf (s)

r(s)
= kR

(
α1 + α2

sTd

1 + sTf

)
.

(8)

For the structure given in Fig. 5(b) (with the notation) the t.f.s are

C∗(s) =
u(s)

e(s)
= kR

[
(1− α1) +

1

sTi
+ (1− α2)

sTd

1 + sTf

]
,

CP (s) =
uf(s)

r(s)
= kR

(
α1 + α2

sTd

1 + sTf

)
.

(9)

Depending on the values of α1 and α2 (parameters), for the presented blocks
the behaviours from in Table 1 are obtained. The choice of a certain represen-
tation of the controller depends on:
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Fig. 5. Structures of 2-DOF PI(D) controllers as extension of an 1-DOF controller

1. The structure of the available controller;
2. The adopted algorithmic design method; and
3. The result of this design.

The table contains information regarding a possible extension with a reference
filter F (s).Other connections between 2-DOF and extended with input filters of
1-DOF controller structures are synthesized in [26, 29–31, 33], etc.

Table 1. Connections between 2-DOF controller and extended 1-DOF controller struc-
ture (P – proportional, D – derivative, I – integral, L1(2) – first (second) order filter
with lag)

F (s) – F (s)C(s) C(s) Remarks

Fig. 4(a) – CF C(s)− CF (s) C(s) –
Fig. 4(b) – CP C∗(s) C∗(s) + CP (s) –

α1 α2 – – (ref. channel) (feedback)
0 0 1 0 PID PID 1-DOF controller
0 1 PDL2 DL1 PI PID 1-DOF with non-
1 0 PD2L2 P PID-L1 PID homogenous behaviour
1 1 PL2 PDL2 I PID
α1 α2 PID controller with pre-filtering (2-DOF controller)

2.3 Extensions to Fuzzy Controller Solutions. 2-DOF Takagi-Sugeno
PI(D) Fuzzy Controllers

The Takagi-Sugeno PI quasi-continuous fuzzy controller structure (TS-PI-FC)
with output integration (OI), Fig. 6, was adopted based on the continuous-time
PI controller solution. The algorithm is modelled by the recurrent equations
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with variable parameters; finally this leads to the PI quasi-continuous digital
controller with output integration (OI) [30, 31, 36]:

Δuk = KPΔek +Kiek = KP (Δek + αek) ,

KP = kC

(
1− Te

2Ti

)
, Ki =

kCTe

Ti
α =

Ki

KP
=

2Te

2Ti − Te
,

BΔe =
Ki

KP
Be, BΔe = αBe, BΔu = KiBe

(10)

Fig. 6. TS-PI-FC (OI) structure with output integration

The TS-PI-FC is characterized by the following features:

(i) The fuzzification is performed by means of three membership functions
{N,ZE, P} pointing out the TS-PI-FC tuning parameters {Be, BΔe, BΔu};

(ii) The inference engine uses the SUM and PROD operators assisted by the
rule base presented in Table 2 [3]; and

(iii) It employs the weighted average method for defuzzification.

Table 2. Rule base of TS-PI-Fuzzy Controller with Output Integration (also for Input
Integration)

Δek/ek N ZE P

P Kp1[Δek + α1ek] Kp2[Δek + α2ek] Kp3[Δek + α3ek]
ZE Kp4[Δek + α4ek] Kp5[Δek + α5ek] Kp6[Δek + α6ek]
N Kp7[Δek + α7ek] Kp8[Δek + α8ek] Kp9[Δek + α9ek]

The expressions of the c.a.s are

ujk = uj,k−1 +K
(j)
Pi

[(
1− α

(j)
i

)
ejk − ej,k−1

]
, i = 1, . . . , 9

ejk = wk − yk = ek, j = 1, 2, 3 for the c.a.(j)
(11)

Extended 2-DOF PI(D) Fuzzy Control structures can be defined on the basis
of the structures illustrated in Fig. 5 and 6. 2-DOF FCs are proposed in [30]
and [31], and they are defined on the basis Takagi-Sugeno fuzzy blocks FB-Tc
as illustrated in Figs. 7 to 10.
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Fig. 7. Structure of feed-forward 2-DOF PI-fuzzy controller

Fig. 8. Structures of feed-forward 2-DOF PID-fuzzy controllers

Fig. 9. Structure of feedback 2-DOF PI-fuzzy controller

To develop the PI(D)-FC, the continuous-time PI controllers must be ex-
pressed in one of its incremental PI quasi-continuous digital version (10), that
leads to

Δui,k = KPiΔei,k = KIi (Δei,k + δiei,k) , i = 1, 2, (12)

where {KPi,KIi, δi} can be easily calculated from the continuous t.f. The rule
bases of the two blocks FCi can be expressed in terms of the decision table
shown in Table 3, representing the consequent part of the inference rules.

The strictly positive parameters of the PI-FCs are {Bei, BΔei, BΔui,mi, ni,
pi} which are in correlation with the shapes of the input membership functions,
Fig. 11, and the parameters mi, ni and pi (Table 3), mi < ni < pi, have been
added to the standard version of PI-FCs to improve the CS performance by
modifying the input-output static map of the blocks FCi.
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Fig. 10. Structures of feedback 2-DOF PID-fuzzy controller

Table 3. Decision Table of FCi, i = 1, 2

Δei,k \ ei,k NB NS ZE PS PB

PB Δui,k miΔui,k niΔui,k piΔui,k piΔui,k

PS miΔui,k Δui,k miΔui,k niΔui,k piΔui,k

ZE niΔui,k miΔui,k Δui,k miΔui,k niΔui,k

NS piΔui,k niΔui,k miΔui,k Δui,k miΔui,k

NB piΔui,k piΔui,k niΔui,k miΔui,k Δui,k

Fig. 11. The PI-FC structure and initial input membership functions of FCi, i = 1, 2

The development method dedicated to the two TS-PI-FCs consists of five
steps detailed in [25, 33, 35].

Other TS-FC-based control solution for plants with time variable parameters
– e.g. with VMI – are presented in [28, 34] where a Two Input-Single Output
Takagi-Sugeno (TISO) Linear Time Variant (LTV) is used to model the con-
trolled plant. Other applications are presented also in [37, 38].
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2.4 The PI Quasi-Relay Sliding Mode Controller

The structure of a classical PI quasi relay sliding-mode controller with parameter
adaptation is presented in Fig. 12. The design steps of the controller are presented
as follows on the basis of mainly [12] and [17]:

(a) For the classical PI part. (i) The variable parameter Ti can be determined
in terms of the pole-zero cancellation regarding the t.f. of the plant.

(b) For the sliding mode part. (ii) The positive parameter c is chosen taking
into account the imposed performance: c < a2, where a2, a1 and b are the
parameters in Ackerman’s form of the state-space representation of the plant
model; (iii) The parameter α is calculated by taking into account the desired
existence domain for the sliding mode control.

Fig. 12. The PI quasi relay sliding mode controller (the classical structure)

The control law is presented in its parallel form

u(t) = Ψ(t)x1(t) +
1

Ti

∫ t

0

Ψ(τ)x1(τ)dτ , x1 = e,

Ψ(t) = α sgn {g(t)x1(t)} ,
(13)

where the parameter α is tuned in terms of

α <
− ∣∣(c2 − a2c+ a1

)
x1(t)− f(t)

∣∣
|x1(t)| + 1

Ti

∫ t

0 x1(τ)dτ
. (14)

The expressions and parameters of the digital c.a.s are similar to (10) and
(11), having different values and with the expressions of the control algorithm
also given in [24, 31, 40–43].

2.5 The Hybrid Neuro-Fuzzy TS PI Controller and the Design
Approach

The presented structure of the extended fuzzy control system contains a hybrid
Takagi-Sugeno PI-neuro-fuzzy controller (T-S PI-N-FC) [4] Fig. 13, where: AB
is the adaptation block, RM is the reference model, r is the reference input, ek
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is the control error, k is the index of the current sampling interval, k ∈ Z, and
q−1 is the backward shift operator.

The parameter Be,k replaces the parameter Be specific to the T-S PI-FC
with Input Integration (-II) [3, 12, 17] given in Fig. 14. T-S FB is the nonlinear
Takagi-Sugeno fuzzy block without dynamics; eI,k is the integral of control error
ek:

eIk = eI,k−1 + Tsek, Tk – the sampling period. (15)

Fig. 13. Fuzzy control system structure with hybrid T-S PI-NF-C

T-S FB has the following features: (i) The fuzzification is carried out by means
of the input membership functions presented in Fig. 14(b), which points out two
tuning parameters, Be and BeI ; (ii) It uses the SUM and PROD operators in
the in-ference engine, and the weighted average method for defuzzification.

Fig. 14. Structure of T-S PI-FC-II and the input membership functions

The complete rule base of T-S PI-FC-II is formulated such that to ensure
the combination of nine separately designed PI controllers with t.f.s given in (1)
rewritten with superscripts:

Hm
C (s) =

kmC
sTm

i

(1 + Tm
i s) , m = 1, . . . , 9. (16)
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Discretising (16), the quasi-continuous digital PI control algorithm results as

um
k = kmC ek +

kmC
Tm
i

eI,k, m = 1, . . . , 9, (17)

um
k is the control signal produced by the mth PI algorithm, m = 1, . . . , 9. The

algorithms are introduced in the consequents of the rules of T-S PI-FC-II, ex-
pressed as

Rule m : IF ek IS LTm1 AND eI,k IS LTm2

THEN um
k = kmC ek +

kmC
Tm
i

eI,k, m = 1, . . . , 9,
(18)

where LTml ∈ {N,ZE, P}, m = 1, . . . , 9, l ∈ {1, 2} are the input linguistic terms
with the membership functions defined in Fig. 14(b). The modal equivalence
principle [18] is applied and modified to obtain the covering of all input linguistic
terms:

BeI =
(

min
m=1...9

Tm
i

)
Be. (19)

The parameter Be is online adapted by the Model Reference Adaptive Control
(MRAC) structure presented in Fig. 14 and is discussed in details in [56, 57].
Based on the (continuous) t.f., the RM block sets the CS performance specifi-
cations. The AB consists of a single unbiased neuron with a linear activation
function, characterized by a recurrent equation that ensures the training in the
framework of back propagation with momentum factor [56]:

wk = −ηeM,k
Δyk
ΔBe,k

ek + λΔwk−1,

wk = wk−1 +Δwk,

Be,k = qkek,

(20)

where wk is the input weight of the neuron, 0 ≤ η ≤ 1 is the learning rate,
and 0 ≤ λ ≤ 1 is the momentum factor. More details regarding the design are
presented in [56–58].

The design approach guarantees the stability of the fuzzy control system. The
fuzzy control system dedicated to a class of servo systems with variable param-
eters ensures the behaviour of control systems with bump-less combinations of
separately tuned linear PI controllers as shown in [23, 25, 30].

3 Examples of Electrical Driving Systems. Mathematical
Models

In the symmetrical operating mode the Mathematical Models (MMs) of BLDC-
ms and of classical DC-ms are very close [6, 7, 44–47]. That leads to similarities
in the derived benchmark-type models used in development of control solutions.
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Since the control of the main characteristic variables (speed and position) of
servo drives with DC-m and BLDC-m is well-known and product on a large scale
by industry such control solutions are characterized as LCA solutions. The inner
loop (the current loop) can differ but it can be relatively easy optimized.

3.1 The Mathematical Model of a BLDC-m (Servo Drive)

The matrix form of the main equations of the MM of a BLDC-m is given in
[6, 7, 44–47, 50]:

⎡
⎣VAS

VBS

VCS

⎤
⎦ =

⎡
⎣Ra 0 0

0 Rb 0
0 0 Rc

⎤
⎦
⎡
⎣ ias
ibs
ics

⎤
⎦+

d

dt

⎡
⎣ La Lab Lac

Lba Lb Lbc

Lca Lcb Lc

⎤
⎦
⎡
⎣ ias
ibs
ics

⎤
⎦+

⎡
⎣ ea
eb
ec

⎤
⎦ , (21)

where: Ra, Rb, Rc and La, Lb, Lc – the resistance and the phase inductance, Lab,
Lbc, Lca – the mutual (between phases) inductance, ea, eb, ec – the electromotive
voltage, VAS , VBS , VCS and ias, ibs, ics – the phase voltages and currents. Based
on it, the electromagnetic torque me of BLDC-m results as

me =
eaias + ebibs + ecics

ωr
. (22)

The model for the mechanical part – the movement equation is well-known:

me = Je
d

dt
ωr + kfωr +mLoad, (23)

where mLoad is the load torque (i.e., a time variable load-type disturbance)
and the moment of inertia (constant or more generally, time variable) can be
expressed as

Je(t) = JBLDC+Jmech(t). (24)

Based on functionality of the BLDC-m, the informational block diagram of a
BLDC-m with permanent magnets is appropriate to the informational block
diagram of the DC-m. A block diagram of a BLDC-m drive developed for the
control purpose is represented in Fig. 14 [33]. This diagram is related to the
detailed online switching scheme for the PWM converter illustrated in Fig. 15.
Extensive control strategies for BLDC-m applications described in literature.

3.2 The Mathematical Model of an Electric HEV with DC-m
(BLDC-m)

The traction and the optimization of fuel consumption for an electric vehicle
(EV) (more generally, HEV) [9] consists in the electric driving system but can
include extensions relative the primary energy sources [8, 9, 51]. The primary
energy sources of these vehicles can be different:

1. Pure electrical sources, based on batteries;
2. Hybrid primary energy sources with different structures and components.
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Fig. 15. The equivalent circuit of a BLDC-m control solution

In case of HEVs, the electrical machine, e.g., the DC-m or the BLDC-m, can
work as a motor (traction regime) or as a generator (in regenerative braking
regime). Considering the case of DC-m the functional block diagram of an elec-
trical driving system as part of an HEV (EV) is presented in Fig. 16, and it
offers support for detailed mathematical modelling [6, 7, 9, 48, 49].
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Fig. 16. Basic diagram of a hybrid electric vehicle

Vehicle Movement. The vehicle dynamics can be modelled using the basic
dynamical relations for vehicle motion, considering also the rolling resistance,
hill climbing and aerodynamic drag. The basic relations that describe the driven
sys-tem consist of the simple longitudinal dynamics of the vehicle are

ω(t) =
fr
wr

v(t), Md(t) =
wr

fr
Fd(t), (25)

Fd(t) = mv̇(t) +
1

2
ρv2(t)AdCd +mg

(
cos(γ(t))Cr + sin(γ(t))

)
. (26)

where Fd is the drive force, m is the mass of vehicle, v is its velocity, ρ is the air
density, Ad is the frontal area of the vehicle, Cd is the air drag coefficient, Cr is
the rolling resistance coefficient, γ is the road rise angle, Md = Ms is the torque
required from the EM, fr is the final drive ratio, and wr is the wheel radius.

Driving System with DC-m. The basic equations that characterize the func-
tionality of the system are

Ladia +Raia = ua − e with ua ≈ kAuc, Ta =
La

Ra
,

e = keω, Ma = kmia, Md(t) =
wr

fr
Fd(t),

Jtot0ω̇ = Ma −Ms −Mf , Jtot = Jm + Jveh + Jw,

(27)

where the classical notations were used (in SI units). The inertia of the system
can change with maximum +50% (in some cases much more) regarded to the
basic value Jtot0, which corresponds to the vehicle without passengers, is

Jtot = Jtot0 +ΔJt with ΔJt ≤ 0.50Jt0. (28)
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Using equations (25)–(27), the block diagram of system can be built and based
on it, the t.f. with respect to the control signal Hω,uc(s) can be derived

Hω,uc(s) ≈ kA
1/ke

(1 + sTa) (1 + sTm)
with Tm =

JtotRa

kmke
, (29)

where Tm is the mechanical time constant, and this form corresponds to a second
order with lag benchmark type model.

Numerical data related to the application (as part of an HEV) are defined in
[52] and used in [9] and presented in Table 4. Other electrical data (from the
car builder): Ra ≈ 0.1 Ω; kA = 30 V/V, gain and time constant of actuator;
kMi = 0.0238 V/A; kMω = 0.0178 V/(rad/sec) gains for current and speed
sensors.

Table 4. Numerical values for the DC-m

Torque Rotation Usef.power Voltage Current Nom.Power Efficiency El.time const
[Nm] [rot/min] [kw] [V] [A] [kw] [%] [sec]

50.16 1605 8.43 77.6 126 10.00 86.18 0.1

Numerical values regarded to the vehicle (from the car builder) [9]: total
mass of vehicle, including an 80 kg heavy driver: mtot = 1860 kg; frontal area of
vehicle: Ad = 2.4 m2; air drag coefficient: Cd = 0.4; air density: ρ = 1.225 kg/m3;
rolling resistance coefficient: Cr = 0.015; wheel radius: wr = 0.3 m; final drive
ratio: fr = 4.875 Nm/(rad/sec). Using the energy conservation principle, the
numerical value is

Jveh = 1860 · 0.32

4.8752
= 7.04 kgm2. (30)

Let us consider the moment of inertia of the wheels and electric motor, JW , then
result the value of the total inertia Jtot:

JW = 1.56 kgm2, Jtot = Jveh + JW = 8.6 kgm2 (31)

which is reflected in the mechanical time constant of the plant. For the two time
constants are Tm = 5.43 sec and Ta = 0.1 sec resulting in a value of m ≈ 0.2.
This value can be used in controller design based on 2p-SO-m [9, 27].

3.3 Application with Variable Inputs and Variable Moment of
Inertia

Some driving systems are characterized by variable inputs, VMI and coupled
oscillating mechanisms. For such applications, the developer of a proper c.a.
must solve three main problems:
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1. The adequate modification of the reference input (ω0);
2. The choice of a proper CS and tuning method for the controller for the plant

working under the VMI conditions;
3. Attenuate the oscillations (this problem, solved in [3], is not treated in this

chapter).

The treated example concerns the speed control of a winding system, Fig. 17,
having a rigid connection in the driving part. In case of a winding process [33],
the main conditions to be fulfilled by the control solutions are

vt(t) = const ⇒ ω0(t) =
k

rt(t)
,

ft(t) = const, and Je(t) =
1

2
ρπlr4(t).

(32)

The continuous change of the reference ω0(t) can be ensured on the basis of
the radius r(t). The speed control can be solved in various ways, for example:

1. Using a cascade CS with two loops - the current loop - and the speed loop
(With, conventional or advance controller, see paragraph 4);

2. Using a state feedback CS and superpose and a Zero-Steady-state Error
Controller.

The changing in a large domain of the equivalent moment of inertia Je(t), illus-
trated in Fig. 18, requires much attention in the controller design.

Fig. 17. Functional diagram of VIWP and reference input correction system

Neglecting the frictions, simplified but highly acceptable state-space MMs of
the plant can be derived. Indifferent from the motor type (BLDC-m or DC-
m), linearising the model at some representative operating points, the following
simply input-output benchmark-type t.f.s can be obtained (see also (29)):

– in the speed control applications:

HP (s) =
kP

(1 + sTΣ) (1 + sT1)
or

HP (s) =
kP

(1 + sTΣ) (1 + sT1) (1 + sT2)
,

(33)
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Fig. 18. The inertia and mechanical time constant variation as function of drum radius

– in the position control applications:

HP (s) =
kP

s (1 + sTΣ)
or

HP (s) =
kP

s (1 + sTΣ) (1 + sT )
,

(34)

with T1 > T2 � TΣ , but T1 = f(Je(t)) is/can be time-variable, Fig. 18.

If the variation range of Je(t) is relatively small the controller structure can
be relatively simply; if the variation range of Je(t) is large, adaptive or vari-
able structure controllers must be used [33]. However, the evaluation of the VMI
(Je(t)) can be a difficult task for the control designer. If the parameters changing
{l, r(t), ρ} are measurable, the problem has relatively easy solutions. If not, the
changes in inertia can be evaluated using different estimation schemes; for exam-
ple in [3], a relatively simple stable observer for a single-mass mechanical model
of the plant is presented; more complex fuzzy model observers were developed
and presented in literature.

The developed bump-less switching strategy in the controller structure (algo-
rithm) (Figs. 1 and 2) is applicable without difficulties to both mentioned c.a.s,
the classical PI(D) controller and the TS-FCs. The developed CSs are discussed
considering two case studies (plants):

The simulated case that involves DC-m drive with VMI, characterized
by the following parameters: rated voltage uan = 24V, rated current ian = 3.1A,
rated speed ω = 3000 rpm, rated torque Me,n = 0.15Nm, rotor inertia Jm =
0.18 · 10−4 kgm2, terminal resistance Rs = 2Ω, mechanical time constant Tm =
0.013 s, electrical time constant Ta = 0.001 s, torque constant km = 0.056Nm/A.
The increasing radius r(t) determines an increase of the value of the total moment
of inertia from Jtot,0 = 0.18 · 10−4 kgm2 to Jtot,f = 1.372 · 10−4 kgm2, and
corresponding, the increasing of the mechanical time constant Tm.
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Laboratory application, with Je(t) variable “in steps”; the equipment Model
220 Industrial plant is presented in Fig. 19 [53]. The equipment allows for the
realization of three different mechanical structures. The experiments have been
conducted for different control structures and controllers, see Section 4.3. For this
application, the numerical values of the parameters are synthesized in Table 5.

Fig. 19. Model 220 Industrial Plant Emulator (M 220 IPE)

Table 5. Numerical values for M 220 IPE

Parameters Values of the parameters

Jdd 0.00040 kgm2

Jdl 0.0065 kgm2

Jp backlash 0.000031 kgm2

Jwd(4× 0.2 kg at rwd = 0.05m) 0.0021 kgm2

Jwd(4× 0.5 kg at rwd = 0.05m) 0.00561 kgm2

Jwl(4× 0.2 kg at rwd = 0.1m) 0.00824 kgm2

Jwl(4× 0.5 kg at rwd = 0.1m) 0.0206 kgm2

Jpd(npd = 24) or Jpl(npl = 24) 0.000008 kgm2

Jpd(npd = 36) or Jpl(npl = 36) 0.000039 kgm2

c1 0.004 Nm/rad/s
c2 0.05 Nm/rad/s
k 8.45Nm/rad

4 Control Solutions for Driving Systems with BLDC-m
and DC-m

4.1 Cascade Control of the Electric Drive (Servo-Drive) for a HEV

Controller Design. Two control solutions are presented for the HEV applica-
tion presented in Section 3.2, Both solutions have two control loops in a CCS
[9, 52] which differs in external control loop (vehicle speed ω):
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1. CCS with a classical PI controller, Fig. 20, and
2. CCS with a 2-DOF PI controller, Fig. 21, which includes a forcing block to

correct the current reference for the inner loop; the effect of this is that the
settling time of the system will decrease.

Fig. 20. Cascade control structure for the DC-m with PI controller

Fig. 21. Cascade control structure for the DC-m: speed control with reference forcing
block

The inner control loop consists of a PI controller with AWR measure; the
con-troller parameters were calculated based on the MO-m having the design
relation (33) [11]:

HCc(s) =
kci
s

(1 + sTci) , Kci =
1

2kpiTΣi
, Tci = Ta. (35)
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The controller parameters results as kci ≈ 7 and Tci = 0.1 s. The AWR
measure was introduced to attenuate the effects of going into limitation of the
controller; other methods for handling the constraints in the control signal can
also be used.

Neglecting the friction coefficient in the plant, kf , for a simplified design of
the speed controller for the plant a simplified t.f. can be considered:

Hp(s) =
kp

s (1 + sTΣω)
, (36)

where TΣω ≈ 2TΣω+Ti0 stands for the current loop and parasitic time constants
(Ti0 ≈ 0.05 s), kp characterizes the dynamics of the mechanical part of the driving
system (Jtot), the inverse of the current sensor kMi and the speed sensor kMω .
So, the speed controller is of PI type having the parameters kcω ≈ 35.0 and
Tcω = 1.75 s.

For the second case the controller is the same and the feed forward correction
term is a Derivative with first order Lag type filter (DL1) with the t.f.

Hff (s) =
56s

1 + s
. (37)

Simulation Results and Interpretation. The considered simulation scenario
is part from the urban part of the NEDC (New European Drive Cycle) used in
testing vehicle’s HEV (more generally, EV) consumption [9], consisting in an
acceleration part, a part with constant velocity and a part of deceleration until
a stop is reached. The load of the system is taken into account by means of
(25)–(27) [49, 52]. Both CS behaviours are simulated and the comparison of
the currents and dynamics is performed. Sensitivity aspects for a change in the
mass of the plant are also treated in [9]. The registered variables are: the velocity
(speed), the current and the electromagnetic torque Ma vs. disturbance torque
Ms.

– The case of simple CCS with PI controller. The simulation results are de-
picted in Figs. 22, 23 and 24.

– The case of CCS with correction in the current reference, the 2-DOF-PI
solu-tion. The differences in the speed are insignificant. So the differences in
the current behaviour between the solutions are depicted, together with the
active power (dashed line – simple cascade structure, solid line – structure
with current correction), Figs. 25 and 26. It can be remarked that the active
differences in the consumed energy (power) are proportional with the current.

– The simple cascade structure with modified load. The presented simulation
refers the case when the mass of the vehicle is changed with +25% of it



Control Algorithms for Plants 25

Fig. 22. Speed reference tracking

Fig. 23. Current response

Fig. 24. Active torque Ma versus disturbance torque Ms

(solid line – original load, dashed line – increased load): mveh = mveh0+Δm,
resulting mveh = 2332 kg. The simulations are presented in Figs. 27 and 28
(for the first cascade structure). Other cases are presented and discussed in
detail in [9].
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Fig. 25. Comparison of the currents

Fig. 26. Comparison of the active powers

Fig. 27. Behaviour of the current
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Fig. 28. Active torque Ma vs. disturbance torque Ms

The simulated cases reflect a very good behaviour of the CSs regarding
reference tracking, disturbance rejection and also low sensitivity to parameter
changes. More then, test simulation extended for the NEDC confirm the sum-
marised results. Alternative solutions can be the GPC and different adaptive
and variable structure controller solutions presented in Section 2 and
in [9, 50, 54, 55].

4.2 Control Solution for the Electric Drive with BLDC-m and
DC-m with VMI (the Winding System)

The DC-m drive with VMI in the simulated case. The cascade control
structure (CCS) with PI(D) Speed Controller with Bump-less Switching for the
speed controller is presented in Fig. 1. Due to the fact that the application has
continuously variable parameters in a large domain, the control solution with
bump-less switching of the c.a. is a good and practical option.

The development of the speed controller was considered in the context of
Section 2 as follows:

1. in its classical PI controller (as the basic case);
2. an extension for a fuzzy PI Takagi-Sugeno Fuzzy controller;
3. a PI Quasi-Relay Sliding Mode Controller and
4. a Neuro-Fuzzy Controller.

All solutions are based on the locally linearised MMs. The “best controller-plant
combinations” are summarized (dashed) in Table 6 after testing on laboratory
equipment [53]. The most favourable case analysis is conducted in [60].

The basic CCS with discrete-time PI control algorithm. For the winding sys-
tem the controller switching between PI c.a. (Figs. 1 and 2). Depending on the
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Table 6. Combination between plant parameters and controller parameters

r0/J0 rmed/Jmed rmax/Jmax

C-1-ω Optimal Case study 1.1 Case study 1.2 Case study 1.3
for r0 r0, Cr0 − ω rmed, Cr0 − ω rmax, Cr0 − ω

C-2-ω Optimal Case study 2.1 Case study 2.2 Case study 2.3
for rmed r0, Crmed − ω rmed, Crmed − ω rmax, Crmed − ω

C-3-ω Optimal Case study 3.1 Case study 3.2 Case study 3.3
for rmax r0, Crmax − ω rmed, Crmax − ω rmax, Crmax − ω

imposed performances the c.a.s can be designed using the MO-m, the ESO-m
or the 2p-SO-m; the switching structure presented in Figs. 1 and 2 was applied
without difficulties. The calculated values for the controller parameters (for the
speed controller, the dashed cases) are synthesized in Table 7.

Table 7. Controller parameters (for the PI c.a.)

Controller The values for the parameters
type kC Ti q0pi q1pi p0pi p1pi
0 1 2 3 4 5 6

C-ia 0.5 0.0333 0.5019 −0.4981 1 −1
C-1-ω11 0.1 0.125 0.1001 −0.0999 1 −1
C-2-ω22 0.055 0.0688 0.0551 −0.0549 1 −1
C-3-ω33 0.0025 0.0031 0.0026 −0.0024 1 −1

The Takagi-Sugeno PI Fuzzy Controllers. The Takagi-Sugeno PI (TS-PI-FC)
quasi-continuous fuzzy controller structure (TS-PI-FC) with OI was adopted
based on the continuous-time PI controller solution. The algorithm is modelled
by the recurrent equations with variable parameters. Finally this leads to the
PI quasi-continuous digital controller with OI (11), [58] (based on [34] other
alternative solution can be done). The bump-less transfer of the command is
structural ensured by the TS-FC. The expressions of the control algorithms are
given by relation (11).

The PI Quasi-Relay Sliding Mode Controller. The block diagram of the PI quasi
relay sliding mode controller – in its classical structure – is presented in Fig. 12.
The fuzzy-block of the controller is defined using the principles synthesized in
[61]: for the inputs in the nonlinear FC block three linguistic terms are used
(with triangular and trapezoidal form, TLek and TLΔek ∈ {N,ZE, P}, Be = 13
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and h = 0.00025 s; the inference engine use the SUM and PROD operators and
the rule base is a complete one defined by 9 rules

IF ek IS N AND Δek IS P THEN Δuk = Kp1 [Δek + α1ek] ,

IF ek IS Z AND Δek IS P THEN Δuk = Kp2 [Δek + α2ek] ,

IF ek IS P AND Δek IS P THEN Δuk = Kp3 [Δek + α3ek] ,

IF ek IS N AND Δek IS Z THEN Δuk = Kp4 [Δek + α4ek] ,

IF ek IS Z AND Δek IS Z THEN Δuk = Kp5 [Δek + α5ek] ,

IF ek IS P AND Δek IS Z THEN Δuk = Kp6 [Δek + α6ek] ,

IF ek IS N AND Δek IS N THEN Δuk = Kp7 [Δek + α7ek] ,

IF ek IS Z AND Δek IS N THEN Δuk = Kp8 [Δek + α8ek] ,

IF ek IS P AND Δek IS N THEN Δuk = Kp9 [Δek + α9ek] .

(38)

The parameters of the digital control algorithms are

ujk = uj,k−1 −K
(j)
Pi

[(
1− α

(j)
i

)
ejk − ej,k−1

]
, j = 1, . . . , 9,

ejk = wk − yk = ek, j = 1, 2, 3 for the c.a.(j).
(39)

The Hybrid Neuro-Fuzzy Takagi-Sugeno quasi PI Controller (T-S PI-N-FC).
The CS structure is presented in Fig. 29. The reference model (MR) is a PL2
block (b2 = b1 = 0, b0 = 1; a2 = T 2

imp, a1 = 2ζimpTimp, a0 = 1 with ζimp = 1,
Timp = 1), having the discrete equivalent in form

ym,k = −d1ym,k−1 − d2ym,k−2 − c0rk + c1rk−1 + c2rk−2,

c0 = − h2

(h+ 2Timp)
2 , c1 =

2h2

(h+ 2Timp)
2 , c2 =

h2

(h+ 2Timp)
2 ,

d1 =
2
(
h2 − 4T 2

imp

)
(h+ 2Timp)

2 , d2 =
(h− 4Timp)

2

(h+ 2Timp)
2 .

(40)

The adaptation block BA modifies the rule base of the FC. The parameters
of the speed controllers are the same as those given in Table 7, the differences
are provided by the tuning parameters {Be, BΔe, BΔu} for the TS-PI-FC and
by the parameters {Be, BeI , Bu} for the hybrid T-S PI-N-FC [33, 63].

Simulation results. From the simulation results synthesized in [33] and in Figs.
30(a)–(c), 31(a)–(c) and 32(a)–(c) illustrate suggestively that the CS-s ensure
good behaviours as good tracking, small overshoots and settling times. The two
fuzzy control systems – the TS-PI-FC with output integration and the T-S PI-N-
FC – ensure improved performance compared to the linear control system. The
implementation of the hybrid T-S PI-N-FC on a BLDC-m based servo system
with a similar benchmark MM leads to good experimental results [33].

Figs. 31(a)–(c) and Figs. 32(a)–(c) illustrate that the best performances are
provided by case study 1.1, case study 2.2 and case study 3.3.
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Fig. 29. Block diagram of the Hybrid Neuro-Fuzzy Takagi-Sugeno quasi PI Controller

Fig. 30. Simulation results for (a) linear, (b) fuzzy and (c) neuro-fuzzy CS for DC-m
based servo system with VMI: angular speed (reference input and measured angular
speed) versus time

The Model 220 Industrial Plant Emulator (M 220 IPE) (electric drive
with BLDC-m). Experiments and simulations have been conducted for the M
220 IPE application [33] using the details described in Sections 3.1 and 3.3.d,
for different equipment facilities, different CSs, different inputs and different
operating scenarios. Only the case of rigid transmission is treated to assess the
main control performance.



Control Algorithms for Plants 31

Fig. 31. Simulation results for fuzzy control system (TS-PI-FC with OI) of DC m based
servo: (a) angular speed versus time (b) angular speed versus time (cases 2.1–2.3),(c)
angular speed versus time (cases 3.1–3.3)

Fig. 32. Simulation results for neuro-fuzzy control system (T-S PI-N-FC) of DC-motor
based servo (cases 3.1-3.3): (a) angular speed versus time (b) angular speed versus time
(c) angular speed versus time

The developed CCS. Figs. 33, 34 and 35 illustrate the main four control struc-
tures. Due to a particularity in the equipment (software) the implementation of
the natural PI controller must be extended with a serial PDL1 filter. Therefore,
each case results in real PID controllers.

– The CCS with external PI(D) controller, the basic solution, presented in
Fig. 33. The controller’s t.f. and the values for the parameters calculated
with the ESO-m for β = 9 are

HPID-C =
kr
s
(1 + sTr) (1 + sT ′

r) ,

kr = 0.001, Tr = 0.05 s, T ′
r = 1.95 s.

(41)

– The CCS with classical 2-DOF control solution, presented in Fig. 34. The
values of the parameters of the controller’s t.f. are given in Table 8.

– The CCS with sliding-mode PI-D controller solution, presented in Fig. 35.
The parameters of the controllers have been calculated, and they are syn-
thesized in Table 9.

– The CCS with Takagi-Sugeno FC solution with PD+I controller, Fig. 36. The
parameters of the controllers have been calculated, and they are synthesized
in Table 10.
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Fig. 33. The CCS with external PI(D) as the basic control solution

Fig. 34. The CCS with external classical 2-DOF control solution

Table 8. The values of the polynomials R
(
z−1

)
, S

(
z−1

)
and T

(
z−1

)

R
(
z−1

)
S
(
z−1

)
T
(
z−1

)

r0 r1 r2 s0 s1 s2 t0 t1 t2
0.028 −0.040 0.012 0.049 −0.094 0.045 0.042 −0.08 0.038

– The CCS with 2-DOF Takagi-Sugeno FC solution with PD+I as main con-
troller and filters blocks on the reference and feedback channel, Fig. 37. The
values of the controller’s parameters are synthesized in Table 11.
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Fig. 35. The CCS with sliding-mode PI-D controller

Table 9. The values of the controller’s parameters

Sliding mode parameters PID controller, HRG-PID

c α Kp Ki Kd kr Tr T ′
r

1 2 3 4 5 6 7 8
10000 1.75 0.2 0.1 0.01 0.1 0.05 1.95

Fig. 36. The CCS with Takagi-Sugeno FC solution with PD+I controller

Simulation results. The solutions were tested as positioning CS so the input
reference was an angular position [33]. All solutions gives good control perfor-
mances; the best results are given by the 2-DOF Takagi-Sugeno FC solution
with PD+I as main controller and filters blocks on the reference and feedback
channel.
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Table 10. The values of the controller’s parameters

Ccontroller parameters

Kp Ki Kd k1 k2 α

0.2 0.1 0.01 2.5 0.2 0.08

Fig. 37. The CCS with 2-DOF Takagi-Sugeno FC solution with PD+I controller

Table 11. The values of the controller’s parameters

2-DOf controller TS-FC with PD+I controller

T
(
z−1

)
S
(
z−1

)
RG-F-TS-PD I

t0 t1 t2 s0 s1 s2 k1 k2 α Ki

0.042 −0.08 0.038 0.049 −0.094 0.045 2.5 0.2 0.08 0.1

5 Conclusions

Using some practical development methods which can be implemented as LCA
solutions, this chapter has synthesized some pragmatic control solution, dedi-
cated to plants working under continuously variable conditions: variable plant
parameters or (the worst case) variable structure, variable reference and vari-
able load (disturbance). From a large case of such applications, two speed control
applications, namely with DC-m and with BLDC-m, have been treated: a case
specific to the metallurgical industry and the speed control of an electric (hybrid)
vehicle model. The efficiency of the algorithms has been tested and illustrated on
different plant models and also on laboratory equipment with variable moment
of inertia. The presented algorithms are easily adaptable to similar applications.
Several fuzzy and nonlinear elements can be incorporated [64–70, 70, 72–74].



Control Algorithms for Plants 35

Acknowledgments. This work was supported by a grant of the Romanian
National Authority for Scientific Research, CNCS – UEFISCDI, project num-
ber PN-II-ID-PCE-2011-3-0109. Also, the work was partially supported by the
strategic grants POSDRU 6/1.5/S/13 (2008) and POSDRU ID 77265 (2010) of
the Ministry of Labour, Family and Social Protection, Romania, co-financed by
the European Social Fund – Investing in People.

Main abbreviations

AWR Anti-Windup Reset 1-DOF one Degree of Freedom
MBC Model-Based Control 2-DOF two Degree of Freedom
MM Mathematical Model FC Fuzzy Controller
EV Electric Vehicle TS-FC Takagi-Sugeno Fuzzy

Controller
HEV (Hybrid) Electric Vehicle TS-PI(D)-FC Takagi-Sugeno PI(D)

Fuzzy Controller
VMI Variable Moment of

Inertia
OI (with) output integration

BLDC-m Brush-Less DC motor II (with) input integration
CS Control Structure P, I, D the Proportional, Integral,

Derivative components
CCS Cascade Control

Structure
L1, L2 first /second order filter

with lag
c.a. control algorithm DP-CS Dynamic Programming

(based) Control Strategy
t.f. transfer function MPC Model Predictive Control
MO-m Modulus-Optimum

method
GPC Generalized Predictive

Control
SO-m Symmetrical Optimum

method
ESO-m Extended Symmetrical

Optimum method
2-p-SO-m double parameterization

based Symmetrical
Optimum method
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M.: Low-Cost Neuro-Fuzzy Control Solution for Servo Systems with Variable Pa-
rameters. In: Proc. 2013 IEEE International Conference on Computational Intel-
ligence and Virtual Environements for Measurement Systems and Applications
(CIVEMSA 2013), Milano, Italy, pp. 156–161 (2013)

64. Precup, R.-E., Preitl, S.: Popov-type stability analysis method for fuzzy con-
trol systems. In: Proc. Fifth EUFIT 1997 European Congress, Aachen, Germany,
pp. 1306–1310 (1997)

65. Carlsson, C., Fullér, R.: Optimization under fuzzy if-then rules. Fuzzy Sets and
Systems 119(1), 111–120 (2001)

66. Baranyi, P., Tikk, D., Yam, Y., Patton, R.J.: From differential equations to
PDC controller design via numerical transformation. Computers in Industry 51(3),
281–297 (2003)
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