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Preface

Computational intelligence techniques, which are methods that automate expert human
procedures, have been widely explored in various domains including forensics. Anal-
ysis in forensics encompasses the study of pattern analysis that answer the question
of interest in security, medical, legal, genetic studies etc. However, forensic analysis
is usually performed through experiments in lab, which is expensive both in cost and
time. Therefore, we seek to explore the progress and advancement of computational in-
telligence techniques in different areas of forensic studies. This aims to build a stronger
connection between computer scientists and forensic domain experts. This edited Vol-
ume titled Computational Intelligence in Digital Forensics: Forensic Investigation and
Applications, is the first volume on Digital Forensics in this Book series. The book
presents original research results and innovative applications of computational intelli-
gence in digital forensics. This volume contains eighteen chapters and presents the latest
state-of-the-art advancement of Computational Intelligence in Digital Forensics; in both
theoretical and application papers related to novel discovery in intelligent forensics. The
chapters are further organized into three Sections: Introduction, Forensic Discovery and
Investigation, and Intelligent Forensic Science Applications.

Section 1 consists of an Introductory chapter by Pratama et al., which introduces
the basic principles of forensic science and its prominence, the emergence of digital
forensics, the incorporation of computational intelligence towards digital forensics, and
finally discusses the leading societies, journals, and conferences related to computa-
tional intelligence in digital forensics.

Section 2 comprise of five chapters and focuses on the studies, methodologies,
and techniques employed to enhance the existing forensic discovery and investigation.
Chapter 2 titled Digital Forensics 2.0: A Review on Social Networks Forensics by Key-
vanpour et al. introduces the usefulness of social network forensics techniques incor-
poration for analyzing and surveying social inter actions to detect, predict and prevent
all forms of potential criminal activities. In Chapter 3 titled Impact of Some Biometric
Modalities on Forensic Science, by Awad and Hassanien, present a study of the impacts
of using some biometric modalities in forensic applications, and sheds light on the pos-
itive and the negative impacts of using some biometric modalities in forensic science.
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Chapter 4 titled Incorporating Language Identification in Digital Forensics Investiga-
tion Framework, by Akosu and Selamat, discusses the incorporation of language identi-
fication in digital forensics investigation (DFI) models in order to help law enforcement
to be a step ahead of criminals, outlines issues of language identification in DFI frame-
works, and proposes a new framework with language identification component. Mitra
and Kundu in Chapter 5 titled Cost Optimized Random Sampling in Cellular Automata
for Digital Forensic Investigations report about an efficient design methodology to facil-
itate random sampling procedure to be used in digital forensic investigations. Chapter
6 titled Building Multi-modal Crime Profiles with Growing Self Organising Maps by
Boo and Alahakoon propose the fusion of multiple sources of crime data to populate a
holistic crime profile through the use of Growing Self Organising Maps.

Section 3, begins with the Chapter titled Anthropometric Measurement of North-
East Indian Faces for Forensic Face Analysis by Saha et al. and discusses a study of the
facial structural differences between the various tribes and non-tribes of the northeast-
ern region of India. Bera et al. in Chapter 8 titled Hand Biometrics in Digital Foren-
sics investigate the potential benefits and scope of hand-based modes in forensics with
an illustration of hand geometry verification method. In Chapter 9 A Review on Age
Determination Techniques for Non-Human in Forensic Anthropology, Sahadun et al.
present a review of techniques in identifying age for non-human cases regardless the
specimen of data, which focuses on age determination. Mata et al. in Chapter 10 ti-
tled Integrating Computational Methods for Forensic Identification of Drugs by TLC,
GC and UV Techniques combine the computational methods and the techniques of Thin
Layer Chromatography (TLC), Ultraviolet (UV) and Gas Chromatography (GC), which
brings significant improvements in the speed and accuracy of the analysis and identifi-
cation of drugs of abuse. In Chapter 11 titled Detecting Counterfeit RFID Tags Using
Digital Forensic, by Khor et al., present the electronic fingerprint matching method in
the digital forensic investigation model. Medeiros et al. in Chapter 12 titled Learning
Remote Computer Fingerprinting present some advances and surveys the use of com-
putational intelligence for remote identification of computers and its applications to
network forensics. In the sequel Pal et al. focus on Signature-based Biometric Authen-
tication. Bagchi et al. in Chapter 14 titled Registration of Three-dimensional Human
Face Images across Pose and their Applications in Digital Forensic analyze the regis-
tration methods for face recognition across different poses from 0 to 90◦. In Chapter
15 titled Computational Methods for the Analysis of Footwear Impression Evidence,
Srihari and Tang, propose new algorithms to improve image quality, computing fea-
tures for comparison, measuring the degree of similarity, and retrieval of closest prints
from a database, which determines the degree of uncertainty in identification. Pratama
et al. in Chapter 16 titled A New Swarm-based Framework for Handwritten Authorship
Identification in Forensic Document Analysis focus on identifying the unique individual
significant features of word shape by using feature selection method prior the identifi-
cation task. In Chapter 17 titled Data Mining Methods Applied to a Digital Forensics
Task for Supervised Machine Learning, Tallón-Ballesteros and Riquelme perform an



Preface VII

experimental study on a forensics data task for multi-class classification including sev-
eral types of methods such as decision trees, Bayes classifiers, expert systems, neural
networks and based on nearest neighbors. In the last Chapter, Speech Quality Enhance-
ment in Digital Forensic Voice Analysis, Ekpenyong and Obot improves the integrity,
vis-à-vis the intelligibility of speech signals.
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Abstract. Forensic Science has been around for quite some time. Although var-
ious forensic methods have been proved for their reliability and credibility in 
the criminal justice system, their main problem lies in the necessity of highly 
qualified forensic investigators. In the course of analysis of evidences, forensic 
investigators must be thorough and rigorous, hence time consuming. Digital Fo-
rensic techniques have been introduced to aid the forensic investigators to ac-
quire as reliable and credible results as manual labor to be presented in the 
criminal court system. In order to perform the forensic investigation using Digi-
tal Forensic techniques accurately and efficiently, computational intelligence 
oftentimes employed in the implementation of Digital Forensic techniques, 
which has been proven to reduce the time consumption, while maintaining the 
reliability and credibility of the result, moreover in some cases, it is producing 
the results with higher accuracy. The introduction of computational intelligence 
in Digital Forensic has attracted a vast amount of researchers to work in, and 
leads to emergence of numerous new forensic investigation domains. 

Keywords: computational intelligence, digital forensics, forensic science, com-
putational forensics. 

1 Introduction to Forensic Science 

Since the beginning of the nineteenth century, the use of science during the observa-
tion and interpretation of evidences has been the major key in solving a wide array of 
criminal cases. It allows the evidence to be provided to legal investigations, and justi-
fies the validity of conclusions drawn by the forensic investigation authorities. Hence-
forth, the most logical attempts to be made are to organize the areas for processing the 
evidence, and known as Forensic Science [1]. Thus, it is required for the investigating 
authorities to obtain the scientific information from knowledgeable scientists or  
technical instruments of academic institution, most prominently from chemistry or 
pharmacology departments [2]. 
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Before the introduction of Forensic Science, the accuracy of the investigation de-
pends on the familiarity and awareness of the investigating authorities towards the 
felons and their connection and involvements based on their signature in a particular 
case [1]. Originally, the forensic investigation relies heavily on the anthropologic 
measurements supported by photographic documentation, which is then substituted by 
fingerprint identification, due to its significantly more accurate and reliable method. 
The introduction of fingerprint necessitates greater responsibilities for handling phys-
ical evidence, and subsequently opens a gate for new identification methods, such as 
the identification of human byproducts, soil, and other materials found at the crime 
scenes. 

Sherlock Holmes, an extremely popular consulting detective from novel series 
made by Sir Arthur Conan Doyle, is the best example of excellent forensic investiga-
tor. He is capable of observing the minute details of objects, crime scenes, evidences, 
or people which is oftentimes neglected by ordinary people, and draws accurate infe-
rences from his observations by using deductive reasoning. He is also capable to dif-
ferentiate, which events and evidences are actually related to the crime or which are 
mere coincidence. Having organized the evidences and facts, he will use his inference 
capability to construct the events, motives, and suspects of the crime, and thus solve 
it. Sir Arthur Conan Doyle has shown the utmost importance of observation and anal-
ysis of evidences, and therefore set it as the primary qualities of every forensic inves-
tigator must possess. 

Forensic Science started to grow steadily in the end of nineteenth century. Some 
fields are still in its early stage of inception and thus require special equipment  
operated by competent and proficient scientists, such as DNA testing and drugs iden-
tification. On the other hand, some fields can be conducted by less qualified forensic 
investigator, such as fingerprint detection and identification [3]. Although initially 
Forensic Science has never been widely understood by public, it has recently attracted 
the general attention, largely due to the popularity of Crime Scene Investigation (CSI) 
television show and its successors. 

While the show is technically and scientifically flawed and oftentimes inaccurately 
depicts the investigation process, they serve to convey the prominence of Forensic 
Science for the public consumption by concealing the complexity of investigation 
process and replacing it with simpler and faster imaginary process. Several fields have 
gained more public awareness due to the popularity of CSI, most notably is DNA 
testing. Although DNA testing has been recognized earlier due to its successes, its 
reputation is mostly limited to medical and legal community. DNA testing is powerful 
due to its capability to acquit the wrongly convicted and correctly identify previously 
unidentified suspects that is still roaming freely since mid-1980s [2]. 

Numerous people contributed to the advancement of Forensic Science field,  
most notably the people that made earliest contributions and thus formulated the vari-
ous disciplines that currently serve as the foundations of Forensic Science. The  
earliest documented contribution to the Forensic Science is in 1814, where  
Mathieu Orfila published the first scientific treatise with title “Traité des Poisons” or  
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“Toxicologie Générale” on the detection of poisons and their effects on animals, al-
lowing the endorsement of forensic toxicology as a valid scientific discipline, and 
therefore named him as the father of forensic toxicology [3]. 

Subsequently, Alphonse Bertillon devised the first scientific system of personal 
identification by developing the science of anthropometry as a systematic procedure 
of taking a series of body measurements as a means of distinguishing one individual 
from another in 1879. Adjacent to Bertillon’s personal identification, Francis Galton 
undertook the first definitive study of fingerprints, developed a methodology of clas-
sifying them for filing, and published a book titled “Finger Prints” in 1892, which 
contained the first statistical proof supporting the uniqueness of his method of person-
al identification. This work serves as the foundation of modern fingerprint identifica-
tion system [2, 4]. 

Successively, Dr. Karl Landsteiner discovered that blood could be grouped into 
different categories in 1901. These blood groups or types are now recognized as A, B, 
AB, and O. The possibility of blood grouping could be a useful characteristic for the 
identification of an individual as intrigued by Dr. Leones Lattes, a professor at the 
Institute of forensic medicine at the University of Turin in Italy. In 1915, he devised a 
relatively simple procedure for determining the blood group of a dried bloodstain, a 
technique that he immediately applied to criminal investigations [3]. 

In the meantime, Albert S. Osborn’s development of the fundamental principles of 
document examination was responsible for the acceptance of documents as scientific 
evidence by the courts. Osborn authored the first significant text in this field, “Ques-
tioned Documents” in 1910, which is still considered as a primary reference for doc-
ument examiners [2, 3]. 

The recent advancement and maturity of technologies employed in the crime la-
boratories and other aspects involved in the criminal justice system has put super-
fluous burden to forensic investigation authorities as well as academic researchers to 
contribute in critically relevant methods to the integrity of criminal justice system, 
which may prove to be more challenging in the future. This is due to the sophistica-
tion of science and technologies as a double-edged sword, since both local and inter-
national criminal individuals and groups also exploit it. Therefore, it is necessary to 
commit exceptional amount of resources to the advancement science and technology 
in the field of Forensic Science for the sake of entire human being [3, 5]. 

Imminent dangers to the national and international security due to the advancement 
of science and technology are, for instance, the more intricate schemes engaged by 
local and international criminal entities, the unimpeded flow of money due to sophis-
ticated communication systems, and most distressing of all, the maturation of criminal 
enterprises to terrorist organizations, and thus provide fecund prospect to gain illegal 
financial revenues. Nevertheless, forensic investigation authorities equivalently con-
sume the benefits of advanced science and technology and employing it to perform 
extraordinary measures to unravel the unsolved case files, and often achieve great 
success. These successes exemplify outstanding motivations to making continuous 
advancement, keeping pace, and investing in the betterment science and technology in 
the field of Forensic Science [6]. 
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2 The Prominence of Forensic Science 

The use of Forensic Science has significantly improved the justice system. Without 
Forensic Science, it is impossible to prosecute a criminal where eyewitnesses are 
unavailable. The criminal will be freely roaming and further commit crimes without 
having to worry of the consequences of their actions. They just simply need to ensure 
that no one is around to witness during their act of crimes. Fortunately, it is not the 
case, as the evidence left from criminal acts are collected and analyzed, and science is 
used as a means to solve the crimes. Forensic Science is used to draw the inferences 
based on the analysis of evidences which is properly collected and uncontaminated. 
Therefore, it is necessary for individuals from law agencies and authorities to under-
take certain training and education before they can be certified as forensic investiga-
tors and perform frequent contacts with the crime scene [7]. 

The prominence of Forensic Science is growing by day; therefore it is necessary 
for various agencies and authorities to prevent the use of inadequate methodology 
during their forensic investigations, whether from the lack of funding, outdated me-
thodologies, inferior scientific standards, and the most dangerous of all, incompetent 
forensic investigators, along with the flaws and complexities of proper procedures to 
efficiently collect and analyze the forensic evidence. Although it is not unheard of, 
these inadequacies still pose a grave danger towards the process of upholding the 
justice system, where it is possible to cause innocent people convicted or guilty  
criminal acquitted, or even worse, it might destroy the credibility of the forensic in-
vestigation authorities, and possibly cause the past cases solved by said authorities 
questioned and brought into dispute [6]. 

Despite the fact of these possibilities are always present regardless, the forensic  
investigation authorities always remain devoted to hold every aspect of forensic anal-
ysis to the utmost standards, as well as ensuring the use of modern processes, the 
availability of proper resources and equipment, personnel training, and maintaining 
the integrity benchmarks by periodically performing the accreditation of their forensic 
laboratories. These fundamental prerequisites must be engaged to prevent the com-
promise of the criminal justice system; otherwise it might bring the disrepute to the 
system and its administrators [2]. Every procedure must be performed flawlessly and 
rigorously thorough the investigation process, in order to ensure the reliability of the 
results produced can endure the vigorous contests and the conclusion drawn from the 
results are unquestionably valid. The stake it poses should be more than enough rea-
son for every forensic investigator to perform total and holistic approach in uncom-
promised fashion and ensure the absolute integrity [5, 6]. 

Ever since its conception, Forensic Science has contributed to massive amount of 
successful prosecution by producing significant evidence which is capable to exone-
rate innocent people and convict guilty criminals [5, 8]. During its early time, the 
number of flawed Forensic Science cases is continuously increasing. Recent science 
and technology advancement and knowledge-based environment has allowed higher 
threshold of accuracy to exist, compared to the previous era. The flaws of previous 
sciences have provided valuable lessons along the way, and sanction the field to ma-
ture substantially. However, ample amount of effort must still be conducted to ensure 
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the past mistakes are not to be repeated [4]. Moreover, the advances of the discipline 
possess additional benefits, which are to allow the forensic investigators to identify 
perpetrators with higher confidence, and to further diminish the occurrence of wrong-
ful convictions, and thus minimize the possibility of true perpetrators to commit 
crimes while the innocents are held accountable [5]. 

3 CSI Effect and Digital Forensic Techniques 

The popularity of CSI and its similar television shows has raised a new phenomenon, 
termed as CSI effect. The negative impact of CSI effect in the context of court trial 
which is employing jury is that it may affect the process of decision-making. The 
jurors cannot differentiate the real and fictional forensic investigation methods, since 
they expected the scientific advancement of Forensic Science shown in these shows 
are actually existed and implemented in real life. As the result, the unavailability of 
the fictional evidence or inadequately fictionally processed evidence may result of 
wrongfully acquittal of the defendants by the jurors. Moreover, it is suggested that 
CSI effect has taught the criminals various methods to destroy evidences and thus 
circumvent and obstruct the forensic investigations [9-11]. 

The rising of the juror expectations originates from the fact of rapid advances in 
science, particularly in the field of computer science and information technology, and 
their effects in the popular culture. These advances, however, are highly dramatized, 
fictionalized, and conveyed via criminal television shows. Since the jurors have been 
familiar with the technological advances through their frequent use of computers, 
smartphones, and tablets, they expect the Forensic Science is also as sophisticated as 
these gadgets [10]. 

However, this rising expectations also serve as the motivation for researchers to 
convert the heavily fictionalized Forensic Science procedures into real life implemen-
tations in the form of computer systems. Similar to the case of Martin Cooper, whose 
invents the first handheld mobile phone that is inspired by Star Trek, CSI effect has 
drove various researchers to create and develop computer systems as tools to perform 
forensic investigations, also known as Digital Forensic techniques or Computational 
Forensics. For example, in an episode of CSI, the investigators found the pieces of 
shredded document in the crime scene. By using sophisticated Digital Forensic tech-
nique, they are able to piece it together and thus acquire the original document. While 
it is scientifically possible, it is cumbersome and tedious process, since it is done ma-
nually, and therefore requiring a lot of focus and also time-consuming. Constructing 
shredded documents is not like piecing the jig-saw puzzle, where we can find the 
edges and work from there. The number of possibilities is too high to be done ma-
nually, and thus a computer system theoretically is capable to construct it. It should be 
noted that Digital Forensic techniques is different with Digital Forensic Science. 

Digital Forensic Science is defined as the use of scientifically derived and proven 
methods toward the preservation, collection, validation, identification, analysis, inter-
pretation, documentation, and presentation of digital evidence derived from digital  
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sources for the purpose of facilitation or furthering the reconstruction of events found 
to be criminal, or helping to anticipate unauthorized actions shown to be disruptive to 
planned operations [12]. Simply put, Digital Forensic Science is the science to collect, 
preserve, analyze and present evidence from computers that are sufficiently reliable to 
stand up in court and convincing [13]. 

A great deal of researches on Digital Forensic has been conducted by forensic in-
vestigation authorities and academic researchers, and thus allows the inception a wide 
range of new knowledge and methodologies to collect and analyze forensic evidences. 
It is crucial to collect and analyze properly in order to successfully conduct a prosecu-
tion. Digital Forensic is a hybrid of computer science and law, and thus it is necessary 
to have the knowledge from both disciplines. Oftentimes, the results produced by 
academic researchers do not comply to the law regulations, which are commonly 
caused by their lack of knowledge to the relevant laws and their unfamiliarity with the 
real-world problems and constraints which commonly faced by the forensic investiga-
tors. Moreover, improper use of methodologies to analyze the evidence may even 
suppress the evidence that is properly collected, and thus said evidence is omitted in 
the court of law. Therefore, academic researchers must consider whether a new me-
thodology they invent can be used practically and legally by the forensic investigators 
[13]. Therefore, these requirements are the primary reason that the use of Digital Fo-
rensic techniques is often disregarded and inadmissible in court. 

Nevertheless, these restrictions should not be the reason to hinder the technological 
advancement of Digital Forensic techniques. While its results may inadmissible in 
court, in certain cases Digital Forensic techniques could produce faster than manual 
labor, such as fingerprint lookup. Imagine there are N suspects, and thus forensic 
investigators must perform N number of matching to narrow the list of suspects. By 
using computer systems, the matching can be performed faster, and the results can be 
verified by the forensic investigators. In essence, there are several Digital Forensic 
techniques which attract researchers to commit on. These popular techniques, or do-
mains, are fingerprint analysis, bloodstain analysis, questioned documents examina-
tion, ballistics examination, shoeprints analysis, surveillance image enhancement, 
surveillance image noise removal, surveillance image restoration, surveilled object 
tracking, 3D scene reconstruction, and image integrity analysis. 

While several domains are found on the grounds of traditional forensics method, 
such as fingerprint analysis, bloodstain analysis, questioned documents examination 
(QDE), ballistics examination, and shoeprints analysis, some domains are new and 
uniquely surfaced upon the use of modern day technologies, such as surveillance im-
age enhancement, surveillance image noise removal, surveillance image restoration, 
surveilled object tracking, 3D scene reconstruction, and image integrity analysis, 
which are obtained from surveillance devices and digital cameras. The rapid  
growth due to increased interest to these domains in terms of number of publications 
acquired from IEEE Xplore, ACM Digital Library, and ScienceDirect is shown in 
Table 1 and depicted in Figures 1-11. The summary of these trends is shown in  
Figures 12-13. 
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Table 1. A quick overview of  the Digital Forensic trends 

Digital Forensic Domains < 1994 
1995 - 
1999 

2000 - 
2004 

2005 - 
2009 

2010 - 
2014 

Fingerprint analysis 3,175 1,882 4,297 10,253 9,878 
Bloodstain analysis 760 157 218 403 470 
QDE 1,530 800 1,424 2,898 2,960 
Ballistics examination 2,847 1,152 1,522 3,103 3,000 
Shoeprints analysis 33 14 20 63 45 
Surveillance image enhancement 736 623 1,383 3,624 4,590 
Surveillance image noise removal 655 265 576 1,340 1,784 
Surveillance image restoration 337 228 511 1,281 1,515 
Surveilled object tracking 1,590 1,556 3,772 12,094 13,811 
3D scene reconstruction 895 1,285 2,876 6,374 6,308 
Image integrity analysis 13,728 10,608 19,630 40,378 53,174 

 

Fig. 1. Digital Forensic trends in fingerprint analysis domain 

 

Fig. 2. Digital Forensic trends in bloodstain analysis domain 
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Fig. 3. Digital Forensic trends in questioned documents examination domain 

 

Fig. 4. Digital Forensic trends in ballistics examination domain 

 

Fig. 5. Digital Forensic trends in shoeprints analysis domain 
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Fig. 6. Digital Forensic trends in surveillance image enhancement domain 

 

Fig. 7. Digital Forensic trends in surveillance image noise removal domain 

 

Fig. 8. Digital Forensic trends in surveillance image restoration domain 
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Fig. 9. Digital Forensic trends in surveilled object tracking domain 

 

Fig. 10. Digital Forensic trends in 3D scene reconstruction domain 

 

Fig. 11. Digital Forensic trends in image integrity analysis domain 
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Fig. 12. Digital Forensic trends in all domains 

 

Fig. 13. Total number of publications for each domain throughout the years 

As summarized in Fig. 12, the number of publications for Digital Forensic domain 
is continuously growing throughout the year. While it seems the number of research 
publications pre-1994 is greater than 1995 to 1999 period, it should be noted that this 
number is the accumulation of publications, which oftentimes dated back to 1970s. 
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On the other hand, Fig. 13 shows the popularity of Digital Forensic domain. It is 
shown that image integrity analysis, surveilled object tracking, and fingerprint analy-
sis are the top domains that primarily attract the researchers to work in, while shoe-
prints analysis, bloodstain analysis, and surveillance image restoration are the  
domains where the researchers are struggled in. While these numbers are quite prom-
ising, it is difficult to determine their usability in the everyday forensic investigations.  

4 Computational Intelligence in Forensic Investigations 

Forensic-related technologies are potentially capable to improve the lives of great 
people. Computational intelligence, a recently growing field of computer science pose 
a prodigious opportunity to improve Forensic Science. Computational intelligence 
techniques have been widely used in the domain of computer forensics [14], which 
has been successfully used in many real world applications on a variety of engineer-
ing problems [15]. However, law (legal) and ethical aspects must be taken into con-
sideration when employing computational intelligence in forensic investigations [14, 
15]. The relationship between the different fields is illustrated in Fig. 14. 

Digital
forensics

Computational 
intelligence

Ethics Law

  

Fig. 14. Relationship between various fields [14] 

Computational intelligence is based on human intelligence, and therefore it is ex-
pected to accomplish the task equal to or even beyond human proficiency [14]. It 
relies on several key paradigms, such as evolutionary algorithms, neural networks, 
fuzzy systems, and multi-agent systems [16]. As an example, we take on multi-agent 
systems. Multi-agent systems is a system composed of many interacting intelligent 
agents; each one is in itself simple and apparently acts only in its own interest, yet by 
collaborating and/or competing with each other, it can be used to solve problems 
which would entirely defeat an individual agent or a monolithic system. Generally, 
multi-agent systems are flexible and they are easily maintained or modified without 
the need for drastic rewriting or restructuring, and tends to be robust and recover easi-
ly from a breakdown, due to built-in duplication and redundancy of components [16]. 
The example of multi-agent systems applications in forensic investigations are 
enormous, as demonstrated in [17-22]. 
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5 Leading Societies and Related International Journals  
and Conferences 

The emergence of computational intelligence in Digital Forensic has attracted a vast 
array of researchers to work on it. These researchers oftentimes form a society and/or 
working group, where they can collaborate and cooperate. Most notably is the  
IAPR-TC6, which is the Technical Committee of Computational Forensics 
(https://sites.google.com/site/compforgroup/) under the auspices of International As-
sociation for Pattern Recognition (IAPR) and Center of Excellence for Document 
Analysis and Recognition (CEDAR) of University at Buffalo, State University of 
New York (http://www.cedar.buffalo.edu/forensics/). Meanwhile, many other socie-
ties are publicly available on the internet and allow general users to join, such as 
Computational Forensics Group (https://groups.google.com/forum/#!forum/compfor). 

Other than these societies, individual researchers have committed researches and 
publish the results in various journals and conferences. Some of the most celebrated 
journals related to Digital Forensic are: 

 
•Advances in Digital Forensics: 

(http://www.springer.com/computer/book/978-0-387-30012-2) 
 

•Forensics in Telecommunications, Information and Multimedia: 
(http://www.springer.com/computer/general+issues/book/978-3-642-02311-8) 
 

•Digital Forensics and Cyber Crime: 
(http://www.springer.com/computer/general+issues/book/978-3-642-
19512-9) 
 

•CyberForensics: 
(http://www.springer.com/biomed/book/978-1-60761-771-6) 
 

•Digital Forensics and Cyber Crime: 
(http://www.springer.com/computer/database+management+%26+information+ret
rieval/book/978-3-642-11533-2) 
 

•Digital Forensics and Watermarking: 
(http://www.springer.com/computer/security+and+cryptology/book/978-
3-642-40098-8) 
 

•Information Security and Digital Forensics: 
(http://www.springer.com/computer/security+and+cryptology/book/978-
3-642-11529-5) 
 

•Digital Image Forensics: 
(http://www.springer.com/engineering/signals/book/978-1-4614-0756-0) 
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•Forensic Speaker Recognition: 
(http://www.springer.com/engineering/signals/book/978-1-4614-0262-6) 
 

•Handbook of Research on Computational Forensics, Digital Crime, and In-
vestigation: Methods and Solutions:  
(http://www.igi-global.com/book/handbook-research-computational-
forensics-digital/449) 

 
However, the most related to computational intelligence in Digital Forensic is 

Computational Forensics: 

(http://www.springer.com/computer/image+processing/book/978-3-642-19375-0). 

On the other hand, IAPR has continually organized International Workshop on 
Computational Forensics (IWCF). More information on the 6th IWCF can be found on 
http://www.isical.ac.in/~iwcf2014/. 

6 Conclusions 

Forensic Science has been around for quite some time and played a very important 
role in the justice system. Without Forensic Science, criminals roam freely without 
having to fear the consequences of their actions. It is important for forensic investiga-
tion authorities to uphold the implementation of Forensic Science to the utmost  
standards, due to the dangers it pose if it is performed substandard. The advances of 
Forensic Science are possible due to the flaws of past mistakes and present betterment 
of justice system. It is essential to continuously advance the discipline itself, since the 
advancement of science and technology is also abused by the criminal entities. In 
order to perform proper forensic investigations, forensic investigators are required to 
undertake adequate training and education. 

Forensic Science is indebted to the popularity of CSI television show in gaining its 
public awareness. Although scientific inaccuracies shown in CSI may pose a great 
danger to the administration of justice system, it also serve as the motivation for aca-
demic researchers from various discipline to realize the fictional technologies pre-
sented in the television show, especially from computer science, which lead to the 
conception of Digital Forensic. However, a great care must be observed when Digital 
Forensic technique is performed to ensure said Digital Forensic technique complies 
with the law regulation, and thus allow the evidence collected and analyzed using said 
technique to be admitted in the court of law. 

The introduction of computational intelligence in the Digital Forensic allows the 
investigation process to be performed in shorter amount of time and with higher relia-
bility and credibility. Computational intelligence is modeled after human intelligence, 
and it is meant to assist the manual process conducted and support the decision made 
by human counterpart. Massive amount of research is conducted and the discipline is 
continuously growing by year. Due to its popularity, numerous societies are founded 
for the researchers to discuss and collaborate. Moreover, to facilitate the dissemina-
tion of the knowledge of computational intelligence in Digital Forensic, a number of 
journals and conferences have been published and organized periodically. 
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Abstract. Nowadays, Social Networks (SNs) are penetrating into all areas of 
human life including relationships, shopping, education and so on and this 
growing expansion is inevitable. In addition to their invaluable benefits, due to 
the plethora of confidential private/corporate information in SNs, these places 
become the potential target for criminal/illegal activities such as identity theft, 
fraud, organized crimes and even terrorist attacks. To cope with such issues, it 
is useful to incorporate social network forensics (SNF) techniques for analyzing 
and surveying social interactions to detect, predict and prevent all forms of po-
tential criminal activities. This chapter is organized in two main parts. First, 
SNs, their security and privacy issues are introduced and analyzed. Then, as a 
reference point for future studies in the field, forensics methods within SNs are 
explained and classified; then the related literature is reviewed. 

1 Introduction 

Nowadays Social Networks are an integral part of a large amount of people’s lives [1] 
in the broad range including students, athletes, artists and even politicians [2]. As is 
predictable, everybody uses SNs in his/ her own ways and interests. This fact shows 
flexibility and high-level potentiality of SNs, which make it adaptable to different sit-
uations and applications. In other words, declaring the situation of current web, social 
web – to bold the role and position of social media in general and social networks in 
particular- is the most appropriate and rational term. Due to the plethora of people, 
sensitive information and numerous SNs in different forms, these places turn into po-
tential targets for attackers and become fertile fields for abusers. There are many 
threats to SNs which take advantages of their vulnerabilities and security breaches to 
attack privacy and exposure of confidential information. Fraud, espionage and scam-
ming are only some of these criminal activities. 

To alleviate such (mostly, privacy-related) issues, the most straightforward  
solution is to make the most of security mechanisms and configurations from SNs. 
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Moreover, as an influential factor, the ball is in the users’ court since they should take 
care of their private information. Frankly speaking, in practical terms, there is not any 
completely secure and invulnerable place on the web. 

In addition to user-centered solutions, another supervisory way is to use (social 
networks) forensics techniques [3,4] and tools for analyzing and surveying social inte-
ractions to detect, analyze, predict and prevent all forms of potential criminal activi-
ties. Despite their total higher costs, they are generally efficient. Of course, in contrast 
to security and privacy preserving mechanisms and because of the nature of results, 
forensics methods are used by private sectors and organizations rather than regular 
users. Even, in most of the cases, there is a need for legal authorizations. In the field 
of SNF as a subset of digital forensics, due to specific features of SNs, in addition to 
standard forensics techniques, several context-specific ones have been also proposed 
that will be considered in detail in the rest of this chapter.  

In this chapter, security issues of SNs will be considered with a focus on forensics 
tasks. 

In fact, this chapter is divided into two main parts: 

• Security Issues of Social Networks 
which includes a short background on social networks as the context, their differ-
ent types and applications, negative aspects and security and privacy issues of SNs. 

• Social Networks Forensics 
Including brief introduction of digital forensics, approaches towards social net-
works forensics and related topics and issues such as Social Networks Analysis 
(SNA) and Social Networks Mining (SNM). Moreover, a review on the literature 
of SNF will be performed. 

The structure of this chapter is as follows: in Section 2, we take an overview on 
Social Networks, their history and different types. Section 3 introduces drawbacks 
and problems of Social Networking Sites. Security issues with Social Networking 
sites as well as their different aspects are explained in Section 4. Section 5 provides 
an introduction to Social Networks Forensics and its differences with Computer fo-
rensics as well as proposing a conceptual architecture of a typical SNF system. The li-
terature of the topic is reviewed in Section 6. 

2 Overview of Social Networks  

In this section, as the context of SNF, we take a general overview on social networks - 
better to say, Social Networking Sites (SNSs) - and their different types, applications 
and related issues.  

With the advent of the World Wide Web in the early 90s, contribution of digital 
media has been greatly changed due to facilitation of communications, access to re-
sources, information sharing and so on. Despite its numerous benefits, there was a 
substantial drawback in the old web structure which was degree of collaboration. In 
fact, during those days, information was produced by owners and used by users. In 
this model, the only way through which users could participate was their comments 
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and feedbacks if such mechanisms were provided. In other words, the information 
model was one-to-many. This model however had good reliability and degree of trust, 
could not leverage most of users’ potentiality. By introducing web 2.0 [5], everything 
dramatically changed and users turned into most influential players of information 
creation/management process. In fact, web 2.0 introduced a paradigm shift by empo-
wering the information model through involving users and evolved the model into 
many-to-many or by users for users. This (r)evolutionary shift has had a great impact 
on different aspects of users’ lives and communications as well as affecting business 
models, education and even politics. Web 2.0’s changes are mainly based on the con-
cept of collaboration and major tools for achieving this concept are social media 
(SM). That is why some have called web 2.0 as social web.  

Within the last decade, social media – in its different forms and specifically SNSs- 
have drastically gained more popularity among web users. As an example of such 
growth, LinkedIn - a professional SNS - in 2008 had over 25 million users and it has 
more than 225 million ones now (2013). 

2.1 A Bit of History 

In fact, there is not exact and definite history for social media and there are several 
different possible definitions for them. Nonetheless, regarding social media as the 
tools that humankinds use for communication and interaction with each other, paint-
ings of prehistory cavemen are probably the first examples.  

In addition to telegraph, telephone and radio [6] as early SM of modern days, in the 
computer era, SM was further developed during the 1970s by delivering first email in 
1971 and creating MUD and BBS in 1978 as systems for interaction and message ex-
changing [7]. In 1979, Usenet was an early bulletin board that connected Duke Uni-
versity and the University of North Carolina. In 1992, Tripod was opened as an online 
community for college students and young adults. 1993 became a new milestone in 
the history of communications by inventing WWW technology at CERN by Tim 
Berners-Lee. Generally, the SM and SNSs that we know today appeared after intro-
duction of the web. As a technical definition, Boyd and Ellison introduced [8] the 
SNSs as follows:  

“we define social networking sites as web-based services that allow individuals to 
(1) construct a public or semi-public profile within a bounded system, (2) articulate a 
list of other users with whom they share a connection, and (3) view and traverse their 
list of connections and those made by others within the system“. 

Based on this definition, the first instance was SixDegrees.com (launched in 1997, 
closed in 2000), which let users create profiles and list friends [8]. After that and until 
2003, several SNSs including LiveJournal, MiGente, Cyworld and Fotolog were 
launched. The major wave of modern SNSs has been prompted since 2003 until now. 
LinkedIn, Last.Fm and MySpace (2003), Flickr, Orkut and limited (Harvard-only) 
version of Facebook (2004), YouTube and Yahoo!360 (2005) and Facebook and 
Twitter (2006) are some of the most famous players in the field of SNSs. Over recent 
years, SNSs have become global phenomena which are used daily by millions of 
people around the world as an integral part of their lives, business and education. 
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2.2 Different Types of SNSs 

As another definition, an SN is a configuration of people connected to one another 
through interpersonal means such as friendship, common interests or ideas [9]. Based 
on this explanation, SNs found broad meanings and many applications / systems can 
be fall into their categories. 

There are almost no exact statistics on numbers of SNSs and their users; however, 
needless to say that their increasing growth and applications in different areas have 
made them the key player of the extensive information society. Due to different appli-
cations of SNSs, namely in business [10, 11, 12], medicine and healthcare [13, 14, 
15], education [16, 17, 18] and industries [19, 20, 21], there are several hundred SNSs 
with different aims, scopes, users and applications. Moreover, there are multipurpose 
SNSs that have users from different folks. Due to these facts, classifying SNs to ap-
propriate categories could be a not-so-easy and imprecise task. Also, there are new 
SNs with (probably) new applications that emerge continuously. Of course, there are 
several studies in which authors have focused on different types and metrics of SNSs 
to compare and analyze them based on some features. As some examples, [22, 23, 24, 
25] could be mentioned. Even, in [26], authors classified SNSs based on the calcu-
lated network indexes and communication patterns. 

Despite these difficulties, in this section, we propose a general classification of 
SNs based on their most important features, as given in Figure 1. We believe that any 
SNS could fall into one of the introduced classes. Nevertheless, there are some other 
criteria like number of users, applications and density that could be regarded while ca-
tegorizing SNSs. 

 

Fig. 1. The Proposed Classification of SNSs (based on four main classes) 

• Domain: The SNSs based on their underlying concepts and goals may be available 
around the world or only from specific geographical places, e.g. within a town or 
even a corporation. 

• Availability: Level of availability for a given SNS depends on multiple criteria 
such as degree of sensitiveness, goal of SN and type of applications. For example, 
it is obvious that an intra-corporation SNS should be only accessible by its person-
nel, not others. Intra-university SNSs (like early days of Facebook), as an example, 
are among them. A local SNS is a private one; but, it is not true in the reverse  
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direction since a private SN may spread around the world. Yammer [27], as an  
example, is one of the most important and popular commercial private social net-
works solution. Also, as a scholarly work, in [28], authors proposed – as claimed - 
the first complete architecture and implementation of virtual private SNSs for  
Facebook. 

• Scope: Most of the social networking sites out there are multipurpose since users 
could do everything they want ranging from posting images and videos to arrang-
ing meetings and also scientific conversations. Generally, such SNs have users 
from different folks; however, special purpose SNSs have users with a specific in-
terest or aim. This type of SNSs is useful for special interest groups and could 
work for their users as a bulletin board or discussion desk. In this fashion, [29] 
proposed a special-purpose SNS that would allow people to communicate their sta-
tus with friends and family when finding themselves caught up in a large disaster. 

• Accessibility: Based on the content and theme, SNSs could be restricted for usage 
of only, for example, adults or women. Of course, in contrast to other classes, 
checking the requirements of claimed users in this category is harder and costly. In 
such SNSs, some authorization mechanisms like users’ unique identity and so forth 
are needed. Anyway, there is not any absolute way for verifying users regarding 
their privacy. 

All in all, despite the numerous and undeniable benefits and applications, due to 
the users’ carefulness and plethora of information and connections, SNs cause several 
drawbacks that make them an insecure and, in some cases, dangerous space for users. 
In the following section, these issues are pointed out. 

3 Dark Sides of Social Networks 

Due to their useful features and capabilities that provide communities with unprece-
dented opportunities, drawbacks of SNSs are usually neglected or, in some cases, un-
derestimated. Such inadvertences cause essential problems and issues in most of the 
cases that may affect users’ personal life or even threaten national security. 

People that are used to staying connected in SNSs usually like to do the same in 
their workplaces. Although this issue allows employees to share information with one 
another, in some cases, it could be regarded as an obstacle for employees’ efficiency. 
This way, according to a study by Nucleus Research [30], companies that allow em-
ployees to use Facebook during the work day lose 1.5 percent of their productivity. 
Moreover, there are other issues of using SNSs at work such as consuming extra 
bandwidth [31], wasting time [32] and privacy-related problems. Such issues urge or-
ganizations to ban everyone, except managers and the social media team, from using 
this technology at work. 

Another impalpable side-effect of SNSs is their effect on family relationships and 
divorce. Destructiveness of couple misbehaviors in SNSs causes most of familial 
problems. There are several reports and statistics about such problems. For example, 
Dailymail reported [33] that social networking sites were cited as a reason for one 
third of divorces in 2010, in which unreasonable behavior was a factor, according to 
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law firm Divorce-Online. Also, based on the Guardian report [34], “A 2010 survey by 
the American Academy of Matrimonial Lawyers (AAML) found that four out of five 
lawyers reported an increasing number of divorce cases while citing evidence derived 
from social networking sites in the past five years, with Facebook being the market 
leader”. 

In fact, the most important issue about SNSs is privacy problems, which stem from 
two main sources. First, users’ carelessness about observing security and privacy 
guidelines and second intrinsic security breaches of SNSs. As a piece of evidence, it 
has been reported that 13 million of US Facebook users do not use or are oblivious to 
privacy controls [35]. Moreover, Facebook has released statistics showing that see-
mingly there are more than 83 million fake accounts on its social network [36]. 

Furthermore, during recent years, SNSs have become an applicable environment 
for terrorist and criminal activities, bullying, scamming, stalking, spamming, espio-
nage and so on. National security could be also threatened via SNSs.  All such issues 
totally enforce the governments and security authorities to think about monitoring and 
analyzing SNSs in order to avoid and control the consequences. As one such precau-
tionary proceedings, the FBI is asking the industry for help in developing a far-
reaching data-mining application that can gather and analyze intelligence from social 
media sites [37]. 

Generally, there are two major approaches for coping with SNS-initiated threats. 
The first one is preventive approach, which is mainly based on security and privacy 

preserving techniques and guidelines. The key player in this approach is the user 
him/herself that must follow instructions and be careful about his/her private and con-
fidential information. 

Another one, diagnostic approach, is mainly an after-incident approach to analyze, 
survey and detect reasons and violations. Organizations, private sectors and legal au-
thorities rather than regular users are in charge of performing such techniques. From 
another perspective, this approach could be regarded as a predictive one, since 
through the analysis of current status and statistics, authorities could predict possible / 
probable criminal acts in future. The Figure 2 illustrates positions of the mentioned 
approaches. 

 

Fig. 2. Positions of Security and Forensics Mechanisms 
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4 Security Issues of SNSs 

The increasing popularity and usage of SNSs as well as stashing the large amounts of 
sensitive (private, corporate, etc) information turn them into potential targets for 
abuse in its different forms. Based on the concept of “know to survive”, in coping 
with these threats, the first and foremost step is to know about them. Doing so, in  
this section, we take a general look at different types and aspects of SNSs’ security  
issues. 

4.1 Security Aspects 

Security issues of SNSs could be considered from two viewpoints: SNSs and users. 
Because of the centralized administration of SNSs and existence of intrusion detec-
tion, recovery and backup mechanisms, the sites themselves are not the main target of 
abuses. Since SNSs have millions of users from different folks, certainly many of 
them do not enough know the basics of security and privacy preservation. Moreover, 
signing up into SNSs is very simple and often without any minimum security re-
quirements. Unaware users that share their private information without thinking about 
the consequences, those who accept every friendship request, those who click on any 
tiny URL and many others are the potential victims of criminal activities and abuses 
of wicked (ab)users.  

Of course, from a supervisory view, there are two main aspects for security in 
SNSs: 

1. SNS-related issues that refer to common security and privacy issues related to 
them. 

2. SNS-based issues that point to the leveraging SNS platform for criminal and illegal 
acts such as organized crimes, terrorist activities and so forth.   

Below, security threats of SNSs will be considered. 

4.2 Security Threats 

Since SNSs are used by people in different positions and places, their risks and threats 
have several different aspects. Most of the time, users' privacy and personal informa-
tion are targets of attacks. Sometimes, based on the users’ roles and positions within 
an organization or company, they will be attacked for what they know or what they 
have access to. These types of attacks usually are of organized crimes with the inten-
tion of corporate espionage, threatening national security, etc. There are several stu-
dies on these issues in the literature such as [38, 39] and [40], which argue SNSs and 
national security and an agent-based model on a social network in the case of defense 
industrial base, respectively. Unfortunately, despite the importance and prevalence of 
SNS-originated risks, these topics have not been well-studied and there are many 
open issues.  
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According to the Symantec Internet Security Threat Report [41], top 5 social media 
attacks in 2012 were as shown in Figure 3. Each of these attacks explained [41] as  
follows:. 

Fake Offering: These scams invite social network users to join a fake event or group 
with incentives such as free gift cards. Joining often requires the user to share creden-
tials with the attacker or send a text to a premium rate number. 

Manual Sharing Scams: These rely on victims to actually do the hard work of shar-
ing the scam by presenting them with intriguing videos, fake offers or messages that 
they share with their friends. 

Likejacking: Using fake “Like” buttons, attackers trick users into clicking website 
buttons that install malware and may post updates on a user’s newsfeed, spreading the 
attack. 

Fake Plug-in Scams: Users are tricked into downloading fake browser extensions on 
their machines. Rogue browser extensions can pose like legitimate extensions but 
when installed can steal sensitive information from the infected machine. 

Copy and Paste Scams: Users are invited to paste malicious JavaScript code directly 
into their browser’s address bar in the hope of receiving a gift coupon in return.” 

The key factors that make SNSs fertile for such attacks, laid on the nature of the 
environment (SNS) and its users’ behaviors. As a real world example, sharing is the 
most commonplace activity within SNSs. Therefore, it is possible to easily spread a 
malware throughout the networks. Of course, prerequisite of such widespread out-
break is trust among users, specifically friends. 

The literature and security community have proposed several lists and classes for 
introducing SNSs threats and risks from different perspectives; however, as men-
tioned earlier, we look at them from users’ standpoint, based on which we classify the 
threats as follows: 

• Propagation: Based on what attackers want from users to do 
• Infiltration: Based on the position of users 
• Disclosure: Based on what users have  

4.2.1   Propagation 
One of the popular types of attacks is propagation by leveraging users’ connections 
and capabilities through their relationships. The main goals of such activities are viral 
marketing and advertising, spamming, roorbacking and spreading malicious  
malwares.  

Spamming as one of the low-cost (and usually effective) attempts for viral market-
ing could be also regarded as a tool for spreading organized messages through the 
population. As noted in [42], there are two main categories for spamming activities: 
context-aware [43] and broadcast spamming. The former provides spammers with  
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Fig. 3. Top 5 Social Media attacks in 2012 (statistics obtained from Symantec Internet Security 
Threat Report [41]) 

high click-through rate by taking advantage of the shared context among friends on 
social networks. In fact, this class of spamming is the targeted one that takes advan-
tage from the trust among related users within SNSs. The latter class does not have 
any specific targets, but rather abuses public interaction mechanisms to disseminate 
information [42]. 

Another form of abuse in propagation class is (organized) rumor spreading. This 
action is a usual one in daily life of most people and takes benefits from word-of-
mouth power of social (human) communities. However, when it comes to organized 
purposes, it could affect society, business and even politics, for example, by defaming 
a politician. Nonetheless, this approach could be useful in some applications such as 
disaster outbreak and shaping public thought [44]. There are many studies on different 
aspects of this topic in the literature, namely [45, 46, 47, 48]. 

Shortened URLs (known as tiny URLs) are phenomena of SNSs –specifically 
Twitter- that beside their benefits, could be used as a deception tool to trick (tempt) 
users into visiting malicious sites. They can extract personal (and corporate) informa-
tion, specifically if accessed through a workplace computer. In other words, they hide 
the true link to web sites. Twitter is especially vulnerable to this method because it is 
easy to retweet a post so that it could be eventually seen by hundreds of thousands of 
people. Decoding such links before clicking should be the first action to do.  
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Spreading malicious software via tiny URLs, profile, interaction and third-party 
applications within SNSs is another form of propagation-based abuse. Extracting us-
ers’ information and damaging victims’ systems are two of the goals of propagators. 
One of the most famous worms which has successfully propagated through SNSs is 
the Koobface worm [49]. 

There are several instances of attacks that target great SNSs by malwares such as 
worms, information stealers and password stealers: Grey Goo targeting Second Life, 
JS/SpaceFlash targeting MySpace, Kut Wormer and Scrapkut targeting Orkut and Se-
cret Crush targeting Facebook [50]. Cross Site Scripting (XSS) and Cross Site Re-
quest Forgery (CSRF) are other threats from this category. 

4.2.2   Infiltration 
Based on the position of SNSs users in their organization, corporation and so on, they 
usually have access to the sensitive information that could be invaluable and even 
critical, especially in business and political contexts. More often than not, such users 
are tempting targets. Information leakage and corporate espionage are potential 
threats of such cases. As reported in [51], during six-month monitoring of 20 compa-
nies via an active social media by Cyberoam researchers, leakage of information was 
found from all of them. 

Of course, severity of security mechanisms directly depends on degree of sensitivi-
ty. This way, there are specific intra-organizational rules that managers specify for us-
ing SNSs within their organizations. In other words, to avoid such threats, companies 
should specify their comprehensive policies against SNSs. In the first step, companies 
should determine how they want to use SNSs and why. The response to these ques-
tions shapes their approach to SNSs. Moreover, such policies should include user 
guidelines, content standards, monitoring schedule, limitation and so on. It seems that 
total banning of users from using SNSs is not an efficient approach. To promote secu-
rity level of system (and avoid insecure connections), most organizations allow their 
employees to use SNSs under their specified policies and conditions.  

4.2.3   Disclosure 
Undoubtedly, a major target of SNSs attacks is users’ privacy related assets including 
their private (sensitive) information, passwords, relationships, identity, etc. Such in-
formation could be used for different purposes like blackmailing, targeted spamming, 
scamming, extortion, selling to the third parties, defaming and Indignity. Also, the da-
ta aggregator applications could collect the same users’ information from different 
sites like Facebook, LinkedIn and Twitter to inference their hidden info, relationships 
and interests. 

Since users voluntarily reveal their private information in SNSs, it is possible to 
breach their privacy from service providers (e.g. for advertising purposes), from other 
users and third parties [42] (such as social games).  

Because of the importance of privacy preservation in SNSs, there are many re-
searches that have considered this topic from different perspectives. As some exam-
ples: in [52], authors surveyed the literature on privacy in social networks with focus 
on both online social networks and online affiliation networks. Also, they considered 
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two scenarios for privacy in social networks: privacy breaches and data anonymiza-
tion. In [53], solution to security and privacy in Mobile Social Networking was stu-
died. [54] Presented a Digital Rights Management (DRM) approach to privacy issues 
in online social networks.  

The privacy issues of Facebook as the most prominent SNS were studied in [55]. 
[56, 57, 58] are other examples of such studies. There are different methods for ac-
quiring users’ private information; however, the most important attacks are social en-
gineering (e.g. by profile impersonation) and phishing attacks. 

4.2.4   SNSs as Coordinators 
In addition to using SNSs as a platform for taking illegal and criminal measures, 
based on its intrinsic nature, SNSs could be used as communication tools for arrang-
ing criminal activities and meetings (specifically terrorist acts and organized crimes). 
Moreover, through leveraging capabilities of SNSs, terrorists could spread their ideas 
and propaganda, recruit new members and intimidate others. As the inclination of the 
research community to this phenomenon in recent years, some examples are [59, 60, 
61].  Further, Cyberbanging [62] (presence of street gangs on SNSs) is another nota-
ble issue in the context of SNS-enabled organized crimes. This subject has been also 
well-studied over the recent years [63]. 

Although there are several techniques for securing SNSs and their related activi-
ties, it is a fact that, in the cyberspace, security is a relative concept. Moreover, securi-
ty is non-functional and there is not a specific and absolute measure for its evaluation. 
All in all, to complete the security cycle, the post-incident phase has an influential po-
sition in analyzing, tracking and predicting attacks and violations. Such forensics (re-
lated) activities are often considered in the case of legal issues (law enforcement and 
investigation), national security, fraud and other sensitive cases. In the next section, 
we explain the Social Network Forensics (SNF) and consider its different aspects and 
methods. 

5 Social Networks Forensics 

Only relying on security and privacy-preserving mechanisms – because of intrinsic 
security problems of sites, unaware and careless users, huge amount of records, etc –
is not definitely sufficient for protecting sites, users and their information.  

To be able to track, analyze, prevent and predict attacks and abuse, there is a need 
for post-incident mechanisms. Such mechanisms that are known as Digital Forensics 
(DF) have been around for years in the context of digital devices. In fact, DF is a sub-
set of a more-general class, Computer Forensics. Formally speaking, DF is defined 
[64] as 

“The use of scientifically derived and proven methods toward the preservation, col-
lection, validation, identification, analysis, interpretation, documentation, and presen-
tation of digital evidence derived from digital sources for the purpose of facilitation or 
furthering the reconstruction of events found to be criminal, or helping to anticipate 
unauthorized actions shown to be disruptive to planned operations”. 
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Although the term Social Network Forensics (SNF) - could be defined as web 2.0’s 
version of DF - is a newcomer to the forensics community, it is the rational and pre-
dictable continuation of DF. In other words, currently, web 2.0 (better to say, Social 
web) is the predominant type of media which is used by people for storing their files, 
communicating with each other, etc. Also, based on the paradigm shift of web 2.0 
flourished by evolving SNs, the term Digital Forensics 2.0 (DF 2.0) could be truly 
used for describing SNF.  

5.1 Scope and Challenges 

The promise of SNF is that of its ancestor, DF; however, there are several differences 
due to broad scope of SNF in which large amount of information, connections and re-
lationships are the subject of investigation and tracking. This broad range is simulta-
neously one of the most important challenges of SNF in acquiring information,  
evidence and monitoring. 

To name some of the tasks in SNF, the following can be mentioned: 

• Proving whether a person is cyber-bullied or threatened by another 
• Establishing whether a subject is associated with another person of interest 
• Detecting pieces of evidence from a convict’s posts, tweets 
• Finding sources of roorbacking and national security-related rumors 
• Finding huge-spammers 
• Finding disclosure sources of vital (or private) information  
• Finding the person posting the offending content 
• Uncovering terrorists and criminal networks 
• Predicting organized crimes 
• etc. 

In fact, SNSs could be considered in forensics analysis from two viewpoints; first 
and commonly, by tracking and detecting the anomaly, abuses and so on and, second, 
through gathering the images users uploaded, comments their posted or any things 
that could be ascribed to an individual, e.g. his/her threatening statements, as pieces of 
evidences.  

From the users’ perspective, there are two main directions for SNF analysis and in-
vestigations: 

• Their attributions: that could be used as pieces of evidence against them 
• Their complaints: that usually take place after facing any forms of violations or 

threats 

Of course, as stated before, most of the times, SNF analysis is performed by pri-
vate sectors, intelligence agencies and legal authorities.  

Since the content of SNSs is directly (or indirectly) related to individuals and legal 
entities, there is a need for legal authorization in order to be able to check, trace and 
monitor them. Moreover, as social networks are very dynamic (continuously chang-
ing) in nature and the amount of data is rather big, data acquisition for forensics  
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analysis is a great challenge. All in all, despite its benefits, SNF is a costly and rela-
tively hard-to-perform task. 

Due to these facts, practical experiences of using SNF are related to legal authori-
ties – especially police and intelligence agencies. For example, as Mashable reported 
[65] the efforts currently underway by police in Vancouver, BC provides an excellent 
example of investigation leveraging social media for identifying those responsible for 
the Stanley Cup riots in 2011.   

5.2 SNF vs. CF 

To underline fundamental differences between traditional computer (digital) forensics 
and brand new SNF, the most important features of each one are summarized and 
compared from two different (major) perspectives in the following tables. This com-
parison also illustrates the challenges each approach has to face with. 

The first and foremost aspect for discriminating CF from SNF is the data to be in-
vestigated. In fact, type of data each of the process has to deal with is the core of their 
differences.  

Table 1. Comparing SNF and CF based on type of data 

Measure 1 : Type of Data Computer Forensics (CF) Social Network Forensics (SNF) 

Context (scope) Digital devices (limited) SNSs (widespread and intercon-
nected) 

Nature of data (usually) Static  (most often) Dynamic 

Complexity (depending on the situation) Low 
to high 

(based on the underlying structure) 
High 

Data quantity (depending on the situation) 
Small to large 

(based on the underlying structure) 
Large and increasing 

 
As noted in Table 1, due to specific features of datasets (context), SNF process was 

far different from CF. SNS data, because of their dynamic nature as well as large 
number of users interacting within them, continuously grew both in size (quantity) 
and domain (interconnections). Therefore, processing such datasets is a more chal-
lenging task than (usually) stationary datasets collected from digital devices, e.g. hard 
disk.  

The other important aspect of difference between CF and SNF, which is in  
close relationship with the context (datasets), is quality of processing task or simply 
operation. 
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Table 2. Comparing SNF and CF based on quality of operation 

Measure 2 : Operation Computer Forensics (CF) Social Network Forensics (SNF) 

Data acquisition (depending on the situation) Easy 
to hard 

(most often) Hard and challenging 

Executability (depending on the situation) Easy 
to hard 

(most often) Hard 

Accuracy More precise (currently) less precise 

Cost (depending on the situation) Low 
to high 

(most often) High 

 
It is needless to say that, the more complex the context, the harder the operation for 

implementation. As in Table 2, due to complicated processing task of SNF, overall 
cost (including time, complexity and resource utilization) is usually more than CF. 
Also, because of several essential problems with acquiring SNSs data as well as ap-
plying appropriate algorithms – on their specific, graph-based structure-, level of ac-
curacy for such methods is less than similar tasks in CF. However, depending on the 
special situations that may occur, for example in the case of investigating encrypted 
data, CF process could be hard to execute and less precise.  

Last but not least, another substantial difference between these two approaches to-
wards forensics investigations is privacy concerns. Although privacy preserving is a 
challenging issue for both approaches, since SNSs are stockpile of a large amount of 
confidential information and interconnections, consequences of privacy policy viola-
tion may be more disastrous than such cases in other contexts. Of course, privacy re-
lated issues have another aspect in reverse direction. Assume a case that the process 
should keep track of an anonymized criminal within a given SNS. It is as arduous as 
finding a needle in a haystack.  

5.3 SNF Approaches 

Since SNF is a new subject matter, there are not so many works about it. Of course, 
there are several studies that have focused on tasks such as monitoring SNS, commu-
nity detection and so on. In fact, such activities are of SNF process and could be im-
plemented for forensics purposes. 

Based on these topics, the literature of SNF could be divided into two categories of 
implicit and explicit studies; the former refers to the forensic-related researches and 
the latter points to the studies that indirectly consider forensics tasks. 

In addition to standard forensics techniques, in the context of SNF, Social  
Networks Analysis (SNA) and Social Networks Mining (SNM) techniques are also 
used.  
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Before reviewing the literature of SNF in order to organize researches as a frame-
work for future studies and based on different tasks performed in this process, we 
classify SNF approaches to three classes as follows. Generally, SNF is mainly based 
on SNA in its different forms, like SNM. 

• Analysis: in which SNs will be the subject of analysis for different purposes, like 
monitoring, detecting anomaly, visualizing and so on. 

• Detection: that is the next step after analysis for detecting the anomaly, crime, etc. 
• Prediction: after analysis and detection of patterns and trends, it is possible to pre-

dict future crimes and illegal actions through SNSs. 

It is needless to say that the mentioned classes have no solid borders and have 
overlaps with each other. In fact, our intention is to organize SNF studies into the 
most appropriate classes based on the selected approaches and applications as well. 
The following figure (Figure 4) illustrates the relationships among above mentioned 
classes.  

 

Fig. 4. Relationships among Different SNF Phases and Steps 

5.3.1   Conceptual Framework 
Based on the mentioned approaches, the general conceptual framework of SNF 
process is depicted in Figure 5. 
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This framework is composed of three main phases as follows: 

Preparation: The first phase is an important step towards a successful SNF proce-
dure. Since this step deals with the data (set), it has two essential tasks: 

• Scope definition: As SNSs have various types and applications, selecting 
scope that the process should apply to in fact specifies the boundary of 
process. This is because the context defines which types of algorithms 
should be used. For example, static and dynamic social networks pose differ-
ent requirements. Moreover, level of the required details to be investigated 
which will be determined in this step specifies the amount of data that should 
be obtained and its depth. All in all, this step is application-driven.   

• Data acquisition: Probably, one of the most important and hard-to-
implement steps of SNF process is data acquisition. Since this step provides 
materials of investigation procedure, any deficiency within that definitely af-
fects the results and process in general. Main concerns of this step are per-
haps validity of the gathered data, especially from temporal aspect. 

Processing: This phase as the heart of SNF procedure involves three main tasks of 
analysis, detection and prediction. Details of these tasks will be reviewed in the next 
section. Generally, the most costly phase of the procedure is processing phase. The 
bidirectional arrow between preparation and processing phase means that, based on 
the situation and its requirements, the algorithms may need more data or details to be 
obtained. 

Reporting:  After the investigation process is completed, the results should be gener-
ated. Such results provide discovered facts for further operations, namely decision 
making or presenting to the legal authorities.  There are several main tasks within this 
phase as follows: 

• Classifying results: Organizing results for further processes such as compari-
son and analysis tasks. 

• Visualizing facts: Representing facts in a user-friendly manner as well as 
helping to discover hidden knowledge. 

• Documentation of the procedure:  Similar to every software project, this 
phase helps others (analysts, investigators, project managers and researchers) 
to know about quality of the procedure implementation and technical reports.  

 
Another important component of this framework is evidence repository. The underly-
ing concept of existence of such component is to store the discovered/extracted pieces 
of evidence from each of the phases. This invaluable information could be used for 
different purposes such as statistical analysis of patterns, workflow tuning, process 
optimization and so on. Moreover, such information may serve as training data for in-
telligent methods. 
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Fig. 5. General conceptual framework of SNF process 

6 Literature Review 

In this section, we have attempted to perform a comprehensive review on the SNF li-
terature as a reference point for future studies. The structure of this review is as fol-
lows: first, the researches that have directly considered SNF will be reviewed. Then, 
other implicit works will be surveyed according to the mentioned classifications. 

6.1 Focused Researches 

As stated before, there are not so many studies that have directly pointed to SNF. 
Moreover, only in recent years with evolving SNSs, this topic has emerged as a new 
subject in the context of DF. This way, early works of the topics go back to 2009. Ac-
cordingly, in [66], subject of behavior modeling and forensics was considered for 
multimedia social networks. The authors discussed recent advances in the study of 
human dynamics for multimedia social networks and reviewed a few methodologies 
to investigate impact of human factors on multimedia security from a signal 
processing perspective. Also, a framework was also presented for modeling and  
analyzing user behaviors.  
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Authors of [3, 4] proposed some SNF tools that could be used to help in investiga-
tion of social network site crimes and raise user awareness. These tools could be used 
to help protect and educate users from the beginning of their social network site inte-
ractions, thereby preventing crimes from even occurring. 

In the September 2009 issue of Financial Fraud Law Report, the author explored 
online sources of evidence of communications as well as manner of approaching the 
new frontier of social networking communities as they were related to information ga-
thering in litigation and investigations [67]. Moreover, to prevent corporate informa-
tion leakage, the author advised companies to be aware of how current social  
networking channels were employed within their organizations. 

In [68], the risk of cyber crime against a single user who was not sufficiently care-
ful about protecting his/her information was studied through a real criminal investiga-
tion.  Also, in this paper, it was stated that, although the used tool could be handy for 
forensics purposes, it could also provide opportunities for cyber criminals to collect 
personal information about others' everyday web usage. Moreover, this paper pro-
vided several pieces of advice for protecting personal information. 

In [69], the authors presented a novel method for automated collection of digital 
evidence from social networking services. As the advantages of their proposed 
framework (named Social Snapshot), the following could be mentioned: compared 
with state-of-the-art web crawling techniques, this approach significantly reduced 
network traffic, was easier to maintain and had access to additional and hidden infor-
mation. 

Following this trend, in [70], a standard model of digital forensic investigation was 
proposed for Online Social Networks (OSN). This OSN-specific designed model was 
composed of four processes as: preliminary, investigation, analysis and evaluation. 

In [71], the authors identified important data sources and analytical methods for 
automated forensics analysis on social network user data. Furthermore, they demon-
strated how these data sources could be evaluated in an automated fashion and with-
out any need for collaboration from the social network operator. Finally, they showed 
feasibility of their approach on the basis of Facebook through implementing a proof-
of-concept application for creating social interconnection and social interaction 
graphs. 

As a focused research, authors in [72] considered forensics analysis of images on 
OSNs (specifically, Facebook, Badoo and Google+) by analyzing characteristics of 
images published on them. The analysis mainly focused on how the OSN processes 
the uploaded images and changes were made to some of the characteristics, such as 
JPEG quantization table, pixel resolution and related metadata. As a result of their ex-
periments, it could be inferred whether an image had been downloaded from an OSN 
or not. 

As another focused study, [73] regarded facial recognition software as SNF tools 
and took some practical tests on Facebook for image matching. 

Forensics analysis of social networking applications on mobile devices was per-
formed in [74]. This study focused on the recovery of artifacts and traces related to 
the use of social networking applications on a variety of Smartphones using different 
operating systems. Also, the study explored forensics acquisition, analysis and  
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examination of logical backup copies of the three Smartphones (BlackBerry, Android 
and iPhone). 

The main contributions of the work reported in [75] were design, development and 
evaluation of a novel (Latent Dirichlet Allocation) LDA-based social media analytical 
model to combat cybercrimes and facilitate cybercrime forensics. Their preliminary 
experimental result showed that the proposed model could discover semantically rich 
and relevant latent concepts related to cybercrimes. 

In [76], the authors provided a real case review concerning crime scene reconstruc-
tion with respect to the previous Facebook session of the victim based on the digital 
evidence collected and analyzed via live internal data acquisition. 

Finally, in his thesis, Son [77] evaluated evidence extraction tools in a systematic 
and forensically sound manner to measure capability of extracting evidence from 
SNSs in different test scenarios. 

There are many studies in the literature devoted to analysis of SNSs for different 
purposes that could be established in the forensics analysis, such as spam detection, 
community detection, etc; however, so far, such activities have not mainly focused on 
forensics approaches and could fall into the forensics investigation processes. There-
fore, for the sake of extending SNF borders and shedding some light for future stu-
dies, we review the related works based on the mentioned classifications.  

6.2 Analysis 

Social Network Analysis (SNA) is one of the most interested technologies for study-
ing different aspects of SNSs including criminal and terrorist networks. SNA tech-
niques describe the roles and interaction among the actors within SNs and could  
reveal hidden facts and approaches as well as detecting subgroups, discovering their 
patterns of interaction, identifying central individuals [78] and so on. Generally, the 
analysis is done by collecting data from various incidents and sources related to the 
case under research (context) and discovering the patterns, structures and flow of in-
formation in the context network (in forensics analysis, the context is usually criminal 
or terrorist networks). Thus, there are several studies that have been devoted to ana-
lyzing criminal and terrorist SNs like [79, 80, 81, 82, 83, 84]. The general process of 
SNA – e.g. for terrorist networks- could be depicted as follows: Interrelationships are 
displayed through graphs. Graphs are built by analyzing the data including nodes (ter-
rorists) and links (relationships). Then, these relationships are used to understand in-
formation about people and group [78].  SNA has different forms such as Social  
Networks Mining (SNM), monitoring, etc.   

6.2.1   Monitoring 
SN monitoring for observing users’ interactions, connections and behaviors is a su-
pervisory task that comes in handy in different applications like checking kids about 
using SNSs and so on. Of course, the most important applications of monitoring are 
security and forensics related issues. Most of the time, such tasks need to be legalized; 
therefore, governmental organizations usually perform them. For example, as NY 
Times reported [85], “The Department of Homeland Security paid a contractor in 
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2009 to monitor social networking sites — like Facebook, blogs and reader comments 
on a news article — to see how the residents of Standish, Mich., were reacting to a 
proposal to move detainees from Guantánamo Bay, Cuba, to a local prison there, ac-
cording to newly disclosed documents”. Similarly, according to the BBC report [86], 
SNSs like Facebook could be monitored by the UK government under proposals to 
make them keep details of users' contacts. 

As a scholarly work, in [87], the authors proposed a framework, SPAM, for moni-
toring social profile abuse. Also, they proposed a four-class classification model for 
measuring profile similarity indexing based on fine-grained user similarity features. 
[88, 89] could be mentioned as less-related works in this field that could be regarded 
as inspirational examples for future works in forensics context. 

6.2.2   Mining 
Since digital forensics process often face the challenge of analyzing large volumes of 
data involved in criminal and terrorist activities, therefore, an appropriate theoretical 
method for that is to leverage data mining capabilities. Utilizing this idea, there are 
several works in traditional DF such as [90, 91, 92]. Applying this approach in SNF 
context introduces the need for using Social Networks Mining (SNM) and Knowledge 
Discovery (KDD) techniques. [93, 94, 95, 96, 97] are of such researches. Also, find-
ing trends and frequent (interesting) patterns through SNs is another useful task of 
SNM techniques for analyzing SNs [98, 99]. Mining communities and graph patterns 
- as two methodologies - in SNs are also could be used in pattern mining to find (repe-
titive/periodical) behaviors. In a general view, content (text, multimedia), structure 
and relationships between people (account) could be the subject of mining to extract 
pieces of evidence and facts for analysis purposes.  

6.2.3   Visualization 
A good starting point for the analysis process is to map (criminals/illegal/abnormal) 
activities to the visualized graph that displays associations and relationships between 
the acts and individuals. Visualization methods prepare alternative means to perform 
the analysis task by transforming complicated data characteristics into clear patterns 
to view the relationships uncovered. Data visualization is generally associated with 
data mining as a post-processing (mining) step. The cliché of “a picture is worth a 
thousand words” could be realized in such a case. Beside several tools and libraries 
that are out there for SN visualization like TouchGraph, Google+ Ripples and  
MentionMap, the literature of this topic has many scholarly examples, namely  
[100, 101, 102]. 

6.3 Detection 

As the post-analysis phase and for leveraging initial facts discovered from the past 
step, the case (crime or illegal acts, evidences, etc.) will be deeply investigated to 
detect and identify sources, relationships and unusual (suspected) behaviors.  
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One of the most important and well-studied topics in this category is spam detec-
tion. Following this trend, in [103] authors proposed a framework for unsupervised 
spam detection in SNSs. Then, they tested the models on data from a popular social 
network (the largest Dutch social networking site, Hyves) and compared the models 
in terms of two baselines, based on message content and raw report counts. The sub-
ject of detecting social spam campaigns and spammer was studied in [104, 105], re-
spectively. Also, there are other activities in this field such as [106, 107, 108] that 
have considered different aspects of spam detection. Furthermore, using data mining 
techniques –specifically classification ones- such as decisions tree, neural networks, 
support vector machines, k-nearest neighbors and Bayesian classification for spam 
and fraud detection was introduced in [109, 110]. 

In addition to spam, detection of other abnormal behaviors in SNs has been a sub-
ject for researches. For example, detecting new trends in terrorist networks was stu-
died in [111]. Moreover, a new case study was examined to show usefulness of the 
presented techniques. 

In fact, unfolding the groups and communities within SNs is usually based on min-
ing approaches; for example, graph matching techniques are recommended for group 
detection tasks [94]. As a work in this class, [112] considered distributed community 
detection in SNs using genetic algorithms. Community detection and tracking the 
evolution of communities in SNs were also studied in [113, 114]. In addition to detec-
tion of terrorists and criminal groups in SNs, identifying anomalies and suspected be-
haviors could provide the forensics process with implicit but invaluable information. 
The analysis of mobile networks' communication patterns in the presence of some 
anomalous “real world event” was such an activity which was presented in [115]. The 
anomaly detection in SNs was also considered in [116, 117, 118, 119]. Since detec-
tion topic is very extensive, there are many other works that could be useful for spe-
cific cases. For instance, the problem of fake profile identification is another  
approach. It is notable that a user with a fake profile is a potential instance for being 
monitored against misbehavior. Concerning this issue, [120] evaluated e implications 
of fake user profiles on Facebook, as a case. Detection of Cyberbullying [121], fraud 
detection [122], identifying similar people [123] and identifying events [124] are 
some of the specific-purpose studies. Employment of Intrusion Detection Systems 
(IDSs) is another feasible approach within this category. In fact, the finding of the 
content from the existing sites and known terrorist traffic on social networks could be 
accomplished by using such systems. The IDS sequentially espies different activities 
within the network traffic to approximate possible attacks [125]. 

6.4 Prediction 

The next rational phase of SNF, after analysis and detection, is to use patterns and 
findings of suspected and potential criminals/abusers so as to discover the performed 
crimes for legal investigations, prevent probable ones and predict ongoing crimes and 
criminal acts through the detected communities. A predictive task (policy) could  
be defined as “a multi-disciplinary, law enforcement-based strategy that brings to-
gether advanced technologies, criminological theory, predictive analysis, and tactical 
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operations that ultimately lead to results and outcomes -crime reduction, management 
efficiency, and safer communities.” [126] 

In previous years, being able to predict future crimes and illegal actions was only 
an interesting idea for Sci-Fi movies like Minority Report; however, through SNF and 
by means of SNM and other techniques, this dream came true. As a governmental 
project, US defense Raytheon has developed some software that uses social network-
ing sites to track uses’ movements and is able to predict where a person will be and 
their future behavior [127]. Such tools come in handy in preserving national security 
and combat against organized crimes. However, privacy concerns are the most impor-
tant issues around such techniques. 

In SNA process, by utilizing link prediction approach in SNs, it is possible to infer 
which new interactions among its members are likely to occur in near future. This 
question was formalized in [128] to develop approaches for link prediction based on 
measures for analyzing the proximity of nodes in a network. Although the topics of 
this class are currently less-focused, there are several studies that pay attention to its 
some aspects. Authors in [129] proposed a mechanism for identifying correlations be-
tween spatiotemporal crime patterns and social media trends in order to predict and 
prevent such actions. Furthermore, a general review of current crime prediction tech-
niques was performed in [130], which could be inspirational for future works in SNF 
context. 

7 Conclusion and Future Directions 

Flourishing SNs in the age of web 2.0 as the most important medium for interaction 
and communication among users on the one side and their extensive applications in a 
broad range of domains on the other side has introduced several privacy and security 
related issues. Since there are huge amounts of private/corporate information stored in 
SNs, they are potential targets of growing threats such as espionage, information lea-
kage, identity theft, fraud, etc. Moreover, due to the facilitation of communications 
via SNSs, terrorist acts and organized crimes have moved into them for planning, 
meeting, recruiting and spreading their ideas. All in all, some solutions have been 
proposed for coping with security issues of SNs; however, they are not completely 
feasible. Thus, there is a need for post-incident mechanisms to track, analyze and 
detect abuses and misbehaviors. Such approaches are also useful for predicting and 
preventing future issues. In the field of computer science, Computer Forensics (CF) is 
responsible for performing such tasks. Digital Forensics (DF) as an extension of CF in 
the context of SNs is known as SNF. Since this topic is a new one in the community, 
many studies have not been devoted to it. Of course, over recent years, several me-
thods have been proposed for SNA-related issues that have indirectly done the foren-
sics tasks. Viewing from a general perspective to organize the current studies and as a 
framework for future researches, we classified SNF tasks to three major categories of 
analysis, detection and prediction. Then, the literature of this topic was reviewed 
based on the proposed classification. Since SNF is an emerging subject, there are 
many open issues about it that should be considered in future research activities.  
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As an ongoing direction, it is predictable that, for leveraging users’ capabilities – as 
key players of web 2.0 and social web, collaborative SNF methods will be proposed. 
In fact, users could be the volunteer social police officers by their reports, expe-
riences, investigations and alarms. Moreover, SNs service providers may implement 
preventive security features like “trusted friend suggestion” that include degree of 
trust (lack of misbehavior) as an influential factor in their (friend) suggestion  
algorithms. 
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Abstract. Recently, forensic science has had many challenges in many
different types of crimes and crime scenes, vary from physical crimes
to cyber or computer crimes. Accurate and efficient human identifica-
tion or recognition have become crucial for forensic applications due to
the large diversity of crime scenes, and because of the increasing need to
accurately identify criminals from the available crime evidences. Biomet-
rics is an emerging technology that provides accurate and highly secure
personal identification and verification systems for civilian and foren-
sic applications. The positive impact of biometric modalities on forensic
science began with the rapid developments in computer science, com-
putational intelligence, and computing approaches. These advancements
have been reflected in the biometric modality capturing process, feature
extraction, feature robustness, and features matching. A complete and
automatic biometric identification or recognition systems have been built
accordingly. This chapter presents a study of the impacts of using some
biometric modalities in forensic applications. Although biometrics iden-
tification replaces human work with computerized and automatic sys-
tems in order to achieve better performance, new challenges have arisen.
These challenges lie in biometric system reliability and accuracy, system
response time, data mining and classification, and protecting user pri-
vacy. This chapter sheds light on the positive and the negative impacts
of using some biometric modalities in forensic science. In particular, the
impacts of fingerprint image, facial image, and iris patterns are consid-
ered. The selected modalities are covered preliminarily before tackling
their impact on forensic applications. Furthermore, an extensive look at
the future of biometric modalities deployment in forensic applications is
covered as the last part of the chapter.

1 Introduction

Undoubtedly, the unprecedented size of the global human population, modern
networked society, and computerized transactions are crucial to contemporary
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Fig. 1. Biometrics technology revenue from 2009–2014, measured in millions of U.S.
Dollars. The figure is redrawn according to the data provided in [11].

human civilization. On the other hand, they open a door to wide a diversity of
crimes, including both physical and computer crimes. Driven by the aforemen-
tioned factors, forensic science has become a modern necessity. Forensic science
is understood generally as the use of some scientific knowledge to solve crimes
(or other legal problems), and more precisely as a scientific analysis of physi-
cal evidence from a crime scene [1]. Forensic science faces plenty of challenges
in terms of criminal detection accuracy, processing efficiency, and productivity.
Given the recent advances in computing approaches, computational intelligence
techniques, and the large storage facilities, replacing manual forensic techniques
or applications with computerized systems has become a vital requirement.

Biometrics technology is key fundamental security mechanism that assigns a
unique identity to an individual according to some physiological or behavioral
features [2], [3], [4]. These features are sometimes called as biometric modalities,
identifiers, traits, or characteristics. Extensive biometric identifiers are grouped
into biological traits (e.g., DNA, EEG analysis, and ECG analysis), behavioral
traits (e.g., signature dynamic, human gait, and voice signal) and morphologi-
cal traits (e.g., fingerprints, facial image, and iris patterns) [5], [6], continuing
the development of biometric-based human identification begun by Herschel in
1858 [7]. Additionally, soft biometric characteristics such as skin color and body
length could be used for coarse-level suspect classification processes [8]. Due to
its related civilian and forensic deployments, biometrics technology is presently
attracting researchers from private and academic institutions [9], [10]. Fig. 1
represents the amount of expected investment in biometrics technology during
the period from 2009 to 2014 measured in millions of U.S. Dollars [11].

Obviously, there is a link between biometrics technology and forensic sci-
ence in the processing of human modalities as identifiers in biometrics-based
identification or recognition systems, and as criminal evidence in forensic appli-
cations. Some governmental authorities have already started using some human
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biometric traits for accurate and efficient forensics examinations [8], [12]. Al-
though using human identifiers as biometric traits is a cooperative process, it
presents a challenge as a forensic evidence since the criminals obviously do not
want to be convicted [1].

Recent advancements in computing technology, parallel processing, computa-
tional intelligence, and processing power open doors for an extensive deployment
of biometric modalities in forensic applications. Undoubtedly, these advances
have had a positive impact on biometrics technology itself, not only by reducing
the processing time, but also by enhancing the accuracy and the reliability of
the biometrics-based identification systems [13]. Therefore, the usage of biomet-
ric modalities as forensic evidence has accordingly become consolidated. It is
worth noting that the advances and the challenges of biometric modalities will
be reflected on the forensic applications when both are coupled.

This chapter discusses the link between some biometric modalities and foren-
sic science, and emphasizes the impact of using biometric identifiers in forensic
investigations. The contribution of this chapter is twofold. First, it provides an
extensive review of biometrics technology, generic biometrics identification sys-
tems, and the foremost biometric modalities in forensic applications. Second, it
articulates the current challenges of using some biometric modalities in forensic
science. Furthermore, this chapter highlights the positive and the negative im-
pacts of coupling biometric technology with crime investigation. The outcomes
of this chapter provide help for overcoming some challenges in forensic science,
and provide a basis or further conducted researches linking both biometrics tech-
nology and forensic science.

The rest of this chapter is organized as follows. Section 2 explores biometrics
technology, and covers the automatic system for personal identification. Section
3 explains in detail the foremost biometric modalities that are most widely used
in forensic applications, including fingerprints, facial imagery, and iris patterns.
Section 4 covers the mutual link between biometric modalities and forensic appli-
cations, and emphasises the impact of these modalities on forensic investigations.
Section 5 describes our vision of the future union between biometrics technology
and forensic science. Finally, research conclusions are reported in Section 6.

2 Biometrics Technology

Biometric modalities provide a high security level with preserved accuracy and
reliability for the automated identification and verification systems. Biometrics-
based identification systems compensate some weaknesses of traditional token-
and knowledge-based identification approaches by replacing “something you
possess” or “something you know” with “something you are” [14], [15]. It of-
fers not only an automatic method of identification, but also a convenience for
users as they do not have to remember information or carry a possession [6].
Driven by its merits, biometrics technology deployment is keeping apace with
high industrial revenue and investments, though it is also becoming a funda-
mental technology for future personal, mobile, and governmental applications
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Table 1. Comparison of different biometric identifiers: 1 = High, 0.5 = Medium, and
0 = Low∗

Universality Uniqueness Performance Acceptability Circumvention Score

Fingerprints 0.5 1.0 1.0 0.5 1.0 4.0
Facial image 1.0 0.0 0.0 1.0 0.0 2.0
Iris patterns 1.0 1.0 1.0 0.0 1.0 4.0
DNA 1.0 1.0 1.0 0.0 0.0 3.0
EEG 1.0 0.0 0.0 0.0 0.0 1.0
Signature 0.0 0.0 0.0 1.0 0.0 1.0
Voice 0.5 0.0 0.0 1.0 0.0 1.5
Gait 0.5 0.0 0.0 1.0 0.5 2.0

∗The table is adopted and updated from [17], [20].

[6], [11]. See Fig. 1 for the projected investments in the current and future bio-
metrics technology deployments.

Due to the enormous needs for biometrics deployment in civilian and forensic
applications, a large number of biometric traits have been discovered by tak-
ing advantages of the comprehensive understanding of the human body [16].
A qualified biometric trait must be investigated and filtered through selection
criteria. The candidate biometric identifiers should achieve some technical and
operational requirements according to the type of application. The competency
requirements might be summarized as [10], [17], [18], [19]:

• Acceptability, measuring to what extend the user may accept the biometric
trait in terms of acquisition, data representation, and user privacy. User
acceptability is determined according to the application obtrusiveness and
intrusiveness which are subjected to user agreement.

• Circumvention, is an important parameter that affects the reliability of the
system. It refers to how it is easy to fool a system by fraudulent means.
According to Table 1, the higher the circumvention value, the better and
more suitable the biometric identifier.

• Performance, which refers to achievable identification criteria (such as accu-
racy, speed, and robustness), as well as to the resources required to achieve
an acceptable identification performance.

• Uniqueness, indicating that the selected identifier should contain enough fea-
tures to differentiate between two persons carrying the same trait. Moreover,
the identifier should be immutable over time.

• Universality, such that the selected trait must be available in everyone, and
can be measured quantitatively without affecting user privacy or user health.

The research result reported in [17], [20] demonstrates the performance
evaluation of individual biometric modalities based on the above qualification
criteria, and its impact on coupling the suitable identifier to the appropriate
application. Table 1 then compares these biometric modalities according to the
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Fig. 2. A generic architecture of the Automated Biometrics Identification System
(ABIS) from a signal processing stand point. The figure is adopted from [18].

above-mentioned criteria. The reported results indicate the superiority of fin-
gerprints compared to the other biometric identifiers as fingerprints achieve a
very high comparison score. Iris patterns come in second due to an acceptability
problem (low acceptability score). DNA comes in third due to acceptability and
circumvention limitations. It is worth noting that no single biometric identifier
can achieve excellent performance for all requirements as explained above [21].
Therefore, two or more traits can be combined to achieve stronger security levels
[22], [23], [24]. Fingerprints, facial image, and iris patterns are discussed further
as three dominant biometric identifiers, and their impact on forensic science will
be demonstrated [9].

2.1 Biometrics Identification Systems

Automated Biometrics Identification Systems (ABIS) have replaced human ex-
perts in human recognition by a computerized approach. An ABIS consists of two
major phases: (i) the enrollment phase, and (ii) the identification phase. During
the enrollment phase, identities of individuals are registered in a database for
future template matching and identity assignment. Assigning an identity to an
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Fig. 3. False Acceptance Rate (FAR) and False Rejection Rate (FRR) plotted versus
the similarity threshold. The Equal Error Rate (EER) is shown as a cross point between
FAR and FRR.

individual person is then performed in the identification phase through present-
ing the user with a biometric sample [25]. Signal processing analysis provides a
comprehensive information about the most of ABIS components, including iden-
tifier sensing, transmission to the processing machine, identifier processing, iden-
tifier classification, features storage as features template, and template matching.
Fig. 2 shows a generic ABIS system architecture from a signal processing point
of view [18]. Although, the figure shows a generic and complete ABIS, some com-
ponents may be removed (skipped) from the processing sequence according to
the application requirements without affecting the overall system performance.

An ABIS suffers from an abundance of error sources that deteriorate the per-
formance of the system. Errors are found in: (i) the sensor level, (ii) the process-
ing level, (iii) the enrollment phase, and (iv) the matching phase. A sensor-level
error occurs when a biometric sample is presented to the sensor, but the sen-
sor fails to detect its presence due to a hardware problem, which is commonly
known as a Failure to Detect (FtD) error. If the sensor succeeds in detecting
the presence of the biometric sample, but fails to capture it due to user misbe-
havior, this is defined as a Failure to Capture (FtC) error. A noisy and unclear
biometric sample leads to failure in feature extraction, known as a Failure to
Process (FtP) error. These three error types can all be categorized under one
major error, known as a Failure to Acquire (FtA) error [6], [10].

On the other side, the behavior of the system matcher has a large impact
on the system’s performance. The matcher can produce two types of errors due
to inter-user similarity and intra-user variations factors [3]. These two errors
are called False Match Rate (FMR) and False Non-Match Rate (FNMR), they
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also known as False Acceptance Rate (FAR) and False Rejection Rate (FRR),
respectively. FAR and FRR are common notions for measuring the performance
of a verification systems [10]. Fig. 3 shows the FAR and FRR error rates plotted
against the similarity threshold between the input biometric sample and the
registered template.

Mathematically speaking, suppose one biometric template is donated by T ,
and one presented sample (input) is donated by I. The similarity score (s),
between the template and the input, is measured by the function M(I, T ) = s.
The identity assignment decision is made according to the selected value of the
similarity threshold (h) [6].

FMR is the rate that the decision is made that I matches T , while in fact I
and T come from two different individuals [6].

FMR(h) = 1−
∫ ∞

s=h

pn(s) ds (1)

where pn(s) is the non-match distribution between two samples as a function of
the similarity score s.

FNMR is the rate that the decision is made that I does not match T , while
I and T do in fact come from the same individual [6].

FNMR(h) = 1−
∫ h

s=−∞
pm(s) ds (2)

where pm(s) is the match distribution between two samples as a function of the
score s.

The Equal Error Rate (EER) is defined as the value of FMR and FNMR at
the point of the threshold (h) where the two error rates are identical [6], [13].

EER = FMRh=EE = FNMRh=EE. (3)

The similarity threshold (h) should be picked carefully in the system design phase
and according to the security level and the system sensitivity. The similarity
threshold should achieve a tradeoff between FMR and FNMR errors. See Fig. 3
for more considerations related to the selection of the system threshold.

3 Foremost Biometric Modalities

This section explains the foremost biometric modalities in biometric-based iden-
tification and verification systems and in some forensic applications. While iris
patterns deployment still receives great research attentions, it is widely used in
border and immigration controls. It also provides accurate results for identifying
suspects from the collected data from previously recorded or well known crimi-
nals. Therefore, we believe that it is important to consider this perspective, and
to include iris patterns as one the dominant biometric identifiers in forensic ap-
plications. Moreover, facial image provides a faster identification response with
lower cost than DNA. Therefore, it is included as a foremost biometric modality.
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Fig. 4. A sample of fingerprint images represents the fingerprint structures, the singular
points, and the most famous five classes

3.1 Fingerprints

The skin structure on the palm and the fingers of a human hand in addition to
the skin structure on the sole and the toes of the foot have a unique property of
being completely individual, which allows them be used for human identification
[26]. An example of fingerprint patterns are shown in Fig. 4. Fingerprints have
been used for identification purposes log time ago due to the well understand-
ing of their biological properties and skin structure. Since the beginning of the
20th century, fingerprints have been extensively used for manual identification
of criminals by various forensics around the world [10], [27].

A fingerprint is concisely defined as a smooth patterns of alternating ridges
and valleys constructed on the finger tip. While, fingerprint ridges and furrows
are treated as parallel in most fingerprint regions, a plenty of other altering fea-
tures such as scars, cuts bruises, cracks, and calluses can also be found as a part
of the fingerprint structure. These features can also be invested as discriminating
factors. Generally, fingerprint structures are grouped into: (i) global, (ii) local,
and (iii) low-level structure [10], [17], [26].

Global fingerprint architecture represents the overall structure of the finger.
A unique representation is valid for the whole fingerprint, and it is typically
determined by an investigation of the entire finger. The most important fea-
ture extracted from the global structure is a set of singular points, circles for
cores and triangles for deltas shown in Fig. 4 [28]. Singular points are com-
pound with the whole fingerprint structure to produce the distinct fingerprint
classes [29], [30]. Local fingerprint architecture, the ridge level structure, is based
on analyzing both ridge endings and ridge bifurcations, which maps the global
representation into a minutiae structure that is used in most biometric identifica-
tion or recognition systems [28], [31], [32]. The low-level of fingerprint structure
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expresses some hidden features such as sweat pores distributed on the finger
tip. The low-level features are sometimes inspected manually when comparing
two fingerprint images. However, these features are rarely used in computerized
or automated systems due to the high cost required for high-resolution sensors
which are needed for a reliable feature extraction process [27], [33].

In spite of the great research efforts related to fingerprint identification sys-
tems, there are still some challenges that deteriorate a system’s performance.
One of the current challenges is identification time. Due to the high demands for
fingerprint deployments, fingerprint databases are supposed to contain a huge
number of enrolled users. The identification process (or 1:N matching) searches
for a person’s identity inside the database with size N. In a large-scale identi-
fication deployments, the database size becomes larger, and identification time
correspondingly becomes much longer. Fingerprint classification is an available
solution that is based on limiting the database search process into sub-classes,
shown in Fig. 4. Moreover, parallel processing techniques achieve extremely low
processing times based on hardware rendering techniques [34], [35], [36].

Latent fingerprints play an important role in forensic science. It is the most im-
portant evidence that may be tracked from a crime scene and compared against
extremely large fingerprint databases. A latent fingerprint image is extracted
from any surface that a criminal touched using special materials. Its resolution
is therefore different from live-scanned fingerprints, and a special care must be
given to enhance its quality prior to any feature extraction and matching oper-
ations [10].

3.2 Facial Image

The image of human face is used intuitively by human being to recognize each
other. It is considered as the common method of human recognition in automatic
or manual manner [20]. However, considering face image as a biometric identi-
fier with a relatively lower score (see Table 1), it has high acceptability and
universality characteristics that make it useful as forensic evidence. Recently,
face recognition has become one of the most important applications of image
analysis in forensics due to its availability in crime scenes, and the value of the
evidence that the captured face image may carry [37], [38].

Automatic facial recognition is conducted in two ways: (i) using the global
representation of the full face image, (ii) using the location and shape of facial
components such as eyes, nose, lips, and their spatial connections [20], [39]. In
forensic applications, using a human face as crime evidence involves many chal-
lenges due to the face rigidity, variations in facial pose, facial expression, and
illumination condition under different emotions that needs special processing
algorithms. Additionally, the difficulty in handling different photometric condi-
tions, such as image quality and image resolution, deteriorates the performance
of a facial recognition system. Thus, robust facial recognition is both attractive
prospect and a challenging problem [3], [37]. Fig. 5 shows a sample of the face
images of an individual person under various emotions, facial poses, and facial
expressions.
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Fig. 5. A sample of face images of an individual under different conditions, including
emotions, facial poses, and facial expressions. The image is adopted from [41].

In order to reliably use facial images in forensic investigation, three main issues
must be considered a priori. These issues are: (i) facial image immutability over
time, (ii) facial image retrieval, and (iii) matching forensic (sketched) images
with real captured facial images [40]. The effect of aging is also a great challenge
for facial recognition deployment. Plenty of research focuses on mitigating the
aging effect problem for reliable recognition systems [38]. While, other techniques
have been used for addressing other concerns like the face occlusion problem [41].

3.3 Iris Patterns

Human irises are a valuable source of information that is immutable over time. It
has many distinctive features such as crypts, coronae, furrows, and rings. Daug-
man first presented an accurate and reliable personal recognition using iris pat-
terns with a 2D Gabor filter [42] in order to modulate the iris phase information
and construct the iris features code [43]. Subsequently, several approaches have
been developed for iris-based individual recognition. These approaches are di-
vided into four categories: phase-based approaches, texture analysis approaches,
zero-crossing approach, and intensity variation analysis approaches [44].

The low user acceptability of iris recognition means that iris capturing is be-
coming a difficult task. Due to user misbehavior, the captured irises suffer mainly
from two problems as: blurred irises and irises occluded by eyelids or eyelashes
[44]. Problematic iris images are shown in Fig. 6. The research reported in [45]
presents an iris quality assessment approach based on the combination of occlu-
sion score and dilation score as two selective iris features. The link between the
quality score and the recognition accuracy has been studied in [45]. A contactless
iris capturing approach may be considered as an affordable solution to the above
mentioned problems [46].

Recently, the immutability of iris features through a person’s lifetime has come
into question. Some changes in iris texture appearance occur with age, disease,
and medication, which lead to deterioration or failure in iris-based recognition
systems [47]. The reported information in [48] has refuted the previous claim
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Fig. 6. Normal iris images taken from Chinese Academy of Sciences (CASIA) iris
images databases [44]. Good iris images are shown in the top row. Problematic iris
images, blurred and occluded images, are shown in the bottom row.

based upon the weakness of the evaluation algorithm, and the lack of presenting
a photographic evidence of iris texture change over time. As a continuation of the
scientific sparring, some remarks on the refutations in [48] have been presented
in [49]. One new direction of individual identification and authentication is to
use saccadic eye movement as a new biometric modality [50].

4 Biometric Modalities and Forensics

Because of the huge progress in computing, hardware, and storage media, tra-
ditional identification techniques have been supplemented by computerized and
semi-automatic ones. The common area between biometrics and forensics is the
automated investigation of the captured evidence (trace) from a crime scene [51].
This section reports some impacts of using biometric systems in general, and the
previously explained modalities in particular.

Of course, the deployment of biometric modalities in forensic applications has
two types of impact. On one hand, it leverages the proven performance of an
ABIS with respect to time efficiency, especially with large databases, and identifi-
cation accuracy, especially with degraded biometric input samples. On the other
hand, it imposes a risk of violating user privacy. Moreover, special techniques
are needed for protecting the template database. Additional approaches are also
needed to protect the overall system from criminals’ hacking and attacking.

The strong point of biometric systems lies in their ability to operate in iden-
tification and verification modes [10]. The identification mode in forensics works
analogously to score-based biometric systems. The trace of the suspicious person
is compared/matched against a group of suspect models, (1:N) matching. A veri-
fication mode implies that the trace of the suspicious individual is compared to a



58 A.I. Awad and A.E. Hassanien

claimed identity, and according to a similarity threshold, it is decided whether or
not the trace belongs the claimed identity [17], [52]. Coupling biometric systems
with forensic applications reflects the strength of biometric systems in forensic
applications with respect to accuracy and precision.

While biometric systems can be deployed in forensic applications, traditional
score-based decision biometric systems have not been working well in forensics,
where a Likelihood Ratio (LR) must be used [52]. Score to likelihood ratio meth-
ods, and calibration methods, such as Kernel Density Estimation (KDE) and
Logistic Regression (Log Reg), must be used to calibrate the biometric system
score prior to any forensic usage [53]. Individualization is a common notion in
forensic applications as the criminologist is interested in knowing of the source
of the biometric data instead of just the similarity score between two biometric
samples [12].

Biometric identifiers are time immutable, (see Section 2). This property may
be another strong point for the biometric systems as the presented biometric
sample is time invariant. On the other side, time immutability involves some
negatives for forensic science. If the biometric database is hacked, then the iden-
tity of all registered individuals is at stake. Moreover, there is a possibility for
matching crime evidence with fraudulent biometric templates that badly affect
system performance and accuracy. Cancellable biometric techniques have been
proposed to protect biometric databases, and hence, protecting individual iden-
tity and privacy [3].

Generally speaking, using biometric systems in forensic science has plenty of
positive results on the performance of forensic applications. These results include
greater system accuracy and reliability, shorter processing time, and much more
productivity. The down side of coupling biometric modalities and forensic science
lies in stripping the user privacy.

5 Future Vision

Biometrics technology is considered as an emerging approach for personal iden-
tification and recognition in both civilian and forensic applications. Biometric
technology is used in forensic applications not only for suspects individualization,
but also for preventing most cyber crimes by denying access to sensitive data.
Tackling the current challenges of biometrics technology deployment in foren-
sic applications will be an interesting research direction. Furthermore, biometric
systems calibration techniques will receive great attention for harmonizing bio-
metric systems with forensic applications.

Nowadays, new biometric identifiers such as human gait and human ear are
being investigated for forensic science deployment [7]. Due to their biometric
properties, (see Section 2), unique identity is assigned to each individual; they are
therefore good potential identifiers for suspect individualization. Additionally,
they are considered as valuable evidences that can be traced from a crime scene.

Artificial intelligence techniques such as Artificial Neural Networks (ANN),
and Genetic Algorithms (GA), and Support Vector Machines (SVM) [54], [55]
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play an important role in presenting non-traditional solutions for the challenges
of biometrics technology, especially reducing the processing time and increasing
the system’s accuracy. The common idea behind these techniques is to build a
feature vector and train (learn) a machine how to process that vector accord-
ing to particular rules. Thus, machine learning techniques can efficiently process
complicated biometrics data, and hence reflect these enhancements in the per-
formance of forensic applications [36].

In order to alleviate the problem of biometric system processing time, a result
of processing extremely large databases,, the effect of advanced computing ap-
proaches and parallel processing techniques [35] on biometric systems will need
be brought in focus for future investigation. Furthermore, we expect more de-
ployments of computational intelligence techniques on biometric identifers for
enhancing a system’s performance in forensic applications [36].

6 Conclusions

Developing a reliable and productive forensic application is imperative for iden-
tifying and convicting criminals. The deployment of biometrics technology, such
as fingerprints and facial images, as well as more recent developments in identify-
ing human gait and ears, achieves greater accuracy and reliability than current
forensic applications. Biometric systems need to be adopted from score-based
decisions into likelihood ratio decisions for reliable forensic system performance.

This chapter has presented a study of the impact of using generic biometric
systems, specifically fingerprints, facial imagery, and iris patterns, in forensic
science. The chapter started with a common review of biometric technologies,
the requirements for selecting biometric identifiers, and the Automatic Biomet-
ric Identification System (ABIS) components and errors. Subsequently, some
biometric modalities were explained from a forensic applications perspective.

The deployment of biometric systems provides an automatic and convenient
way to investigate a crime scene. The accuracy and the reliability of a biometric
system will be reflected in the forensic application. Moveover, the performance
of the forensic system will be enhanced in terms of evidence tracking, processing
time, and individualization accuracy. On the other hand, this deployment in-
volves drawbacks in terms of protecting the database and preserving the privacy
of the individual.
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Abstract. In current business practices, majority of organizations rely heavily 
on digital devices such as computers, generic media, cell phones, network 
systems, and the internet to operate and improve their business. Thus, a large 
amount of information is produced, accumulated, and distributed via electronic 
means. Consequently, government and company interests in cyberspace and 
private networks become vulnerable to cyberspace threats. The investigation of 
crimes involving the use of digital devices is classified under digital forensics 
which involves adoption of practical frameworks and methods to recover data 
for analysis which can serve as evidence in court. However, cybercrime has 
advanced to the stage where criminals try to cover their tracks through the use 
of anti-forensic strategies such as data overwriting and data hiding. Research 
into anti-forensics has given rise to the concept of ‘live’ forensics which 
comprises proactive forensics approaches capable of digitally investigating an 
incident as it occurs. However, information exchange using ICT facilities has 
reduced the world into a global village without eliminating the linguistic 
diversity on the planet. Moreover, existing digital forensics frameworks have 
assumed the language of stored information. If such assumption turns out to be 
wrong, semantic interpretation of extracted text would also be wrong leading to 
wrong conclusions. We propose incorporation of language identification (LID) 
in digital forensics investigation (DFI) models in order to help law enforcement 
to be a step ahead of criminals. In this chapter, we outline issues of language 
identification in DFI frameworks and propose a new framework with language 
identification component.  The LID component is to carry out digital 
surveillance by scrutinizing emails, SMS, and text file transfers, in and out of 
the system of interest. The collected text is then subjected to language 
identification. Determining the language of the text would help to decide if the 
communication is regular and safe or suspicious and should be subjected to 
further forensic analysis.  Finally we discuss results from a simple language 
identification scheme that can be easily and quickly integrated to a DFI model 
yielding very high accuracy without compromising speed performance.  

Keywords: Digital forensic framework, Anti-forensics, Language identification, 
Under-resourced languages, Spelling checker. 
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1 Introduction 

In today’s world a lot of business/private information is stored on computers and 
other electronic devices on a regular basis. Not only is the volume of such information 
enormous, it is also movable from one place to another and in diverse ways.  The 
possibilities of storage, retrieval, and sharing of information are so great and efficient 
that some business transactions are only possible by such means. For example, it is 
now possible to complete a business transaction by sending an email, speaking on a 
GSM phone, sending a text message, all in a bid to clarify the business transaction 
and then finalizing it by means of a bank transfer or payment by means of online 
payment using credit/debit cards. This scenario affords such a good mix of business 
data, social data, private data, economic data, etc. making it hardly possible to 
determine the kind of information that is flowing in/out of a computerized system at 
any given time.  This situation poses a great security risk in terms of the kind of 
information that may be passed to an outsider for ulterior motives or the kind of 
database that may be broken into using technical expertise. The array of information 
that gets stored or transferred through computer systems in the ordinary course of 
business is as follows: 

- Company/Government database (financial data, stocks, staff 
information, contact information, etc.). 

- Telephone communication. 
- Mobile Short messages service (SMS). 
- Email with or without attachments e.g. reports. 
- Data/file sharing through Local/Wide Area networks. 
- Internet online business (orders, parcel monitoring, payments, etc.). 

 
Given such a complicated and diverse setup it is clear that trying to find out ‘what 
went wrong’ especially long after such an event has taken place can be an uphill task. 
This establishes the need for DFI. The term digital forensics has been defined in many 
ways by different researchers and practitioners. Nikkel [1] defined digital forensic as 
the utilization of scientific methods for the identification, collection, validation, 
preservation, analysis, interpretation, documentation and presentation of digital 
evidence for the purpose of realizing the reconstruction of criminal events or 
facilitating the detection of unauthorized actions capable of disrupting planned 
operations. Because of current advances in Computer technology and the ever 
increasing dependence of the business community on ICT this definition must include 
evidence from computer-related media, like cell phones, memory sticks, PDA’s, and 
evidence from network traffic. However, it is not to be assumed that DFI work is 
usually carried out in a system that must be running normally. Sometimes the 
criminals may even try to cover their tracks through making the system un-
operational, hiding data or overwriting data, etc. In some cases DFI experts need to 
take out hard disks and other media to extract information. This would most likely be 
at the suspect’s office or at the crime scene.  In some cases, hand-held devices like 
GSM may be used and the DFI expert may need to examine the content of such 
devices.  
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However, as earlier stated criminals may make deliberate efforts to block DFI, the 
practice that has come to be known as anti-forensics. The implication of anti-forensics 
is that it may delay investigation, lead to wrong information, result in no information 
being found or its relevance being hard to connect to the rest of the investigation. As a 
reaction to anti-forensics, the concept of live forensics or proactive forensics has 
emerged. Its major aim is to put in place digital infrastructure that is capable of 
monitoring any digital system of value in order to ensure that unauthorized 
access/conduct is prevented or arrested at an early stage.  

In this chapter, we present a component based digital forensic framework with a 
language identification component as an important surveillance system – a  unit 
capable of tracking all text transfers in and out of the system of interest aimed at 
enhancing the proactive digital forensic strategy. The functions of the language 
identification component include running concurrently with the system it is supposed 
to protect, regularly extracting text and identifying the natural language of the text, 
and feeding its output into the semantic unit that determines the meaning of the text. 
In this way, the system is assured of the nature/purpose of almost every interaction. 
Thus, any communication or interaction outside the ordinary is alerted for further DFI. 
As can be gathered from the literature, digital forensics (DF) is concerned with using 
scientific techniques to reconstruct an event after it has happened. It involves data 
collection/extraction, identification, validation, analysis, interpretation, preservation 
and documentation of data, for use as evidence in prosecution of a crime, or discovery 
of plans to disrupt normal operations. In this process the language of communication 
is vital and must be determined before any further meaningful processing can take 
place. So far most DFI frame works have assumed the language of the data in 
question, an assumption that could jeopardize the entire effort due to the linguistic 
diversity in the World.  

2 Linguistic Diversity and Digital Forensics 

According to [2] there are over 7000 natural languages in the World. This fact is 
becoming more important now that criminals are embarking on anti-forensics as a 
strategy for evading Justice. While steganography is a much more sophisticated 
means of information hiding in pictures, etc., minority languages could easily serve a 
similar purpose if criminals choose to use one for communication. This raises the 
question of how information hiding using linguistic approaches can be stopped or 
discovered either in the course of live forensic investigation or in the ordinary course 
of a reactive DFI.   

Naturally, the first step in processing information in natural language is to identify 
the language. It is only after the language has been identified that steps to be taken in 
further processing can be decided. If the language is one that the DF investigator can 
understand, the matter is straight forward. If she/he cannot understand the language, 
knowledge of the language of the text helps him/her in the search for a translator, 
either human or automatic. After translation the decision as to whether the text is of 
importance to the investigator can be easily made. Hence language identification is a 
key technology in tackling linguistic diversity in digital forensics. 
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3 Issues of Language Identification in Digital Forensics 
Investigation 

It would appear that identifying the language of a text in order to proceed with a DFI 
is a straight forward problem. However, the reality is quite different because of the 
volume of data that needs to be analyzed in a relatively short time. Moreover, we have 
already noted that there are over 7000 living languages available on Earth. The share 
number of languages alone poses a big challenge for identification coupled with the 
fact that these languages are at varying levels of development. For example, only few 
of the languages have been studied with respect to automatic language identification. 
In such cases some statistical and other methods have been developed for 
distinguishing them given varying amounts of test text. It has been established that 
some methods fail if the text available (for training or identification) is too small. 
However, the languages currently identifiable by computational techniques, are rather 
few and even then a list of such languages is not available anywhere. From the 
literature, it can be estimated that the number of languages so far studied may be 
about 200, even though one recent study by Brown [3] claimed the capability to 
identify more than 900 languages without listing them, of course.  

Apart from the languages discussed above, there is yet a second category of 
languages that cannot be identified using statistical methods because there are no 
digital resources to enable such a study in the first place. These are what are generally 
referred to as minority languages or under-resourced languages. Another issue of 
immense importance is that of multilingual identification. Statistical methods are best 
suited for identifying a text that is written in a single language. For example, [4] noted 
that statistical (commercially available) methods can identify two individual strings as 
belonging to two different languages; but when the separate strings are concatenated, 
the methods frequently fail to identify the resulting multilingual string. In some cases 
the methods identify the text as belonging to a different language entirely, not even 
one of the original languages of the constituent parts. This is extremely worrying 
because in DFI there is already the likely hood that the criminals would try many 
ways to hide information, one of which could be the use of multiple languages.  

The third and closely related issue has to do with the volume of text to be 
identified. If the amount of text is too small some techniques fail to identify the 
language correctly. The fourth issue worth mentioning here is the very important 
question of how much time these language identification methods take to determine 
the language of a text. In this regard, we find that most proposed techniques are not 
adequately investigated with respect to time complexity issues. However, some 
techniques are actually reported to be computationally expensive. DFI is already 
known to be a time consuming task. Therefore, it is important to seek ways that will 
improve performance, not aggravate it. We submit that there is need to intensify 
research on language identification particularly aimed at solving the above stated 
issues and to try to chart technical paths for making integration of language 
identification into proactive (live) DFI a viable endeavor. 

 
 



 Incorporating Language Identification in Digital Forensics Investigation Framework 67 

 

4 Background on Digital Forensic Investigation Framework 

Digital forensic investigation is a process that employs science and technology to 
develop and test theories, which can be tendered in a court of law, to answer questions 
concerning events under investigation. The central point in any DFI is the evidence. 
However, digital evidence has peculiar characteristics. It may be viewed as data of 
investigative value that is stored on or transmitted by some digital device. Thus, 
digital evidence is essentially, hidden evidence similar to Deoxyribonucleic Acid 
(DNA) and fingerprint evidence which are also hidden. According to [5] digital 
evidence is fragile and can be changed or damaged by improper handling and 
inappropriate methods of examination thereby altering its original state; extra care 
must be taken in collecting, documenting, preserving, and analyzing digital evidence. 

Digital forensics analysis involves implementation of many functions involving the 
use of tools, such as cryptographic hashing of files, thumbnail generation, and 
extraction of ASCII sequences; also used are, keyword indexing, and the examination 
of images for evidence of steganography. Three distinct types of digital forensic 
analysis were identified at the Digital Forensic Research Workshop (DFRWS) 
namely, Code analysis, Media analysis and Network Analysis. Recent developments 
in the field suggest that digital forensics can be divided into four categories: network 
forensics, database forensics, mobile forensics and small device forensics. Moreover, 
cloud forensics is viewed as a subset of network forensics (DFRWS, 2001) [6] 
because network forensics is concerned with forensic investigations in public and 
private networks. Because cloud computing is based on broad network access, it can 
follow the main phases of network forensics adapted to the cloud computing 
environment in each phase. Special challenges attend the area of DF investigation in 
cloud computing. Here the great variety in processing devices poses a challenge for 
data discovery and evidence collection. The effect of crime and the workload 
involved in the investigation of crimes in cloud computing is aggravated by the large 
number of resources connected to the Cloud[7]. In addition, the use of audit logs can 
be compromised by time synchronization in the process of sourcing evidence. It is 
established that accurate time synchronization is an issue in network forensics, and 
the challenge is even greater in a cloud environment requiring timestamps to be 
synchronized across many physical machines spread across geographical regions 
involving several cloud infrastructure and remote web clients with numerous end 
points. Furthermore, DFI in the cloud can be hampered by incompatibility of log 
formats among two or more parties carrying out joint investigations[8]. 

The need for a standard framework has been in the focus of researchers as far back 
as 2001 when the first DFRWS was held [6]. Even then researchers are not yet in 
agreement on a particular framework. However, being a framework that must produce 
results in a highly dynamic environment, a DFI framework needs to be flexible in 
order to accommodate the development of requirements for the needed tools and 
procedures for testing each phase. In 2001, DFRWS accepted a framework which 
involves identification, collection, preservation, examination, analysis, presentation 
and decision. This framework has been the basis for all the models that have been 
proposed since then. In 2006, [9] proposed a model that merged the most essential 
features of all the existing models. More recently, [10] proposed an eleven-phase 
systematic DFI model and spelt out techniques for handling volatile and non-volatile 
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evidence collection. The researchers noted that using a combination of tools in the 
data collection phase can improve results.  

In the past few years, DFI has been faced with several challenges namely 
increasing volume of data, the time required to process such data, types and variety of 
data sources, etc. In addition the emergence of anti-forensics as a means of disrupting 
DFI (often used by criminals) has further complicated the procedures for DFI. In 
reaction to the above developments researchers have proposed a number of ways in 
which to tackle these challenges. In their research, [11] have proposed distributed 
digital forensics (DDF) as a means of tackling the volume of data and processing it in 
a timely manner. They outlined system requirements for the distributed digital 
forensic system and suggested a light weight frame work for DDF. According to [12] 
anti-forensics refers to methods and activities that prevent forensic tools and 
investigators from achieving their objectives. Examples of anti-forensics techniques 
are data overwriting and data hiding. Anti-forensics can prevent evidence collection, 
increase the investigation time, advance misleading evidence aimed at jeopardizing 
the investigation, and prevent identification of digital crime. The author further stated 
that a future DFI process will be facilitated by development of future tools and 
techniques to cope with collection and preservation of proactive evidence. In an 
earlier research, [13] emphasized the need for organizations to decide on the data to 
collect in order to investigate anti-forensics effectively. The need to develop standard 
procedures for live DFI cannot be over emphasized. 

Another approach for dealing with the ever-increasing complexity of DFI was 
proposed by [12]. The researchers considered the development of a component based 
framework consisting of three components: Proactive digital forensics (ProDF), 
Reactive digital forensics (ReDF) and Active digital forensics (ActDF). According to 
the researchers, the goals of ReDF include determining the root-cause of the incident, 
linking the perpetrator to the incident, minimizing the level of damage of the incident 
and making it possible to successfully investigate the incident. The researchers further 
define the goals for ActDF as aimed at collecting relevant live criminal digital 
evidence (CDE), including volatile evidence, on a live system, minimizing the impact 
of an ongoing attack and helping to provide a meaningful starting point for a reactive 
investigation. Other researchers [14] have proposed new forensic techniques and tools 
for the investigation of anti-forensics methods, and have suggested automation of live 
forensic investigation. These approaches aim at dealing with digitally investigating an 
incident while it occurs. 

According to [15] digital crime scene investigation has 3 main phases: 

1. System preservation & documentation  
2. Evidence searching & documentation  

  3. Event reconstruction & documentation 
 

In the framework proposed by [16], the phases under the proactive component 
include: 

i) Proactive Collection (concerns automated live collection of a pre-defined 
data in the order of volatility and priority, specific to the requirement of 
an organization),  
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ii) Event Triggering Function (targets suspicious events that can be triggered 
from the collected data),  

iii) Proactive Preservation (involves automated preservation of the evidence 
related to the suspicious event),   

iv) Proactive Analysis (deals with automated live analysis of the evidence, 
using forensics techniques such as data mining),  

v) Preliminary Report (refers to automated report for the proactive 
component).  

The goals to be achieved by the addition of the proactive component include 
development of new proactive tools and techniques to investigate anti-forensics 
methods, capturing more accurate and reliable evidence in real time, promoting 
automation in subsequent phases in the proactive component of the DFI, providing 
reliable leads for the reactive component to take place and, finally saving time and 
money by reducing the resources required to carry out an investigation[16]. 

In this chapter we propose the incorporation of a language identification 
component in the DFI framework for effective live forensic investigation aimed at 
sound management of the volume of forensic data to be analyzed and reducing the 
time spent on processing forensic data.  

5 The Proposed Framework 

Our framework is intended to be implemented as part of firewall forensics in which 
language identification is performed at 2 levels. It has three stages. In phase 1, the 
first level of language identification (LID1), is used for confirmation purposes i.e. it is 
understood that the system to be protected has boundaries and at these boundaries, 
there is need to perform a check to confirm that whatever text is allowed into the 
system is in the language(s) the system was built to work with. Therefore at the first 
step, language confirmation is performed. If this is passed, the level of alertness with 
respect to this text is reduced but the input is still passed to proactive analysis and 
ultimately to proactive preservation before a decision is made as to whether this is 
part of normal processing or not. The case would naturally be different when LID1 
fails to recognize the language of a particular input. In which case the system is at 
heightened alert (phase 2), and full-scale language identification must be performed to 
determine the language of the input using LID2. Then there is a check for possible 
linguistic information hiding before proactive preservation. At this point a decision 
can be made as to whether or not such input should be subjected to full reactive DFI 
(phase 3). The proactive framework with language identification component is shown 
in Figure 1. The requirements to go in phase 1 include: 
 
a) Availability of all the language models for the intended languages in the 

particular system 
b) The readiness of the language identification technique which must already be 

installed and running in the background. 
 



70 N. Akosu and A. Selamat 

 

The requirements to enter in phase 2 of the framework include: 

i) The readiness to install as many language models as necessary to identify the 
language of the input text. 

ii) Availability of multi-processing facilities using GPU programming for 
efficient implementation of the language identification component. 

iii) Availability of automatic translators to enable further semantic processing of 
input after identification of the language.   

 
 

 

Fig. 1. Pro-Active Digital Forensic Investigation Framework with Language Identification 
component 
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This figure shows the proposed framework made up of 3 phases. Inside the figure, 
Phase 1 specifies a need to carry out language confirmation. Phase 2 specifies full 
scale language identification, which will be performed when phase 1 reveals that the 
input text is not in any of the languages anticipated by the system. Phase 3 is entered 
when the need for a reactive forensic investigation is established. The usual 
procedures are then followed. 

The requirements to go in phase 3 include: 

a) A strategic decision support system including possible threats in the given 
circumstances of the specific system. 

b) Adequate storage facilities and algorithms for event searching and event 
reconstruction  

6 Proposed LID Technique Suitable for Digital Forensic 
Investigation 

There are two main objectives for incorporating language identification in DFI 
framework, namely monitoring the system of interest at the boundaries to prevent any 
criminal activities before they happen and reducing the volume of data to be 
processed, as well as the time required for analysis, if/when a reactive forensic 
investigation becomes necessary. Both objectives cannot be realized if the language 
identification technique is not efficient or is too cumbersome to operate. We propose 
the Spelling Checker approach for forensic language identification due to the 
following reasons: 

i) The technique is easy to launch; can be quickly launched for any language as 
long as such a language is written using an orthographic form that permits 
tokenization. 

ii) Uses whole words as features to carryout identification, i.e. uses language 
features that are basic and closest to the most natural form of communication 
by humans. 

iii) Fast in operation; speed can be improved by performance tuning. 
iv) This technique does not need large volumes of text to implement. 
v) It can correctly identify a single sentence. 
vi) The technique is capable of multi-lingual identification. 

6.1 Theoretical Background 

The Spelling Checker technique is a simple method which identifies the language of a 
target text by comparing the words in the document with the list of words that exist in 
the vocabulary of any set of available languages. If a particular language emerges as 
having, in its lexicon, the largest number of words in the target text the system 
concludes that the target document must have been written in that language. The 
process starts with construction of the language models (vocabulary or lexicon for 
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each language) which are generated by tokenizing some reasonable amount of text in 
the various languages and elimination of duplicate words after pre-processing. The 
resulting language models are word lists comprising unique occurrences of words in 
each language. These models are taken as functional definitions of each language, 
which may grow with usage.  The system determines the language of any input 
document by computing a binary matrix of the text by searching for each word (in the 
document) across all the language models. 

The goal is to determine the status of each word in a document with respect to the 
vocabulary of a particular language. Any word, w, can only be a member of the 
vocabulary of a language if it is a valid word in the language. We have two conditions 
that need to be fulfilled, 

 1. Word, w is in document D 
 2. Word, w is valid in vocabulary, V. 
 
This can be expressed using statistical notation as follows: 
 

  {w│w ∈V &D(w)}      (1) 
 
This captures “the set of all words, w such that w is an element of V (the vocabulary 
of the language) and w has property D. Equation (1) is used to build the binary matrix 
which is then analyzed to identify the language of the document, D. 

The proposed technique considers language identification as a problem of 
computing the distribution over some set X of variables X1 …  Xn , (i.e. words) each 
of which takes values in the domain Val (Xi), the vocabulary of the language.  Thus, 
given a document D, the data set, D = {x(1) … x(m) }, where each x(m) is a complete 
assignment to the variables X1 …  Xn in Val (X1 … Xn). In order to compute an ‘N x 
K’ binary matrix which can be used to predict the language of D, we define a scoring 
function, Score (L: D) which generates the ‘N x K’ matrix relative to the data set, D. 

The score is reduced to summary statistics with respect to the individual language 
models, using the generated binary matrix, M, defined as M [xi, u] for each xi ϵ Val 
(Xi);   u ϵ {L}, set of language models. Therefore, 
 

  Score = 1         0                             (2) 

 
The sum of scores associated with each language model (wordlist spelling checker) is 
computed using the function: 
 

      Score (L: D) = ∑                                       (3) 

The language is then determined based on some threshold value set by the user. For 
example, if the user decides on a threshold value of 70% this means that at least 70% 
of the words in the document must be confirmed as valid in a particular language in 
order determine that the document is in the stated language. Research done by the 
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authors shows that a benchmark of 50% often gives 100% accuracy. This can serve as 
guide for users. The percentage (%) score is computed using equation (4), 
 

  Score (%) = 100 * ∑ /  ,                                     (4) 
 
where n is the number of words in dataset, D. 

The language of the document is determined by comparing the score (%) to the 
threshold value. The document language is unknown if score (%) is less than the 
required threshold value. 

7 Spellchecker Model and Its Experimental Validation  

In this Section we present the wordlist based spellchecker model and demonstrate its 
viability for language identification. To do this we explain the source documents, the 
tokenization process and the resulting language models and experimental results for 
some selected languages. The modeling of the spellcheckers was done using the 
tokenization method in which the input documents were stripped of special characters 
and numbers. The tokenization process then split the raw data into the individual 
words to form the wordlists of the spellcheckers for each language. The Universal 
Declaration of Human Rights (UDHR) act translations for the chosen languages 
provided the needed source documents for experimentation. The UDHR is translated 
into over 300 languages [17]. Spellcheckers for 4 languages were generated using the 
wordlist-based approach. The process of tokenization was preceded by the 
preprocessing step involving removal of special characters and numeric characters. 
Thereafter all duplicate words were removed and all characters were converted to 
lower case. In order to demonstrate the performance of the spellcheckers, the 
spellchecker lexica were divided into five layers as follows: 
 
i) We divided the UDHR corpus translations for the 4 languages into 2 parts, one 

part made up of 90% of the corpus was used for training, (the lexica of the 
spellcheckers), while the remaining 10% of the corpus served as the testing set. 

ii) The training set was then split it into 5 layers using word frequency; the first 
layer consisted of words that occur ‘10 or more’ times, the second part 
consisted of words that appeared between ‘5 and 9’ times, the third layer was 
formed by words that occur ‘3 or 4’ times, the forth layer consisted of words 
that appeared twice while the fifth layer consisted of words that occur once. A 
similar stratification was used by [18] and [19]. 

iii) We tested the spellcheckers using the testing set by determining the number of 
words that were recognized by the first layer of the spellchecker, then the 
number of words that were recognizable using the first layer plus the second 
layer and by cumulatively adding the subsequent layers, the performance of the 
spellchecker was recorded as it changed from cumulating layer 2 to layer 5 of 
the lexicon. 
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iv) As an additional further validation step, we downloaded a larger English 
language corpus from project Gutenberg, consisting 192,427 tokens which 
were used to carry out 2 validation tests. In the first test, all the 192,427 tokens 
were used as training set while the UDHR translation (in English) was used as 
testing set. For the second validation test, we used 90% of the text from project 
Gutenberg for training and 10% for testing.  Both experiments were done using 
the layering system outlined in sub-paragraphs (i) to (iii) above. 

The process of determining ‘not recognized’ words was carried out using a computer 
program written in Python programming language. 

7.1 Results 

The spellcheckers for Tiv, Malay, and ‘English1’ were built using 90% of the UDHR 
translation in the respective languages. At the first level, i.e., using only words that 
have frequency of ‘10 or more’ we obtained a token recall of 50% (Tiv), 40% 
(Malay), and 51.3% (English1). Notice that we used ‘English1’ to distinguish the data 
set from UDHR as against English2 and English3 representing data set from the larger 
English corpus. Results for all the validation experiments are shown in Figures 2-4. 

Also at the first layer, the type recall was 25.9% (Tiv), 15.4% (Malay), and 20.2% 
(English1). To the user, what matters is the type/token ratio in recall since the user 
only needs to include a word once for it to be recognized several times by the 
spellchecker. Therefore, the user’s recall was 65.2% (Tiv), 50% (Malay), and 55.1% 
(English1) at the first level. 

 

Fig. 2. Validation results for wordlist based spellcheckers for Tiv language 

This figure shows graph of performance of the spellchecker for Tiv language. 
Inside the figure, it can be seen that the more words in the lexicon, the better the 
performance. 
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Fig. 3. Validation results for wordlist based spellcheckers Malay language 

This figure shows graph of performance of the spellchecker for Malay language. 
Inside the figure, it can be seen that the more words in the lexicon, the better the 
performance. 

 

Fig. 4. Validation results for wordlist based spellcheckers for English language 

This figure shows graph of performance of the spellchecker for English language 
using a larger corpus. Inside the figure, it can be seen that the more words in the 
lexicon, the better the performance. 

At the second level, the token recall increased to 64.1% (Tiv), 50% (Malay), and 
59.5% (English1) while the type recall moved to 43.5% (Tiv), 25.6% (Malay), and 
31.5% (English1) and the user’s recall climbed to 73.5% (Tiv), 55.7% (Malay),  
and 61.4% (English1). The results continued to improve until at the level of adding 

0

20

40

60

80

27 53 95 157 401

%
 r

ec
al

l 

No.  of words (Malay spell checker)

Tokens

Types

Users

0

20

40

60

80

100

120

1404 2345 3371 4451 7451

%
 r

ec
al

l 

No. of words (English 3 spell checker)

Tokens

Types

Users



76 N. Akosu and A. Selamat 

 

the hapaxes we found that the token recall went to 84.5% (Tiv), 68% (Malay), and 
78.5%(English1), while the user’s recall finally stood at 86.7% (Tiv), 71.0% (Malay), 
and 79.1% (English1). The result for 15 languages is shown in Table 1 including the 
token, type and users’ recall for English2 and English3. From these results it can be 
observed that the recall values did not show such a wide margin irrespective of the 
size of corpus used. Table 1 shows the accuracy of spellcheckers along with the size 
of corpus used to build the language models. 

Table 1. Accuracy / Size of corpus 

 
 

No of words 
used to build 
spellchecker 

 
No of 

 
Token/type 

ratio 
Test set 

Users’ 
Recall 

(%) 
Language  types  

Tokens Types
 

Hausa 1643 411 4.0 183 115 86.9 
Tiv 1622 330 4.9 181 85 86.7 
Igbo 1728 363 4.8 193 81 91.7 

Yoruba 1422 122 11.7 158 44 96.7 
Malay 1175 401 2.9 131 78 71.0 
Zulu 905 603 1.5 101 87 42.6 

Swahili 1504 343 4.4 168 89 79.8 
Ndebele 865 520 1.7 97 81 50.5 

Indonesian 1213 417 2.9 135 91 65.2 
Croatian 1235 637 1.9 138 106 62.3 
Serbian 1288 639 2.0 144 114 61.1 
Slovak 1199 640 1.9 134 104 59.0 
Asante 1732 348 5.0 193 107 73.9 

Akuapem 1784 263 6.8 199 83 90.0 
English-1 1418 450 3.2 131 78 79.1 
English-2 192,427 7,811 24.6 1,781 533 89.1 
English-3 173,184 7,450 23.3 19,243 2,550 98.1 

 
The above results and accompanying observations confirm that the first generation 

spellcheckers derived from the UDHR translations are of adequate accuracy and 
reliability and are thus suitable for application to other Natural Language Processing 
tasks such as Language Identification. This could be a significant contribution to the 
development of a digital resource base for under-resourced languages. 

8 Discussion 

The spellchecker model has very interesting properties, one of which is the fact that 
its performance is capable of improving with usage. We have seen this in the 
performance of the spellcheckers in Section 7. All the spellcheckers continued to 
improve in performance as more and more layers of words were added to the 
spellchecker lexica. This is particularly important because natural languages are living 
languages and they tend to evolve by inclusion of additional words. Secondly, all the 
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spellcheckers showed high recall values at the high frequency layers, i.e. layers 1 and 
2. This confirms that there is a class of words that are consistently used more often 
than other words for every language. It is also interesting to mention that like in 
ordinary usage of spellcheckers for word processing, where the spellchecker lexicon 
is allowed to grow with usage, using spellcheckers for language identification can 
also benefit from the same feature – including newly discovered words in the lexica 
would enhance the capability of the spellcheckers. Finally we note that the ease with 
which a spellchecker model can be built is another advantage in that it is relatively 
easy to expand a given system by adding more languages to those it is capable of 
identifying. We have already noted that it is not necessary to have a large corpus in 
order to build a viable spellchecker model for language identification. From Table 1 
we observe that in the case of English, the last 3 rows gave a comparable percentage 
recall irrespective of the size of text used to build the spellchecker models.   

9 Summary and Conclusion 

In this chapter we proposed the integration of a language identification component in 
DFI framework as a strategy for tackling anti-forensics. Using this approach promises 
some interesting advantages including, reducing the volume of data to be analyzed 
if/when a reactive DFI becomes necessary, reducing the time required for DFI, 
keeping investigators one step ahead of criminals and reducing the likelihood of using 
natural language for linguistic information hiding. Adopting this approach in the 
logical crime scene procedures will increase the DFI foot print, thereby further 
empowering law enforcement. Finally we propose the use of multi-processing by 
means of GPU programming for the language identification component. This will 
further reduce the time needed for detecting the language of online communication 
for effective surveillance of important data bases. 
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Abstract. In today’s world, advancement of Information Technology has been 
simultaneously followed by cyber crimes resulting in offensive and distressful 
digital contents. Threat to the digital content has initiated the need for applica-
tion of forensic activities in digital field seeking evidence against any type of 
cyber crimes for the sake of reinforcement of the law and order. Digital Foren-
sics is an interdisciplinary branch of computer science and forensic sciences, 
rapidly utilizing the recovery and/or investigation works on digital data ex-
plored in electronic memory based devices with reference to any cyber based 
unethical, illegal, and unauthorized activities. A typical digital forensic investi-
gation work follows three steps to collect evidence(s): content acquisition, con-
tent analysis and report generation. In digital content analysis higher amount of 
data volumes and human resource(s) exposure to distressing and offensive ma-
terials are of major concerns. Lack of technological support for processing large 
amount of offensive data makes the analytical procedure quite time consuming 
and expensive. Thus, it results in a degradation of mental health of concerned 
investigators. Backlog in processing time by law enforcement department and 
financial limitations initiate huge demand for digital forensic investigators turn-
ing out trustworthy results within reasonable time. Forensic analysis is per-
formed on randomly populated sample, instead of entire population size, for 
faster and reliable analysis procedure of digital contents. Present work reports 
about an efficient design methodology to facilitate random sampling procedure 
to be used in digital forensic investigations. Cellular Automata (CA) based ap-
proach has been used in our random sampling method. Equal Length Cellular 
Automata (ELCA) based pseudo-random pattern generator (PRPG) has been 
proposed in a cost effective manner utilizing the concept of random pattern ge-
nerator. Exhibition of high degree randomness has been demonstrated in the 
field of randomness quality testing. Concerned cost effectiveness refers to time 
complexity, space complexity, design complexity and searching complexity. 
This research includes the comparative study for some well known random 
number generators, e.g., recursive pseudo-random number generator (RPRNG), 
atmospheric noise based true-random number generator (TRNG), Monte-Carlo  
(M-C) pseudo-random number generator, Maximum Length Cellular Automata 
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(MaxCA) random number generator and proposed Equal Length Cellular Au-
tomata (ELCA) random number generator.  Resulting sequences for all those 
above mentioned pattern generators have significant improvement in terms of 
randomness quality. Associated fault coverage is being improved using iterative 
methods. Emphasis on cost effectiveness has been initiated for proposed ran-
dom sampling in forensic analysis. 

Keywords: Digital Forensic Investigation, Random sampling, Recursive pseu-
do-random number generator (RPRNG), True-random number generator 
(TRNG), Monte-Carlo (M-C) pseudo-random number generator, Cellular Au-
tomata (CA), Maximum Length Cellular Automata (MaxCA), Equal Length 
Cellular Automata (ELCA). 

1 Introduction  

Forensic researcher E. Casey has described forensic procedure [1] as a collection of 
work modules to be executed for serving crime alert. Digital forensics is a recognized 
scientific and forensic procedure used in digital forensics investigation and has been 
abruptly used to collect evidence against cyber/computer based unethical, illegal and 
unauthorized activities. Content acquisition, content analysis and report generation are 
followed in a typical digital forensic investigation. Digital devices detained for explo-
ration purpose are referred as ‘exhibits’ in legal terminology. Scientific techniques 
have been utilized by the investigators to recovery the digital evidences validating 
assumptions for law and/or civil records [2]. 

Major problem is faced in analyzing the contents of a digital device. The volume of 
data required to be inspected in forensic investigation is rapidly increasing with time. 
In recent days, digital investigation is established as an expensive and time critical 
task for instability of existing forensic software dealing with large data and for the 
presence of existing backlogs in processing time by law enforcements. Exposures to 
distressed and offensive materials are often responsible for lowering physical and 
mental conditions of concerned investigators. The requirement of cost effective solu-
tions in case of automatic digital forensic investigations has initiated the usage of 
calculated samples instead of investigating total population of data. The samples are 
fetched in a guided random way from entire data collected from ‘exhibits’ [3]. 

Random numbers are defined as homogeneously distributed values over a well 
specified interval. Prediction for the next values is unfeasible for a random sequence 
[4].  

The characteristics of random number [4-5] have described the fundamental distri-
bution in a random sequence. No correlations between the successive numbers are 
found. Random numbers over a specified boundary are essentially normalized with 
some distributions such that each differential area is equally populated. Power-law 
distribution for random number has been described in Equation 1 [4]. 

nCXxP =)(  for X є [x0,x1]                                                 (1) 

where ‘P(x)’ is power-law distribution and ‘C’ is a constant;  
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Random numbers (patterns) [4-5] obtained by the execution of a recursive comput-
er program are referred to as recursive pseudo-random number generator. ‘Pseudo’ is 
considered as the implicit deterministic way to form ‘randomness’.  

An alternative way for generation of pseudo-random numbers is the usage of 
Monte-Carlo (M-C) RNG [6-7]. M-C is described as a stochastic method [6-7]. The 
term ‘Monte-Carlo’ has been introduced by Von Neumann and Ulam during World 
War II. M-C method has been applied to problems related to the atomic bomb. The 
mean values of stochastic variables are expressed as integral of variables in M-C me-
thod [8-9] as illustrated in Equation 2. 

=
D

dxxfxhI )()(
                                               

 (2) 

where ‘D’ is high dimensional domain with coordinates ‘x’ and ‘f(x)’ is a non-
negative function; 

Equation 3 is further satisfied by ‘f(x)’. 

 =
D

dxxf 1)(
                                                    

 (3) 

Non-deterministic method is primarily required in ‘seed’ selection for generation 
of true-random numbers (TRNs) [10]. ‘Seed’ is fetched from physical procedures 
such as radioactive decay, photon emissions or atmospheric noise.  

Alternative method for generating pseudo-random number has been established 
with the usage of Cellular Automata (CA).  CA [11] has been described as a dynamic 
mathematical model to represent the dynamic behavior of system. Application area of 
CA ranges from the field of computability theory to complexity science or from theo-
retical biology to micro-structure modeling. Regular frameworks of cells are found in 
CA structure. Each of the cells is either in 'On' or 'Off' state. The frameworks of CA 
cells could have different dimensions. Each cell surrounded by neighborhood cells is 
defined with respect to the particular cells. A typical structure of an n-cell Null Boun-
dary CA is represented in Fig. 1 [12]. 

 

Fig. 1. Typical structure of n-cell Null Boundary CA [12] 
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Earlier researches on maximum length Cellular Automata (MaxCA) have estab-
lished maximum randomness using its cycle having a length of 2n-1 or 2n [13-18]. It is 
required to exclude prohibited patterns from generated random numbers using the 
same cycle [19-21].  

Quality of randomness generated by random number generator is required to be ve-
rified. Diehard tests are a battery of statistical tests for measuring the quality of a 
random number generator [22]. 

Rest of the chapter is organized as follows: related works are discussed in  
Section 2; background has been reported in Section 3; proposed work is explained in 
Section 4; experimental observations and result analysis are shown in Section 5 and 
conclusion is drawn in Section 6.  

2 Related Works 

Previous researches [3, 23-24] have reported cost efficient randomized samples for 
digital forensics investigations. B. Jones et al. have mentioned the reduction in paral-
lel clients' waiting time from three months to twenty four hours in case of digital  
forensics investigations using random sampling [3]. R. Mora et al. have reported re-
duction in processing time, higher accuracy and reduced chances of human errors in 
digital investigations [23]. O.D. Vel et al. have reported efficient usage of hidden 
markov model for tracking and prediction for degree of criminal activity over time 
using randomly sampled forensics scenarios [24]. Lack of focus on quality of  
randomness in randomized sample has been found in past. 

Major efforts have been established to produce quality random numbers [8, 10, 14-
22]. “http://www.random.org” [10] has pursued for generation of TRN using physical 
phenomenon like atmospheric noise as ‘seed’. Important efforts have been reported in 
[14-22] for generation of pseudo-random numbers using CA. High degree of random-
ness has been recognized in MaxCA PRNG. 

Pseudo-random numbers are achieved using a combination of ‘randomize’ and 
‘rand’ functions. Equation 4 is utilized to achieve pseudo-random numbers [5]. 

)(211 NmodPXPX nn +=+                                             
 (4) 

where ‘P1’, ‘P2’ are prime numbers; ‘N’ is the range for random numbers; ‘Xn’ is 
calculated recursively using the base value ‘X0’; ‘X0’ is a prime number and referred 
as ‘seed’; 

Pseudo-random pattern is achieved for a condition where ‘X0’ (seed) is fixed or it 
is selected in a deterministic procedure [4]. 

Recursive algorithm based computer program which is most frequently used as a 
source of random sequence has been considered in this chapter. Generation of pseudo-
random numbers by recursive algorithm has been described in Fig. 2.  

 



 Cost Optimized Random Sampling in Cellular Automata 83 

 

 

Fig. 2. Flowchart for pseudo-random number generation by recursion 

Algorithm 1 has been used to prepare pseudo-random number as follows:  

Algorithm 1. Recursive_Pseudo-Random_Pattern_Generation  

Input: Upper limit for random numbers to be generated (n) 
Output: Random pattern of integers 
 
Step 1: Start 
Step 2: Initialize the range for which random integers to 
be generated  
Step 3: Setting up of randomize seed 
Step 4: Repeat Step 5 until required number of iteration 
has been achieved 
Step 5: Generate random number using the random seed 
Stop 6: Stop 

M-C PRNG is optionally used to produce pseudo-random numbers within a specif-
ic boundary [6-9]. It is found with Monte-Carlo Simulator. M-C PRNG has been con-
sidered in this chapter. 

TRNG is described by random.org in [10]. The atmospheric noise is fetched as 
‘seed’ by random.org producing true random numbers.  
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Different degrees of randomness have been found using generated patterns by con-
cerned RNGs. Recursive algorithm based RNG is deterministic in the procedure of 
‘seed’ selection. The characteristics of TRNG are different from PRNG. TRNGs are 
ineffective compared to PRNGs over a time period towards generation of random 
numbers [10]. Particular sequence of numbers couldn't be reproduced in case of 
TRNG having non-periodic nature. There are chances for repetitions for the same 
sequence. 

It has been observed that MaxCA PRNG is not a cost effective PRNG [25-26]. It is 
mandatory to keep track of PPS in maximum length cycle for excluding the prohibited 
patterns. Time, design and searching costs associated with random number generation 
have higher values. Careful consideration is required for selection of cost effective 
PRNG in Digital Forensics Applications. 

Proposed work is emphasized on a cost optimized ELCA based PRNG for random 
sampling in digital forensic investigations. The detailed discussion of the proposed 
methodology is further illustrated in Section 4. 

3 Background 

An approach achieving high degree of randomization having better cost optimization 
with respect to all concerned complexities has been reported in [25-26]. The overall 
procedure is suitable for hardware implementation and its mathematical calculations 
have been reported as follows: 

 
Consider, CA size of ‘n’; 
Then, 2n= 2n-1+2n-1  
              =21*(2n-1) (i.e. two number of equal length cycles) 
               
              = 22*(2n-2) (i.e. four number of equal length cycles) 
              = 2m*(2n-m) (i.e. 2m number of equal length cycles) for n≥1 and m=1, 2, 3 

…… (n-1). 
So we have,  

)(2*22 mnmn −=                                                         (5) 

Thus ‘m’ is always less than ‘n’ [25-26]. 
 

Example 1: 
 

Consider, CA size ‘n’ is equal to 4. 
 
So, 24=21*2(4-1) (i.e., total two numbers of equal length cycles of size eight), 
      =22*2(4-2) (i.e., total four numbers of equal length cycles of size four), 
      =23*2(4-3) (i.e., total eight numbers of equal length cycles of size two). 
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Generated ELCAs are capable of producing random numbers as equivalent to the 
randomness quality achieved from MaxCA [25-26]. 

Proposed methodology is efficient to deal with prohibited pattern set (PPS). Prohi-
bited pattern is referred to as a bit configuration found in a digital circuit for non-
computability [25-26]. The occurrence of each prohibited patterns should be enclosed 
in any of the smaller sub-cycles such that the remaining cycles should be allowed to 
generate random numbers showing better cost effectiveness [25-26]. Hence, simpli-
fied design complexity and empowered searching complexity are found in our pro-
posed approach considering zero overheads for keeping track for PPS in random 
number generation. More number of smaller equal length cycles is used in case of 
proposed n-cell ELCA as compared to n-cell MaxCA. 

Each prohibited pattern is excluded from the cycle as per procedure of generating 
random numbers in MaxCA (refer Fig. 3(a)). In this scenario, PPS is excluded from 
the cycle of MaxCA. Assume, n-number of prohibited patterns in case of a MaxCA. 
Let, PPS is {RC0, RC1,…, RCn-1}. Minimum length of arc (Arcmin) between the prohi-
bited patterns RC0 and RCn should be measured for utilizing remaining arc (i.e. effec-
tive arc (Earc)) for random number generations (refer Fig. 3(a)). Cycles containing 
prohibited patterns have been excluded from the procedure of generating pseudo ran-
dom numbers for ELCA based PRNG [25-26] (refer Fig. 3(b)). 

 

 

Fig. 3. (a) Typical cycle structure to deal with the problem of PPS in MaxCA 
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Fig. 3. (b) Typical cycle structure to deal with the problem of PPS in ELCA 

 

Fig. 3 is generated having ‘n’ number of restricted configurations with following 
set: PPS = {RC0, ....,RCn-1}. 

It is mandatory to measure Arcmin and Earc in case of n-cell MaxCA for complete 
fault coverage in subsequent random pattern generation. 

 
Definition 1: Minimum length of Arc (Arcmin) - Arcmin is the minimum distance be-
tween first and last prohibited patterns within the cycle of an n-cell MaxCA. 

 
Definition 2: Effective Arc (Earc) - Earc is the remaining arc length of the cycle of  
an n-cell MaxCA excluding Arcmin. It is responsible for generating pseudo random 
patterns. 

4 Proposed Work 

Efficient random sample files have advantages for completion of digital forensics 
investigations to process within specified time [3, 23-24]. Cost effectiveness and sim-
ple design methodology are beneficial for generation of effective random sample 
files. The usage of ELCA based PRNG for random sampling in digital forensics  
applications has been emphasized. 
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We have emphasized the usage of cost effective ELCA based PRNG instead of 
opting for any other PRNG as CA based systems are easy to implement using D-type 
flip-flops. We have proposed a method to decompose an n-cell CA having large 
cycles into equal length cycles of smaller length such that concerned complexity costs 
should be reduced and the fault coverage should be flexible. The proposed digital 
forensic analysis system has been described using the flowchart in Fig.4.  

 

 

Fig. 4. Flowchart of proposed Digital Forensic Analysis System 
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The preparation of effective random sample files using ELCA PRNG has been fo-
cused on particular forensics investigations as required (refer Fig. 4). Algorithm 2 has 
been used for ELCA generation. 

Algorithm 2. ELCA_Generation  

Input: CA size (n) 
Output: m-length ELCAs  
 
 
Step 1: Start 
Step 2: Initialize the number of n-cell CA to generate 
random numbers using n-cell CA 
Step 3: Initialize balanced CA rule to all the cells for 
generation of ELCA 
Step 4: Decompose the cell number (n) into equal numbers 
(m) such that 2m*(2n-m)  
(i.e. ‘m’ number of ELCA) for n•1 and m=11 and m=1, 2, 3 …… (n-1) 
Step 5: Generate random pattern 
Step 6: Stop 

Proposed methodology is allowed only to generate random numbers from smaller 
cycles that do not contain PPS. The PPS exclusion feature from the main cycle has 
improved the design complexity.  The logic behind this simplicity is that the proposed 
methodology has simply discarded the equal length cycles containing prohibited pat-
terns. So there is no need to keep track of Arcmin length in the cycle. Concepts of  
Arcmin and Earc are only applicable for MaxCA based design. Let, the time taken for 
calculating Arcmin and Earc are Tarc and TE respectively. So, the pattern generation time 
is T (Tarc + TE). There is no concept of calculating Tarc and TE in our proposed ELCA 
based design. All the smaller cycles having PPS are discarded from pattern generation 
procedure. Therefore, effective time taken for pattern generations TELCA is equal to the 
execution time for remaining smaller length cycles having no PPS. Thus, TELCA is free 
from the overhead of calculation of Tarc and TE. Hence, its design complexity is simp-
ler compared to MaxCA. 

Example 2 

A 4-cell CA is decomposed into some equal length smaller cycles instead of one max-
imum length cycle. There are several options to make the decomposition as per the 
real-time requirement. It can be decomposed into 4 smaller cycles of length 8; or, it 
can also be decomposed into 8 smaller cycles of length 4, and so on. Overall pattern 
generation in this type of scenario is followed as per Fig. 5. One maximum length 
cycle has been shown in Fig. 5(a). 4 equal length smaller cycles are shown in Fig. 
5(b). Further, 8 equal length smaller cycles are shown in Fig. 5(c). Fig. 5(a) is based 
on Null Boundary 4-cell CA having rules in specified sequence <90, 150, 90, 150>. 
The synthesis of this example to generate ELCA is achieved by the ‘ruleset’ <195, 
195, 195, 195> (refer Fig. 5(b)) and <51, 51, 51, 51> (refer Fig. 5(c)). 
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Fig. 5. (a). MaxCA Cycle for n=4 for <90, 150, 90,150> 

 

Fig. 5. (b). Proposed 2 ELCA of cycle size 8 for < 153, 153, 153, 153> 

 

Fig. 5. (c). Proposed 8 ELCA of cycle size 2 for < 51, 51, 51, 51 > 

5 Experimental Observations and Result Analysis 

Data sets generated by different RNGs have been reported in Fig. 6 visualizing ran-
domness quality of corresponding RNGs.  

It is observed in Fig. 6 that “Recursive PRNG” has least degree of randomness. 
“MaxCA PRNG” and “ELCA PRNG” share almost equal degree of randomness 
which is maximal compared to all other RNGs.  

Diehard tests are being performed on data sets generated by PRNGs. ‘P-value’ has 
been calculated based on each of the tests. The ‘p-value’ generated for each sample 
data set by Diehard battery series test is convenient for deciding pass/fail for the  
test data set. The ‘p-value’ is uniform over [0, 1) for an input file in which truly  
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independent random bits are found. These p-values are obtained by “p=F(x)”, where 
‘F' is assumed to be the distribution of sample random variable ‘x’. The values 
“p<0.025” and “p>0.975” are described as the RNG has “failed the test at the 0.05 
level” [22]. The degree of randomness achieved by different random number genera-
tors in Diehard tests is reported in Table 1. 

 
 

 

Fig. 6. Randomness Quality Graph for five different RNGs 

Table 1. Performance results using Diehard for different RNGs 

Diehard 

Test 

Number 

Name  

of  

the test 

Recursive 

PRNG 

M-C 

PRNG 

TRNG MaxCA 

 

ELCA 

n=23 n=64 n=23 n=64 

1 Birthday 

Spacings 

Fail Fail Pass Pass Pass Pass Pass 

2 Overlapping 

Permutations 

Fail Fail Fail Pass Pass Pass Pass 

3 Ranks of 

31x31 and 

32x32  

matrices 

Fail Fail Fail Pass Pass Pass Pass 

4 Ranks of 6x8 

Matrices 

Fail Fail Pass Pass Pass Pass Pass 

5 The Bitstream 

Test 

Fail Fail Fail Fail Fail Fail Fail 
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Table 1. (continued) 
 

6 Monkey 

Tests 

OPSO, 

OQSO, 

DNA 

Fail Fail Pass Fail Pass Fail Pass 

 

7 

Count the 

1`s in a 

Stream of 

Bytes 

 

Fail 

 

Fail 

 

Pass 

 

Pass 

 

Pass 

 

Pass 

 

Pass 

8 Count the 

1`s in Spe-

cific Bytes 

Fail Fail Pass Fail Pass Fail Pass 

9 Parking Lot 

Test 

Fail Fail Pass Pass Pass Pass Pass 

10 Minimum 

Distance 

Test 

Fail Fail Pass Pass Pass Pass Pass 

11 The 

3DSpheres 

Test 

Fail Fail Pass Pass Pass Pass Pass 

12 The Sqeeze 

Test 

Fail Fail Fail Fail Pass Fail Pass 

13 Overlapping 

Sums Test 

Fail Fail Pass Fail Pass Fail Pass 

14 Runs Test Fail Fail Pass Pass Pass Pass Pass 

15 The Craps 

Test 

Fail Fail Pass Pass Pass 

 

Pass Pass 

 Total No.of 

Diehard 

Test Passes 

= 

 

 

 

0 

 

 

 

0 

 

 

 

11 

 

 

 

10 

 

 

 

14 

 

 

 

10 

 

 

 

14 

 
Results obtained for different RNGs are further illustrated graphically in Fig. 7. 
The results obtained in Table 1 and Fig. 7 have ensured maximum degree of ran-

domization in proposed ELCA based design similar to the results achieved for Max-
CA based RNG. Hardware, time, design, and searching complexities of different 
PRNGs have been enlisted in Table 2 for cost analysis in generation procedure of 
pseudo-random patterns. Required number of flip-flops for physical implementation 
of concerned PRNG system has been referred to as hardware complexity. Time re-
quired for generation of a pseudo-random pattern by RNG has been referred to as 
time complexity. The inherent design methodology dealing with problems of PPS has 
been considered as design complexity. The complexity associated with searching PPS 
free pseudo-random patterns is referred to as searching complexity. 
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Fig. 7. Diehard Test Performance Graph 

Table 2. Complexity comparison among different pattern generators 

Name of the 

Complexity 

Recursive M-C TRNG MaxCA ELCA Remarks 

Hardware  Not  
available 

Not  
available 

Not  
available 

O(n) O(n) CA PRNGs 
are feasible 

for  
implementa-

tion using flip 
flops 

 
Time O (n) 

Here ‘n’ 
denotes 

number of 
iteration 
required  

in the  
concerned  
program 

O (n) 
Here ‘n’ 
denotes 

number of 
iteration 
required 

in the  
concerned  
program 

O (n) 
Here ‘n’ 
denotes 

number of 
iteration 
required 

in the 
concerned  

method 

O(n) 
Here ‘n’ 
denotes 
length 

of cycle

∑O (mi) 
Here ‘m’ 
denotes 

length of 
cycle and 

‘i’  
denotes 
number 

of ELCA 

Single cycle 
in ELCA has 

less time 
complexity. 
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Table 2. (continued) 
 

Design Require 
randomize 

() for  
random 

seed  
selection 

and no such 
particular 
method to 
deal with 

PPS 
 

Require 
specific 

mechanism 
for random 

seed  
selection 

and no such 
particular 
method to 
deal with 

PPS 
 

Require 
natural 

source for 
random 

seed  
selection 
and no 
such  

particular 
method to 
deal with 

PPS 
 

Require
quire-
ments 

for 
Calcula-
tion of  
Arcmin  
to deal 
with 
PPS 

Does not 
require to 
calculate 

any  
Arcmin to 
deal with 

PPS 

ELCA is 
simpler  

design to deal 
with PPS 

Searching No such 
particular 
method to 
deal with 

PPS 
 

No such 
particular 
method to 
deal with 

PPS 
 

No such 
particular 
method to 
deal with 

PPS 
 

Require
quire-
ments 

for 
calcula-
tion of  

Earc 

Does not 
require to
calculate  

Earc 

ELCA has 
simpler 

searching to 
deal with PPS 

 
Advantages and superiority of ELCA based PRNG over other RNGs are reported 

in Table 2.  

6 Conclusion 

Degree of randomness achieved from random data sets for different RNGs have en-
sured ELCA along with MaxCA PRNG as the best options. ELCA PRNG is a cost 
effective solution for physical implementation compared to other RNGs as obtained 
by further analysis. ELCA has been utilized for preparation of small sets of random 
samples using generated smaller cycle lengths in an efficient way. Thus, proposed 
methodology is suitable for generating random sequences as samples in case of digital 
forensic investigations. 
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Abstract. Profiling is important in law enforcement, especially in understand-
ing the behaviours of criminals as well as the characteristics and similarities in
crimes. It could provide insights to law enforcement officers when solving sim-
ilar crimes and more importantly for pre-crime action, which is to act before
crimes happen. Usually a single case captures data from the crime scene, of-
fenders, etc. and therefore could be termed as multi-modality in data sources and
subsequently has resulted a complex data fusion problem. Traditional criminal
profiling requires experienced and skilful crime analysts or psychologists to labo-
riously associate and fuse multi-modal crime data. With the ubiquitous usage of
digital data in crime and forensic records, law enforcement has also encountered
the issue of big data. In addition, law enforcement professionals are always com-
peting against time in solving crimes and facing constant pressures. Therefore, it
is necessary to have a computational approach that could assist in reducing the
time and efforts spent for the laborious fusion process in profiling multi-modal
crime data. Besides obtaining the demographics, physical characteristics and the
behaviours of criminals, a crime profile should also comprise of crime statistics
and trends. In fact, crime and criminal profiles are highly interrelated and both
are required in order to provide a holistic analysis. In this chapter, our approach
proposes the fusion of multiple sources of crime data to populate a holistic crime
profile through the use of Growing Self Organising Maps (GSOM).

Keywords: crime profiling, multi-modal, data mining, data fusion, artificial neu-
ral networks, growing self organising maps.

1 Introduction

Since a decade ago, many investigative computer systems, with and without the in-
volvement of artificial intelligence, has been designed for law enforcement with the
purpose of recording and combating crimes. Many special purpose software have been
developed to aid forensic experts in tasks such as the identification and comparisons
of forensic evidence, information retrieval, etc [4,14,22,34]. After the incident of 9/11,
the necessity in analysing and understanding crimes and criminals from voluminous
crime databases has encouraged the proliferation of research in intelligent computer
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systems for combating crime and countering terrorism. Thus, the focus of crime inves-
tigation has been expanded from the ability to catch the criminals towards the ability
to act before a crime happens or before an offender commits a crime, so called pre-
crime. Therefore in crime data mining community, many methodologies have been dis-
cussed for the tasks such as data associations among crimes, criminal network analysis,
criminal career analysis, repeat victimization predictions, detection of criminal identity
deceptions and many more [13,33,49,16,46]. In addition, the rise of text mining tech-
niques have made the analysis of unstructured data such as crime reports, social media,
etc. possible and effective for digital forensic. Specifically, such studies have been re-
ported by [18,23]. Nevertheless, these methodologies or algorithms mostly involved the
application of artificial intelligence and data mining techniques as well as statistical and
mathematical models.

Criminal profiling or psychological profiling, which also plays an important role in
aiding law enforcement for crime fighting, has limited computational and empirical
discussions in the field of data mining or artificial intelligence. It is very common in
business, medical or web domain to profile customers, patients as well as web users by
using techniques such as data mining. Therefore, it is also reasonable and important to
profile criminals, victims and crimes in order to gain further insights holistically. Sub-
sequently, the profiles help to identify persons who are at risk and answer the questions
such as why and where. These would definitely help the law enforcement in developing
proper strategies and allocating human resources on the targeted crimes and criminals.
To date, computational discussions on profiling include the use of Bayesian network
modelling by [9] and the application of artificial neural networks by [40]. Particularly,
the Bayesian network model has shown the possibility of building offender profiles
computationally and could be used as a decision tool to speed up the investigative pro-
cess through reduction of the list of suspects.

Forensic scientist and criminal profiler, Brent Turvey defined that the process of in-
ferring the characteristics of criminals is commonly referred as criminal profiling. Such
process also bears other terms such as behavioural profiling, crime scene profiling, of-
fender profiling, psychological profiling, etc [43]. On the other hand, profiling in crime
could also be viewed as the process of combining or fusing the different variety of
data sources such as reports from autopsy, forensics reports, law enforcement reports,
crime scene analysis, victimology and so on in order to successfully build a profile.
In particular, such type of profiling is deductive by nature because forensic evidence
is used to associate crime scene with victim in order to deduce the characteristics of
a criminal [40]. The result of profiling is a criminal profile that normally consists of
components such as the probable age, sex, race, residence, occupation, crime behaviour
factors and so on [32,26]. Thus, a profile could be important in law enforcement, es-
pecially in understanding the behaviours of criminals and identifying characteristics of
similar crimes. In addition, profiling could provide insights to law enforcement profes-
sionals when solving similar crimes. More importantly, they are equiped with insights
that could help them to act before a crime occurs.

Traditional criminal profiling requires experienced and skilful crime analysts or psy-
chologists to laboriously combine multiple sources of data. The act of profiling be-
comes personal as it is a process that highly depends on the experience, skills and tacit
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knowledge from a profiler and also there are differences between individual profilers
who embrace different profiling frameworks [10]. Consequently, there are numerous
critics and debates about the process of traditional profiling in terms of the systematic
approaches used, the accuracy and reliability of the results in scientific and empirical
point of views [40,35]. Hence, we advocate that data mining and data fusion could con-
tribute in building crime profile systematically and scientifically. We can imagine that
a single crime case requires a variety of data sources from the crime scene, victims,
physical evidence, offenders, witnesses, and so on. This could be likened to a state of
multi-modality in which different modes of data could be referred to multiple sources
of crime data and thus resulting in big data and complex fusion problems. Since law en-
forcement professionals are always competing against time in solving crimes and facing
constant pressures, a computational approach is necessary as it could provide a way out
in reducing the time spent on the laborious fusion process and increase the efficiency in
crime solving.

In most of the profiling literature, the final goal of crime profiling is to obtain the
demographics and physical characteristics as well as the behaviours of a criminal. A
crime profile could also comprise of crime statistics or crime trend for various types of
crime over a period of time in comparison to the socio-demographic details [3]. There-
fore, we suggest that understanding criminal behaviours alone is not sufficient to obtain
a complete profile of a crime and that crime and criminal profiles are highly interrelated
and both are required in order to provide a holistic analysis. In addition, [32] states that
the hybrid of machine learning and human reasoning, domain experience and exper-
tise will be the ideal method in profiling. Hereafter, this will create the paradigm shift
in profiling crimes where traditional methodologies are enhanced with artificial intelli-
gence techniques. In parallel with this, we are motivated by the idea of complementing
two processes - data mining and data fusion, for holistically bulding multi-modal crime
profiles.

In this chapter we propose the use of a soft computing based technique in devel-
oping multi-modal crime profiles. Section 2 defines the concept of multi-modality and
describes the characteristics of crime data. Section 3 briefly discusses the two comple-
mentary processes, data mining and data fusion. Section 4 describes the soft computing
techniques - Self Organising Maps (SOM) and Growing Self Organising Maps (GSOM)
and highlights the previous research in crime domain. Section 5 proposes our concep-
tual framework and follows with detail explanations for each phase in the framework.
Section 6 demonstrates the conceptual framework through some experiment results.
Finally, Section 7 provides the conclusion and future research.

2 The Multi-modality in Crime Data

Once a crime is committed by a criminal, a large amount of crime data could be gen-
erated from multiple sources. For instance, the multiple sources of crime data could
come from the interviews with victim, analysis of forensic evidence, phone records of
offenders, and so on. Therefore, we propose that the multi-modality issue in this domain
could be perceived in five characteristics as depicted in Table 1. Each characteristic is
correlated to each other and it could be further divided into greater details and thus the
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Table 1. The multi-modality in crime data

Crime Type Data Source Data Format Data Structure Data Type

Property crime Narrative report Image Temporal Numerical
Violent crime Victim data Audio Spatial Categorical

Enterprise crime Forensic reports Video Structured Ordinal
Offender data Text Semi-structured Ratio

Unstructured Nominal

different level of the modality allows us to examine crime data in multi-dimensional
perspectives.

According to criminologists, crime typologies can be divided into property crime,
violent crime, white collar crime, public order crime and cyber crime [39]. On the other
hand, FBI’s Uniform Crime Reporting Systems reports crime statistics according to
the different crime categories in greater details [1]. In crime data mining literature,
[16,15] have tabularized a list of crime types into two major categories, namely local
law enforcement level and national security level. In addition, the two categories are
ordered according to the increasing public influences. Similarly, [13] discussed about
criminal career analysis by taking different crime types into consideration in order to
build a typical criminal profile. In brief, crime types could range from minor crime such
as illegal parking to violent crime such as homicide or volume crime such as burglary.
A single crime type is possible to be further categorized into specific criminal act. For
instance, violent crime could be categorized into rape, homicide, hate crime, armed
robbery and terrorism. Therefore, it is reasonable to consider crime types as one of the
components in describing the multi-modality in crime domain.

Depending on the crime type, different types of contextual data source for crime
investigation and profiling could be produced. However, there are some standard data
sources such as crime scene reports and modus operandi which are applied to all of the
crime types. Relatively, certain data sources such as forensic reports, autopsy reports
or victims interviews are collected only if volume crime or violent crime are involved.
Thus, it is also possible to define the modality in terms of the different variety of contex-
tual data sources such as victim data, physical evidences, modus operandi, and so on. In
addition, the multiple sources of crime data could further be expanded when other data
sources such as demographic data, phone call records, credit card statements, etc. are re-
quired to aid in crime investigation. For instance, [28] included census attributes such as
incomes, race, population age and etc. for crime association. Hence, the multi-modality
of crime data source could easily trigger the issue of big data explosion. Specifically,
such issue refers to the rapid and exponential increase in the amount digital crime data
which are captured in a variety sources. The impacts and effects of such abundance are
paramount and have transformed the operations in law enforcement.

The advancement of technology provides the convenient for law enforcement in
recording and collecting digital crime data, thus large amount of crime data sources are
stored and recorded in many data formats, as depicted in 1. Multimedia crime data such
as crime scene photos, surveillance videos, telephone tapping records, narrative reports,
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etc. are examples of different data formats. It is important to identify the multi-modality
in terms of the data formats because different processing and analysis techniques are
specially developed to handle and analyse them. For instance, police narrative reports
that are usually appeared in free text are processed with neural networks by [15] to
extract entities such as name from the reports and [22] uses neural networks as well
for forensic shoeprints image classification. Thus, it is very important to acknowledge
the necessity of having different methods in handling, processing and analysis of the
multi-modality in data formats, which could greatly assist the crime investigators and
profilers in their daily operations.

The multi-modality of crime data could also be viewed in the facet of data structure
and some examples of crime data are listed in Table 2. Such disparate crime data could
be analysed separately or collectively based on the different data structures and the
necessity during crime investigations. For instance, [50] used spatial data such as the
crime scene location for modelling the possible spatial site selection by criminal and
[23] promoted the use of text mining technique for analyising emails, interviews and
phone calls of unsolved homicide cases.

Table 2. The structure of crime data

Temporal Spatial Structured Semi-Structured Unstructured

Time Victim address Demographic data Autopsy reports Forensic images
Date Crime scene location Transactional data Weblogs Narrative reports

From the statistical and mathematical viewpoint, data is measured in different data
types as shown in Table 1. Thus, the multi-modality of crime data could also be de-
fined in the perspective of data types. We observe that crime data are represented in the
combinations of data types such as categorical, numerical, ordinal, etc. For instance,
demographic details contain the continuous numerical values such as age, weight and
height of criminals and nominal value such as race of the criminals. Therefore, it is
necessary to distinguish crime data in different data types especially for purposes such
as data pre-processing and data transformation.

3 The Complementary Processes – Data Mining and Data Fusion

We would emphasize that the different multi-modality of crime data are correlated es-
pecially the data format, data structure and data type. In addition, the distinctive clas-
sification of the multi-modality in crime data has provided an overview of the big data
issues in which crime data could exist in high volume, high variety, high velocity and
also high veracity. Therefore, it is imperative to have a new form of multi-dimesional
processing and analysis for building multi-modal crime profiles. By reviewing the ca-
pabilities and potentials of the two processes - data mining and data fusion, a novel ap-
proach for building multi-modal crime profiles could be developed. Specifically, crime
data could be explored and analysed by complementing both data mining and data fu-
sion processes. This section briefly discusses data mining and data fusion separately
and also addresses the significance of the two complementary processes.
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3.1 Data Mining

The need to understand large, complex and information rich data sources is increas-
ingly important and common in many fields such as business, science, engineering and
medical [20]. Thus, there exist many computational techniques to extract hidden pat-
terns from these data sets to help the domain experts in gaining insights of their data
sets and also to improve their daily decision making processes. In fact, data mining is a
process of extracting nontrivial and implicit information from large volume of data and
the extracted patterns, namely knowledge, are usually unknown and could be poten-
tially useful [17]. We can as well perceive data mining as one of the components in the
Knowledge Discovery from Database (KDD) process because the overall KDD process
also includes other components such as data selection, pre-processing, transformation
and interpretation [44]. It is important to note that KDD is a recursive process and each
of the processes are related to each others and thus they play equally important roles in
discovering useful knowledge.

In the domain of crime, various crimes are reported daily and the ability to analyse
high volume and different variety of crime data for the purpose of discovering crime
patterns is far behind the ability to gathering and recording of crime data. Therefore,
it is very normal for law enforcement to encounter the issue of big data. Besides, [49]
addressed some characteristics in crime data where incompleteness, incorrectness and
inconsistency are the common data problems in law enforcement. The multi-modality
in crime data has increased the complexity of processing and analysing crime data in
such domain. Hence, [30] states that it is time for law enforcement to march towards
the era of using data mining for better understanding and analysing of huge amount
crime data. The necessity to tackle the different characteristics of crime data encour-
ages the application of artificial intelligence and machine learning approaches in data
mining process. Such approaches provide the mean to perform thorough and speedy ex-
plorations in crime domain and allow crime data to be investigated at different angles.

3.2 Data Fusion

It is impractical to analyse only single source of data if we aim to obtain a better and
complete picture of a problem. Therefore, there is a need to combine or fuse different
sources of data for achieving the aim. Fusion is defined as merging or combining data or
information supplied by multiple sources or same source at different periods of time and
exploiting the joint information in tasks such as making decision, numerical estimation,
resolving data conflict, building summary, etc. [41,11,42]. Depending on the modality
of data, many techniques or methods ranging from mathematical aggregation operators
and probabilistic models to machine learning and soft computing approach are devel-
oped to handle the different needs in the fusion problems [41,11,42,36]. According to
[41], data fusion is performed for three purposes: (a) data pre-processing for improving
data quality; (b) models building through aggregations of different data models; and (c)
information extraction for summarising and reprentating data.

As stated by [11], various application domains have encountered the problem of
combining or fusing data from several sources. In particular, [42] addressed the ap-
plication of data fusion in the areas of economics, biology, education and computer
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science. For instance, [51] discussed about a framework for fusing data through a vot-
ing like process to adjudicate conflicts among the data supplied by multiple sources. On
the other hand, record linkage as and re-identification procedures has been applied in
distributed databases to identify multiple records from which are referring to the same
object from distributed databases [41,36]. In person authentication problem, different
models are built from biometric sources such as fingerprint, hand geometry and face
images, the combination of the three models through weight allocation for the purpose
of classifying a person correctly [38]. For the purpose of information extraction, Self
Organising Maps(SOM) is applied in [29] to visualize the correlations among the multi-
modality biomedical data by building summary of data and represented in a fish glyph.

Likewise, [30] reflected that crime data can be aggregated across multi-modal data
sources because crime patterns could also be found in different variety of data. More-
over, crime profiling heavily relies on multi-modal data sources such as demographic
details, forensic reports, police narrative reports, etc. in order to obtain comprehensive
understanding of the criminals, victims and crime. Therefore data fusion could be re-
gard as a methodology in fusing multi-modal crime data. In addition, it is critical to
highlight one of the big data issues - the veracity in crime domain and also for building
of crime profiles. Similar to any other domains, there exists data quality issues such as
lack of accuracy and reliability due to erroneous or missing data from multi-modal data
sources. The analysis that is based on incomplete, erroneous and narrow view of data
sources could affect the accuracy of crime profiles created which have an impact on the
decisions taken by law enforcement professionals.

3.3 The Complementary Processes

Principally, data mining and data fusion could be regarded as two complementary pro-
cesses in which automated knowledge discovery is achieved via data mining and syn-
thesizing of multi-modal is accomplished by data fusion [45,12]. The complementary
processes has been discussed in [45] for automatic target recognition (ATR) processes
by using multiple sensors and sources of information in military domain. In addition,
[19] mentioned that data mining generally discovers knowledge from single data source
and the consequent fusion process could provide the means to achieve global informa-
tion processing stream for appropriate interpretation and understanding of fused infor-
mation. Similarly, [41] noticed that data or information fusion is becoming a major need
in data mining community however the gap between both fields is still large. Thus, it is
apparent that data fusion becomes necessary and essential for obtaining better outcomes
in data mining.

As discussed previously, the issue of veracity exists in crime data as the collection
and capturing of multi-modal crime data are incomplete and erroneous. Therefore, this
could be addressed by data fusion in which the pre-processing of crime data before
the stage of data mining could be performed. In addition, the multi-modality in crime
data created the other big data issues such as high volume, high variety and high veloc-
ity. The complexity in multi-modal crime data requires methodologies that could deal
with all these issues and it is vital to consider how mining and fusion processes can be
conducted in harmony.
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It has been commonly reported in crime data mining literature that the mining of
crime data is performed directly on a huge database, in which all data sources are
merged and linked into a big integrated database. Nevertheless, as pointed out by [52],
the big integrated database may not reveal the distribution of patterns that could sep-
arately exist in multiple data sources before the merging process. This is because the
merging process could have destroyed the trivial but also valuable patterns that exists in
those separated data sources[52]. Thus, this raises the issue of how data can be mined
separately at the multi-modal crime data and subsequently be fused to provide sum-
maries and representations of patterns.

As mentioned previously, different crime profilers adopt different profiling frame-
works and due to their different profiling experience in their careers, there are always
debates in the field on how profiling could be standardized systematically and scien-
tifically. Hence, it is a challenge for the field of artificial intelligence in considering
the issues of how data fusion and data mining can be complemented in order to mimic
human profilers in a multi-modality environment.

4 The Soft Computing Approach

The final goal of profiling is to understand the underlying relationship between crime
and criminal holistically. Nevertheless, profiling processes start with limited amount of
clues and pieces of information, thus it requires profilers to be creative in performing
exploratory analysis on the available data. Therefore clustering could be a suitable tool
for naturally grouping crime data into groups of similar features regarding the crimes
or criminals. In this section, we discuss about the very popular clustering technique,
Self Organising Maps (SOM) with examples in crime domain and also identify the lim-
itation of SOM in discovering patterns in crime data. In relation to the multi-modality
issues discussed previously, we underline our approach, Growing Self Organising Maps
(GSOM), an extension of SOM. We present the previous work done in crime domain
and extend it by highlighting an important area to deal with one of the issues identified
in multi-modal crime data. In that, we suggest that the further examination on crime
data in multiple abstractions is necessary.

4.1 The Self Organising Maps (SOM)

Clustering provides a way in analysing similar patterns in data, in particular when the
patterns are unknown from the beginning. One of the popular and well known clus-
tering methodologies is the Self Organizing Maps (SOM), which is an unsupervised
neural network learning methods that can iteratively organize large input data into clus-
ters in which data within a particular cluster are in high similarities compare to the
neighbouring clusters [7]. It is noted that Self Organising Maps (SOM) is effective for
visualizing high dimensional or volume data in which the data is mapped into lower
dimensional data through dimensionality reduction [27]. In addition, SOM preserves
the topological relationship of the data elements and thus providing abstractions for the
high dimensional data [27].

There are many examples of successful applications of SOM in solving crimes. For
the applications in violent crimes, [5] discuss the application of SOM in modelling the
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behaviour of offenders who commit serious sexual assaults using CRISP-DM method-
ology. Whereas [31] uses SOM to provide automated homicide crime analysis system
based on the parameters identified by the police department. SOM also has been dis-
cussed in [32] to demonstrate the clustering on border smuggling activities while [6]
aims to recognize burglary offences committed by a network of offenders through SOM.
These applications have shown the capability of SOM in clustering multi-dimensional
data through mapping into a two dimensional space, thus complexity of the problem has
been reduced and at the same time crime patterns has been identified. Nevertheless, the
crime patterns obtained from these applications are limited to single abstraction level.
It does not have the capability to allow flexible examination on crime patterns due to
the rigid structure in SOM.

4.2 The Growing Self Organising Maps (GSOM)

An extension of the SOM, called the Growing Self Organizing Maps (GSOM) has been
developed with the capability of self adapting according to the input data and could bet-
ter represent clusters [7,8]. Unlike SOM, Growing Self Organizing Maps does not start
with a predefined network, instead it is initialized with four nodes as shown in Figure 1.
The four nodes are named as the boundary nodes. The entire node generation process
begins at the boundary nodes in which each of the nodes are allowed to grow freely
into desired directions. Figure 2 shows the process of node generation from boundary
nodes. The new node is grown to represent input data using a heuristic approach and
the allocation of weight values of nodes during node growth are similar to SOM, which
is self organised.

To control the spread of the map, a concept called Spread Factor (SF) is developed
for specifying the amount of spread that is needed for the analysis on data. Such char-
acteristic allows clustering to be done hierarchically by gradually adjusting the values
of Spread Factor. In fact, Spread Factor takes values from 0 to 1 and is regardless to
the dimensions in the data. Therefore, data analysis usually begins with low value and
slowly increases based on the further observations of the selected region of data. Thus,

Fig. 1. The initial GSOM with four boundary nodes

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. The generation of new node from the boundary of network
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it allows the comparison of results in multiple abstractions of the same data source and
also the comparison of results from different data sources with a different number of
attributes by mapping them with the same Spread Factor.

The following shows GSOM process, further explanations is described in [8].

1. Initialization phase:
(a) Initialize the weight vectors of the starting nodes (usually four) with random

numbers between 0 and 1.
(b) Calculate the growth threshold (GT) for the given data set of dimension D

according to the spread factor (SF) using the formula:

GT =−D× ln(SF) (1)

2. Growing Phase:
(a) Present input to the network.
(b) Determine the weight vector that is closest to the input vector mapped to the

current feature map (winner), using Euclidean distance. This step can be sum-
marized as: find q’ such that:∣∣ϑ −ωq′

∣∣≤ ∣∣ϑ −ωq
∣∣ ∀q ∈ N (2)

where ϑ , ω are the input and weight vectors respectively, q is the position
vector for nodes and N is the set of natural numbers.

(c) The weight vector adaptation is applied only to the neighbourhood of the win-
ner and the winner itself. The neighbourhood is a set of neurons around the
winner, but in the GSOM the starting neighbourhood selected for weight adap-
tation is smaller compared to the GSOM (localized weight adaptation). The
amount of adaptation (learning rate) is also reduced exponentially over the it-
erations. Even within the neighbourhood, weights that are closer to the winner
are adapt more than those further away. The weight adaptation can be described
by:

ω j(k+ 1) =

{
ω j(k) i f j �= Nk+1

ω j(k)+LR(k)× (xk −ω j(k)) i f j ∈ Nk+1
(3)

where the Learning Rate LR(k), k ∈ N is a sequence of positive parameters
converging to zero as k → ∞. ω j(k) and ω j(k+1) are the weight vectors of the
node j before and after the adaptation and Nk+1 is the neighbourhood of the
winning neuron at the (k+1)th iteration. The decreasing value of LR(k) in
the GSOM depends on the number of nodes existing in the map at time k.

(d) Increase the error value of the winner (error value is the difference between the
input vector and the weight vectors).

(e) When TEi ≥ GT where TEi is the total error of node i and GT is the growth
threshold. Grow nodes if i is a boundary node. Distribute weights to neighbours
if i is a non-boundary node.

(f) Initialize the new node weight vectors to match the neighbouring node weights.
(g) Initialize the Learning Rate LR to its starting value.
(h) Repeat steps (b)-(g) until all inputs have been presented and node growth is

reduced to a minimum level.
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3. Smoothing phase:
(a) Reduce learning rate and fix a small starting neighbourhood.
(b) Find winner and adapt the weights of the winner and neighbours in the same

waybas in growing phase.

4.3 Related Work

In the context of crime data, the usefulness and effectiveness of GSOM has been demon-
strated in [48] in which GSOM was used to mine crime data that are distributed in
different locations. The crime data sets consist of different types of crime including
murder, rape, robbery, assault, burglary, larceny, theft and arson in different states in
US. It was shown that when the SF is low, data with same states are grouped together
and vice versa. Clusters could be obtained in high or low level of abstractions and could
be also be represented in concept hierarchies.

Therefore, this chapter intends to further evaluate the capabilities of GSOM based on
the previous research by [48]. There is a need to conduct lower level or detail analysis
of crime data especially when the issues regarding multi-modality in crime data has
been underlined. The hierarchical clustering by GSOM produces a vertical expansion
of data provided that the input data consists of multiple granularities. After observing
that the mult-modal crime data consists of such features, we are able to identify patterns
in different granularity from the mult-modal crime data. Henceforth, we suggest that
profiling of crime or criminals should be further investigated in greater details because
there can be very implicit patterns hidden within the multi-modalityof crime data.

In comparison to the previous applications of SOM in crime data mining [32,5,31,6],
this chapter contributes by providing a novel framework for flexible mining of crime
data. Moreover, it also contributes by fusing crime data at different levels because pro-
filing is a process of exploring crime data separately and subsequently synthesizing
all information to build a complete profiles. The ability to illustrate crime patterns at
different levels of abstraction could facilitate profilers in understanding a crime and
criminals.

5 The Proposed Conceptual Framework

For profiling multi-modal crime data, we propose a conceptual framework that incor-
porates the two complementary processes - data mining and data fusion. Firstly, an
existing profiling framework that is adopted by FBI is discussed and it is followed by a
thorough discussion of our proposed conceptual framework, namely Multi-Modal Data
Fusion in Crime (MMDF-C). In addition, the comparison our framework with the exist-
ing profiling framework adopted by FBI is illustrated and justified for crimes profiling.
We also distinguish our proposed conceptual framework from the usual data mining or
data fusion processes.

5.1 FBI Crime Scene Analysis (CSA)

A popular and well-known paradigm developed by FBI, namely Crime Scene Analysis
(CSA) involves 4 stages in profiling a crime [24] is depicted in Figure 3. As explained
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by [24], CSA starts with the collection of various data sources as a crime usually has
a variety of associated documented materials. Then, it is followed by the classification
of different crime scenes into two major categories: (a) organised, which means there
exists evidence of proper planning for the crime and (b) disorganised, which means the
crime committed is not planned and thus the crime scene is chaotic. Such classifica-
tion has shown important relationship between the crime scene and psychology of the
criminal and thus helping police officer to plan for their interrogation techniques.

Fig. 3. The major stages of FBI crime scene profiling, as illustrated by [24]

Crime scene reconstruction is conducted at stage 3 whereby the inference and de-
duction processes are involved for understanding the series of events between victim
and offender. Given the information in stage 1, stage 3 attempts to clarify the modus
operandi of an offender so that such information could be used to associate the currently
investigated crime to the other similar crimes. Finally in last stage, profilers formulate
a description of the offender by taking all the hypotheses together. A typical profile of
an offender includes demographic details (race, age, sex, etc.), physical characteristics
(height, weight, etc) and behavioural habits (hobbies, social activities, etc.).

Apparently, the profiles generated by CSA are focussing on offenders and therefore
do not include the characteristics about crimes and victims. Although we know that the
major focus is to identify the offender, we advocate that a profile should also include at
least two of the three components, which are the description about the crime, criminal
and victim (if any). We suggest that the three components are interrelated and should
be included to build a complete and holistic crime profile.

5.2 Multi-Modal Data Fusion in Crime (MMDF-C)

Our proposed conceptual framework, namely Multi-Modal Fata Fusion in Crime
(MMDF-C) is mainly developed for handling the multi-modal crime data for crime
profiling. The development of MMDF-C was inspired by the multi-modal information
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processing model developed by [25] and also the FBI CSA discussed by [24]. More-
over, the multi-modal information processing model reported in [25] considered only
two audio and visual data sources.

As a result, MMDF-C has expanded, enhanced and enriched the two existing frame-
works which orginate from two different fields. The novelty of MMDF-C has accom-
modated the multi-modal data issues that have been discussed in previous sections. For
clarifications and thorough explanations, MMDF-C is discussed progressively with the
three different levels of depictions.

5.2.1 The Global View of MMDF-C
Figure 4 shows the global view of MMDF-C, in which multi-modal crime data are
forwarded to the centre for multi-modal data fusion via GSOM. This is similar to the
stage 1 in FBI CSA profiling framework, in which profilers are using multiple sources of
crime data. The data fusion process conducted with GSOM will produce global clusters
and show the different levels of abstraction for crime profiles. Thus, the construction of
profiles is corresponded to the generation of crime profiles at stage 4 in FBI CSA.

For the purpose of pilot studies, an integrated database in used. The integrated
database considers all data sources and integrated clusters are produced to profile crime
at different levels of abstractions. The difference between pilot studies and MMDF-C is
the clustering is performed without the involvement of categorizing, selecting and fus-
ing of the crime data. Thus, the integrated profiles are compared with profiles generated
from multi-modal data fusion with the GSOM.

In addition, we agree with [52] that patterns discovered from single or integrated
database may be incomplete and some patterns will be destroyed during the integration
process. These patterns are overlooked and could be significant and valueable only if
the multi-modal data are examined separately. The variety of multi-modal crime data
always portray different patterns and therefore crime data should be examined in multi-
modal perspectives for building a holistc crime profile.

5.2.2 The Different Phases in MMDF-C
The complementary processes - Data Fusion and Data Mining are depicted in Figure
5. In fact, MMDF-C is further divided into different correlated phases. It is obvious
that the stages in this framework are reciprocal and flows from top to the bottom. This
framework also includes feedback loops that repeat the data pre-processing, fusion and
mining in order to fine tune crime profiles and improve the final profiles.

The framework consists of mainly of two processes - Multi-Modal Data Pre-
processing and Data Fusion and Mining. Each of these main processes could be further
broken down into several sub-phases. The different stages in MMDF-C are analogous
to the two stages in FBI CSA. In particular, stage 2 in CSA is similar to how MMDF-
C classifies the mult-modal of crime data according to data structure. Whereas stage
3 and stage 4 in CSA are corresponding to data mining and data fusion processes in
MMDF-C.
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The Multi-Modal Data Pre-processing includes the following phases:

• Classification of data sources
• Different Pre-processing for multi-modality of data
• Data Transformations and Representations
• Attribute Selection

Crime data could be differentiated according to the five main modalities and there-
fore different data pre-processing techniques are required to accomodate the five modal-
ities of crime data. The pre-processed data is then transformed and represented. The
purpose of transformations is to retain the characteristics of original data and simplify
the data for better representations. Attribute selection is performed to extract attributes
that are dominant and have higher predictability. Besides, domain knowledge is impor-
tant and helpful in selecting the suitable and applicable attributes for the next step, Data
Fusion and Mining.

The complementary processes involve the following 3 phases:

• Local Clustering with GSOM
• Global Analysis with GSOM
• Visualization and Validation

The merging of selected attributes allows local clusterings to be performed on data
sources which exist in either uni-modal or multi-modal and the modalities of data
sources are depending on how they are pre-processed previously. The local clusters
are the inputs for the global analysis in which fusion is performed at global level for
obtaining a complete picture of a crime, criminal and victim. Thus, this mimics the way
human profilers combine available data to reach a conclusion. The synthesized results
are visualized for better understanding of the data and also compared with the inte-
grated database. The feedback from domain knowledge is forwarded back to the stage
of attribute selection in order to improve the created profiles.

5.2.3 Data Fusion in MMDF-C
The architecture of MMDF-C is depicted in Figure 6. It shows that the fusion processes
are flexible in which the of fusions could be performed at different directions. Specifi-
cally, the architecture illustrates that fusion can be operated at the three major levels:

• Vertical Local Analysis and Fusion Subsystems (Vertical Processing)
• Horizontal Local Analysis and Fusion Subsystems (Horizontal Processing)
• High Level Conceptual Fusion Subsystem (Global Processing)

In particular, Vertical Local Analysis and Fusion Subsystems involve five different
vertical processing for the multi-modality of crime data. Each of the subsystems is pro-
cessed separately and vertically and they include: (a) Temporal Data Fusion Subsystem;
(b) Spatial Data Fusion Subsystem; (c) Structured Data Fusion Subsystem; (d) Semi-
structured Data Fusion Subsystem; and (e) Unstructured Data Fusion Subsystem. The
different stages for each of the subsystem are also specified as below.
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Fig. 6. The architecture of Multi-Modal Data Fusion in Crime (MMDF-C)

(A) Temporal Data Fusion Subsystem involves the following five modules:

A1 Temporal Metadata Derivation Module explores the multidimensionality of date
and time so that implicit data could be obtained.

A2 Time-Date Aggregation Module identifies the different granularities in temporal
data and combines the time and date into a representative value.

A3 Event-Time Distribution Module examines the preliminary distribution of the crime
events in the sequence that spans across a period of time.

A4 Time-Date Difference Module represents the temporal difference between crime
events.

A5 Time-Date Identification Module accounts for ranking and selecting prominent
time-date data for high level conceptual fusion.

(B) Spatial Data Fusion Subsystem involves the following five modules:

B1 Spatial Metadata Derivation Module explores the multidimensionality of spatial
data in order to obtain the implicit spatial information.

B2 Spatial Aggregation Module identifies the different granularities in spatial data and
selects the best representative value.

B3 Distance Module accounts for obtaining the difference between two spatial loca-
tions in matrix representation.

B4 Spatial Distribution Module distributes spatial data to detect the hot spots or crime
spots geographically.

B5 Spatial Identification Module accounts for ranking and selecting prominent spatial
data for high level conceptual fusion.
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(C) Structured Data Fusion Subsystem involves the following five modules:

C1 Structured Metadata Derivation Module explores the multidimensionality of struc-
tured data in order to obtain the implicit information among the data.

C2 Model Definition Module defines the implicit information in descriptive and trans-
actional models to allow examinations at different angles.

C3 Data Type Registration Module classifies the different data structure in the context
of data type such as numerical, categorical, nominal, etc.

C4 Data Aggregation Module aggregates the different granularities found in the previ-
ous modules and transforms them into proper representations.

C5 Structure Data Identification Module accounts for identifying the characteristics
among the structured data for high level conceptual fusion.

(D) Semi-structured Data Fusion Subsystem involves the following five modules:

D1 Content Classification Module classifies the different types of semi-structured input
data to identify the different contents and purposes of the input data.

D2 Attributes Identification Module identifies the important attributes of the semi-
structured data.

D3 Entities Identification Module identifies the related entities that contain in the struc-
ture data.

D4 Semantic Identification Module identifies the implicit meaning between the at-
tributes and entities of the structure data.

D5 Semi-Structured Data Identification Module recognizes and selects relevant char-
acteristics for high level conceptual fusion.

(E) Unstructured Data Fusion Subsystem involves the following five modules:

E1 Data Categorization Module categorised unstructured data into different data for-
mats.

E2 Elementary Processing Module performs feature extraction on the different data
formats for object recognition purposes.

E3 Recognition Module recognised features extracted previously through processing
on the different data formats in crime data.

E4 Configuration Module reconfigures items recognised previously by connecting the
items for semantic understanding.

E5 Unstructured Data Identification Module selects the reconfigured items for high
level conceptual fusion processing.

The Horizontal Local Analysis and Fusion Subsystems involve merging or fusing
of the five multi-modal data cross-sectionally. Therefore, horizontal processing allows
bottom up merging from low level to high level. It involves fusing any modes of data
within the different levels of processing. On the other hands, the High Level Concep-
tual Fusion Subsystem takes input from all of the subsystems either horizontally or
vertically for conceptual analysis. This high level conceptual processing involves infor-
mation fusion where information comes from the local analysis from the original data.
Therefore, the high level conceptual fusion subsystem could be regarded as a method
to mimic human profiler.
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6 The Demonstration of MMDF-C

This section demonstrates the functionalities discussed in section 4 and 5 with a small
sample of crime data obtained from public records. In fact, we are demonstrating GSOM
with three types of data structure which are publicly accessible. Thus, we have used
structured data and temporal data to build the profile of crimes. In fact, this section in-
tends to show the capability of hierarchical clustering in GSOM for producing multiple
levels of abstraction in crime profiling. The multiple levels of abstraction are the out-
comes of information fusion as they are also the summaries and representations of data
and therefore serve the purpose of information extraction.

Apparently, there are many modules in MMDF-C but due to limited space and lim-
ited availability of crime data, we will only demonstrate and discuss some experimental
results of certain modules. Again, we want to emphasize that the purpose of this section
is to provide a glimpse of the practical value of the MMDF-C.

6.1 Description of Crime Data

The crime data is obtained from LA County, California State in US [2]. The crime type
is murder incident that happened from January to May in 2007, which contains 124
releasable cases. Figure 7 depicted the distribution of the variety of murder cases. As
this is a public record database, only limited sources of crime data are made available.
The website in LA County Murder includes data sources about murder incident, victim,
suspect and vehicle.

There are some missing and incomplete data in the sample data and we have dealt
with the issues by doing some data pre-processing. For instance, some values were re-
placed with the mean values of the data source. Moreover, for the suspect data source,
the only available information include name, age, gender and race. There is no informa-
tion about the physical characteristics. Henceforth, we decided to use murder incident

 

Fig. 7. The distribution of crime type from January to May 2007
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and victim as input data sources and suspect and vehicle data are omitted. Table 3 shows
the number of cases in terms of the case status and the different crime classification of
the sample data.

Table 3. The number of cases by case status and crime classification

Crime Type \ 
Case Status 

Undetermined 
Motive 

Gang 
Related

Domestic 
Violence Robbery

Total 
Cases 

Suspect 
Unknown 56 46 0 1 103 
Suspect 
Deceased 0 0 2 0 2 

Suspect 
Known        
(In Custody) 5 4 5 0 14 

Suspect 
Known 
(Warrant 
Issued) 4 1 0 0 5 

Total Cases 65 51 7 1 124 
 

6.2 Different Metadata Derivations

Deriving metadata is important because patterns of certain data are implicit. For in-
stance, [30] mentioned that weather season can be associated with vehicles theft during
weekdays as more people pre-heat their cars during weekdays mornings before they go
to work and thus create the opportunity for vehicle theft. Therefore crime data should
also be derived to obtain different granularities. In [47], it has been discussed that meta-
data could be derived from date, vehicle identification numbers, names, addresses and
so on. Additionally, [30] suggested that crime data should be examined creatively by
transcending the usual analytical boundaries, where only single type of data or single
granularity of data or information.

Within the two data sources (murder incident and victim information) that we ex-
amined, we further categorise them into temporal and structured data. To clarify the
Temporal Metadata Derivation Module, as discussed in section 5.2.3, we can perform
metadata derivation on temporal data that are obtained from the murder incident data
source. The metadata derived from the temporal crime data, especially the date of crime,
is depicted in Figure 8. In our proposed framework, we suggest that the different gran-
ularities of date information and time information could then aggregated in the next
module.
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Fig. 8. The metadata derived from date

6.3 Pre-processing and Data Transformation

At the stage of pre-processing and data transformation for murder incident and victim
data sources, we have considered the m-of-n Remapping and Scaling Transformation
discussed in [37]. Table 4 shows the attributes and the values as well as the labels for
the attributes. We have pre-processed the temporal data, murder incidents and victim
information separately to shows the multi-modal crime data in the facets of data sources
and data structures.

6.4 Experimental Results

This section presents the experimental results and to show the crime patterns that has
been discovered and visualized with GSOM. We initially discuss the results of temporal
data and then structured data which consists of murder incident and victim information.
The GSOM was used to perform clustering separately on the crime data based on pa-
rameterising the different values of Spread Factor (SF). Thus, the results has shown
that GSOM is able to generate multiple levels of abstraction for crime patterns. These
crime patterns could be viewed as the crime profiles and victim profiles, which are also
outcomes of data fusion that serve the purpose of information extraction.

With murder incident, we have considered three attributes, namely crime classifi-
cation, case status and the crime location. In Figure 9, it could be seen that there are
eight clusters obtained with spread factor (SF) set at 0.3. To explain the different lev-
els of abstraction for crime patterns in murder incident, we could take an example of
the cluster at coordinate point (-3, 1). The crime pattern consists of murder cases with
undetermined motive and unknown suspect.

When spread factor (SF) was increased to 0.7 as seen in Figure 10, we noticed that
more clusters are formed. It consists of murder cases with undetermined motive and
unknown suspect that occurred at locations such as commercial, street/alley, driveway,
park, mountains/foothills, other, vacant lot/open field and construction site.
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Table 4. Data Mapping for the Attributes

Data Source No Attributes Values Labels 
Undetermined Motive 
Domestic Violence 
Gang Related 

1 Crime 
Classification 

Robbery 
Suspect (s)Unknown 
Suspect (s) Known  
– In Custody 
Suspect (s) Known  
– Warrant Issued 

2 Case Status 

Suspect Deceased 
Residence 
Commercial  
School grounds 
Driveway 
Sidewalk 
Street / Alley 
Freeway / Highway 
Other 
Park 
Mountains / Foothills 
Rural / Isolated 
Construction Site 

3 Location 

Vacant lot / Open Field  

Obtain from m-
of-n remapping  

Morning 1 
Afternoon 2 
Evening 3 
Night 4 

4 Time 

Mid-Night 5 
Monday 1 
Tuesday 2 
Wednesday 3 
Thursday 4 
Friday 5 
Saturday 6 

Murder Incident 

5 Date 

Sunday 7 
Gun Shot Wound(s) 1 
Stabbing 2 
Undetermined 3 
Blunt Force Trauma  4 

1 Cause of Death 

Strangulation/ Asphyxiation 5 
Male 1 2 Gender 

Female 0 

White 1 
Black 2 
Hispanic 3 
Asian / Pacific Islander 4 

Victim 
Information 

3 Race 

Others 5 
 4 Age Numerical (e.g. 27) Scaling 

Transformation 
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Undetermined 
motive, unknown 
suspect 

Fig. 9. The crime pattern visualization of murder incident when SF = 0.3

 

undetermined 
motive, unknown 
suspect, commercial, 
street/alley 

undetermined 
motive, unknown 
suspect, driveway 

undetermined motive, 
unknown suspect, other, 
vacant lot/open field, 
construction site 

undetermined 
motive, unknown 
suspect, park, 
mountain/foothill 

Fig. 10. The crime pattern visualization of murder incident when SF = 0.7
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undetermined motive, gang 
related, domestic violence, 
robbery, mid night, night, 
evening, Monday-Thursday 

Fig. 11. The crime pattern visualization of temporal analysis when SF = 0.1

 

undetermined motive, 
gang related, domestic 
violence, mid night, 
night, Monday 

Fig. 12. The crime patterns visualization of temporal analysis when SF = 0.4

With temporal data, we simply decided to derive the metadata by representing time
in terms of morning, afternoon, evening, night and midnight as well taking day of the
week (DoW) for date. The temporal analysis is able to illustrate the occurrence of crime
at multiple levels of granularity. In addition, they could be correlated to crime type, as
shown in Figure 11 and Figure 12.
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Gunshot 
wound(s), 
male, black, 
more than 20 
years old 

Fig. 13. The crime pattern visualization of victim when SF = 0.1

 

Gunshot wound(s), 
male, black, more than 
20-30 years old 

Gunshot wound(s), 
male, black, more 
than 31-40 years old 

Gunshot wound(s), 
male, black, more 
than 41-50 years old 

Fig. 14. The crime pattern visualization of victim when SF = 0.5

Whereas with the victim data source, the crime patterns at high level of abstraction
has shown only information about the suspect cause of death. The spread factor (SF)
was increased progressively to show the crime patterns in terms of its gender, race and
age group. The crime patterns from victim information, or it could be the victim profiles,
are illustrated in Figure 13 and Figure 14.
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7 Conclusion

We have described and identified the multi-modality issues in crime domain. Further
more, we proposed our framework, MMDF-C in relation to the identified issues in crime
data and also for crime profiling. We have also demonstrated the capabilities of GSOM
for extracting crime patterns and addressing the multi-modality issues. In brief, the pro-
posed framework and adoption of GSOM to visualise and represent multi-modal crime
data have demonstrated that multi-modal crime data has been fused by parameterising
the different values of spread factor (SF).

These initial experiments only demonstrate a small proportion of the overall con-
ceptual model, as discussed in section 5. Nevertheless, it provides a glimpse of the use
of artificial neural networks based techniques to support the proposed framework and
to perform crime profiling computationally. Besides, the artificial neural networks, par-
ticularly GSOM, is a soft computing approach that mimic human profiling processes.
Although the crime patterns shown are different from the actual crime profiles gener-
ated by human profilers, it has proven that it is possible to build a systematic approach
for crime profiling.

In future, the crime profiles obtained by GSOM could be futhrer enhanced if more
crime data could be the inputs. Specifically, the proposed framework will look into
the unstructured and semi-structured crime data. That means the future research will
also consider the text mining techniques on unstructure data sources such as narrative
reports, social media, etc. Thus, this opens up more opportunities in data mining and
data fusion based on results obtained from different data sources and data structures.
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Abstract. This chapter presents a study of the facial structural differences  
between the various tribes and non-tribes of the north-eastern region of India. 
Distances between the various facial feature points are measured using the face 
images of the newly created database, named as, the Department of Electronics 
and Information Technology-Tripura University (DeitY-TU) face database.  
After careful observation of the human facial structure and conducting primary 
anthropometric measurements, a comparative study between different Mongo-
lian tribes and the non-tribes have been done for face identification through the 
determination of resemblance, which may be useful in determining the facial 
characteristics of the criminals and terrorists of the north-eastern region of In-
dia, and also for strengthening forensic analysis to stop illegal emigrations. 

Keywords: Mongolian faces, north-east Indian faces, DeitY-TU face database, 
fiducial point, anthropometric measurement, forensic application, face identifi-
cation, ethnic group detection. 

1 Introduction 

Human face is an intriguing subject which has gained attention of countless artists, 
poets and scientists. Recognizing the face automatically has become one of the most 
active and widely used techniques because of its reliability in the process of verifying 
a person’s identity. It is becoming more important in terms of security and privacy as 
face images can be acquired with or without any cooperation from the person of inter-
est. Security, now-a-days, is given the top priority to counter the possible threats from 
terrorists and criminals, which includes improvising new dimensions of technological 
advancement for forensic investigations as well. Forensic science is the application of 
one or more scientific branches to investigate and establish facts of interest in relation 
to criminal or civil law [1]. Identifying an individual is generally based on a compari-
son of an unknown and a known and is used when there is someone to compare the 
evidence against or it is used to create the potential for comparing the evidence 
against a suspect in the future. 
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Considering the terrorist activities in India, the north-eastern region occupies one 
of the prime positions [2]. In this context, we may contribute an alternative perspec-
tive to increase the security and its developments for the north eastern states of India. 
So our ongoing research on face identification may be useful for the illegal migration 
as well as information security enhancement in homeland security. The primary aim 
of this study is to conduct anthropometric measurements on the different face images 
of the different north-eastern region of India for identifying the region based human 
faces. 

In the field of face recognition, detection of the most important facial feature points 
and measurement of the distances between them are being developed by the applica-
tion of anthropometric study. Anthropometry was first introduced to the field of fo-
rensics to identify individual criminals by their physical characteristics. The purpose 
of anthropometric analysis is to study the variation of human physical characteristics. 
It is also a key technique to find out the differences and similarities among numerous 
races. 

At present, there are no available databases for the north-east Indian people. Re-
cently, we are developing a database named as the Department of Electronics and 
Information Technology-Tripura University (DeitY-TU) face image database, which 
contains images of a different tribe and non-tribe people of different races, especially 
people belonging to Mongolian origin [3, 4] obtained from the north-eastern region of 
India. This region has been occupied by several streams of the Mongoloid people who 
came from the north and the east at different periods [5]. The diverse Mongoloid 
groups in the course of time settled down in different habitats and ecological settings 
of the north eastern region crystallized into separate entities which are referred to as 
tribes today [5, 6]. 

In this chapter, we have already collected face images of different Mongolian 
people like: Tripura, Reang, Chakma, Debbarma, Jamatia, Darlong, Mog, Halam etc. 
from the different states, and using these images we have measured the anthropome-
tric distances between several feature points in the face, and also tried to find out the 
facial structural differences between the different tribe and non-tribe male/female 
people of the different north-eastern states of India. The aim of this study is to carry 
out a comparison of anthropometric values of Mongolians in the north-eastern region 
of India of similar socioeconomic status with special reference to five states: Assam, 
Mizoram, Tripura, Nagaland and Manipur. 

The rest of this chapter is divided into seven sections covering existing techniques 
for the measurement of anthropometric values, anthropometry in forensics, people of 
the north-eastern region of India, creation of the DeitY-TU face database, anthropo-
metric measurements of the face images, analysis and observation of the findings, and 
conclusion. 

2 Existing Anthropometric Measurement Techniques 

Popular methods to measure craniofacial anthropometry include direct measurements 
on the surface of the skin, radiographic cephalometry and photographic approaches. 
The direct measurement method has several advantages, such as non-invasiveness, 
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technical simplicity and low cost. Though, there is the risk of examiner subjectivity 
and as a result it can produce poor outcome and may not be completely reliable every 
time [7]. Again, repeated measures are not possible always as all the subjects may not 
be available for the next time. Radiographic cephalometry is suitable for the obser-
vation of hard tissue such as bone, and can assess many points, angles and planes [8]. 
But, it is a relatively high cost solution, and it involves a threat of exposing the 
subjects to radiation during measurement. For these reasons, the photographic ap-
proach gains more preference over the other methods and evolves as a useful me-
thod for measuring facial anthropometric parameters. Photographs can be obtained 
easily and then, can be stored permanently for future use [8]. This approach using 
photographs is suitable for the analysis of facial features and is adaptable to meet 
the specific measurement needs of different investigators [9]. 

In [10], Farkas conducted 25 measurements on head and face based landmark 
points to examine three racial groups: North American Caucasian, African-American, 
and Chinese. Im et al. [11] represented about the study of the genetic effect and quan-
titative trait locus (QTL) of seven traits, based on anthropometric measurements over 
a population of Mongolian race. Luximon et al. [12] used 3D scanning technology to 
study the use of traditional facial anthropometry. In traditional anthropometry, a lot of 
numerical dimensions are measured in order to portray the different face shapes. Li et 
al. [13] presented a novel pose estimation method by improving the traditional geo-
metrical design method for determining feature characteristic. For this, they built an 
isosceles triangular model of face based on the four eye-corners and subnasal. 

Ngeow and Aljunid [14] established the craniofacial anthropometric norms of the 
young adult (18-25 years) Malaysian Indian. They conducted 22 linear measurements 
for twice, from 28 landmarks over six craniofacial regions using standard anthropo-
metric instruments. A third reading was taken if the earlier two measurements were 
not consistent enough. They adopted the methodology and evaluation of indices of the 
craniofacial region from [15]. Landmarks were marked directly on the skin to avoid 
errors in locating them. 

Jahanshahi et al. [16] used classic cephalometry for conducting some cross-
sectional studies to compare the face shapes in Fars and Turkman ethnic groups of 
normal newborns and 17–20 years old males and females in Gorgan (North of Iran). 

Sohail and Bhattacharya [17] presented an automatic technique to detect 18 facial 
feature points, which were mostly around the eyes, eyebrows, nose and mouth. For 
this, they used a statistically developed anthropometric face model. They isolated the 
different facial feature regions and located the different regions by using the distance 
between the two eye centers as the principal parameter. They conducted these mea-
surements on 300 frontal face images of more than 150 subjects and used the obtained 
proportions to build the anthropometric face model. 

Although anthropometric measurement of the face provides useful information 
about the facial structure, it has rarely been used in automatic detection and localiza-
tion of different facial features [17]. In the field of forensics, uncertainty in the anth-
ropometric measurements of different facial proportions has become the focus of 
attention, as forensic results need to be accurate and reliable. Variations in facial  
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anthropometric measurements may happen from the use of different operators, due to 
different subjects, and even due to taking multiple measurements of different photo-
graphs of the same subject [1]. 

3 Anthropometry in Forensics 

Anthropometry is the systematic collection and correlation of measurements of the 
physical sizes and shapes of the human body. It can also be depicted as a hallmark 
technique that deals with the study of body proportion and absolute dimensions that 
vary widely with age and sex within and between racial groups. 

Face anthropometry is also an important technique. Face shape is dynamic, due to 
the many degrees of changes that occur due to the various expressions and move-
ments of the human face. Again, the variability of face shape is also highly limited by 
both genetic and biological constraints [18]. Anthropometric studies of a human face 
have a long history but most of those are limited to linear measurements taken direct-
ly by using calipers and tapes on the human face [17]. It involves making accurate 
and standard measurements, so that the various differences among the human face 
shapes can be described objectively. 

Anthropometry, first used in the 19th century, has since been substituted with more 
perceptive methods of identification. It achieves varying results, which is an indica-
tion that more research is needed to ensure a reliable forensic identification method, 
but still it is being used by many researchers for various purposes like, face recogni-
tion, facial structure analysis etc. because of its undeniable advantages. Anthropome-
tric measurements are portable, non-invasive, inexpensive, useful in field studies, and 
comprehensible to communities at large [19]. They generate data that can be eva-
luated numerically and used to compare across populations. 

From a forensic perspective, facial recognition is important and powerful tool in 
various scenarios [20] like, (1) searching faces from a crowd scene, which have been 
obtained from a given database; (2) picking out the best face match for a probe image 
from previously acquired face images; (3) producing supporting evidence to support 
or reject the assumption that a person in an image is the suspect in custody. 

The most common recognizable way to identify someone is from their face and 
therefore, the methods of identification that involves face, are all very important to 
forensic science [1]. Whether the evidence available is from a video recording, still 
image or eye witness, the use of facial identification procedures is vital to the investi-
gation of crime. 

Anthropometry can be used for forensics in certain circumstances to facilitate 
comparison of a photo of a suspect with the potential criminal disclosed in surveil-
lance video recording [1]. Though, anthropometry does not provide the same success 
rate in identifying a subject as DNA or fingerprinting, but these evidences are not 
always left at crime scenes. Sometimes the only evidence available relating to an 
crime is from surveillance videos and research was needed to provide acceptance to 
anthropometry as a viable method of identification or as a helping tool for exploring 
facial characteristics of the individuals for forensic identification. 
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But an automatic anthropometric measurement technique for human faces requires 
accurate detection and identification of the various facial feature points. Identification 
of facial feature points plays an important role in many facial image applications like 
human computer interaction, video surveillance, face detection, face recognition, 
facial expression classification, face modeling and face animation. A large number of 
approaches have already been attempted towards addressing this problem, but  
complexities added by circumstances like inter-personal variation (i.e. gender, race), 
intrapersonal changes (i.e. pose, expression) and inconsistency of acquisition  
conditions (i.e. lighting, image resolution) have made the task quite difficult and  
challenging. 

In a study by Farkas et al. [10] based on measurements found reliable in one of his 
previous research, landmarks that were able to be seen clearly on the photo were used 
to create age progression photographs for missing children using anthropometry. 

Forensic anthropometry has traditionally been considered to be controversial and 
unproven method of identification [1]. The general feeling within the forensic science 
community is that there are too many factors which make this method subjective and 
that even when high quality photographs taken in a controlled setting are available, 
factors such as lighting, head position, camera position, and operator experience may 
all contribute to the inaccuracy of this technique for identification purposes. 

4 North-East India and Its Inhabitants 

North East India is the homeland of a large number of ethnic groups who came from 
different directions at different historic times. These groups belong to different racial 
community, speak different languages and have mixed socio-cultural traditions [5]. 
This region has been occupied by several streams of the Mongoloid people who came 
from the north and the east at different periods. The Australoids came to this region 
before the coming of the Mongoloids who partially or fully absorbed the Australoid 
strains [21, 22]. The physical features of different tribes of North East India suggest 
that the Australoid elements are present in some of the tribes. It has been stated that 
long ago one section of the Indo-Mongoloids spread over the whole of the Brahmapu-
tra valley, North Bengal and East Bengal (now Bangladesh) giving rise to various 
tribal groups inhabiting this region [23]. The diverse Mongoloid groups in the course 
of time settled down in different habitats and ecological settings of the north eastern 
region crystallized into distinct entities which are referred to as tribes today [6, 24]. 

The overwhelming majority of the people living in North East India are Hindus 
(60.93%). The second largest religious group is the Muslims, who constitute 21.55% 
of the total population of North East India. The Christians constitute 13.63% of the 
total population of North East India. The Buddhists and Jains are not dominant in any 
of this region of India. North East India represents a sort of ethnological transition 
zone between India and neighboring China, Tibet, Burma and Bangladesh. 

In the seven states of North East India, the percentages of tribal population vary 
significantly. In the states of Assam, Manipur and Tripura, the percentages of tribal 
population to the total population of the respective states are 12.82%, 34.41% and 
30.95%. In Arunachal Pradesh, Meghalaya, Mizoram and Nagaland the percentages 
of tribal population to the total population of the respective states are quite high. In 
Mizoram, the tribals constitute 94.75% of the total state’s population. 
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5 Department of Electronics and Information Technology-
Tripura University (DeitY-TU) Face Database 

All the anthropometric measurements are being conducted on the frontal neutral face 
images of the DeitY-TU face database, which is a visual face image database under 
development. A database is being created with the face images of the different tribe as 
well as non-tribe people of the seven North-Eastern states of India. In this database, 
faces have been captured in four illumination conditions and with eight expressions 
and images are being clicked concurrently from five different viewpoints [3, 4].  
 

Table 1. DeitY-TU face image database statistics 

State Total 
Images 

No. of Im-
ages per 
Person 

Total 
Persons 

Male Female Tribe Non-
tribe 

Mizoram 10,640  
 
95 

112 62 50 112 0 
Assam 10,165 107 46 61 14 93 
Tripura 9,500 100 49 51 34 66 
Nagaland 9,595 101 57 44 101 0 
Manipur 9,880 104 80 24 29 75 

Total 49,780 95 524 294 230 290 234 

Table 2. Tribes and non-tribes of north-east Indian states collected from the DeitY-TU face 
database  

State Tribes Non-Tribes 
Mizoram Bawitlung, Bawlte, Chawngthu, 

Chenkual, Fanai, Hrangchal,  
Jinhlong, Khawlhring, Laichhak, 
Miller, Ralte, Sailo, Zadeng 

- 

Assam Borgohain, Kachari, Rabha, Lalung, 
Basumatary (BodoKachari, Koch) 

Bora, Baishya, Bordoloi, Das, 
Dewan, Hazarika 

Tripura Debbarma, Reang, Jamatia, Darlong, 
Tripura, Chakma, Mog, Rupini 

Dey, Saha, Bhowmik,  
Majumder,Chakraborty, Das, 
Nandi, Biswas, Debnath,  
Mahajan, Shil 

Nagaland Khiamniungan, Rengma, Aonaga, 
Angami, Phom, Lothanagal,  
Suminaga, Tangkhul, Mao,  
Sangtam, Konyak, Zeliang, Pochury 

- 

Manipur Kabui, Tangkhul, Liangmai, Kom, 
Thadou, Rongmei, Anal, Maring, 
Liangmai, Poumai, Mao, Naga 

Meitei 
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All images are being captured, against a homogeneous black background of 8.7 
ft×6.5ft dimension to prevent light reflection. Till now, 49,780 images of total 524 
persons have been collected from five north-eastern states: Mizoram, Assam, Tripura, 
Nagaland and Manipur. An overall scenario of the collected images with the number 
of males, females, tribes, and non-tribes from the different states for the DeitY-TU 
face database is shown in Table 1. Table 2 shows the different tribe and non-tribe 
people collected from these states. Some frontal sample images with the neutral ex-
pression and full illumination are shown in Fig. 1. 

 

 

Fig. 1. Sample neutral frontal face images in full illumination condition of DeitY-TU face 
database 

6 Anthropometric Measurements of DeitY-TU Face Images 

6.1 Selection of Image Data 

Here, facial anthropometric analysis of the different races including the Mongolian 
people have been done using the visual face image database being collected from the 
seven north-eastern states of India. However, the faces have been captured with mul-
tiple variations of illumination, expression and pose, yet for anthropometric mea-
surements, we have considered only the neutral frontal face images captured in full 
illumination condition. The frontal images of this database are of 1936×1288 pixels 
dimension and have been clicked from a distance of 4.5ft from the user. To have an 
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apparent perceptive of the facial differences between the tribe and non-tribe males as 
well as females, we tried to select at least 10 male tribes, 10 female tribes, 10 male 
non-tribes, and 10 female non-tribes from each of the five states. But, due to unavai-
lability of sufficient image data in all the states, we have adjusted our selection as 
shown in Table 3. After careful review, photographs of 200 subjects were considered for 
distance measurement and analysis. 

Table 3. Number of persons from different states for which anthropometric measurements have 
been conducted 

State Male Tribe Female Tribe Male Non-Tribe Female Non-Tribe 
Mizoram 20 20 0 0 
Assam 6 7 14 13 
Tripura 10 10 10 10 
Nagaland 20 20 0 0 
Manipur 10 5 10 15 
Total 66 62 34 38 

6.2 Selection of Landmark Points and Distances 

The most important facial features those are responsible for constructing the basic 
structure of the human face, are eyes, nose, mouth, eyebrows etc. In this chapter, 
based on the above mentioned facial parts, we have selected 4 unilateral, and 8 bila-
teral, consisting a total of 20 landmark points, which will be included in subsequent 
anthropometric studies. Bilateral landmarks are located on both sides of the face. All 
the 20 landmark points are shown in Fig. 2. 
 

 

Fig. 2. Sample image with twenty landmark points of DeitY-TU database 

From these landmarks, a total of 24 linear measurements were selected for compar-
ison of images, which are listed in Table 4 and a sample image with the distances to 
be measured is shown in Fig. 3. 
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Table 4. Anthropometric measurements employed in this study 

Sl. 
No. 

Distances Codes used for 
the Distances 

1. right eyebrow right corner to right eyebrow left corner REbR-REbL 
2. left eyebrow right corner to left eyebrow left corner LEbR-LEbL 
3. left eyebrow right corner to right eyebrow left corner LEbR-REbL 
4. left eyebrow left corner to right eyebrow right corner LEbL-REbR 
5. right eye right corner to right eye left corner RER-REL 
6. left eye right corner to left eye left corner LER-LEL 
7. left eye right corner to right eye left corner LER-REL 
8. left eye left corner to right eye right corner LEL-RER 
9. right nose corner to right eye right corner RN-RER 
10. left nose corner to left eye left corner LN-LEL 
11. right nose corner to right mouth corner RN-RM 
12. left nose corner to left mouth corner LN-LM 
13. sub-nasal point to upper lip outer middle SN-ULOM 
14. right eye right corner to right mouth corner RER-RM 
15. left eye left corner to left mouth corner LEL-LM 
16. right eyebrow right corner to right mouth corner REbR-RM 
17. left eyebrow left corner to left mouth corner LEbL-LM 
18. right mouth corner to left mouth corner RM-LM 
19. upper lip outer middle to lower lip outer middle ULOM-LLOM 
20. lower lip outer middle to chin middle LLOM-CM 
21. left eye upper lid midpoint to left eye lower lid midpoint LEUM-LELM 
22. right eye upper lid midpoint to right eye lower lid mid-

point 
REUM-RELM 

23. left end point to right end point of nose LN-RN 
24. nose height NH 

 

 
Fig. 3. Sample face image of DeitY-TU face database with 24 anthropometric distances 
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6.3 Measurement of Distances 

For measurement of the distances, first task is to identify the landmark points, for 
which we have used morphological operator and Harris corner detection method [25]. 
In this approach, we have first generated a unique background using dilation (mor-
phological) operation, so that the corner detection algorithm doesn’t detect any corner 
in the background i.e. outside the face. Dilation is a powerful operator for extracting 
features from an image e.g. filling holes and broken areas. Here it is used to remove 
the light objects from the background. After that, we have used a corner detection 
technique called the ‘Harris corner detector’, which is an interest point detector and is 
strongly invariant to scale and illumination variation. Then, the intermediate distance 
between obtained corners are measured. These distances are then compared with the 
predetermined distances between the corresponding feature points. These predeter-
mined distances are the manually calculated average distances between the feature 
points. The automatically measured distances those come within a considerable range 
of the corresponding predetermined distances ensures the detection of a desired fea-
ture point [26]. 

Unique Background Creation. In face images, it may happen in some cases that 
some background light is present. Presence of background light may create a problem 
in the corner detection process as the corner detection method will detect the corners 
from the whole input image i.e. from both the face region as well as the background 
of the face also. Therefore, to eradicate the possibility of getting any unwanted corner 
from the background, it becomes essential to create a unique background before start-
ing the detection of corners. For this purpose, the ‘dilation’ morphological operation 
has been applied in this work. 

Morphology is a broad set of image processing operations that apply a structuring 
element to an input image, creating an output image of the same size. In a morpholog-
ical operation, the value of each pixel in the output image is based on a comparison of 
the corresponding pixel in the input image with its neighbours. The most basic mor-
phological operations are dilation and erosion. In this chapter, we have applied dila-
tion operation to generate the images with a unique background. Dilation is one type 
of operation that grows or thickens objects in an image [27]. In this operation, the 
value of the output pixel is the maximum value of all the pixels in the input pixel’s 
neighbourhood. For e.g. in a binary image, if any of the pixels is set to the value 1, 
the output pixel is also set to 1. In our work, we have applied dilation operation on 
gray scale images. Mathematically, dilation is defined in terms of a set operation. The 
dilation of A  by B , denoted A B⊕ , is defined as: 

 { | ( ) }A B z B Az

∧
⊕ = ∩ ≠ ∅  (1) 

where, Ø is the empty set, and B  is the structuring element. In words, the dilation of 
A  by B  is the set consisting of all the structuring element origin locations where the 

reflected and translated B overlaps at least some portion of A . 
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Corner Detection. A corner is defined as the intersection of two edges. Corners can 
also be defined as points for which there are two dominant and different edge direc-
tions in a local neighbourhood of the point. An interesting point can be a corner, but it 
can also be, for example, an isolated point of local intensity maximum or minimum, 
line endings, or a point on a curve where the curvature is locally maximal. The main 
advantages of a corner detector are its ability to detect the same corner in multiple 
similar images, under conditions of different lighting, translation, rotation and other 
transforms. 

The Corner Detection block finds corners in an image using the Harris corner de-
tection, the minimum eigenvalue, or local intensity comparison method. The block 
finds the corners in the image based on the pixels that have the largest corner metric 
values [28]. A simple approach to corner detection in images is using a correlation, 
but this gets computationally very expensive and suboptimal. 

Harris Corner Detector is one of the promising tools to analyze the corner points. It 
is based on the autocorrelation of image intensity values or image gradient values. 
The gradient covariance matrix is given by: 

 
A C

M
C B

=  
 
 

 (2) 

where, 

 2( )A I wx= ⊗ , 

 2( )B I wy= ⊗ , and
 

 2( )x yC I I w= ⊗
 

Ix  and I y  are the gradients of the input image, I  in the X and Y direction, re-

spectively. The symbol ⊗denotes a convolution operation. The coefficients have 
been used for separable smoothing filter parameter to define a vector of filter coeffi-
cients. The block multiplies this vector of coefficients by its transpose to create a 
matrix of filter coefficients, w. 

The Harris corner detection method avoids the explicit computation of the eigenva-
lues of the sum of squared differences matrix by solving for the following corner 
metric matrix, R: 

 2 2( )R AB C k A B= − − +  (3) 

The variable k corresponds to the sensitivity factor. We can specify its value using 
the Sensitivity factor (0<k<0.25) parameter. The value of k  has to be determined 
empirically, and in this literature we have used the value 0.04. The smaller the value 
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of k , the more likely it is that the algorithm can detect sharp corners. On the basis of 
R the pixels are classified as follows: 

 0R > : Corner pixel, R ~ 0: pixel in flat region, R < 0: Edge pixel 

A sample image of the DeitY-TU face database has been shown in Fig. 4 with all 
the detected corners. Only the cropped face part is shown here. 

 

 

Fig. 4. Sample DeitY-TU face of a male tribe with the detected corners 

Determination of the Desired Corners. After the corners have been detected, our 
first task is to find out the different landmark points. For that, we first need to find out 
the lower and upper limits of the distances between the landmark points manually. 
For this purpose, manual distance calculation has been done over 20 images of differ-
ent classes. For each distance, we find out the highest and lowest values and use these 
values as the limits or as a range for that particular distance, which leads to the deter-
mination of the desired corners or landmark points. However, this approach, for de-
tecting the exact location of all the desired landmark points, has not been tested with a 
large number of dataset. 

Distances Obtained. The obtained measurements for all the 24 distances of the 200 
individuals are sub-divided into four groups: male tribes, male non-tribes, female 
tribes and female non-tribes, and the total number of images used for these groups of 
people are 66, 34, 62, and 38 respectively as shown in Table 3. Fig. 5 shows four 
sample images of these groups along with the measured values of the 24 distances. 
Here all the distances are Euclidian distances and have been measured in terms of 
pixels. Average values of these distances have been measured for the four groups 
separately for each of the five states (three states for the non-tribes) and are shown in 
tables 5 – 8 respectively. All the highest and lowest values for each distance are 
shown in bold and italic respectively. 
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(a)              (b) 

  
(c)              (d) 

Fig. 5. Sample images with 24 anthropometric distances measured for (a) male tribe, (b) male 
non-tribe, (c) female tribe and (d) female non-tribe 

Table 5. Average distances calculated for the male tribes of the five different states 

Sl. 
No. 

Distances Assam Manipur Mizoram Nagaland Tripura 

1 REbR-REbL 166.5983 168.686 165.7736 180.5791 148.8273 
2 LEbR-LEbL 162.7067 166.35 165.3036 181.4762 148.8613 
3 LEbR-REbL 408.9767 411.046 399.9295 440.418 376.3247 
4 LEbL-REbR 83.32667 80.901 71.63727 83.208 81.08333 
5 RER-REL 74.58333 91.107 89.83636 82.398 68.39267 
6 LER-LEL 74.34167 90.372 89.41182 82.454 68.11 
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Table 5. (continued) 
 

7 LER-REL 304.4383 323.209 313.1591 320.993 282.1187 
8 LEL-RER 155.9567 138.702 134.51 156.966 145.868 
9 RN-RER 184.8867 196.785 189.7627 204.093 174.1513 
10 LN-LEL 185.8267 193.993 188.6182 206.268 173.8733 
11 RN-RM 90.84833 98.498 96.84318 105.297 97.356 
12 LN-LM 90.31667 98.696 96.41545 104.418 97.68133 
13 SN-ULOM 47.15833 60.34 50.89 54.9699 51.06 
14 RER-RM 249.0083 259.556 251.8714 271.9422 239.9767 
15 LEL-LM 247.5717 257.462 249.5945 271.8606 238.798 
16 REbR-RM 300.6833 314.285 307.89 326.993 287.7393 
17 LEbL-LM 292.545 310.796 306.9427 325.0388 285.7513 
18 RM-LM 172.3917 175.682 172.3805 182.427 164.2893 

19 
ULOM-
LLOM 

68.155 65.702 66.53182 69.9725 68.59333 

20 LLOM-CM 118.6967 117.824 114.9709 125.3249 103.5507 

21 
LEUM-
LELM  

30.12667 30.227 29.36773 32. 8001 26.70067 

22 
REUM-
RELM 

29.705 29.903 29.01636 32.7034 26.11533 

23 LN-RN 104.7717 100.89 104.5186 102.9178 98.1 
24 NH 153.1683 147.439 147.4314 162.988 143.35 

Table 6. Average distances calculated for the male non-tribes of the three different states 

Sl. 
No. 

Distances Assam Manipur Tripura 

1 REbR-REbL 168.1693 172.3871 155.2753 
2 LEbR-LEbL 167.0171 172.8293 153.1347 
3 LEbR-REbL 407.2993 413.7254 378.8153 
4 LEbL-REbR 75.60857 70.34429 73.11933 
5 RER-REL 83.69 94.04429 75.894 
6 LER-LEL 82.91286 94.07179 75.558 
7 LER-REL 300.81 324.6482 284.476 
8 LEL-RER 142.2286 136.8936 135.5773 
9 RN-RER 182.5879 204.0354 167.294 
10 LN-LEL 181.1593 204.2686 166.0933 
11 RN-RM 96.79143 100.52 90.624 
12 LN-LM 96.48929 100.5175 90.60467 
13 SN-ULOM 55.23714 58.64143 46.30467 
14 RER-RM 247.5514 269.1932 224.73 
15 LEL-LM 243.0786 268.2468 222.9647 
16 REbR-RM 300.235 331.9137 269.274 
17 LEbL-LM 298.3529 329.6093 267.1453 
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Table 6. (continued) 
 

18 RM-LM 173.7964 176.2614 164.918 
19 ULOM-LLOM 68.345 68.37679 60.444 
20 LLOM-CM 117.3807 112.2532 111.502 
21 LEUM-LELM 31.44357 33.73714 31.34867 
22 REUM-RELM 31.04857 33.13036 30.75133 
23 LN-RN 100.8214 133.5311 91.03067 
24 NH 149.2029 158.9457 137.8753 

Table 7. Average distances calculated for the female tribes of the five different states 

Sl. 
No. 

Distances Assam Manipur Mizoram Nagaland Tripura 

1 REbR-REbL 154.9843 156.106 152.5923 167.5572 136.5762 
2 LEbR-LEbL 155.1571 156.986 151.8659 167.2911 138.8562 
3 LEbR-REbL 389.0586 387.39 378.9532 419.6009 349.9323 
4 LEbL-REbR 81.52571 73.386 76.50773 84.0473 76.51 
5 RER-REL 75.17143 87.448 86.125 79.3188 67.44769 
6 LER-LEL 74.45714 87.102 85.48636 79.1528 67.57385 
7 LER-REL 292.0943 303.486 300.4777 315.6656 266.8977 
8 LEL-RER 143.2 130.458 129.9445 157.8811 132.4977 
9 RN-RER 177.5357 189.236 182.55 198.2087 166.5392 
10 LN-LEL 180.6029 187.23 180.9836 198.5761 166.7777 
11 RN-RM 93.30286 99.68 91.76364 97.6943 85.59385 
12 LN-LM 93.42 98.44 91.065 97.9060 85.40077 
13 SN-ULOM 48.05714 50.315 47.19455 51.4861 42.88077 
14 RER-RM 237.8471 245.535 239.5614 256.8499 220.8631 
15 LEL-LM 239.1886 242.2725 237.3 255.1904 218.9992 
16 REbR-RM 290.4929 295.815 294.4673 314.8386 268.0831 
17 LEbL-LM 295.4829 296.2525 292.7682 313.4929 268.4215 
18 RM-LM 167.7729 171.565 160.7286 174.4018 147.4692 

19 
ULOM-
LLOM 

75.90143 62.1475 60.96409 66.0724 58.13769 

20 LLOM-CM 104.2643 104.52 106.7527 112.1954 97.5 

21 
LEUM-
LELM 

31.43857 29.285 28.93773 33.5458 28.50462 

22 
REUM-
RELM 

31.03286 28.5975 28.64864 33.5693 28.15923 

23 LN-RN 90.87143 88.7975 94.25409 94.9848 81.69923 
24 NH 142.0129 137.435 139.6314 153.2471 133.3392 
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Table 8. Average distances calculated for the female non-tribes of the three different states 

Sl. 
No. 

Distances Assam Manipur Tripura 

1 REbR-REbL 152.25 159.43 147.0588 
2 LEbR-LEbL 150.1369 158.698 148.1494 
3 LEbR-REbL 386.5238 389.2773 366.5118 
4 LEbL-REbR 85.74462 72.56133 73.48529 
5 RER-REL 78.42462 85.42733 73.13941 
6 LER-LEL 77.82538 85.61333 73.41588 
7 LER-REL 297.0415 303.664 280.49 
8 LEL-RER 141.1908 134.0133 134.3394 
9 RN-RER 181.7023 189.7347 165.71 
10 LN-LEL 181.8238 189.7547 169.6365 
11 RN-RM 87.00692 93.72467 87.32 
12 LN-LM 87.45769 92.96133 87.47118 
13 SN-ULOM 45.60692 48.68933 43.96765 
14 RER-RM 234.1054 246.5713 221.0918 
15 LEL-LM 234.3115 244.542 221.0241 
16 REbR-RM 286.4254 300.7587 266.3388 
17 LEbL-LM 286.5523 299.5113 269.7194 
18 RM-LM 166.03 165.974 155.0988 
19 ULOM-LLOM 65.27692 64.034 64.28882 
20 LLOM-CM 97.73231 106.996 101.9 
21 LEUM-LELM 34.20154 32.15667 31.35647 
22 REUM-RELM 33.88231 31.82533 30.91824 
23 LN-RN 87.30538 91.52067 84.38765 
24 NH 150.38 141.6693 134.3594 

7 Analysis and Observations 

According to the observations of the data values of anthropometric measurements of 
the tribe and non-tribe faces of NE India, shown in the tables from 5 to 8, we find that 
there are huge differences between the distances of the fiducial points of tribes and 
non-tribes that have been found. All these data shows how the tribe faces differ from 
the non-tribe faces within the same states as well as the differences between the tribes 
or non-tribes of different states. 

7.1 Comparison between the Intrastate Male Tribes and Non-tribes 

If we compare the different distances obtained for the male tribes and male non-tribes 
as shown in Tables 5 and 6, we can see that; length of the eyebrows (distance no. 1 
and 2) of the male tribes are relatively shorter than the male non-tribes for the three 
states: Assam, Manipur, and Tripura, though, for Manipur, the difference is not that 
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major. Moreover, the distances between the outer endpoints of the eyebrows (distance 
no. 3) are almost similar for the male tribes and non-tribes of each of the three states 
separately, but the distance between the inner endpoints of the eyebrows (distance no. 
4) is significantly larger for the male tribes in comparison to the non-tribes of the 
three states (Assam: male tribe – 83.32667, male non-tribe – 75.60857; Manipur: 
male tribe – 80.901, male non-tribe – 70.34429; Tripura: male tribe – 81.08333, male 
non-tribe – 73.11933). So, this indicates that the eyebrows of the male tribes are 
shorter in length and are a bit far away from each other compared to that of the male 
non-tribes. 

Length of the eyes, (distance no. 5 and 6), are also shorter for the male tribes than 
the male non-tribes for the people of Assam and Tripura, but there is no significant 
difference for the Manipuri tribe and non-tribe males. Similar to the eyebrows, the 
distances between the outer endpoints of the eyes, (distance no. 7), also does not dif-
fer much for the male tribes and non-tribes of the three states, and the distance  
between the inner endpoints of the eyes, (distance no. 8), is also larger for the male 
tribes in case of Assam and Tripura, but for Manipur, it is almost same. Again, thick-
ness of the eyes, denoted by distance no. 21 and 22 are almost similar for the tribe and 
non-tribe males of Assam and Manipur, but for Tripura, eyes of the male tribes are 
thinner than the male non-tribes (Tripura: male tribe – 26.70067, 26.11533, non-tribe 
– 31.34867, 30.75133). 

The distance between the sub-nasal point to the upper lip outer middle (distance 
no. 13: SN-ULOM), i.e. the space amid the nose and mouth for the male tribes are 
larger, almost similar, and shorter for Assam, Manipur and Tripura respectively in 
comparison to the male non-tribes. 

No significant difference is observed between the male tribes and non-tribes for the 
width of the mouth (distance no. 18: RM-LM), and thickness of the lips (distance no. 
19: ULOM-LLOM). Still, the lips seem to be thicker for the male tribes compared to 
the male non-tribes of Tripura (male tribe – 68.59333, male non-tribe – 60.444). 

The distance from the lower lip outer mid-point to the chin (distance no. 20: 
LLOM-CM) is observed to be same for the tribe and non-tribe males of Assam, but is 
slightly higher for the Manipuri male tribes, and radically lower for the Tripuri male 
tribes in comparison to the male non-tribes of particular states. 

Width and height of the nose (distance no. 23 and 24 respectively) for Assamese 
tribe and non-tribe males are almost similar. Substantial difference is noticed for the 
Manipuri males, as the width of the nose of the tribes is less to a greater extent than 
the non-tribes (Manipur: male tribes – 100.89, male non-tribe – 133.5311), and height 
is also lesser for the male tribes. For the Tripura males, both the nose width and 
height are higher for the tribes compared to the non-tribes. 

7.2 Comparison Between the Intrastate Female Tribes and Non-tribes 

From Tables 7 and 8, we have constructed a comparison between the structural differ-
ences of the female tribes and non-tribes.  
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Length of the eyebrows (distance no. 1 and 2) of the female tribes and non-tribes 
are similar for Assam and Manipur, but the Tripuri female tribes have smaller  
eyebrows compared to the non-tribes (Tripura: female tribes – 136.5762, 138.8562, 
female non-tribes – 147.0588, 148.1494). Again, the distances between the outer end-
points of the eyebrows (distance no. 3) of the female tribes and non-tribes of Assam 
and Manipur are similar, and for Tripura, it is much lesser for the female tribes than 
the non-tribes. The distances between the inner endpoints of the eyebrows (distance 
no. 4) are similar for the three states: Assam, Manipur and Tripura. So, it is seen that, 
unlike the male tribes, the eyebrows of the female tribes are not far away from each, 
but are not that much stretched out towards the outer ends as compared to the female 
non-tribes. 

Slight variations are noticed for the length of the eyes (distance no. 5 and 6) be-
tween the female tribes and non-tribes of Tripura as for the female tribes have eyes 
with a shorter length than the female non-tribes (female tribes – 67.44769, 67.57385, 
female non-tribes – 73.13941, 73.41588). The distances between the outer endpoints 
of the eyes (distance no. 7) too are similar for Assam and Manipur, but are signifi-
cantly shorter for the female tribes than the non-tribes of Tripura; and the distances 
between the inner endpoints of the eyes (distance no. 8) are almost similar for these 
three states. Again, thickness of the eyes (distance no. 21 and 22) are almost similar 
yet a bit lesser for the female tribes than the non-tribes of the three states. 

The distance from the sub-nasal point to the upper lip outer mid-point (distance no. 
13) is similar for both the female tribes and non-tribes of all the three states. The 
width of the mouth (distance no. 18: RM-LM) is similar for the female tribes and non-
tribes of Assam, but is slightly higher for the Manipuri female tribes and lesser for the 
Tripuri female tribes compared to the female non-tribes of the corresponding states. 
Thickness of the lips (distance no. 19) are similar for the Manipuri female tribes and 
non-tribes, but lips are thicker for the Assamese female tribes and thinner for the Tri-
puri female tribes than the female non-tribes of particular states. 

For Manipuri female tribes and non-tribes, the distance between the lower lip outer 
mid-point and chin (distance no. 20) is almost similar, but it is found that for Assam it 
is higher and for Tripura it is lower for the female tribes compared to the non-tribes. 

The width of the nose (distance no. 23) is similar for all the female tribes and non-
tribes of the three states, but the nose height (distance no. 24) for Assamese female 
tribes is significantly lesser than the non-tribes, though it is similar for the female 
tribes and non-tribes of other two states: Manipur and Tripura. 

So, in case of interstate comparison, it can be noticed from these average distances 
that the Nagaland people (both the tribe males and females) have eyebrows with 
greater length and for the Tripura people, it is comparatively lesser than all the other 
states. Again, for eyes, it can be seen that it is higher for the Manipur people and low-
er for Tripura people. Similarly, the other structural differences in facial construction 
are also easily observable for the interstate tribe and non-tribe males and females, as 
all the highest and lowest values for each of these 24 distances are marked with bold 
and italic respectively in the tables from 5 to 8. 
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8 Conclusion 

In this chapter, the anthropometric distances between the various facial feature points 
of the DeitY-TU face database have been measured in terms of pixels. Observation of 
the results obtained shows significant differences between the male and female Mon-
golians tribes and the non-tribes, which may be useful for forensic investigation in 
determining the origin of the terrorists and criminals of the north-eastern part of India. 
In the future, our aim is to conduct the experiments on larger dataset and improve the 
automatic process for detection of accurate facial feature points and thus, increasing 
the accuracy of the facial anthropometric measurements. 
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Abstract. Digital forensic is now an unavoidable part for securing the digital 
world from identity theft. Higher order of crimes, dealing with a massive data-
base is really very challenging problem for any intelligent system. Biometric is 
a better solution to win over the problems encountered by digital forensics. 
Many biometric characteristics are playing their significant roles in forensics 
over the decades. The potential benefits and scope of hand based modes in fo-
rensics have been investigated with an illustration of hand geometry verification 
method. It can be applied when effective biometric evidences are properly un-
available; gloves are damaged, and dirt or any kind of liquid can minimize the 
accessibility and reliability of the fingerprint or palmprint. Due to the crisis of 
pure uniqueness of hand features for a very large database, it may be relevant 
for verification only. Some unimodal and multimodal hand based biometrics 
(e.g. hand geometry, palmprint and hand vein) with several feature extraction, 
database and verification methods have been discussed with 2D, 3D and infra-
red images. 

Keywords: Forensics, fusion, hand biometrics, multibiometrics. 

1 Introduction 

Omnipresence requirement of security concerned applications in different domains is 
extremely indispensable and ineluctable in this digital age to protect the assets and 
properties from unauthorized access or identity theft. As the world population is rising 
day after day in higher magnitude and therefore the private information is increasing 
proportionately. The size of the database is becoming ultra large and its truly essential 
terabytes to store data in digitized versions. Studies said about 95% data have been 
stored in digital format through worldwide and more than 50% of them are not printed 
out. So, it is very difficult to handle and operate with such a voluminous data, and that 
creates an easy path for the criminals to gain the benefits from the common people. 
Digital crime is growing massively through the computers, hard drives, USBs, disks, 
networks and other hand held digital devices such as mobile phones, PDAs etc. [4]. 
The technocrat criminals use very smart and modernized techniques for their bad 
intention. According to the FBI in 2012, more than 8 billion of the different property 
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loot was recovered [34]. Digital forensic is an alternative approach to overcome this 
subtle situation. Digital forensic is a discipline of forensic science that deals with 
digital data, methods for establishing the identity of a criminal through proper investi-
gations. Several Computational Intelligence methods (fuzzy method, artificial intelli-
gence, rough sets, genetic algorithms etc.) and pattern recognition techniques are 
serving in this field.  Forensics bears very old historical background, and it dates back 
to the ancient roman era. Digital forensic was introduced in 1980s.The advancement 
of digital forensics is not commensurate and sophisticated enough with the develop-
ment of criminology. In this dynamic field, the literary contribution is not at a satis-
factory level and hence it desperately requires requisite attentions. It is still believed 
that, this is a developing area of research seeking robust solution and technology to 
save our planet from the crime and terrorism. Biometric technology is a key constitu-
ent of modern forensic and surveillance technology. Data from different digital re-
sources (image, audio and video) of related biometric modes are accumulated for 
scientific investigations [23]. Fingerprint and DNA are two well-known and matured 
techniques and other distinguished modes with different features and tools are utilized 
as evidences. Hand biometrics is one of such relevant modality. Here, the future pros-
pective of different hand based modalities (e.g. hand geometry, palmprint, hand vein 
etc.) in forensic have been addressed. Among all hand based features available, 
palmprint carries the most significance and hand-bacteria identification is a new 
promising area [30]. Hand geometric designs are thoroughly studied, and its implica-
tions have been sorted out.  Dorsal hand vein pattern and handprint are also reported. 

This chapter is organized as follows: Section 2 describes the biometrics and multi-
biometrics. Section 3 is presented with digital forensic techniques and the scope of 
biometrics in digital forensics. Section 4 is contained with the details about various 
hand based biometric modes for forensics. Finally, conclusion is drawn in Section 5.  

2 Biometrics 

‘Biometric’ refers to the different physiological (e.g. face, fingerprint, iris, retina, 
DNA, hand geometry, etc.) and behavioral (e.g. voice, gait, signature, keystroke etc.) 
uniqueness of a person acquired from different human organs. It is an automated pat-
tern recognition system that allows access grant only to the enrolled users. These 
inherent human properties can’t be easily stolen, spoofed or shared by third party, and 
users need not memorize them. Thus, biometric is considered as the best substitution 
of conventional knowledge based (password) and token based (ID card) secured sys-
tem where possibility of identity thievery is high. The foremost job of a biometric 
system is to discriminate whether a claimed identity is legitimate or not. The major 
properties of a biometric system are uniqueness, universality, stability, measurability, 
acceptability and performance [1]. Some distinct properties from any particular mode 
of an individual are extracted and stored in the database as feature templates. Feature 
vectors are compared against the stored templates, and depending on a predefined 
threshold value matching is performed. The matching score determines whether  
the claimant is a valid or unauthorized user. A user can be tested for identification 
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(one-to-many) or verification (one-to-one) depending on the application necessity by 
applying different classification algorithms (e.g. Artificial Neural Network (ANN), K-
Nearest Neighbors (KNN), Support Vector Machine (SVM) etc.). The performance of 
a biometric system is measured by the following parameters: False Accept Rate 
(FAR), False Reject Rate (FRR) and Equal Error Rate (ERR). The parameters are 
plotted in Receiver Operating Characteristic (ROC) curve. The FRR and FAR should 
be minimum in forensic and highly secured environment, respectively.                    

A biometric system works in mainly four modules: sensor, feature extraction, data-
base and decision module [1, 18].      
 
Sensor Module: Raw images from respective mode(s) are collected by the forensic 
experts using high quality cameras or scanners from the evidences at the place of 
crime occurred.  Image resolutions for different modes are also been standardized 
(e.g. 500 ppi for palmprint). A set of different images are collected at different angle 
and pose. Noise could be associated with images and environmental factors may de-
grade the quality of images. 
         
Feature Module: After noise removal and image quality enhancement, certain uni-
form and unique features are extracted from the underlying trait(s) for commencing 
the research. Features are stored in either encrypted or latent form, to protect their 
identity from intruders.   
 
Database Module: Feature database is stored in high capacity storage devices such as 
hard drive or disk. The database size varies according to template size of applied 
mode and number of enrolled users. This module is very sensitive to attack by the 
hackers or criminals directly or indirectly from computers or through networks.    
 
Decision Module: To find matching score with respect to a pre-specified threshold, 
test feature vector is compared with the feature vectors stored in the database. The 
absolute, Euclidean, Hamming or Mahalanobis distance functions are usually applied. 
Sometimes, the similarity score is expected to be normalized using min/max, median, 
z-score etc. based techniques [6]. Depending on the score, final decision is made to 
recognize a person as authentic or unauthorized person.             

Biometric systems are developed using a single mode or several modes and catego-
rized as unimodal or multimodal [1] system, respectively. A multimodal system uses 
certain types of fusion based techniques [6]. Some remarkable benefits over unimodal 
systems [18] include the following: (i) flexibility and universality (ii) improved 
matching accuracy (iii) “spoofing” attack minimization (iv) noise effects reduction (v) 
better reliability etc. Pre-matching fusion is applied at the sensor or feature extraction 
module and post-matching fusion is applied at the matching and decision module [6]. 
Fusion is applicable at every level: sensor level (2D and 3D imaging), feature level 
(similar features for the same trait like hand geometry, dissimilar features for different 
modes such as hand geometry and palmprint), rank level (some best results are ar-
ranged in an order), score level (matching scores are combined or normalized) and 
decision level (two or more decisions from different sources are combined). Decision 
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level and score level [11, 28] are two general fusion methods whereas sensor level 
and feature level [13, 27] are getting more observations. Related contributions on 
some fusion based methods are described in Section 4. 

3 Digital Forensics and Biometrics 

Digital forensic is derived from computer forensics. It can be defined as the specia-
lized and scientifically proven methodologies, used for the reconstruction of events to 
identify criminal or unauthorized actions. Forensic Research Workshop (DFRWS) 
Technical Committee has defined digital forensic science [4] as: “The use of scientifi-
cally derived and proven methods toward the preservation, collection, validation, 
identification, analysis, interpretation, documentation and presentation of digital evi-
dence derived from digital sources for the purpose of facilitating or furthering the 
reconstruction of events found to be criminal, or helping to anticipate unauthorized 
actions shown to be disruptive to planned operations.” 

The necessary steps of digital investigations are collection, preservation, examina-
tion and analysis. Different models of forensics are available and in [7] some well 
known models (DFRWS (2001), EDIP (2004), CFFPTM (2006) etc.) are discussed. 
The major challenges of this domain include data encryption, anti-forensics, wireless 
technology, data size and many others [9]. 
 
Collection: It is a critical step, involves finding out and collecting the information 
and evidences (biometric evidences and e-evidences) relevant to the research. Finally, 
data is stored in digital format.   
 
Preservation: Keeping the collected information safely so that no damage can be 
done during the process.         
 
Examination: Scientific and systemic process of research, also known as “in depth 
systematic search of evidence” related to the event.        
 
Analysis: Based on the previous step decisions are taken about the event.   

 
The last two steps are time consuming and depending on the importance of the 

crime. The entire research process is solely dependent on the group of proper evi-
dences. The Generic Computer Forensic Investigation Model (GCFIM) is described in 
[7], including two additional phases (pre-process and post-process) along with these 
general phases. Digital forensic is differentiated into mainly four different categories: 
computer, database, network and mobile forensics.            
 
Computer: It justifies with the present state of a digital system such as computer, 
browsing history, the storage medium, last accessed and log files etc.    
 
Database: Contains the information about database, metadata and log files.         
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Network: Analysis of a networked system (LAN/WAN or internet connectivity) are 
performed by observing the network traffic, delay and data transfer.          
 
Mobile: It handles with the call details, SMS, MMS, browsing history and video clips 
of the device. Smartphones and 3G enriched with more facilities compared to ordi-
nary cellphones can be used for retrieval of related information.  Through the GPS, 
finding of locations is possible. Crimes through internet and mobile devices have 
increased unexpectedly, and it surpasses every year.  

Biometric system works with digital images (2D or 3D), audio and videos.  Each of 
these medium carries their own features and utility. Basically, the strengths of biome-
trics are employed in creating a strong forensic tool. Forensic is a post-event and bio-
metric is a pre-event phenomenon. In user authentication, one or more particular 
mode(s) are predefined to access a secured   environment. The system is user friendly, 
and users are cooperative. The reverse situation exists in forensics; the mode(s) is 
(are) not predefined. It is determined depending on the collectability of evidences 
associated to the crime. Event reconstruction is the principal challenge for the investi-
gator. Biometric is a real time authentication system and checks liveliness of a user 
and processing time is low. But, in forensic liveliness is not an important factor, and it 
is time consuming to reach a final decision.   

Biometric is universally implemented in different domains of government, com-
mercial and forensics. For higher security environment retina, facial thermograms, 
iris, fingerprints are commonly used. Though, the gait is not much exploited, but it is 
important for real time surveillance systems, where a criminal or suspicious person 
can be traced by the CCTV footage. Several cases have been solved using this tech-
nology. Whereas the other competitor modes: latent fingerprint, palmprint, footprint, 
voice, DNA profile, and dental radiographs are obtained according to availability 
related to the event, are utilized for forensic investigations as evidence to identify the 
criminal. From 1980s, fingerprint bears its responsibility for the FBI [34]. In 1988, 
FBI introduced DNA analysis for research. After 10 years, in 1998 NDIS (National 
DNA Index System) was developed as part of CODIS at national level (USA) con-
taining the DNA profiles [34]. Both are dominating other biometric modes since their 
origin. But, the main problems are the collectability and higher implementation cost 
because these biometric evidences cannot be collected from all the events.   

In biometric applications, the size of the population is either low or medium. Prac-
tically, in forensic investigation user search space is millions which is one of the most 
important factors for any biometric system to provide maximum accuracy in such an 
extensive search space. From the evolution of biometric to present a situation, unfor-
tunately, a particular method does not exist which can be described as the ‘best’ in all 
kind of applications. Not all of these modalities are examined properly. Other than 
fingerprint and DNA analysis, face and palmprint are already exploited in forensics. 
Hand geometry, footprint, voice and gait recognition are these exploratory area that 
need to be more focused. The Biometric Centre of Excellence (BCOE) also wants to 
improve the potential in the near future, and their next generation approach will be 
“bigger, faster, and better” than the Integrated Automated Fingerprint Identification 
System (IAFIS) [34].  
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4 Hand Based Biometrics 

The hand is an important interface of human to perform most of the works in our 
daily life. It is one of the oldest biometric features used for authentication [8]. It is not 
yet explored in criminal investigation and law enforcement. It may be useful in cer-
tain circumstances where other modalities (e.g. DNA, face etc.) are unavailable or 
unreliable. Other significant benefits it provides are reliability, convenience, non-
intrusive, user friendliness and immutable as it is dependent on the intrinsic physical 
properties directly or behavior of a person. A number of distinct features are meas-
ured from different parts of either side of the hand and used as biometric properties. 
From the front side of the hand, features of palmprint [3, 12], handprint (especially for 
infants) [29], hand body [13], finger geometry (specific fingers) and hand geometry 
are measured. From the back side of the hand, vein pattern [2, 17], dorsal hand form 
[20, 25] and finger knuckle print [10, 16] are commonly considered as biometric cha-
racteristics and named according to part of the hand associated with this purpose. All 
the related hand based modes are shown in Fig.1.  

 
Fig. 1. Classification of hand based biometrics 

Palmprint and hand geometry are two general and conventional hand based recog-
nition systems. Performance of hand-shape (frontal or dorsal) detection is satisfactory 
comparatively when fusion based techniques are implemented.  Dorsal vein pattern 
and finger knuckle prints are emerging the field of hand biometric system. But, using 
these modes no business exists for digital research purposes. Palmprint produces very 
high accuracy as compared to fingerprint. It is considered as a better substitute of the 
other because more discriminative features can be extracted as larger surface area of 
the palm. Hand vein recognition is rendering very significant performance. Another 
pertinent field is hand bacteria identification. Though it is not regarded as biometric 
directly, but it resides in hand surface, producing excellent correctness. 

4.1 Hand Geometry 

Hand geometry mainly includes the measurement of many consistent geometric fea-
tures of fingers (such as length and width at different positions of fingers) and hand 
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form (such as palm area and palm width). ‘Identimat’ was the first successful hand 
biometric system used for person authentication since 1980s. Afterwards, other devic-
es were developed using this modality in commercial and government applications 
such as attendance maintenance, Olympics (introduced in 1984), nuclear plants and 
many others [8]. The number of different geometric features generally lies within the 
range of 20 to 40. Feature template size is significantly low, requiring only within 10 
bytes and having lesser processing time (about 5 sec.). Other important benefits are 
easier to access, and environmental parameters such as bad weather, dry skin and 
lighting conditions can’t alter system performance heavily. But, lack of high unique-
ness of hand features as compared to fingerprint features or DNA profile is a major 
concern for adaptation in forensics. It is inapplicable for identification because of the 
larger population search space and thus it suffers from the scalability problem. In the 
verification, it’s a suitable alternative. Most of the unimodal system allows either the 
left or right hand. Whereas some fusion based systems are developed using both 
hands [8].  

In early days of hand biometrics, a CCD camera or scanner was used for image ac-
quisition, and the image quality was very low (less than 100 ppi). The pose of hand 
placement was fixed by using ‘peg’. A rigid pose minimizes the inter-class and intra-
class pose variations, finger alignments and maintains uniform spacing between fin-
gers. This imaging system reduces misclassification rate. The major problem is larger 
device dimension and impossible to embed in smaller devices (laptops) and may 
causes hygienic issues for personal. Recently, high resolution digital camera and 
infrared (IR) camera [19, 26] are applied that facilitates without any pose restrictions, 
providing more user flexibility. These imaging systems are lesser error prone and 
lesser noise sensitive, but cost of the device is greater. Modern research interest on 
hand geometry is paying attention to 3D images and its fusion with 2D images as well 
[15]. Data fusion is performed with the other hand related modes such as palmprint, 
finger knuckle print or hand vein model for robust and reliable solution [21, 27]. Mul-
tibiometrics employing fingerprint and/or palmprint along with hand geometry is cost 
effective due to single working sensor [32]. Other than these modes, human face is 
considered as other important fusion mode [14]. The fusion techniques are applied at 
various levels. Brief studies of some general works are given in Table 1.  

Some major complexity arises in hand geometry are:   

i) The most challenging issue is to create a standard orientation of all images at 
preprocessing stage, before feature calculations. Freeness of hand placement 
causes angle variations between fingers and major axis. Incorrect finger align-
ment can’t locate finger tip and valley points accurately.      

ii) Any hand gadget; ornament or bracelet can affect wrong hand contour or form 
and determination and feature calculation. Stylish fingernail especially for 
women can play an important role for the same.  

iii) Any damage or injuries in hand can prevent the usage of this mode. 
iv) Hand shape changes over time and age. Silhouette at childhood is changed at 

different ages of a lifespan.  

It is appropriate for low or medium security based applications with moderate pop-
ulation size. Fusion based hand biometrics is more interesting than single mode. All 
the related systems support the real time authentication. 
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Table 1. Some state-of-the-arts methods of Hand Geometry 

Author Mode Classification    
technique 

Image 
quality 

Database 
size 

Accuracy 

[5] 2D i) Hausdorff distance 

of hand contours, ii) 

independent compo-

nent features (ICA1 

and ICA2) of hand 

silhouette images. 

HP Scanjet 

5300c 383× 

526 pixels at 

45 dpi. 

1374 right 

hand images 

from 458 

subjects. 

Verification:  

i)Hausdorff: 

97.36%. ii) 

ICA1: 97.2%. 

ICA2:98.2% 

[8] 

 

2D Independent Compo-

nent Analysis (ICA) 

on global hand ap-

pearance of both 

hands. 

Flatbed 

scanners, at 

150 dpi. 

918 subjects, 

3 images per 

left & right 

hand per user. 

Verification: 

Left: 1% EER. 

Right: 1.16% 

EER. 

[11] Eigen 

palm and   

Eigen 

finger. 

Feature extraction by 

Karhunen-Loeve (K-

L) transform. Final 

decision by the mod-

ified k-NN. 

Low-cost 

scanner at 

180dpi. 

1,820 hand 

images of 237 

people. 

Identification: 

0.58% EER. 

[13] Hand 

shape and 

palm 

texture. 

Correlation-based 

feature selection (CFS) 

algorithm. KNN 

Classifier by minimum 

Euclidean distance. 

Digital 

camera 

300×300 

pixel. 

1000 images 

of 100 sub-

jects, 10 

images per 

subject. 

Recognition: 

97.8% 

[15] 2D & 3D 

hand 

geometry 

and 

palmprint. 

3D palmprint, 

represented by Surfa-

ceCode. Matching 

score level fusion. 

3D digitizer.   

640×480 

pixels. 

3540 right 

hand images 

from 177 

subjects. 

ERR: 2.3%. 

AUC (area 

under the ROC 

curve) : 0.9888 

[19] 2D ther-

mal im-

ages. 

Different geometric 

features of a hand are 

extracted. Recognized 

by Extension theory. 

Infrared 

camera. 

300 images, 

30 persons, 

10 images per 

user. 

Accuracy: 92% 

[20] 2D Dorsal 

hand 

geometry 

+ finger-

print. 

Min-max scores nor-

malization. Distance 

based matching with 

respect to the thre-

shold.  Feature level 

(same mode) and score 

level (multimode). 

NIR camera. 

240×320 

pixels, at72 

dpi. Veridi-

com sensor 

for finger-

print, at 500 

dpi 300 ×300 

pixels. 

100 users, 5 

images for 

each mode of 

left and right 

hand. Total 

30 images per 

users. 

EER: 0.0034% 
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4.1.1   System Model 
A simple plan, which is discussed in Fig.2, is to find out the suitability of hand bio-
metrics in the forensic domain. In traditional hand biometric system, hand type 
(left/right) and number of sample images (for enrolment and testing) are predefined 
which is one of the most unavoidable limitations. Although, there may some accident 
or fracture on the hand that has been used for enrolment phase cannot be altered at 
some later time. But, in case of forensic the type of hand can not be pre-specified. It is 
defined according to the collected evidences. So, in such a situation, this present 
scheme is suggested which can determine the hand type automatically, and features 
can be extracted accordingly. A robust technique is needed for calculating accurate 
features. So, the most significant step is hand image normalization. It consists of sev-
eral sub-steps which are environment elimination, rotation, irregularities removal at 
wrist region, determination of hand type and finger tips and valleys localization. 
Many features are calculated from the normalized hand images. Finally, users are 
classified as genuine or imposter according to the classification algorithm. 

 

 

Fig. 2. Hand geometry based forensic system model 

Hand Image Segmentation 
 

Collected raw images consist of the actual hand texture with or without any   stuff as 
foreground and a dark background. The first step is removal of undesirable back-
ground and noise associated with images. Conversion from an original color image 
into a grayscale image (Fig.3a) is performed using thresholding by the Otsu’s method,  
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and median filter is applied for noise removal. Images are then converted into binary 
(Fig.3b) from the grayscale images and hand contour is detected using ‘Sobel’s edge 
detection method, as shown in Fig.3c. 

Rotation and Component Detection 
 

The hand images are acquired at different posture, different angle with their hand 
gadgets; only with a little attention that no two fingers should be attached or over-
lapped. So, to define a standard uniform template, a particular orientation for all the 
images is employed by rotating at various angles (90,180 degrees) as required to 
make them perpendicular with the major X-axis. Due to any hand ornaments or 
wristwatch used by a person during image acquisition, the binary image may contain 
several components. The largest part is detected, and remaining small components are 
ignored. A reference line (AB) at certain distance, above from the bottom of that part 
is considered by scanning the pixels from the left to the right direction. The leftmost 
and rightmost nonzero pixels are the two end points of the reference line. The lower 
portion of line AB is neglected, and its midpoint (R) is defined as the reference point 
(Fig.3d).     

Left or Right Hand Determination 
 

To decide whether the given hand is the left hand or the right hand the given input is 
needed to locate the tip region of the thumb. Generally, for left or right hand thumb 
tip region, the leftmost or the rightmost nonzero pixel above reference line is traced, 
respectively. Then, the reverse extreme pixel in the opposite direction for either hand 
is considered. To check whether the image is of left or right hand, examine these two 
extreme pixels. Say, the leftmost pixel is LM, and the rightmost pixel is RM.  If the 
leftmost pixel LM is below the rightmost pixel RM with respect to the R, then the 
finger is thumb( related to LM), and other is little finger( related to RM ) and that 
hand is considered as a left hand. Similarly, reverse reason is followed for the oppo-
site hand. This identification of hand type is helpful for finding out the positions of 
finger tips and valleys because the space and flexibility between thumb and index 
finger is not same as between ring and little finger. 

Locating Finger Tips and Valleys 
 

A general algorithm has been applied to both the hands to locate tip and valley points 
and based on which features are extracted. Once the thumb tip region is located, little 
finger tip region can also be found out in a similar manner. From those tip regions, 
exact tip features can be traced on hand contour by scanning the pixels. Other finger-
tip positions are located using the maximum Euclidean distance from the reference 
point. First of all, middle finger tip is identified, and then tips of index and ring finger 
are placed. The valley points between any two fingers of either hand are determined 
by scanning the hand contour. Other valley points of the thumb, index finger and little 
finger are defined using equal Euclidean distance from the tip to the other valley 
point, placed at the opposite side of that particular finger. All the key points are 
marked (by point 1, 2, 3 etc.) in Fig. 3f. 
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Fig. 3. (a) Grayscale hand image, (b) binary image, (c) rotation and hand contour, (d) determi-
nation of the right hand and guillotining, (e) locating landmarks points, (f) feature extraction 

Feature Extraction 
 

After locating the landmark points, some unique features from any normalized hand 
image are extracted by measuring lengths and widths at one-third and two-third posi-
tion of the finger length of individual fingers.  The widths of palm at two different 
locations and distance from the midpoint of palm width line to the middle of every 
finger baseline, except the thumb are computed. Total 26 hand features are measured 
from each normalized image. Most of the features are widely accepted in many pre-
vious works, and some new features are incorporated.  

The feature set is defined as follows: 5 finger length (1 per finger); 10 finger width 
(at 1/3 and 2/3 position of every finger); 5 finger baseline width (1 per finger); 2 palm 
width (at different position of palm ;depicted by line 2-10 and 16-17) and 4 length 
from the middle point of palm line (illustrated in Fig. 3.f as midpoint 8 of line formed 
between point 2 and 10) to mid of finger base-lines excluding the thumb. All features 
are graphically shown in Fig.3f, and the number of features can be increased.   

Classification  
 

Persons are recognized by the minimum distance classification algorithm.  At first, 
the Euclidean distance between the test feature vectors and the stored templates are 
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calculated.  Based on the minimum distant, summation of the features from a particu-
lar subject is considered as a recognized class. Consider, Am×n is an enrolled feature 
matrix; where, row m represents extracted features for all subjects and column n is the 
feature vector for every enrolled image. Bk×n is the test feature matrix; where, k is 
used for testing for every subject and n is same as defined above. Matrix Cm×n is used 
to store the Euclidean distances between every test vector with all rows of ‘A’ matrix. 
Calculate the Sum (S) for every row of C matrix. If multiple samples are used during 
the enrolment phase then, average of Sum is computed to assign final class label. 
Formally, the algorithm is given below. 

Input: Enrolled feature matrix(A),test feature matrix(B). 
Output: Recognized Class label. 

1. 2
j,xj,ij,i )BA(C −=  

2. =
=

n

1j
j,ii CS  

3. Class =min(Avg(Si)) 
4. End. 

  Where, 1≤i≤m, 1≤x≤k and 1≤j≤n; A, B, C and S are defined above. 

Experimental Results 
 

The database is collected from E. Yörük et al. [5]. In this work, the database contains 
images of 253 users, 3 images for each hand of a person. 157 left hand user and 96 
right hand users are considered. First image with 383×526 pixels and finally at feature 
extraction step the images are resized to 200×300 pixels. The population is a blend of 
left and right hand subjects; the result is calculated with the distance threshold value 
of 3.2. For enrolment (size = K), one and then two images per subject are applied, and 
only one image is used for testing and the results are given in Table 2.  

Table 2. Performance evaluation 

Enrolment Size (K)=1 
Hand Type Minimum Threshold(t)    Recognition Rate(%) 

Left 5.6 94.9 
Right 5.8 96.88 

Combined 5.8 95.65 
Enrolment Size(K)=2 

Hand Type Minimum Threshold(t) Recognition Rate(%) 
Left 2.8 98.09 

Right 2.4 100 
Combined 2.8 98.81 
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With different population size, the recognition rate is also computed for K=1 and 2, 
shown in Table 3. The performance is not up to a satisfactory level for K=1, which is 
3.16% lower than K=2. The experimental result shown in Table 3 is carried out by 
varying the group size from 50 to 253, at five steps.  

Table 3. Performance with different population size 

Population Size 50 100 150 200 253 

Recognition rate (K=1) 100 99 97.3 96.5 95.65 

Recognition rate (K=2) 100 100 99.3 99.5 98.81 

 
The experimental results mean that, the system provides acceptable performance 

for the medium security applications with improved 98.8% accuracy for 253 com-
bined subjects.   

4.1.2 Applications and Scope in Forensics  
Hand geometry recognition systems are not widely used for authentication purpose. 
Approximately, 10% of systems are used for user verification in academic institutions 
and industrial purposes. Examples: Sacramento County, California, was using hand 
geometry. The INSPASS (The United States Immigration and Naturalization Service 
(INS) Passenger Accelerated Service) System used hand geometry for verification. 
Wells Fargo Bank uses hand geometry to prevent from unauthorized access to the 
bank’s data centres. An elementary school in New Mexico has also presented hand 
geometry system. The University of Georgia has used a hand geometry system since 
1972 to identify students on the unlimited meal plan, thus preventing them from lend-
ing their cards to others. In a lot of other domains, this trait is being used since the last 
century.   

Images and videos of children engaged in sexual activities are increasing the num-
ber of criminal cases involving computers. An investigation by the RCFL (Regional 
Computer Forensic Laboratories) implied maximum percentage of child pornography. 
Hand biometrics is used in forensic cases such as child abuse, sex exploitation, kid-
nappings and missing infant identification [23]. Studies imply that in India more than 
7,200 children, including infants, are raped every year, and still many cases go unre-
ported [33].  About 53.22% children faced different forms of sexual abuse and in 83% 
of the cases parents were involved positively.  Structure of hand carries the useful 
information of determining gender and age. So, if the hand images from such activi-
ties are collectable, then decision can be taken whether a child is involved or not in 
those crimes. The Forensic Audio, Video and Image Analysis Unit (FAVIAU) is also 
interested in this section [23].   

It can be prevalent in certain situations from where any strong evidence is not ac-
cessible. Most of the criminals use facial masks and hand gloves and most of the time 
the event is pre planned. The situation can illustrate as criminal used mask and gloves 
very often during the crime from where it is very complicated to collect evidences and 
identify the person by face, fingerprint or DNA. Even if the gloves are damaged too. 
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Form an unidentified body remains due to some accident or blast, the initial research 
can be started with. Same reason is also legitimate for deformed body identification. 
Another situation may take place due to environmental factors. Hand with dirt, oil, 
water, blood or any kind of liquid, from where DNA can’t be retrieved, and reliability 
of fingerprint is minimized. So, hand geometry can be the best option to be utilized in 
such circumstances.     

4.2 Palmprint 

Palmprint is a well known biometric technology, introduced in India by Sir William 
Herschel in 1858. In 1994 palmprint supported system were developed by a Hunga-
rian company. It carries similarities with fingerprint. It consists of the friction ridge 
information such as ridge flow, ridge structure, major palm lines etc. Palmprint is 
believed as a stronger mode with certain properties like, uniqueness, universality, 
stability and collectability for authentication. Palmprint offers many advantages over 
fingerprint and hand geometry [12]. Palmprint area is larger than the fingerprint area 
and thus carries more robust information than a fingerprint about the person. 
Palmprint of twins are different, and the palm lines also ensure genetic disorder of 
people. High resolution (at least 500 dpi) palmprint is suitable for forensic [3] and low 
resolution (at most 400 dpi) palmprint is useful for authentication.  The features in-
clude the principal lines, ridges, wrinkles, minutiae and delta points of the palm. 
Some common subspace based methods used for this mode are Linear Discriminant 
Analysis (LDA), Principal Component Analysis (PCA) and Independent Component 
Analysis (ICA). Statistical and transformed based techniques are also developed. The 
system should support partial-to-full matching scheme [12]. The accuracy of 
palmprint is comparable with the fingerprint and DNA. Surveys from law enforce-
ment resources imply about 30% evidences collected from a crime scene contains 
palmprint [3]. But, main difficulty is collectability. Images of palmprint from differ-
ent objects are collected with noise or overlapping which create complications in 
feature extraction. The most difficult job is correctness improvement of partial-to-full 
matching.  Rotation of palmprint at any random angles is another key factor. Minu-
tiae-based latent-to-full matching by the MinutiaCode is described in [12], and the 
performance is evaluated with live-scan partial palmprint and latent palmprint against 
background samples of full palmprint. Matching is performed both locally and global-
ly using improved feature selection methods.  Rank level fusion of latent palmprint is 
experimented using OR rule to test whether two latent palmprint represents the same 
or a different person. The radial triangulation based approach is proposed by [22] with 
full palmprint and latent palmprint. The details of experiments are given in Table 4. 

Handprint is another method that is closely similar to the palmprint. It includes all 
the printable area of the hand, including the fingers whereas palmprint only includes 
the palm area. Handprint is mainly suitable for child identification as because their 
palm features are not different, reliable and invasive. On average, the hand area of 
infants is 2.5 to 3 times smaller than the adults. It means that the feature extraction is 
difficult because baby hand features are very fragile and change over time. The image 
quality should be very high for better ridge extraction using this mode. According to 
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[29], it should be 1500 ppi and in their contribution images are collected at 1000 ppi.  
From the handprints, gender and height can be guessed and from the skeletal bone 
structure of the hand, age of can be estimated also. But, baby handprint can’t be col-
lected sometimes due to hygienic problems as their skins are very sensitive and oily. 
It has also been observed baby hands are closed most of the time. So, in such condi-
tions footprints [24] are dependable.       

Below16-24 ages people, are requiring better protection both in the real and cyber 
world. Newborn babies are being stolen from the hospital in most of the cities. Such a 
case happened in Mumbai, which leaded the Mumbai High Court to advise that all 
newborn babies should have their feet and handprint captured within two hours of 
birth. In developing nations like ours or Brazil, rate of child missing or swapping 
from hospitals is also high [29]. Face recognition technology could not be applied 
reliably below the age of twelve, and similarly voice recognition can’t be used due to 
the undifferentiated nature of voice between boys and girls.  So, newborn baby identi-
fication is not explored properly, and it needs a robust, low cost and faster solution in 
real time applications. 

4.3 Hand Vein 

Hand vein pattern recognition is one of the new research area that find it’s suitability 
in criminal identification since the killing of  the US journal reporter D. Pearl by the 
mastermind of 9/11 attack, Khalid Mohammed. This field is not matured enough 
through worldwide in terms of application domains.  In 1997, Hitachi developed first 
vein pattern matching device and used in Japan and Korea for verification vastly. In 
Japan, approximately 80% banks use contact free finger vein biometrics. It is highly 
unique even for twins. It is more reliable and invasive than the other hand biometric 
systems. Study implies its performance in a constrained environment is very high 
(99.99%) comparable with DNA matching. Vein pattern includes the inner blood 
vessels, visible from the outer skin surface. It can’t be manipulated or replicated ex-
ternally, and it’s very difficult for ‘spoofing’ attack, as well.  No weather condition 
can hamper its performance. It is stable over time for adults. But for a child and older 
people the pattern changes over time. The vascular pattern is complex and different 
enough for pattern recognition. An infrared (IR) camera (mainly, Near IR) is em-
ployed for image acquisition (wavelength 800-1000 nm) from the back side of the 
palm. During preprocessing, noise is removed, and image quality is improved before 
feature definition. As it contains complex vascular pattern, some difficulty arises for 
background removal. Selecting the Region of Interest (ROI) is most significant chal-
lenge for feature extraction. 

Finally, the feature vectors are matched against the enrolled database. Some gener-
al matching algorithms are Minutiae-based; Hausdorff or Euclidean distance based, 
correlation based etc. vein pattern matching is relevant in higher security based and 
forensics applications. Liveliness of a person can be verified in a contact free nature, 
makes it attractive. But, still no strong database present of this mode and no forensic 
use have yet been developed. 
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Table 4. Study of some related hand based modes for forensics 

Author Mode Classification Image quality Database size Accuracy 
    [22] 

P
al

m
pr

in
t 

 Latent-to-full 

matching using 

radial triangulation 

method. 

Full palmprint: 

2304 x 2304. 

Latent print: 

500 ppi. 

22 latent print, 8680 

full palmprint form 

4340 subjects of left 

and right hand. 

Identifica-

tion: (Rank-

1):62%. 

    [12]  Minutiae-based      

latent-to-full 

palmprint. 

Full palmprint: 

1000 ppi. 

Latent print: 

500 ppi. 

i) 150 live-scan partial 

print    ii) 100 latent 

palmprint, with 10200 

full palmprint from 

Noblis and Michigan 

State Police (MSP) and 

Michigan State Univer-

sity(MSU). 

Identifica-

tion:   

(Rank1) 

i)78.9% ,  

ii) 69%. 

  [3] Fourier Transform of 

images and com-

bines   Modified 

Phase-Only Correla-

tion with Fourier-

Mellin Transform. 

THUPALMLA

-B and PV-

TESTPARTIA

L: both at 

500ppi. 

i) THUPALMLAB: 152 

palms (1216 full and 

1216 partial palmprint). 

ii)PV-TEST-PARTIAL: 

10 users, 80 full and 40 

partial palmprint. 

EER:  

i) 27.1%, 

ii) 23.8%. 

With 

101×101 

inside lobe. 

[29] 

H
an

dp
ri

nt
 

Combined two stage 

approaches of Simu-

lated Annealing and 

Oriented Texture 

Field (Finger Code-

FC). 

CrossMatch 

LSCAN 1000P 

sensor at 1000 

ppi. (4964 

×5120 pixels). 

Original Database 

(NB_ID): 1221 

palmprint from 250 

newborn at the Univer-

sity Hospital (Universi-

dade Federal do Para-

na).  60 images form 20 

newborn are experi-

mented. 

SA: At 0% 

FAR, GAR is 

78%. FC: 

Rank 5. 

  [2] 

H
an

d 
V

ei
n 

Multimodal Fat 

Distance (FD) + 

Max-Min Distance 

(MMD) SVM. 

NIR camera 

set- up able to 

acquire an 

image of 

320×240 

pixels. 

342 sample fingers of 

114 users, 3 samples 

per finger. 

 Identifica-

tion: GAR: 

94%, FAR: 

0.15. 

    [17] Euclidean Distance 

based matching 

method. 

Digital SLR 

camera with 

infrared filter 

and night 

vision lamp 

(940nm). 

Database:  (IITK) 1750 

sample images of 

341users. Absorption 

based method for image 

acquisition. 

Verification: 

99.26% at 

0.03%.FRR. 
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4.4 Hand Bacteria 

A new direction in forensic investigation has been found by using the hand bacteria 
that live on the human hand surface which is 70-90% accurate, and its performance 
will be enhanced over time [30, 31]. The precision of this technology will be same as 
DNA or fingerprint. When blood, hair, fingerprint, saliva, palmprint or any strong 
evidence is not available from a complex and unfavorable conditions to determine the 
identity of the criminal, then this method will be most appropriate in the near future.  
Bacterial diversity of woman is higher than man [31]. Hand bacteria can be collected 
from the touched surfaces of the keyboards, mice or any object used for daily purpos-
es and applied for the investigations. The bacterial DNA structure of the owner is 
more perfect and stable than any person even for twins. Bacterial communities on a 
finger, palm, fingertips or keyboard are distinct and very closely related to a person 
than others. About 150 bacteria species can be found, and they persist as long as 2 
weeks at room temperature out of which only 13% of the species are shared between 
any two persons. The stability is very high, and the bacterial communities can be 
recovered even after washing out hands after hours. So, it would be simpler to accu-
mulate evidences from the touched objects or surfaces using the bacterial DNA rather 
than DNA of that person.     

Though the hand bacteria are not directly related to the traditional hand biometrics, 
but it could be a fantastic alternative tool for the next generation forensic identifica-
tion. Researches in this excellent field are going on. A specialized and benchmark 
forensic tool can be developed in the coming years. 

5 Conclusion 

Hand based biometrics is serving many commercial and government domains 
throughout many decades. Apart from conventional user authentication, it can play a 
significant role in forensics. Different hand based modes carry some potential benefits 
which have been enlightened in this domain. Palmprint and dorsal vein structure are 
comparable to the DNA and fingerprint analysis in terms of accuracy, time and cost. 
Palmprint and handprint have already established their positions in forensics. Accord-
ing to our exploration, no work persists on hand geometry, finger knuckle print in 
forensics. Hand vein pattern is trying to find out its relevance in a criminal investiga-
tion. Hand bacteria identification belongs to the same category with enormous future 
possibility. Applications of all related traits are illustrated, and their scopes are de-
picted. The prime objective of related studies on these traits is to focus on their foren-
sic aspects.  Several multimodal fusion based approach are developed to perform 
well. A straightforward hand geometry recognition method is suggested for the same 
purpose. In next generation forensic, these hand modes can be utilized by the standard 
organizations, like FBI. So, we could expect from the forensic professional a strong 
forensic framework and tool using hand biometrics will be contributed. Finally, some 
research attention needed in this field in the hope that the applicability of hand based 
biometrics in forensic investigation will be improved in the near future. 
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Abstract. Forensic Anthropology is an application of anthropology techniques 
to modern human and non-human remains for law enforcement. In general, the 
forensic anthropologist provides a basic biological profile of the decedent to aid 
in identification. This biological profile usually includes age, sex, height, ance-
stry, and postmortem interval. Identifications of the age for un-known birth date 
non-human provide useful information for variety of circumstances. A compari-
son of different techniques for age determination on non-human for certain  
species with regard to their accuracy based on published original data can be 
performed only with severe limitations. Once the age is known, it can be used 
for further information on determination gender, ancestry, stature, knowing the 
time and cause of death of corpse. This paper presents a review on techniques in 
identifying age for non-human cases regardless the specimen of data. Focusing 
only on age determination, it covers all range of techniques from physical ma-
turity measurement on growth, development of dentition, development of lenses 
protein, mathematical computation and soft computing and artificial intelli-
gence approach. There are five aspects in age determination will be discussed 
namely issues and problems, parameter in measurement, specimen, techniques 
used, and methodology. The paper is ended with conclusion that leads to a pro-
posal on new trend and techniques to determine age for non-human in forensic 
anthropology. 

Keywords: Forensic Anthropology, Age Determination, Skeletal Remains, 
non-human, dentition, lenses protein, Behavior, Soft-Computing Techniques. 

1 Introduction 

Age determination has not been widely adopted and fully explored particularly in 
forensic cases. In recent online search engine of the Scopus digital library, back from 
2005 until 2013, we obtained about 27 619 entries with the keyword age determina-
tion. However, with the keyword age determination forensic, we found about 2 215 
entries and obtain 466 entries keyword age determination forensic anthropology (only 
makes up 1.7 % of total age determination analysis entries). Each researcher has a 
different definition and standard for age determination. Age determination at death is 
exhibiting its growing potential also with the issues of identifying living individuals, 
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forensic anthropology, medico-legal, forensic medicine, physical anthropology and 
anatomy. In many cases that occur, forensic anthropologists will be tasked to analysis 
distinguishes human material or nonhuman, determination age at death, sex, ancestry, 
living stature and evidence of foul play and any other details that may help identifica-
tion. Thus, major goal of forensic anthropologist is twofold: to contribute to positive 
identification and to assess what happened the human or nonhuman, including trace 
evidence of foul play. Forensic anthropologist work must address the search and find-
ing the right bone and with issues such as identification and detection of signs of 
trauma that could lead to establishing the cause and manner of death. Age determina-
tion is one of the main tasks of a forensic practitioner. Determination of the age of 
nonhuman may be a priority in some cases. For forensic investigations, it is important 
to create a better method for determination the age of the various elements are more 
likely to survive and be restored. Accurate assignment of age at time of nonhuman 
death is important for life history in population research and clinical practice. Many 
skeletal traits in nonhuman have been investigated in studies of age determination of 
nonhuman skeletons. There some techniques that have been use in age determination 
such as laboratory base (Bagi et al., 2011), Physical maturity measurement on growth, 
Development of bones and dentition (Bolanos et al., 2000) (Andrews, 1982). Howev-
er, many factors, such as genetic factors, endocrine factors, growth, health and life-
style, nutrition, activity, ultimately affecting these indicators erratic manner. The  
results of age determination are affected by subjective factors, which cause consider-
able divergences between observers. Current age determination research focuses on 
diagnosis time; related to how long corpse will determinate in age group. While most 
existing forensic anthropology analysis aims at improving the classification rate by 
extracting the useful knowledge from forensic data, either through existing techniques 
or through development of new techniques. 

The issues that occur in current age determination in forensic research include con-
flicting and definitions of types of age determination. Therefore, this chapter aim is to 
provide a comparative study on the current state of the art in age determination  
approaches together with its tools. In order to achieve this aim, five main aspects 
focused in this chapter are: 

 
i. Age determination Issues and problems 

There are various issues and problems regarding the age determination. This 
chapter attempts to unify existing issues and problems. 
 

ii. Age determination parameter in measurement 
Various parameters in age determination measured have been applied in pre-
vious study. This chapter also looks into parameter in measured for age de-
termination purpose. 

 
iii. Age determination specimen 

There are many type specimen has been widely adopted in determination. 
These comparisons show the evolution of specimen in age determination for 
forensic anthropology field. 
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iv. Evaluation of existing techniques 
Many techniques have been proposed and implemented as age determination 
tools in order to determine age. This chapter aims to find out the best tech-
niques that can be used for a comparative study. These techniques are com-
pared and evaluated based on their strengths and weaknesses.  

 
v. Current methodology for age determination 

This chapter looks into the methodology age determination. The results are 
recorded and analyzed based on age determination performance. 

2 Background 

In the area of forensic anthropology represents the application role of knowledge with 
techniques of physical anthropology to solving medical legal enforcement.  The bio-
logical details such as age, sex, race or ethnicity, and stature are often the first pieces 
of data that help focus the investigation on specific group characteristics. The success 
forensic performance can be achieve when correct match determination with docu-
mentation report details and help solve remains problem, especially with regard to the 
evidence of foul play (Imaizumi et al., 2002). Biological characteristic such as growth 
layer groups in teeth (Boy et al., 2011), growth pattern of the infant mandible 
(McGrory et al., 2012) and tooth wear (Cuozzo and Sauther, 2006) on Peale’s dol-
phin, Rhesus Monkey (Gavan and Hutchinson, 1973), Marine mammals (Bowen et 
al., 1983) by harp seals and wild life (Gee et al., 2012) by White-Tailed Deer focus 
the search within specific age, sex, ecology, behavior of species, and study life histo-
ry. Age determination for nonhuman such as domestic and wild population is an im-
portant technique in a variety of settings, particularly where age is a pre-condition for 
access to infectious diseases like Cysticercosis, Hydatidosis, Tuberculosis and anth-
rax. Beside that age determination allow to understand the ecology and behavior of 
the species and studies of population dynamics different generations need to be rec-
ognized. Being able to determine accurately age of nonhuman is essential to the study 
of population nonhuman. Determination of age faced by many osteologists and foren-
sic researchers are often called upon to determine the age at death of skeletal remains.  
Whichever of these may be of immediate concern, one problem is essentially the 
same. How accurate is the age determination. We see the evolution of forensic anth-
ropology happened in many years, showing the rapid growth of forensic field. Nu-
merous investigators have addressed themselves to the problem of age determination. 
Many tables, equations and graphs plot using a variety of criteria are now available 
for a variety of species based on (Gandal, 1954) review. Often samples are used to 
connect these criteria for chronological age was just a sample of the standard can be 
checked for accuracy. when checks are made on independent samples subsequently 
disappointing results (Gavan and Hutchinson, 1973). This causes difficulties to de-
termination age and increase accuracy rate. The problem of age determination is: 

 
i. Lack of data collection 

(Ramsthaler et al., 2010) 
Forensic anthropologists often bemoan the lack of modern spinal series 
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known subjects with gender, age, ethnicity, demographics and quality of 
bone is unknown. 
 

ii. Lack of equipment 
Since forensic anthropology growth fast, demanding the forensic modern 
techniques. They demonstrate the accuracy of the technique for age determi-
nation but cautioned that the most accurate technique is not necessarily the 
one that should be used if time is limited or if the need specialized equip-
ment is lacking. 
 

iii. Sample size 
Since computational apply in forensic, there are varieties of computer mod-
els have been developed in the area of machine learning and statistics that 
can be used for classification forensic identification task outcomes. The sta-
tistical technique still lack in term of small sample 
 

iv. A complex procedure 
The gaps appear in Forensic Anthropology is how to obtain quick and easy 
of process diagnosis identification besides maximum percentage accurate re-
sult parameters. The total examination procedure is complex. 
 

v. Time consuming 
In order forensic practitioner to make improvement to existing traditional age 
determination method, additional time and attention are needed in under-
standing the existing age determination technique and concerns that need to 
be implemented.  

3 Age Determination 

3.1 Scenario Issues and Problems 

Determination of skeletal age is based on standards and methods developed from 
collections of skeletons of skeletons with complete documented biological data, such 
as age, sex and species. There are two methods for age determination; known age and 
unknown age. (Kohn et al., 1997) noted estimates of the chronological age for non-
human of unknown age provides useful information for medical, demographic, and 
evolutionary studies. The similar situation to researcher (Ramsthaler et al., 2010), the 
unknown skeletal identity should as a basic framework for further development of 
modern methods of osteological. (Kohn et al., 1997) study on three calitrichid species 
namely: Saguinus fuscicollis, Saguinus Oedipus, and Callithrix jacchus from New 
World  family of  primates monkeys, including  marmosets and  tamarins. The study 
using 22 epiphyseal sites with known age range 0 year to 3 years as subject of age 
determination. (Barlow and Boveng, 1991) believe with limited information expected 
patterns of mammalian survivorship to define a general technique of age specific 
mortality rates. The study using fur seal age 18 years, Old World monkeys age 34 
years and human females ages 81 years as age indicators provide expected result in 
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termination of age determination. In USA, researcher (Lubinski, 2001) point to 
Pronghorn antelope (Antilocapra Americana Ord) to age determination of wildlife 
nonhuman species with unknown age. (Boy et al., 2011) Peale’s from dolphin species 
off southernmost South America as subject experiment and was carried out without 
knowing the real life age-term species, however, the age distribution identified 
through a process of comparison with the maximum age of the similar species. When 
samples of non-human taken from a population, it usually is impossible to assign an 
actual age of any specimen unless the birth process has been observed and unique 
identification marked for later identification (Schmitt, 2004). An absolute age can 
often be determined by the incremental growth line structure (Leyssac and Madsen, 
2001). Ordinarily, a relative age can be given to specimen based on a comparison 
with other specimen in the sample (Kohn et al., 1997). Standard procedure for result 
absolute and relative age shall be standardized by study of nonhuman known age. 
Moreover, age determination of non-human is distinguished based on habitation 
population and sex. (Castillo and Ruiz, 2011) Claim, men are usually stronger than 
women in the morphology of changes that occurred during development of skeletal.  

Age determination requires sophisticated equipment and often a long determination 
time. (Augusteyn et al. 2003) study on determining kangaroo age from lens protein 
content. In Australia around year 2003, using protocols for data collection at both 
sites were the same as at Hattah-Kulkyne for calculation lens mass and protein content 
for older age. While body weight, foot length, leg length as age indicator for pouch 
young. The demonstrate accuracy of this technique for aging kangaroo but cautioned 
that the most accurate technique is not necessarily the one that should be used if time 
is limited or if the need specialized equipment is lacking.  

Sample size determine as a common task for organizational researchers. Inappro-
priate, inadequate, or excessive sample size directly influences the quality and  
accuracy of research. Modeling skeletal across different ages amounts to building 
computational models for skeletal aging that account for a multitude of factors such as; 
age group, gender, species, weight loss, etc. With growing technology needs in compu-
tational method involvement in forensic field, there are varieties of computer models 
have been developed in this machine learning and statistics area that apply in age de-
termination outcomes. Several limitations on small sample size may be drawn from the 
study by (Stauber and Müller, 2006), the number of samples was too small for showed 
an age-related linear trend. Some of them have been done involving structural deteri-
oration of monkey bone tissue (Havill, 2003). The author used a small number of mon-
key age 26 years, it is difficult to comment on bone tissue pattern values by t-tests. 
(Hans et al., 1995) applied multiple regression statistical model due limited sample size 
did not give enough power to the study to reach statistically significant age related 
bone loss correlations. Study from (du Jardin et al., 2009) agreed since the sample size 
is relatively small which 76 femurs, the goal study was not to design forecasting  
models that could be used in practice, but to estimate the accuracy of neural network, 
discriminant analysis and logistic regression. Support by (Gibson, 1993) from United 
Kingdom gain result with set of Neural Network give initial result based on tooth  
attrition image and Gaussian highlight as filtered for age determination for using a 
larger set in term of increase success rate result. Other study; see (Buk et al., 2012)  
by Radial Basis Functions (RBF) Neural Networks give guaranteed result with  
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large and wide range group age. Researcher (Stauber and Müller, 2006) claim the 
results must be interpreted carefully since the sample size was relatively small. 

The work evolution of forensic anthropology starting conducted in laboratory 
based traditionally by the anthropologist. The anthropologist’s United in Kingdom 
(Stander, 1997), Japan (Wada et  al.,  1978),  USA  (Lubinski,  2001)  and  Norway 
(Kranioti and Paine, 2011) contribution traditional forensic scenario method deals for 
anthropologist’s (Cattaneo,task 2007) in define autopsy traditional anthropology is 
not enough to meet forensic requirements context. Identification is a complex process 
(Grabherr et al., 2009) in cases where corpse remains are rendered unrecognizable 
(Zeybek et al., 2008) by advanced decomposition (Bruning-Fann et al., 2001), or are 
completely skeletonized (Sakuma et al., 2010), or there is fragmentation (Tocheri and 
Molto, 2002) of the body. In year 2004, starting research by (Craig et al., 2004) 
(Grabherr et al., 2009) consider deceased persons for determination age and gender in 
3D virtual skeleton by multidetector computed tomography have abilities in easy 
storing, handle structure sample and future study. In the mid-twentieth century, re-
searchers began to look at the architecture of trabecular (Macdonald et al., 2011) or 
cancellous bone, to measure degree of bone loss and to diagnose osteoporosis. Based 
on this research, anthropologists started to ask whether or not trabecular bone loss 
was consistent enough to be used as an indicator of age at death. (Craig et al., 2004) 
Found thirty 3 dimension distal femoral and proximal tibia growth plates have com-
plex anatomy for show relationship results between growth plates change with age. 
An enhanced version was proposed to overcome the forensic anthropology issue is 
how to obtain quick and easy of process diagnosis identification besides maximum 
percentage accurate result parameters. The total examination procedure is complex. 
Because of the increasing lack of recent bone collections, ethical issues concerning 
maceration procedures, and progress in radiological imaging techniques, computed 
tomography (CT) scans offer an alternative to traditional anthropological bone collec-
tion (Ramsthaler et al., 2010). 

Time consuming been subject for issue in year 1997, (Stander, 1997) study on age 
determination by nineteen teeth of leopards were measured using vernier callipers, 
and body measurements were taken with a tape measure give for ecology and beha-
vior knowledge of a leopards species. Researcher admits the data collection characte-
ristics are lacking which requires the expertise. In addition, tape measure methods are 
time consuming, to complete study take as long as 5 years (1991 until 1995). In term 
of time consuming same feeling to other researcher (Rösing et al., 2007) by recom-
mendation skeletons methods for examining in forensic practitioner, (Tassani et. al., 
2012) by tips for time-consuming issues to applicable in limit scale analysis, 
(Augusteyn et al., 2003) by suggest eye lens as an alternative method for age determi-
nation from use the mandibles methods which is a time-consuming process. (Quimby 
and Gaab, 1957)  study, 168 known age and 527 assigned age mandibular dentition of 
rocky mountain elk calf. Researcher argued that the study failed to select the best 
characters results. (Pietka et al., 1991) applying computerized approach as solution 
for age determination problem where are misclassification by atlas method based 
(Bull et. al., 1999). The study argued positive identification achieve depends match an 
atlas pattern and give less robust for unmatched pattern. Claim by (Pietka et al., 1991) 
Tanner and Whitehouse (TW2) method result more robust but high complexity 
process. 
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4 Evaluation of Existing Techniques 

The focus reviews on age determination for nonhuman evolution since year 1982 with 
highlight to abilities and limitation each technique for development of lenses protein, 
physical maturity measurement on growth and development of dentition.   

i. Development of Lenses Protein 

In Australia (Augusteyn et al., 2004) around year 2003, using protocols for data 
collection same as at  Hattah-Kulkyne  in 1992 (n = 209) and 1999 (n = 245) and 
from pouch young (n = 64), obtained in the 1999 cull. Total 556 lenses from 40 
red (Macropus rufus), 476 western grey (M. fuliginosus) and 57 eastern grey (M. 
giganteus) kangaroos, ranging in age from 3 days to 20 years for lenses protein 
sample. While sex, head length and foot length as physical scale measurement for 
pouch young parameters were recorded. Development of lenses protein in term of 
age related involve several procedures, start with collect eyes by professional 
shooters and Parks Victoria staff by shot in the kangaroos head and label with 
numbered ear tag. The eyes were removed by dissection and stored at ambient 
temperature. 

Then, all of a severed head from the neck placed in nylon mesh bags indivi-
dually and were buried in sandy soil, extracted several months later and cleaned 
for measurement of MI. Lenses from 44 eastern grey kangaroos were obtained 
from a cull conducted by consultant biologists at Government House, Canberra, 
in 1993. The kangaroos were captured using tranquilliser darts then euthanased 
by lethal injection. Lenses from 13 eastern grey kangaroos culled at Portland 
Aluminium Smelter, Victoria, in 2001, conducted by smelter staff were also in-
cluded in the study. The same protocols also apply for calculation lens mass and 
protein content for older age. Meanwhile, ages of pouch-young were estimated 
from head and foot length, using sex-specific growth equations calculated by 
Poole Method (1982) for western grey kangaroos, and read off graphs presented 
by Sharman Method for red kangaroos. Ages of older animals were calculated 
from MI, using Kirkpatrick’s (1965) equation for eastern grey kangaroo for both 
grey kangaroo species, and Kirkpatrick’s (1970) equation for red kangaroos. 
Lenses were removed through an incision made in the limbal region of the eye, 
freed from adhering vitreous and pigmented tissues, gently blotted dry and 
weighed. Obviously damaged lenses were discarded while most of the intact 
lenses were placed in 5.0 mL phosphate-buffered saline (PBS) and homogenised 
by sonication. Protein contents of the extracts were then determined by the Lowry 
method. The result of the study found no dissimilarity is observed in the masses 
of the 725 red and western grey kangaroo. Classless appear in gender to have size 
lens at the same age with regardless of body size. Addition, researcher detects va-
riability in situation lenses from older animals and with lenses that had been 
stored that lens size increases asymptotically with age. While, the protein content 
of the lens is also less variability parameter and also increases asymptotically 
with age, suggesting that there may be a finite limit to the amount of protein that 
can be accommodated in the adult lens. Furthermore, there is no dissimilarity of 
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protein contents by differ storage 1 year with those from freshly assayed lenses. 
However, 3/10 of the protein had been lost when doing examination of lenses 
removed from 44 eastern grey kangaroo heads that had been stored for 8 years 
and repeatedly thawed and frozen indicated. No different when all data were 
combined on experiment on curve fitting of lens protein data from 177 western 
grey kangaroos collected in the 1999 cull (256 lenses) was undertaken to deter-
mine the relationship between lens protein content and age. Final result shows the 
relationship between total protein contents (in milligrams) and age (in years esti-
mated from molar index) with a single equation for all three species over the 
whole age range from newborn to adult. Result found all body parameters were 
found to increase with age with achieve best correlation over the whole age range 
with R=0.9963 for western grey kangaroo, while the red kangaroo data could also 
be adequately described with same equation for western grey kangaroo and the 
same values for the constants. The 26 eastern grey kangaroo lenses obtained 
R=0.9983. 

ii. Behaviour 

Researcher from African (Evans and Harris, 2008) was focus on their study on 
adolescence in male sex African elephants, Loxodonta Africana. The study 
shows significant knowledge within female elephant social by using Mann 
Whitney test. The researcher collected data from a population of free-ranging 
African elephants from February 2002 to February 2005 in Wildlife Manage-
ment Area NG26 with an estimated population of 1576 elephants within the 
study area; of these 333 males were individually recognized. There were five 
main habitat types: open grassland/floodplain, mopane (Colophospermum mo-
pane) woodland, mixed woodland (Acacia spp., Combretum spp.), Terminalia 
(Terminalia sericea) woodland and island vegetation (dominant plants were 
mainly Hyphaene petersiana or Phoenix reclinata). The researcher was collected 
focal and data in the Okvango Delta Botswana in order to assess behavior and 
social interactions during adolescence. Using binoculars from a minimum dis-
tance of around 50 meter and 500 meter observe the elephants. There are four 
age in adolescence group namely group 1 (10-15 years of age), group 2 (ages 
16-20), group 3(ages 21-25) and group 4 (≥36 ages). Technique use for age cal-
culation is using footprint measurement to calculate shoulder height and a com-
bination of visual clues such as length of tusks, tusk girth and head shape. The 
parameter use is analyzed the effects of season and age on the frequency of so-
cial behaviors’, greeting, sparring/ playing, vocalization and distance to nearest 
neighbour separately using nonparametric statistics. 

The study summary, closer to older elephants gave many experiences and high 
rate social. Season affects the rate of social interactions in many mammals and, 
whereas greeting in male elephants was affected by season, sparring was not, hig-
hlighting the importance of this activity and the importance for male elephants of 
asserting their dominance at every opportunity. The rate of vocalization per half-
hour focal was not affected by season. Season did not affect the distance to nearest 
neighbor, but age did, with median distance increasing. Addition, researcher sug-
gest study that mature males are reservoir of knowledge in society bull. 
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iii. Physical Maturity Measurement on Growth  

Physical maturity measurement on growth approach often used based on obser-
vation that have done (Archie et. al., 2006).  Experiment have done in Kenya, 
cover issues of size and logistic that difficulties associated by capture of very 
large mammals species; African elephants, Loxodonota africana, and developed 
ways to estimate ages. With this technique, five age groups 10 to 15 years, 16 to 
20 years, 21 to 25 years, 26 to 35 years. The footprint length measurement me-
thod with shoulder height data that had been used previously Laws 1969 (Archie 
et al., 2006) to determine the ages of elephants. Process developed from adult 
female gender of known or estimated age. Research project in 1972, all indivi-
dually recognized elephants recorded the dates of birth in month and year. Oth-
ers born after 1972 were positively known, and dates of birth for individuals 
born before the study began were estimated by multiple ageing methods include 
footprint length, back length, shoulder height or visual estimates based in head 
morphology. C.J.M was use to estimate ages of 374 females and infants in Ta-
rangire. Twelve elephant body dimensions were checked against tooth eruption 
and wear. Social interactions between adult females were recorded in two ways, 
first all-occurrence records during 20-min focal animal samples and second way 
ad libitum sampling during observation sessions on family groups. The sample 
collected during separate time periods. The study complete with result derived 
from 478h and 488h of both sampling. There are two measurement in describe 
female rank namely: (1) transitivity of relationships across multiple dyads, 
measured as the number of circular dominance relationships within families and 
(2) the degree of symmetry within dyadic relationships across two or more ago-
nistic interactions, measured with the ‘directional consistency index’ (DC  
index). 

(Rozenblut and Ogielska, 2005) The research from Poland development and 
growth of long bones in three species European juvenile frogs and adult female 
frogs water frogs. According to Polish legal regulations concerning wild species 
protection. Femora, metatarsals, and phalanges of the hindlimb digits were dis-
sected. Methodology research modified from (Castanet et. al.,1993). The thin 
sample bone preparation need to clean from soft tissues then fixation. Finish, 
bones were decalcified by liquid chemical. The researcher obtained best results 
after 4 h for phalanges and metatarsals of adults, and 2–3 h for juvenile bones. 
Decalcification of femora lasted 30 min for tadpoles and 5–6 h for adults. By us-
ing microscopy, the samples were scan slice into 12-µm thick sections. A com-
plete series with their epiphyses, were collected. The sections were stored at 
room temperature up to 12 months. Then, image analysis process and measure-
ment to the bone diameter. The results were calculated as equivalent circle di-
ameters (ECDs). The lengths of diaphyses in total bones were measured with 
digital caliper to the nearest 0.01 mm. Addition, similar patterns of differentia-
tion on femora, metatarsals and phalanges of hindlimbs. Researcher found trabe-
culae formed within the boundary zone in 4- and 5-year- old frogs of the same 
and closely related species, R. lessonae and R. ridibunda, but not in younger in-
dividuals. In summary, both longitudinal and radial growth of lissamphibian 
long bones is the result of periosteal activity at the epiphyseal edges and around 
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the diaphysis, respectively. Metaphyseal cartilage has no role in the elongation 
of the bone, and the only probable effect of its activity is in the enlargement of 
the marrow cavity and in growth of the cartilage itself. 

iv. Development of Dentition 

In year 1997 (Stander, 1997) study on age determination in United Kingdom have 
been developed  by nineteen teeth of leopards were measured using vernier calli-
pers, and body measurements were taken with a tape measure give for ecology and 
behavior knowledge of a leopards species. All data on tooth eruption and wear 
came from live leopards that had been immobilized with a combination of Zoletil 
and xylazine hydrochloride. Measurement done with using vernier callipers, and 
body measurements were taken with a tape measure and body length was measured 
from the tip of the nose to the tip of the tail. Process on leopards run with the 
Mann-Whitney U with two tailed test used to testing in this study experiment.  
Result study was representing that male leopards were larger and heavier than fe-
males. Both maxillary and mandibular canines in males were longer than in  
females. The study defines after the age of four years the extent of tooth deteriora-
tion between the sexes. Male tooth wear were more prone to flaking of enamel lay-
ers and to broke canines. At an estimated age of four years, 71% of seven males 
had one broken canine and by the estimated age of five to eight years, 57% of sev-
en males had at least one broken canine. Addition, females appeared less prone to 
tooth breakage as only 17% of six females between the estimated ages of two to 
seven years had a broken canine tip. Researcher argued tooth eruption and growth 
vary significant between the sexes, age and population. Researcher admits the data 
collection characteristics are lacking which requires the expertise. In addition, tape 
measure methods are time consuming, to complete study take as long as 5 years 
(1991 until 1995). Research claim that ageing criterion is an important tool in wild-
life studies and management, but the level of error in most systems for estimating 
age needs to be considered. 

Mandibular dentition age indicator in Montana (Quimby and Gaab, 1957) study, 
total 168 known age and 527 assigned age mandibular dentition of rocky mountain 
elk calf. Animals were trapped and tagged during their first winter at ages ranging 
from about 6 to 8 months (elk of this age are readily recognized at close range by 
experienced workers). The study using type of teeth, number of teeth, and wear on 
permanent teeth as age indicator features.  The development phase started with da-
ta preparation by selecting quality sample. There are three samples are removed. 
Then followed aging techniques are done in three ways namely: direct comparison 
with known-age jaws, comparison with assigned-age jaws and comparison with 
good drawings or photographs of known age jaws.  The combination characters II, 
III, V appeared to be of more value than any of the others. Researcher argued  
that the study failed to select the best characters results but characters used are in-
dicative of wear of the 3-, 4-, 5-, 6- and 7 year olds respectively are positive for 
combination II, III, V of 4 year old characters. (Wada et. al., 1978) noted that age 
determination with grade of wear teeth of right maxilla and mandible can be done 
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on Japanese monkeys with known age. From experiment working at Japan, upper 
and lower molars from 14 skull specimens of Japanese monkeys as point of study. 
All subject comprised ten individuals of Macaca fuscata fuscata and four individu-
als of M. f. yakui. Dental tissues would be far more accurate than such a macros-
copic one, but it has its own difficulties and limitation of effectiveness. The study 
consist two sections are; grinding a tooth on a whetstone by hand then stained with 
hematoxylin were observed in transmitted light under a microscope, second section 
is it was decalcified and embedded in polyester resin sectioned at a thickness of 
about 20 microns with the hard tissue microtome. The sections were decalcified 
with Planck-Rychlo's solution, and stained with Delafield's hematoxylin. Then 
counting the number of annual growth layers in tissues of the teeth, in the mandible 
and in other structures. Researcher Wada claim that method of age estimation by 
means of histological features in dental tissues would be far more accurate than 
such a macroscopic one. Researcher suggest in preparation phase of specimens, the 
hard tissue microtome is better to use, while to use ground sections without stain-
ing is a simple and practical method for preliminary estimation of age. 

v. Bone Loss 

Craig (Craig et. al., 2004) studied age related changes using three cross sections 
of distal femoral and proximal tibia growth plates have complex anatomy for 
show relationship results between growth plates change with age. The collection 
data have done with seven distal femurs, eight proximal tibias in eleven patients 
with 3D models were created using an offline independent 3D workstation. Me-
thodology for study is including process data preparation, pre-size sample into 
block form, three dimensional modeling and yield technique. Parameter focus for 
age related trabecular growths are femoral growth plate area and tibial growth 
plate area. Research by (Craig et. al., 2004) found thirty 3 Dimension distal fe-
moral and proximal tibia growth plates have complex anatomy for show relation-
ship results between growth plates change with age. The collection data have 
done with seven distal femurs, eight proximal tibias in eleven patients with 3D 
models were created using an offline independent 3D workstation. This study 
was focus on growth plate criteria; growth plate area and volume at the knee.  

Age determination (Lubinski, 2001) paper in brief, study new methods of scor-
ing tooth eruption and wear have been developed and have been applied to a 
sample of over 500 pronghorn mandibles to obtain improved eruption and wear 
schedules. Based on new stage tooth cusp eruption modified by researcher were 
determined by measuring the height of the tooth crown above the alveolar sur-
face, and then scaling the erupting tooth to the adjacent fully erupted tooth. The 
measured erupted height was record from the alveolar surface to the top of each 
crown along its lingual side in a direction approximately perpendicular to the al-
veolar surface of mandible. When cusp reached the height of adjacent teeth or 
exhibited exposed dentine, full eruption for a cusp was recorded. The measure 
were nearest 0.1 mm, with sliding Vernier calipers were taken. Then, recorded 
tooth wear pattern as appropriate, for each mandibular cheek tooth in four catego-
ries; 1) number of fossettes or infundibula 2) tooth wear stage 3) tooth wear  
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diagram and code and 4) a new tooth wear scoring system based in principle, on 
the scoring system of Brown and Chapman (1990). The criteria selected of each 
sample and recorded. The study method more easily, beside greatly improves the 
sample size of eruption and wear criteria for age determination of pronghorn. The 
study suggests that zooarchaeologists will have to work more closely with wild-
life biologists and managers to obtain additional mandibles from known-age ani-
mals. Addition, crown height measurements may profitably be applied to  
archaeological pronghorn studies in the future. 

5 Other Techniques   

5.1 Mathematical Computation and Soft Computing 

Age determination using mathematical computing, approach for nonhuman was used 
along 1973 like Trust-Region nonlinear least squares by (Steele and Weaver, 2012), 
study from Unites States find Rocky Mountain elk mandible and Montana ungulates 
mandible contribute for age determination by using Trust-Region nonlinear least 
squares as mathematical approah add on to classical technique before. Researcher 
investigates wear stages to determine elk age-at-death (tooth crown height and age) 
and investigate the use of cementum annuli. Sample of mandibles from 226 Rocky 
Mountain elk collect by two sources; Quimby and Gaab (1957) with Hamlin (2000). 
The crown height measurements were recorded on all specimens. MATLAB’s curve 
as accuracy index for show correlation between age indicator with features. 

The linear regression, previous researchers (Ding et al., 1999) have done study in 
age related bone growth. The study sample on 40 human proximal tibiae age from 16 
to 85 years was taken from a Caucasian donor. There were ten women and 30 men 
and all had died suddenly either from trauma or acute disease. The sample stored at -
20ºC in sealed plastic cylindrical size. All samples keep them moist during scanning 
and testing. The sample were scanned with high resolution micro-CT system, after 
scanning the micro-CT images were segmented using individual optimal thresholds to 
obtain the accurate 3D datasets. In calculation of 3D microstructural to obtain Struc-
ture model index (SMI) parameters. Other parameter use in this study are: Degree of 
anisotropy, trabeculae per volume in mm-3, 3D volume-weighted trabecular thickness 
in mm, 3D trabecular spacing in mm, bone surface density in mm-1 (bone surface 
area per total volume of specimen), and bone surface-to-volume ratio in mm-1 (bone 
surface area per bone volume) were calculated as were the mean trabecular volume in 
µm3 and the mean marrow space volume in µm3. Mechanical testing compressions 
have done to obtain strain rate and Young’s modulus. Then sample need to measure it 
density, collagen and volume fraction. These data were further divided into three age 
groups:young (16 to 39 years), middle (40 to 59 years) and old age (60 to 85 years) to 
assess the multiple associations among properties in different age groups. Pearson’s 
correlation coefficient show result among various properties of bone samples. 

Experiment have done in United States of America (Havill, 2003) collected on ba-
boons (Papio hamadryas) involve 466 females and 210 males with age range between 
5.5 to 30 years. The measurement of skeletal mass obtained by dual energy X-ray  
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absorptiometry (DXA), which provides an estimate of the amount of bone mineral 
(g/cm2) in a region of interest. All DXA measurements were recorded by manufactur-
er’s software. Each sample were scanned used Auto Width with setting speed set 
depend on the thickness of sample. The result study is produced in six measurements 
for axial skeleton. Then the sample will through the process styloid. The study eva-
luated effect of age on bone at each site was examined by t-test, scatter plots and re-
gression. 

Since year 1973, researcher (Gavan and Hutchinson, 1973) determine problem of 
age by using Rhesus Monkeys population. The study was using Schultz (1933) me-
thod. This method based on chronological age is known and that the most reasonable 
estimate of the measurement is desired. The parameters on this study focus on weight, 
sitting height and number of teeth. The ability of this method obtained from evaluated 
mean and standard error calculated. Study using t-test to obtained mean value.   

Multiple regression by (Thomas et al., 2000) applied statistical technique for age 
determination. Total data 50 men and 46 women from adult samples of bone of 
known ages 21-92 years. Physical maturity parameter in this study included supine 
length height (cm), weight (kg), sex, and cause of death. In the sample preparation 
phase the femoral sample pre size in block form. Macroscopic measurements, mo-
ments of area, microscopic measurements and histological parameters are recorded 
for all sample. Four multiple regression were applied for age determination and ob-
tained satisfactory result. 

5.2 Artificial Intelligence  

(Corsini et al., 2005) study apply artificial intelligence for identification task by the 
result Neural Network better in youngest and oldest group than intermediate age class. 
(Gibson, 1993) from United Kingdom gain result with set of Neural Network give 
initial result based on tooth attrition image and Gaussian highlight as filtered for age 
determination. Gibson study had done by analysis sample image of 2 Dimension for 
tooth attrition of ungulates. The parameter working for this study namely: degree of 
tooth wear, tooth descriptor and its position within the image. The result tested show 
an 85% success accuracy.  

Other study (Buk et al., 2012) by Radial Basis Functions (RBF) Neural Networks 
give guaranteed result with wide range group age. Phase sample preparation on 10 
samples of adult pelvic bone which total of 955 individuals, ranging age from 19 to 
100 year. Parameter consider for the study is Pubic symphysis, Posterior plate, Ven-
tral plate, Dorsal lip, Surface sacro-pelvic, Transverse organization, Texture and po-
rosity, Apical activity and Retroauricular activity. The evaluation performance data 
view by self-organising maps (SOM), confusion matrix and ROC curves. The sum-
mary result show accuracy achieve higher rate. Table 1 shows the comparison of  
existing age determination techniques. 
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Table 1. Comparison of existing age determination techniques 

County Approach/Model Strength Weakness 
Australia 
(Augusteyn et 
al., 2004) 
 

Development of 
lenses protein 
 

-kangaroo lens 
could provide a 
much more 
reliable estimate as 
long as the samples 
have been properly 
stored 
-body parameters 
were found to in-
crease with age 
-less variable for 
protein content 
parameters meas-
ured.  
-Success accurate 
 

-physical scale 
measurement 
difficult stored 
-limited extrapo-
lation of ~465 mg 
for eastern grey  
-time is limited 
with if the need 
specialized 
equipment is lack-
ing.  
 
 
 

Africa 
(Evans and Har-
ris, 2008) 

Behavior - The pattern of 
association was not 
limited to 
adolescents 
-Find adolescent 
males (ages 16-20) 
showed a tendency 
for higher social 
levels. 
-Identify parameter 
season as affects 
the rate of social 
interactions in 
many mammals. 

- Data collected in 
a limited period 

Kenya 
(Archie et. al., 
2006) 

Physical maturity 
measurement 

-Data of two sepa-
rate studies en-
compassed the 
same behavior 
with scored in the 
same way out-
come. 
 
 

-Elephant range 
widely and un-
predictably need 
opportunistic 
behavioral sam-
pling scheme. 
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Table 1. (continued) 
 

Poland 
(Rozenblut and 
Ogielska, 2005 

Physical maturity 
measurement 

- Researcher found 
trabeculae formed 
within the boun-
dary zone in 4- and 
5-year- old frogs of 
the same and 
closely related 
species, R. lesso-
nae and R. ridi-
bunda, but not in 
younger indi-
viduals. 

-Certain sample 
present only in the 
midlength of the 
diaphysis and 
effects model 
performance 
- The sample not 
long enough to 
reach the bone 
extremities 

United Kingdom 
(Stander, 1997) 

Development of 
dentition  
 

- Tooth eruption 
and growth vary 
significant between 
the sexes, age and 
population. 

- Time consuming 
in data collection 
phase 

Montana  
(Quimby and 
Gaab, 1957) 

Development of 
dentition  
  

- Characters used 
are indicative of 
wear of the 3-, 4-, 
5-, 6- and 7 year 
olds respectively 
are positive for 
combination II, III, 
V of 4 year old 
characters. 

- failed to select 
the best characters 
results. 
 

Japan 
(Wada et. al., 
1978) 

Development of 
dentition  
  

- Histological fea-
tures in dental 
tissues would be 
far more accurate 
than such a ma-
croscopic 
- The period of 
formation of the 
first dark layer is 
related to the func-
tion or the kind of 
tooth. 

- Time consuming 
in data collection 
phase 

United States of 
America 
(Craig et. al., 
2004) 

Bone loss - Expansion  of 
trabecular bone 
growth plates oc-
curs in a linear 
fashion with age 

- Time consuming 
in data collection 
phase  
 

 
 



180 N.A. Sahadun, M.R.A. Kadir, and H. Haron 

 

Table 1. (continued) 
 

United States of 
America 
(Lubinski, 2001) 

Bone loss - This study pro-
vides a much larg-
er comparative 
sample  

- The lack of ade-
quate sample 
sizes for some age 
classes (e.g. 0.1–
0.3)  
- The sample that 
need to be filled 
for more accurate 
estimates of age. 

United States of 
America 
(Steele and 
Weaver, 2012) 

Mathematical 
computation 
and soft computing 

 

-The measurement 
more easy  

-Strong correla-
tion with age 

Denmark 
(Ding et al., 
1999)  

Mathematical 
computation 
and soft computing 
 

-Obtain significant 
p value. 
-The study found 
type of structure 
played an impor-
tant role in deter-
mining the me-
chanical properties 
of cancellous bone. 
-The results must 
be interpreted care-
fully since the 
sample size in the 
young-age group 
was relatively 
small.  

-Result of the 
correlation be-
tween Young’s 
modulus and den-
sity was at the 
lower end but still 
within the normal 
expected range 

United States of 
America 
(Havill, 2003)  

Mathematical 
computation 
and soft computing 

-The first study to 
characterize nor-
mal variation in a 
bone density in 
baboons. 
  

- the diaphyseal 
radius and ulna 
failed in term to 
show correlate 
bone mineral 
density with age 
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Table 1. (continued) 

Columbia 
(Gavan and Hut-
chinson, 1973)  

Mathematical 
computation 
and soft computing 

-Weight measure is 
easier than sitting 
height measure. 
- Accuracy by 
sitting height high-
er than weight.   

-The figure diffi-
cult to determine 
which a good 
method is. 
-The study found 
that it is difficult 
to determine 
which variable is 
most likely to 
give the best 
-The lack of using 
number of teeth in 
term of time. 

Australia 
(Thomas et al., 
2000) 

Mathematical 
computation 
and soft computing 

-Obtained satisfac-
tory result. 

- The lack in term 
of small sample 
size 

France 
(Corsini et al., 
2005) 

Artificial 
Intelligence  

-Produce good rate 
classification  

-Varying the  
parameter set 
learning and mo-
mentum rates, 
exploring other 
architectures (the 
number of hidden 
units, the connec-
tions) and includ-
ing new skeletal 
samples 

United Kingdom 
(Gibson, 1993) 

Artificial 
Intelligence  

- The experiment 
fails to highlight 
teeth boundaries. 

- Small sample 
set of mandible 

 
France 
(Buk et al., 2012) 

Artificial 
Intelligence  

-The result show 
accuracy higher 
rate 
-The study found 
variable ‘‘sex’’ is 
not important in 
age classification.  

-Found biological 
indicators does 
not allow for a 
more precise age 
determination 
than three classes  

6 Discussion 

This section digests the derived results from the comparative of the literature search. 
Data collection using unknown age commonly for wild nonhuman, that wild born and 
imported or accessioned from the wild for museum collections, the date of birth is 
unknown. And otherwise species nonhuman such as domestic animal the details series 
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already known with gender, age, ethnicity, demographics and quality of bone is 
known because the species life one of part our environment in other word directly the 
basic knowledge such as gain from experience and easy to find with low cost with 
parallel to the time available to solve the issues. In short, characteristic target subject 
of the age determination is contributing in the process of age determination task for 
forensic identification as practitioner. In the area of forensic anthropology represents 
the application role of knowledge with techniques of physical anthropology to solving 
medical legal enforcement. The success forensic performance can be achieve when 
correct match identification with documentation report details and help solve remains 
problem, especially with regard to the evidence of foul play. Bone microarchitecture 
study is the study of the bone architecture based on width, number and separation of 
trabecular as well as on their spatial organization. Basically, there are common micro-
architecture skeletal parts in wide use like researcher from United States of America 
and France was do identification investigation especially for age determination base 
distal femoral, proximal tibia and pelvic bone. From a clinical point of view, micro-
architecture is an interesting aspect to study and define patterns of bone alterations 
with aging and pathology. Many skeletal traits in human and non-human have been 
investigated in studies of age determination. The work evolution of forensic anthro-
pology starting conducted in laboratory based traditionally by the anthropologist. The 
anthropologist’s  

Kenya (Archie et. al., 2006), Poland (Rozenblut and Ogielska, 2005), United in 
Kingdom (Stander, 1997), Montana (Quimby and Gaab, 1957) and Japan  (Wada et 
al.,1978) contribution traditional forensic scenario method deals for anthropologist’s 
in define autopsy traditional anthropology process is not enough to meet forensic 
requirements. Researcher (Cattaneo, 2007) define traditional anthropology is not 
enough to meet forensic requirements context. 

7 Future Research Directions 

Age determination is a fast expanding research area in the research domain of forensic 
anthropology. It could be seen that almost forensic anthropology are focusing age 
determination on diagnosis time by introducing of new or enhanced age determination 
techniques or approaches that have been implemented. The aim of age determination 
is to discuss the concept and limitation of classification of age determination and the 
abilities of artificial intelligence to solve the classification problems. In addition, age 
determination of trabecular bone morphology properties can give new insight in field 
of forensic anthropology as we know human subject usually used for this purpose.  

8 Conclusion 

This chapter has digested the potential all techniques in focus domain forensic anth-
ropology in term of correlation between age indicator and aging. This chapter has 
discussed the traditional and current forensic anthropology with techniques in age 
determination. Justification all concept, application, advantages and disadvantages of 
age determination contained in this reviews. Age determination from measurements 
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of skeleton using artificial intelligence, is a legitimate alternative in cases of badly 
fragmented, when other classic measurements are not available. Artificial intelligence 
can improve the age determination rate, with equally balanced results in both males 
and females when compared to linear classifier like such as linear regression. 
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Key Terms and Definitions 

Positive identification- Matching identification can be done through dental records, 
finger print identification, DNA analysis, and through medical implants. 
 
Forensic Anthropology- the application of the science of anthropology in a legal set-
ting most often physical anthropology and human biology are used in criminal cases 
where the victim's remains are in the advanced stages of decomposition. 
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Abstract. The combination of computational methods and the techniques of
Thin Layer Chromatography (TLC), Ultraviolet (UV) and Gas Chromatography
(GC), brings significant improvements in the speed and accuracy of the analysis
and identification of drugs of abuse. In the case of the TLC technique, the pro-
cessing is fully automatic, through a sequence of algorithms that are run on the
images of the resulting plates. By means of this process, the spots corresponding
to each substance are characterized with the determination of the respective value
of the retardation factor (Rf), and the descriptions of their shape and color. The
identification of a sample is made by calculating its dissimilarity with respect to
the previously stored patterns. During this process, the quality of the plate is also
evaluated. For the analysis of Ultraviolet data, the computation of dissimilari-
ties is performed by taking into account the shape of the spectra. The analyzed
sample will take the class of the closest pattern. Spectra are previously standard-
ized in order to eliminate the variation of the slope of the curves caused by the
dispersion and the variation in the particle size. With this purpose, the standard
normal variate pre-processing method is applied. When using the GC technique,
the identification process is based on the detection of peaks that belong to each
drug according to their retention times. The drugs are identified by comparing
both, the absolute and the relative retention times (with respect to two internal
standards) of the detected peaks, with those of the patterns stored in the system.

Keywords: Drug identification, Thin Layer Chromatography, Ultraviolet, Gas
Chromatography.

1 Introduction

The identification of drugs is usually performed by applying different analytical tech-
niques, where independently, each of them provides a criterion in the definitive identi-
fication of drugs. The UV spectrum analysis, for example, is rarely used as the unique
identification technique of drugs, but rather as a confirmation of the results of other
techniques [15]. At the meantime, the TLC method must be combined with at least
one spectroscopic method [21]. For instance in [13] both techniques TLC and GC were
combined to make an exhaustive drug screening in urine. The TLC offers the advantage
of the chromatographic separation techniques and in addition it is the most economic
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for obtaining low costs when the number of samples increases [15], but its result is al-
most never enough to decide the identity of a drug as we explained above. The three
mentioned analytical techniques can be used separately in order to discover the pre-
sence of drugs and their results can be integrated to achieve a more secure identification
of the analysis.

For the interpretation of the analytical techniques results, the intervention of the an-
alysts is always required, who must measure and evaluate manually those results with
different instruments, in different moments, and compare them with appropriated pa-
tterns. Human errors can occur in chemical labs during these activities and cause false
positives and false negatives for numerous reasons. In TLC specifically, the measure-
ments of the analysts include the determination of retardation factors by measuring the
distance traveled by the substance spot from the baseline and the assessment of their
shapes and colors. In UV technique, the shapes of the spectra of the substances must
be compared visually with the spectra patterns. In GC analysis, the peaks of the chro-
matogram must be scanned and then should be visually compared their retention times
with the previously known.

Automating the process of measurement and calculation, usually performed man-
ually by the analysts, can contribute significantly to the elimination of some of the
mentioned errors, and speed up its execution. The introduction of computer vision tech-
niques allows us to work over the digital images of the TLC plates, rather than work
directly over them. Similarly, the output digital data of the GC and UV equipments can
be subjected to analysis by using signal processing methods. The application of compu-
tational methods, particularly pattern recognition techniques can provide a significant
increase in the efficiency and efficacy of these analytical processes, which is one of
the goals of the forensic analysis of drugs. Integrating own computational methods for
interpreting the results of different techniques in a single system will provide to the an-
alysts the possibility to work with new tools that would help significantly in decisions,
regarding the identity of substances, particularly in the case of drugs of abuse.

In TLC, the proposed processing is done automatically through a sequence of im-
age processing algorithms that are applied over the captured images of the plates. This
process basically consists of obtaining the characteristics of each spot through the de-
termination of its Rf value, its shape, and its color, that correspond to each separated
substance. The identification of an unknown sample is performed by calculating a dis-
similarity value with respect to previously stored patterns. This dissimilarity value com-
bines properly the differences between the sample and the pattern with respect to color,
shape and Rf value with a proper weight respectively.

The automatic identification of drugs by using UV data is performed by the compari-
son of the shape of the spectrum from the analyzed sample with the shape of the spectral
patterns previously stored. In order to standardize the spectra before to be compared,
the standard normal variate (SNV) method [3, 5] must be applied. The drug name (class
of the sample) is assigned according to the minimum value of dissimilarity obtained.

The computational analysis of the chromatograms is based on the automatic detec-
tion of peaks that belong to each drug, according to their retention time. In order to
discriminate the smaller peaks that are normally considered as noise, a threshold must
be applied. The introduction of two internal standards whose peaks are perfectly visible
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and whose retention times do not match with none of the possible drugs to identify,
allow to determine relative retention times instead of absolute.

The chapter is organized as follows. In section 2 are described in detailed the ma-
terials and methods used in each of the three techniques. In sections 3, 4 and 5 are
explained the computational processing of the TLC, UV and GC techniques, respec-
tively. Experiments and results analysis are reported in section 6. Conclusion and future
research directions are given in section 7.

2 Materials and Methods

2.1 Thin Layer Chromatography (TLC)

Supplies and equipment: All separations and reactions were carried out on aluminum-
layer silica-gel plates 60 F254, thickness 0,25 mm (Merck KGaA), activated during 5
min to 1000C. The plates were developed in a Twin Trough Chamber for 20x20 cm
plates with glass lid (no.022.5255 CAMAG Scientific, Wilmington, NC).

The spray bottles, paper saturation pads, dipping containers, and other glassware in-
cluded pipettess, capillary pipettes for sample application, conical plastic disposable
evaporation cups were supplied by Alltech.PA. The UV viewing chamber (Spectroline
CM-10) with 254-365nm and the lamps for UV revision were supplied by Alltech. The
digital photographic camera Panasonic Lumix DMC-FZ7 was used to capture the im-
ages of the TLC plates.

Reagents and substances for experimental: For chromatographic runs were used four
solvent systems as mobile phases a) Methanol: strong ammonia solution (99:1), b)
Methanol-ethyl acetate: strong ammonia solution ((85:10:5), c) Chloroform: Acetone
(40:10), d) Chloroform-n-butanol-ammonia (35:20:15). Forty-three drug patterns were
used for the training set, supplied by the Central Criminalistic Laboratory divided into
three groups:

1. Basic substances: Amitriptyline, Atropine, Carbamazepine, Chlordiazepoxide, Clo-
nazepam, Chlorpromazine, Cocaine, Codeine, Desipramine, Dextropropoxiphen,
Diazepam, Dibucaine, Ephedrine, Fluphenazine, Homatropine, Imipramine, Ke-
tamine, Levomeprazine, Lidocaine, Mephenesin, Meprobamate, Methylphenidate,
Morphine, Nitrazepam, Oxazepam, Papaverine, Procaine, Strychnine, Scopolamine,
Trihexyphenidyl,Temazepam, Tetracaine, Thioridazine, Tramadol, Trifluoperazine.

2. Amphetamine Derivatives: Metamfetamine MBDB, MDA, MDEA, MDMA.
3. Barbiturics: Amobarbital, Barbital, Phenobarbital and Secobarbital.

The reagents used are from MERCK and SIGMA-ALDRCH companies. The visua-
lization reagents used are: Dragendorff reagent, diethylamine, diphenylcarbazone, fluo-
rescamine, furfural, iodoplatinate spray reagent, Mercury(I) sulfate, Ninhydrin spray
reagent and vanillin.

The Chlorpromazine was selected as internal standard. The TLC detection/
visualization reagents were prepared using the formulations given in Clarke’s guidebook
[15] : a) Dragendorff, b) Iodoplatinate spray, c) Fluorescamine, d) Ninhydrin spray,
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e) Diphenylcarbazone, f) Mercury, g) sulfate, h) 254 nm (UV) light projected onto a
developed TLC plate (must be fluorescent indicator plate). The reagents used were sup-
plied from MERCK and SIGMA-ALDRICH companies.

Methods: Sample pattern solutions were prepared obeying the following sequence: For
solid samples: a) Triturating and homogenizing the samples if necessary, weighing 10
mg of the powder and diluting in 10 mL of methanol, to help the dilution applying
ultrasonic bathroom for 15 minutes, filtering if necessary. For liquid samples: Filtering
if necessary.

Aliquots of 30 μL of pattern solutions (1mg/ml in methanol) were applied on the
plate base line, leaving a space of 1cm between substances and 2cm from the edges of
the TLC plates. The selected internal standard (chlorpromazine) was applied always on
the lane 2 of each plate.

The plate was prepared according to methodology referenced in [22], where is textu-
ally mentioned that “a paper pad was placed on one side of a two-sided TLC chamber,
and 6 mL of the selected developing solvent system was run (pipetted) down the pad,
the plate was placed on the dry side of the chamber for 10 min before developing to full
plate height by the addition of 6 to 8 mL of solvent. Chromatography per se took 10.5
min. and ran to 10cm”. The solvent systems a) and b), mentioned above, were used as
mobile phases for the substances of the groups 1 and 2, and the solvent systems c) and
d) for the substances of the group 3.

The plates were dried during 5 min. at 60 0C and observed in the viewing UV light
chamber at 254nm and made note of any fluorescent spots. After that, the plates were
treated with the detection/visualization reagents according to the type of substances.
The plates of Group1 (basic substances) with Dragendorff reagent or Iodoplatinate
spray reagent. The sequence of reactions for the Group 2 (amphetamine derivatives)
was as follows: first Fluorescamine reagent, next Ninhydrin spray reagent and finally
Dragendorffs reagent. For Group 3 (barbiturates) the sequence was first Diphenylcar-
bazone and finally Mercury (I) sulfate. The TLC process was repeated 3 times for each
substance.

Once the spots appeared, the plates were photographed under a fluorescent lamp of
white light using as background a paper of black color and with a no reflecting surface,
avoiding involuntary shadows during the registration of the image and without using
the flash. The commercial digital camera Panasonic Lumix DMC-FZ7, at a distance of
30 cm attached to a tripod was used for the capture of the images. The images were
registered in color JPEG format 2048x1360, with resolution of x=72 and y=72 ppi, in
automatic mode without flash.

2.2 Ultraviolet-Visible Spectroscopy (UV-VIS)

Supplies and equipment: Two UV-VIS spectrophotometers were used, Jasco model
V-530 and GBC model CINTRA101 in order to take in account the reproducibility
of the computational identification results using different spectrometers. The chemical
glassware including Quartz cuvettes of 3 mL for the spectrometers was supplied by
Alltech.

Reagents and substances for experimental: The forty-three drug patterns used for the
TLC training set, supplied by the Central Criminalistic Laboratory, divided into three
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groups were used too for the UV-VIS analysis. Methanol PA, HPLC degree and Sul-
furic Acid (0.1N) were used in samples preparation. The reagents were supplied from
MERCK and SIGMA-ALDRICH companies.

Methods: The sample pattern solutions (1mg/mL in methanol) were prepared obeying
the same sequence used for TLC analysis. For the UV-VIS analysis was added to each
cuvette 2mL of Sulfuric acid 0.1N completing their contents with 10μL of the pa-
ttern solution. The spectrum measurement parameters for the two spectrophotometer
are shown in table 1.

Table 1. Spectrum measurement parameters

Parameters Jasco spectrometer Cintra spectrometer
Mode Absorbance Absorbance

Response Fast –
Scanning speed 400 nm/min 450 nm/min

Upper wave length 350 nm 350 nm
Lower wave length 200 nm 200 nm

Data pitch / step size 0.2 nm 0.2 nm

The analysis process was repeated three times for each substance. The resulting data
were transformed to the .txt format for the JASCO V-530 Model and to .csv format for
the GBC Cintra 101.

2.3 Gas Chromatography (GC)

Supplies and equipment: A Gas Chromatograph AGILENT 7890A with flame ioni-
zation detector (GC-FID), column “AGILENT, DB-ALC2” and Nitrogen as carrier gas
was used for the analysis.

Reagents and substances for experimental: The same forty-three drug patterns used
for the TLC and UV-VIS training set, supplied by the Central Criminalistic Labora-
tory, divided into three groups were used for the GC analysis. Methanol PA, HPLC
degree was used in samples preparation. Methyl dodecanoate and Scualene (20mg/mL
in methanol) were used as internal standards. The reagents were supplied from MERCK
and SIGMA-ALDRICH companies.

Method: Setup the chromatograph work parameters as follows:

* Fix initial oven temperature at 1000C with isotherm during 1 minute, then increa-
sing the temperature at the rate of 150C/min to 2800C and maintaining for 7 minu-
tes.

* Fix injector and detector temperature at 2500C and 2900C, respectively.
* Column flow of 1, 3 mL/min and splitles injection mode.
* Column HP-5 3500C: 30 m x 320 μm x 0.25 μm.

Sample pattern solutions (1mg/mL in methanol) were prepared obeying the same se-
quence used for TLC analysis. For the GC analysis 30μL of each internal standard was
added to 300μL of the samples pattern solution, then homogenizing and injecting 1L
of the final solution in the column. The process was repeated three times.



192 F.J. Silva Mata et al.

3 Computational Methods of Analysis for TLC, UV and GC

3.1 Analysis of the TLC Plate Images

The most important parameter for substance identification by TLC is the Rf value. How-
ever, the Rf determination varies considerably due to the variation of experimental con-
ditions. Often, the Rf values given as reference in specialized manuals, cannot be used
directly as standards of comparison, because the real difficulty for their repeatability
caused by the ambient and experimental conditions. Although the Rf value can offer
definitive information for the identification of diverse substances, frequently the ana-
lysts perform the manual identification of the substance of interest on the basis of the
shape and the color of each spot, besides the Rf value [8]. Nevertheless, some fac-
tors can influence changing typical Rf values, shape and/or color resulting of the TLC
process such as: the absorption of moisture in the blank plates, the particles size, tem-
perature, impregnation, layer thickness, the solvent parameters, pH., volume and height
in the chamber, time gradients and the spotting techniques [21]. In addition to these
problems, those typical errors of any image processing must be avoided in this case
where the analysis of the TLC plate is made digitally. Such errors are those produced
by the illumination, the optical aberrations of the image because of the lenses and the
variations in the geometry of the forms by parallelism errors. Other causes that affect
the repeatability of these processes are the imprecision in the process of spotting which
provokes a variability on the size of the migrant spots, the non-uniformity of the atomi-
zation process and the plate’s edge effect that can alter the direction of the rising spots
and even its own shape.

The technique of TLC has analytical tasks perfectly separated such as: preparation,
application, development and evaluation [21]. The automatic processing of the plates
must be invariant to most of the problems. A common strategy to deal with these diffi-
culties and to obtain patterns that allow automatic comparison, is the inclusion of one
internal standard substance in the TLC plate. This internal standard is subjected to the
same experimental conditions and variations as the samples of the substances submit-
ted to the analysis. Thus, the measured Rf value is divided by the internal standard’s
Rf value trying to compensate the variations in experimental conditions. The chlorpro-
mazine was selected like internal standard, taking into account that the spots corres-
ponding to this drug were always high contrasted against the background, its size was
always an average size clearly visible, with a highly stable shape and color, and note
that the absolute Rf value corresponding to the spots of this drug does not match with
other possible drugs.

The main objective of this module is to create a computational process capable of
identifying the drugs screened using TLC with a high degree of confidence, even with
the disadvantages mentioned above and with a high speed of the response.

A general description of how to perform drugs identification by TLC automatic pro-
cess can be seen in the scheme presented in Fig.1. This scheme has been divided in
different blocks for its best understanding. It shows the complete procedure with each
image of TLC and the detailed description of each one of the blocks.
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Fig. 1. Summary diagram of the analysis of the TLC images

Image Capture. The image capture can be done using a digital camera or scanner, but
the experiments were performed with a Panasonic DMZ-FZ7. The requirements for a
good capture of the image are the following: it is recommended that the background
where the plate is placed to get the image should be of a uniform dark color. The black
color is ideal since none plate is black. This prevents some errors in detecting the plate
edges automatically. The camera must be set in a stable place at a safe distance from
the plate, to avoid mistakes of parallel and radial distortion. One element to take into
account when using a camera, is not to use the flash light when the surfaces of the
plates are wet. This cause sometimes some reflections of light creating light saturated
image areas. The light must be uniform and should ensure the necessary visibility of
the results. The camera or any capture device must be calibrated to ensure the good
behavior with the colors. For the calibration was used the methodology documented in
the site [1] and the OpenCv calibration method for the camera calibration [4].

The minimal resolution of capture must guarantee approximately a height of 600
pixels that correspond to the height of 11 cm of the plate, that means 55 pixels/cm
approximately like the minimal value.

Borders Detection. The process of automatically detecting the actual edges of the plate
of TLC, is based on combining the Canny filter [7] and the Hough transform of the line
[25]. Before applying the Canny filter, the image is smoothed by applying a Gaussian
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filter to avoid the detection of false edges. By this way, the straight lines constituting
the edges of the plate are detected and the tilt angle Θ thereof is obtained directly from
the output of the Hough transform itself. This angle Θ is used later to rotate and align
the image automatically. By checking the value of the tilt angle Θ and radio ρ obtained
in each case, it is possible to determine where to cut automatically the image too (See
Fig. 2a and 2b). Using the proposed method it was properly detected the 100 % of the
borders of the processed TLC plates.

a) b)

Fig. 2. Detection of the borders and the baseline by Hough transform and the tilt angle needed for
the automatic rotation of the image

Geometric Normalization and Rotation. The angleΘ obtained from the Hough trans-
form in the previous step is used to rotate the image automatically. In order to obtain a
single height in pixels each image should be resized using a cubic interpolation method
or a sampling in order to obtain a geometrically normalized image with a height value of
600 pixels. Thus, the width that varies according to the number of lanes is also resized
proportionally for maintaining the aspect ratio of the original image.

Cropping. According to the previous steps, from the original image just the interest
region of the image (ROI) should be preserved. Sometimes there remain some thin rests
of black background at the edges of the image, that can be considered as noise in it.
These are eliminated through a classical process of thresholding and cropping [7] to
avoid posterior errors.

Baseline Detection. The zone of the plate where the samples or patterns are spotted for
a further analysis is called baseline. This line is drawn by a pencil and is located at 1 cm
from the bottom of the silica plate. This baseline is detected in the plate, by applying
the Hough transform of the line. Commonly, as a result of this method are obtained
more than a straight line, according to the discrete nature of the image. One alternative
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to compensate this variation is to take the midline that can be obtained directly from
the values of the radio (ρ) from the Hough transform with origen coordinates (0,0). The
baseline value must be validated with enough accuracy, to avoid any error in distance
measurements, which is necessary for calculating retardation factors (Rf) (See Fig. 2a
and Fig. 2b).

Smoothing and Noise Filtering. Although this process has been placed on the diagram
of Fig. 1 with the number 6, the filtering process can be part of other steps of the
complete processing sequence. The Gaussian smoothing [7] is also applied to attenuate
high frequency noise. An example of the result of this filtering process can be seen in
Fig. 3. As a result of this filtering, some of the isolated small artifacts are removed.
Principally those noises of a small size are reduced by this filtering action.

a) b)

Fig. 3. Results of the application of the gaussian smoothing filter where a) is the original image
and b) is the filtered image

Segmentation. The spots segmentation is done primarily through the following steps:

1. Converting the color image to a grey scales image.
2. Determining the threshold for the image binarization.
3. Detecting the edges of each spot.
4. Marking the edges and storing the sequence of their respective pixels.

The problem of obtaining the best threshold has been addressed by different methods
discussed in the literature [9], but often it depends on the context of or user interests.
The Otsu’s method [16] is commonly used to automatically perform the thresholding of
the image based on the histogram shape. A new fast variant of the Otsu algorithm was
used to do the segmentation [26]. This method has allowed the successful segmentation
of the 95% of the spots tested, in the case of images with good quality.

The remaining 5 % of the spots, which were not detected because of its low contrast
were segmented in a second pass of the algorithm dedicated to detect and to segment
these spots considered weak. For this stage a pyramid segmentation method was applied
[14]. The parameters of this method were estimated according to the proposed in the
paper by Kosir [11].
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In the case of mixtures, the substances were segmented without any difficulty, when
there was not connectivity between the pixels of the of neighboring spots of the different
substances.

When there are overlapping spots, an optional step of morphological analysis is ap-
plied. The detection of this type of overlapped spots is not a simple task, but this situ-
ation is solved when the two nearly spots are connected by a narrow connection like is
shown in Fig. 4.

Fig. 4. Results of erosion-dilation to eliminate overlapping

The complete procedure to solve this situation is as follows:

1. Load the TLC image.
2. Find and label all the spot regions.
3. Erode the TLC with the goal of removing the narrow connections between nears

spots.
4. After the operation of erosion must be checked in the image whether there are two

regions with the same label, which is a sign that a spot was splitted in two spots,
which occurs commonly when the union between two spots is narrow.

5. A new label is assigned to one of these spots, which can be done even if more than
one spots appear with the same label.

6. Then is executed an operation of dilation, so the spots are kept separate and with
new labels. Further, this opening operation (defined as an erosion followed by a
dilation), with a proper structuring element in order to separate near regions is
made only if it is needed.

In Fig. 5 are shown the steps of the solution for overlapping the situation in the lane
1 of the TLC plate.

Spots Selection. A selection process is performed to remove some spots with charac-
teristics of size, position and shape that do not fulfill certain requirements. This process
is performed by successive application of morphological operations (erosion- dilation)
[7] and a heuristic based on the above mentioned characteristics. In order to select the
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Fig. 5. Steps to detect and eliminate the overlapping. The numbers are the labels, the regions were
colored to understand better the process.

a) b) c)

Fig. 6. Results of the application of the combined process of b) thresholding and erosion-dilation
and c) spot selection process over a) noisy image

spots by their size, two thresholds are applied, one upper for the too large spots and one
lower for the too small spots, determined empirically. In Fig. 6 is shown an example of a
noisy image with false spots, the result of the removing action and the image resulting.

Localization of the Centroids. The centroid of each spot is calculated according to
Eq. 1 [7].

mpq =
∑
x

∑
y

xpyqf(x, y) (1)

where the coordinates of the centroid are:

(m10/m00,m01/m00) (2)

The result of centroid localization process is shown in Fig.7
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Fig. 7. Results of the localization process of the centroids. In the first lane it is shown the cor-
respondent distance to measure the absolute Rf value of the sample and in the second lane the
correspondent to the pattern (internal standard).

Measurements of Distances and Determination of the Rf. The fact of performing
this step fully automatic avoids possible errors that can be committed when the Rf
measurements are done manually. The Rf value measured for each substance is divided
between the Rf value of the substance used as internal standard (Chlorpromazine). This
final Rf is known as Rx (relative Rf) [20]. In Fig. 7 is shown an example of a plate’s
image with the respective segmentation and the determination of the Rf.

Spots Analysis (Feature Extraction). Once the spots have been segmented, the next
step is the extraction of the corresponding shape descriptors: dimensions, area, perime-
ter, perimeter-area ratio, complementary area, principal angle of inclination, Hu mo-
ments and Legendre moments. The vector is formed with the information that describes
the shape of each spot. Particularly the Legendre moments [6] have been incorporated
as shape descriptors [7] due to the success of its use in our own laboratory. The val-
ues of these features are normalized to avoid scale errors. The color of the spots on
thin layer chromatography provides valuable information for the final identification of
the analysis. The color histograms of each spot (R (red), G (green) and B (blue)) are
also extracted. Each color band is processed to compute its corresponding minimum
and maximum values and the value of each pixel is adjusted by Equations 3, 4 and 5;
with the purpose of reduce the effect of the lighting variations. Finally, the information
describing shape and color is associated with each spot and stored in a file. This in-
formation will be used in the following identification step. Table 2 shows the vector of
information extracted from each substance spot.

R = (R −Rmin)/(Rmax−Rmin)) ∗ 255.0 (3)

G = ((G−Gmin)/(Gmax−Gmin)) ∗ 255.0 (4)

B = ((B −Bmin)/(Bmax−Bmin)) ∗ 255.0 (5)
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Table 2. Spot descriptors

Component Name Description
1 Maximal Height Value of the maximal height of the spot
2 Maximal width Value of the maximal height of the spot
3 Area Number of pixels of the spot
4 Perimeter Number of pixels of the contour of the spot
5 Area-perimeter relation Quotient between area and perimeter
6 Complementary area Area of the bounding box - area of the spot
7 Θ Tilt angle of the principal axis of the spot
8 Bounding box area Number of pixels of the bounding box

9-15 Hu1 - Hu7 Huś seven moments invariants
16-77 Legendre Moments Legendre Moments
78-85 Histog R Histogram of 8 bins of the red component of the spot
86-93 Histog G Histogram of 8 bins of the green component of the spot

94-101 Histog B Histogram of 8 bins of the blue component of the spot
102-103 Centroid Coordinates of the spot centroid

Similarity Computing. The identification of the chemical compound associated with
each spot is done by comparing the Rf values, the shape descriptors and the color de-
scriptors with respect to the values of pattern substances previously stored. It is difficult
to know which is an exact quantification of the contribution of each of these three enti-
ties of information respect to the decision about the identity of a drug. In the literature
recognized Rf values are registered for each substance in each of the systems. However,
significant variations may occur in experimental results as it was mentioned before. Al-
though importance of the Rf value is crucial for the identification of the substance, also
the shape and color of the spots are commonly taken into account by the analysts. In
our proposal, the similarity calculation between the values of the vectors that describe
the analyzed substances and the pattern substance is performed by Eq. 6.

p̂ = argmin
p∈(1,...,n),n∈N

w1(j)

(
1− min(Rxs, Rxp)

max(Rxs, Rxp)

)
+ w2(j)D(fs, fp) + ... (6)

w3(j)D(ls, lp) + w4(j)D(hs, hp)

– p, j, s: Index of the pattern substance, index of the system visualization reagents,
index of the spot respectively

– Rx: Quotient between the Rf value of the analyzed spot and the spot respective to
the internal standard on the same plate

– w1, w2, w3, w4: Learned weights, for each solvent system and visualization
reagent,

– f : Vector of shape descriptors,
– l: Vector of shape descriptors based on Legendre polynomials,



200 F.J. Silva Mata et al.

– h: Vector of color histograms,
– D: dissimilarity between pattern and analyzed spot vector (Euclidean distance for

shape descriptors and distance of Bhattacharyya for the histograms). See Eq. 7 [4].

D(Hs, Hp) =

√√√√1−
∑
i

√
Hs(i) ∗Hp(i)√∑

I Hs(i) ∗
∑

I Hp(i)
(7)

3.2 Automatic Evaluation of the Quality According to the Homogeneity
of the Plates

To evaluate the quality of the plates related with its homogeneity, a process based on
a statistical analysis of its histogram has been performed. These quality measurements
have the purpose of registering basically the presence of certain deficiencies produced
by chemical or physical process, those characteristic of capturing images under poor
lighting conditions, mainly by the light saturation in some regions, specular behavior
of the surface of the plate, or shadows produced by external objects. The Kurtosis and
Skewness values [23] are obtained from the histogram of grays scales by Eq. 8 and Eq.
9. These statistics allow estimating an index of the images quality through a learning
process. The resultant value is expressed in percent and the process was cross-validated.
The following equations allow the calculating of the Kurtosis (Eq. 8) and the Skewness
(Eq. 9).

kurtosis =

∑N
i=1(Yi − Ȳ )4

(N − 1)s4
(8)

skewness =

∑N
i=1(Yi − Ȳ )3

(N − 1)s3
(9)

where Ȳ is the mean, s is the standard deviation, and N is the number of data points.
Three quality categories were defined to describe verbally the result of the quality eva-
luation: bad, regular and good. These quality categories were decided after a statistical
study of the behavior of the results obtained in different experiments, using different
kind of images. Fig. 8 shows two examples of TLC plate images and their correspon-
ding histograms.

In Fig. 8a it can be seen a noise presence which affecting the image quality. This
noise is a result of occurrent deficiencies in the complete TLC process. They are re-
flected in relatively low values of the Kurtosis and Skewness of the image histogram.
Fig. 8b shows the high values of these measurements and the corresponding histogram
of a high image quality. It should be noted that both images correspond to the same
drug testing case.

4 Analysis of Ultraviolet Spectrum

Spectral information (depending on the applied instrumental technique) can be seen
as a distinctive signature of substances. In the case of an UV spectrum, for a certain
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a)
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Fig. 8. Examples of the results of quality assessment by the Kurtosis and Skewness of the his-
tograms of the images, where a) was classified as bad and b) as good
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Fig. 9. Ultraviolet spectra of three different substances

substance, the relation between ultraviolet light absorbance and light wavelength is rep-
resented. Therefore, an UV spectrum is often unique for each pure substance.

This property is the reason why specialists have frequently used UVS for compar-
ing/matching substances of abuse, to perform tasks like database searches, detection or
identification of an unknown sample, to decide if two materials come from a common
source, the structure elucidation and classification of spectra, among others [15, 10, 24].

The criteria for comparing spectra can be divided into direct and indirect. Direct
matching uses the spectral data directly, and the indirect matching uses derived informa-
tion from spectra. The latter relies on identification of selected peaks and the extraction
of information from them. Multivariate data analysis techniques and the distance/angle
methods are usually direct methods which treat digitized spectra directly without any
prior identification of peaks. Therefore the success of a matching criterium rests on its
ability to discriminate subtle differences in samples that are inherently similar [12].

In our case, the comparison of spectral data is carried out by using a proximity
(similarity/dissimilarity) measure that defines how much (dis)similar are two spectra.
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A (dis)similarity can be seen as a function that assigns high (low) values to alike ob-
jects and low (high) values to objects that have distinct characteristics. Therefore, a
large similarity and a small dissimilarity mean both the same thing with respect to com-
parison of objects, i.e., similar objects. For substance identification, the goal of a good
similarity measure for UV spectrums is to achieve higher values for spectra belonging
to the same substance, and lower values for those belonging to different substances.

There are many ways to compare objects, and it eventually depends on what we con-
sider that makes objects (in this case, spectra) similar. This implies that the suitability of
a proximity measure depends on the problem at hand; its definition should be based on
the knowledge one has about the data. However, defining good measures for substances
identification is still a challenge.

In the case of UV spectra, they have a shape as a function of wavelengths. They
are often continuous functions (they do not jump) and it is in fact their shape what
is unique to a considerable amount of pure substances of abuse (usually have a char-
acteristic peak that identifies them), hence its discriminative power for differentiating
among them. However, for different families of chemical compounds, there are certain
similarities in the curves of their corresponding UV spectra. Therefore, it is extremely
necessary that the (dis)similarity measure to be applied for the comparison (for identifi-
cation purposes), considers as much discriminative contextual information as possible.

For the above explained, there have been studies of several (dis)similarity measures
to compare spectra [24, 17, 10], but a few actually take into account the continuity
information and / or shape of this type of data. In this work, we applied the dissimilarity
measure called Shape Measure [17]. In [17], authors propose to compute the Manhattan
distance on the first Gaussian derivatives of the curves. This way, the sum of absolute
differences between derivatives of the curves, allows considering the shape information
that can be obtained from their derivatives:

d(xS , xP ) =

m∑
j=1

|xσ
Sj − xσ

Pj |, xσ =
d

dj
G(j, σ) ∗ x (10)

where xS is the spectrum of the sample and xP is the spectra of the pattern. The expre-
ssion of xσ corresponds to the computation of the first Gaussian (that is what G stands
for) derivatives of the spectra. A smoothing (blurring) is done by a convolution process
(∗) with a gaussian filter and σ stands for the smoothing parameter. In ours and other
studies it has been proven that this measure is very efficient for comparing chemical
spectral data [17, 18, 19].

One factor that may affect the performance of the selected measure is the existence of
spectra of the same substance with different concentrations (See Fig. 10(top)). Although
this measure is based primarily on the curve shape changes, when the spectra are similar
for substances of the same family, the differences in concentration for several samples
of the same substance may create confusion between the spectra of different substances,
but similar. Hence, it is necessary to normalize the spectra prior to their comparison.

In this case, we suggest to apply the pre-processing method Standard Normal Variate
(SNV) [3, 5], such that each spectrum is pre-processed independently. This method is
based on transforming the spectrum x = (x1, x2, . . . , xn) measured at n wavelengths,
into the spectrum z = (z1, z2, . . . , zn) where zj =

(xj−m)
s , with m and s the mean and
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standard deviation of x, respectively. In this way, the variation of the slope of the spectra
caused by the dispersion and the variation in the particle size (change in concentration)
are eliminated (See Fig. 10(bottom)). After applying the pre-processing, pure spectra
can be compared by the selected dissimilarity measure.
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Fig. 10. Ultraviolet spectra of the same substance at different concentrations: (top) before SNV,
(bottom) after SNV

5 Analysis of the Gas Chromatogram

Gas chromatography (GC) is a common type of chromatography used in analytical
chemistry for separating and analyzing compounds. With GC, a compound can be iden-
tified from a mixture of chemicals by its retention time, if the method conditions are
constant. In our case, GC is used to identify a predefined set of drugs of abuse. The
identification algorithm consists of three basic steps: peak detection, internal standard
identification and peak identification.

5.1 Peak Detection

In this step, peaks in the chromatogram are automatically detected using the algorithm
peakdet proposed by Billauer [2]. This algorithm implements a simple idea, where the
trick is to realize that a peak is the highest point between valleys. What makes a peak
is the fact that there are lower points around it. In this way, the algorithm looks for the
highest point, around which there are points lower by a “peak threshold” on both sides.

This peak threshold can be tuned by the user in order to determine at what level of
resolution the peaks are going to be detected. Therefore, very small peaks which arise
due to instrumental noise will not be detected.
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5.2 Internal Standard Identification

As it was mentioned in Section 2, two internal standards (Methyl Dodecanoate and
Scualene) were used with the purpose of working with their relative retention times.
The peaks corresponding to these internal standards are visible in the chromatogram
and their retention times do not match with any of the compounds of interest. These
peaks are identified using their absolute retention time. Fig. 11 shows three different
chromatograms and the peaks corresponding to the internal standards.
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Fig. 11. Chromatograms of three different substances

5.3 Peak Identification

Once the peaks are detected and the internal standards are identified, the next step is to
identify every detected peak. In this case three criteria are used to identify a peak based
on its retention time. The first criterion compares the absolute retention time of the peak
with the ones of the patterns stored in the system. The other two criteria compute the
relative retention times with respect to the two internal standard and these values are
also compared to those of the patterns. Thus, if the chromatogram is displaced and as
a consequence the absolute retention time does not match the ones of the patterns, the
peaks can be identified by its relative retention times. The comparison of both, absolute
and relative retention times are performed by calculating confidence intervals.

Finally, to identify a peak with some pattern, two of the three criteria have to be
fulfilled. If a peak does not match any pattern, not any identification is given to it.
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6 Experimental Results

6.1 Experiments with TLC Technique

The experiments performed to validate the results of the automatic analysis of TLC
plates were directed to check separately major stages. A first experiment was designed
to test the results of the segmentation and selection of the spots of interest. A second
experiment was intended to evaluate the automatic quality assessment of the plates and
a third experiment was designed for the identification of the substance spots correspon-
ding to the patterns of each drug.

Segmentation and Selection of the Spots. In this experiment we evaluate the result
of the segmentation and selection of the substance spots in plates with three different
levels of quality: Good, Regular and Bad. These qualifiers were given by the specialists
according to the noise, homogeneity and contrast between spots and the background.
The performance of the algorithm was visually evaluated by the specialists by check-
ing the resulting segmented spots signaled by their enhanced edges. Table 3 shows the
results of this experiment in terms of True Positive percentage (TP) and True Negative
percentage (TN). TP measures the spots correctly classified as real samples of the drugs
and TN indicates how many spots resulting from the process do not correspond to any
drug.

Table 3. Performance of spot segmentation in TLC plates with different levels of quality

TLC plates quality % TP % TN
Good 98 99

Regular 95 94
Bad 90 89

Evaluation of the Quality of the TLC Images. The automatic evaluation of the quality
yielded the results shown in the Table 4. This experiment was performed by taking
as reference the quality evaluation of the TLC plates, which were visually made by
the specialists. This quality was divided into three categories: good, regular and bad
for a total of 105 plates. The 95 % of the categories proposed by the specialists were
coincident with those proposed by the algorithm.

Table 4. Performance of the automatic quality assessment process

Automatic evaluation of the TLC plates quality % Good % Regular or bad
Good quality 95 5

Regular or bad quality 4 96
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Drug Identification by the Automatic Analysis of Images of TLC. The experiment
of drugs identification was performed with 43 different patterns of drug. The experiment
consisted of identifying automatically the spotted samples of drugs. Three drug samples
of the same pattern were dotted in each TLC plate. A pattern of chlorpromazine was
also dotted, always in the second lane to be used like internal standard. Each TLC plate
was repeated three times at different moments for a total of 9 samples for each drug
by using the best effective solvent system. Specialists first determined the presence of
each spot and measured the respective Rf values and appreciated shape and color of
the spots. In this experiment identification errors were only considered, without taking
into account any manual error. The algorithm identified a total of 362 drug spots, for a
93.5% of effectiveness. The spots that were poorly identified, were always found among
the five most similar substances, according to the value of similarity calculated. Several
reasons must be mentioned for the identification. Namely, the insufficient quality of
some patterns stored, the presence of noise caused by defects in silica plates, the inho-
mogeneous distribution of some visualization reagents caused by a poor atomization,
and the stretching of some spots due to the called “tail” effect. These types of errors
that occurs, even when the specialists try to avoid it, but where they get a good result
in the manual identification, sometimes could not be resolved by the automatic system.
The summary of the performance of the identification is shown in Table 5.

Table 5. Performance of the automatic identification of drugs by TLC

Drugs identification results by TLC % correctly classified % bad classified
Overall rate 93.5 6.5

6.2 Experiments with UV Technique

A total of 43 different substances of abuse were tested according to the defined method
for the automatic analysis of UV spectra. We have the patterns for each substance and
an independent test set. A value of σ = 2 was used in the dissimilarity measure. There
are several manners to switch from dissimilarities to similarities, thereby studies can be
based on one of them solely. As the purpose of identification is to find the corresponding
substance (closest one), although we used a dissimilarity measure, the dissimilarities
were converted into similarities for a better understanding. When matching the test
samples with the defined patterns, we got that for most test samples, the corresponding
pattern was always the most similar one (higher similarity value).

However, as we mentioned before, there are families of substances for which the UV
spectra are not differentiable. It is a limitation of the instrumental technique itself, there-
fore the need of analyzing the substances with different analytical techniques to identify
an unknown sample. Only for those cases, the procedure did not work as expected, as
the corresponding pattern might not be the most similar one to the test sample. Such is
the case of e.g. Desipramine and Imipramine, as their UV spectra are so similar (See
Fig. 12), a Desipramine test sample can be more similar to the Imipramine pattern than
that of the Desipramine and viceversa. Nevertheless, even for those substances, the co-
rresponding pattern always appears among the first three most similar substances to the
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Fig. 12. Ultraviolet spectra of Desipramine and Imipramine

test sample. In any case, it is always the analyst responsibility to decide what the correct
identification is.

A total of 41 drugs were correctly identified by the proposed automatic method of
analysis of the UV spectra.

6.3 Experiments with GC Technique

The identification procedure by GC was tested for 43 different substances of abuse.
We have a lookup table with the data of patterns necessary for the comparisons and an
independent test set in which the algorithm was verified.

In all the cases, the peak detection algorithm detected all the peaks corresponding
to the internal standards and compound of interest. It means that, all of them were
processed in the steps 2 and 3 of the algorithm. Of course, some others peaks were
found during the peak detection step, but most of them were rejected during step 2
and 3. Just in the 0.09 % of the analyzed cases, besides the internal standards and the
compound of interest, others peaks in the chromatogram were identified with some
of the patterns stored in the system. An example of this phenomenon was found in a
chromatogram of trifluoperazine, in which was correctly identified the trifluoperazine,
and there was also other peak which was matched with Diazepam.

Regarding the identification of the internal standards, in the 95.34 % of the cases both
internal standards were correctly identified. It is important to note that in the other cases
at least one of the internal standards was identified. In this way, we did not have cases
in which we affront the identification process without at least one internal standard. The
identification of the internal standards is done taking into account only their absolute
retention time. This process is affected by the chromatogram displacements, so those
results reached they were expected.

With the above results, after going to step 3, the algorithm identified correctly the
drug of abuse of interest in the 98.9 % of the cases. One of the problems found is
that there are substances which have very similar retention times; as a consequence
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Fig. 13. Corresponding chromatograms of Imipramine and Tetracaine which are very similar

their confidence intervals used for identification, even relative to the internal standards,
have great intersection. This is the case of Imipramine and Tetracaine, which can not be
differentiating by the algorithm. Fig. 13 shows the chromatograms of these two substan-
ces and it can be seen that their corresponding peaks almost match.

7 Conclusions and Future Works

In this work a set of automatic methods for the identification of drugs by using thin
layer chromatography, ultraviolet spectroscopy and gas chromatography techniques are
provided.

The main contributions of this work is that it offers the possibility to obtain parallel
responses of the identification of drugs from different points of view on a same inte-
grating framework. The proposal helps the analysts to reach more accurate and faster
responses in their tasks.

The experimental results demonstrated the feasibility of the proposed methods, ob-
taining more than 91% of accuracy in the identification of the analyzed drugs for each of
the three analytical techniques. It was also corroborated that in almost all cases in which
the response of the three techniques match, the drug was correctly identified. Thus, the
coincidence of the three techniques gives a high confidence to the identification.

As future work we pretend to development an algorithm for obtaining an automatic
final decision in the identification by fusing the responses gives by each analytical
technique, incorporating their confidence in the decision. Additionally it is necessary
to endow this proposal with the possibility of recognizing mixture of drugs.
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Investig. Pensam. Crit. 2, 03–09 (2004)

[26] Zhu, N., Wang, G., Yang, G., Dai, W.: A fast 2d otsu thresholding algorithm based on im-
proved histogram. In: Chinese Conference on Pattern Recognition (CCPR), pp. 1–5 (2009)



 

A.K. Muda et al. (eds.), Computational Intelligence in Digital Forensics:  
Forensic Investigation and Applications, Studies in Computational Intelligence 555,  

211

DOI: 10.1007/978-3-319-05885-6_11, © Springer International Publishing Switzerland 2014 
 

Detecting Counterfeit RFID Tags Using Digital Forensic 

JingHuey Khor, Widad Ismail, and Mohammad Ghulam Rahman  

Auto-ID Laboratory, School of Electrical and Electronic Engineering,  
Universiti Sains Malaysia (USM), 14300 Nibong Tebal, Penang, Malaysia 

khorjinghuey@yahoo.com, {eewidad,eeghulam}@eng.usm.my 

Abstract. Radio frequency identification (RFID) tag counterfeiting issue is 
prevalent throughout the world, especially in the access control and information 
technology sectors. Counterfeit detection is vital in digital forensic practices, 
especially for counterfeit RFID tag analysis. Hence, electronic fingerprint 
matching method is proposed to be used as a detection mechanism to detect 
counterfeit tags. The electronic fingerprint matching method is presented in the 
digital forensic investigation model that consists of seven phases. The received 
and backscatter powers of tag are proposed to be used as unique electronic 
fingerprint in the fingerprint matching method. Two statistical tests, namely,  
t-test and ANOVA test, are used in the fingerprint matching method. Five 
fingerprint matching methods are presented and are categorized based on the 
power response of tag and the statistical test used.  Method V which uses three 
way ANOVA test to analyze backscatter power of tag has the most accurate 
results. This is because Method V has the highest area under curve (AUC) 
(0.999) and lowest equal error rate (EER) (0.01) values. Besides that, the false 
acceptance rate (FAR) and false rejection rate (FRR) obtained are 0.1 % and 1.3 
%, respectively. Therefore, the proposed Method V has been proven able to 
detect counterfeit tags efficiently.   

Keywords: Counterfeit, EPCglobal Class-1 Generation-2, Fingerprinting 
Matching Method, RFID. 

1 Introduction 

Radio frequency identification (RFID) technology has been pervasively adopted in 
many areas, such as supply chain, library, healthcare management, and waste 
management. RFID that offers contact-less identification and automatic data 
management enables real-time monitoring of authentic products [1]. Manufacturers 
have started to utilize RFID technology to fight counterfeiting issues [2-5] due to 
counterfeiting is prevalent throughout the world, especially in the pharmaceutical and 
information technology sectors [6]. Counterfeiting issues should be treated seriously 
because global counterfeit industries generate an estimated $670 billion annually [7]. 
Global RFID market is expected to grow at a compound annual growth rate of 
roughly 17 % to a value of approximately $9.7 billion in the period 2011 to 2013 [8]. 
Rapid growth in RFID market is triggered by emerging usage of RFID technology in 
various applications.  
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RFID system that consists of tag, reader, and back-end system as well as 
transmission channels can become the targets of attackers to perform both passive and 
active attacks [9]. Passive attacks mean monitoring of channels to listen transmitted 
data without any data modification. On the other hand, active attacks denote 
modifying transmitted data and alteration of device computation. Information security 
is benchmarked using three categories, namely, confidentiality, integrity, and 
availability [10]. Confidentiality can be achieved by using cryptosystems and proper 
access control to protect data in transmission channels. Integrity can be ensured by 
proving the data is unique and without any modification [11]. Availability means that 
the data is always readily available upon request from legitimate users. Hence, all of 
the categories must be fulfilled to protect RFID system from any security threats. 

EPCglobal is an industry-driven reference for RFID standardization that develops 
standards to describe all the components and architecture of RFID tags, readers, and 
information systems [12]. EPCglobal Class 1 Generation 2 (Gen 2) standard is the 
second generation RFID air interface protocol. This protocol is ratified as ISO 18000-
6C by International Organization for Standardization [13].  RFID tags that conform 
to Gen 2 standard are known to be inexpensive and are broadly used in many 
identification and tracking methods. EPC tags offer higher reliability, greater read 
range, and enhanced security and privacy protection. Hence, the high performance of 
the EPC tags is the key contributor to the deployment of RFID technology in various 
applications. But, the EPC tags are susceptible to cloning attack due to lack of anti-
cloning features [14]. EPC tags offer minimal resistance against eavesdropping, 
which is one of the most serious threats in RFID communication [15]. 
Communication between a legitimate tag and a reader is often unprotected and can be 
easily intercepted by adversaries. In addition, an EPC tag is vulnerable to 
impersonation threat because of its characteristic of releasing data information to any 
compatible reader [16]. Impersonation occurs when an entity attempts to gain access 
to resources and information by pretending and adopting the identity of an authorized 
user [17]. This indicates that EPC tags lack of authentication and encryption, which 
can enable readers to collect information of the tags they scan. Hence, any adversary 
can gather required information and can manipulate the collected information to clone 
counterfeit tags [18]. This information may be used to create counterfeit tags that bear 
the same information as that of a legitimate tag.  Counterfeit tags can be attached to 
bogus products and disguise these as authentic products in the market [19,20]. The 
counterfeit tag issue is very serious because it is capable of causing a menace ranging 
from public privacy and safety issues to loss of industry revenues.  

The EPC tag is widely used in electronic passport (E-passport) for identity and 
document security purpose. For an example, EPC tag has been incorporated with the 
United States Passport Card in the summer of 2008 [21]. However, the first RFID E-
passport in the world is issued by Malaysia in 1998 [22]. The E-passport not only has 
the identity of the passport holder, but also contains the information of the holder’s 
travel history, including time, date, and place of entries and exits from the country. 
But, the E-passport is facing tracking, identity theft, and counterfeit attacks because of 
the vulnerabilities of the EPC tag in preventing passive attacks, such as skimming and 
eavesdropping attacks. Cloning attack is the most serious issue in the E-passport 
because it is able to threat the privacy and security of E-passport holder [21]. Hence, a 
detection mechanism is proposed as a digital forensic practice to identify the 
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counterfeit tags. Electronic fingerprint matching method is utilized to detect 
counterfeit tags using unique electronic fingerprint of tag. The unique electronic 
fingerprint of RFID tag can be identified based on its physical characteristic [23]. The 
analysis of the fingerprint can be conducted using various statistical tests. The 
accuracy of the fingerprint matching method must be verified to determine its 
accuracy and reliability. 

2 Preview of RFID Technology 

RFID technology was first used in military application, called ‘Identify Friend or Foe’ 
during World War II.  In recent decade, RFID technology has replaced the barcode 
system because of its higher reliability, read rate, and read range.  The high 
performance of RFID is a key contributor to the deployment of RFID technology in 
various applications. RFID is a technology that allows RFID reader to remotely send 
command to read and store information on RFID tag.  An RFID system comprises of 
three major components, namely, RFID reader, tag, and back-end system.  RFID 
middleware application uses multiple scripting languages, including JavaScript, 
extension markup language, and hypertext preprocessor [17].  

2.1 RFID Reader 

An RFID reader consists of an antenna, a microprocessor, and an interface device for 
forwarding data to the back-end system [9].  RFID reader communicates with tag and 
back-end system by receiving and sending data in the transmission channel.  In 
addition, RFID reader is capable to write data in tag memory, authenticates tag as 
well as powers up passive RFID tag via electromagnetic field.  RFID reader can be 
categorized into two categories, namely, stationary reader and mobile reader [24].  
Stationary reader has a fixed location and network connection.  In contrast, mobile or 
handheld reader can be moved around that offer a more flexible applications.  

2.2 RFID Tag 

An RFID tag consists of antenna, microchip, and encapsulation. RFID tag can be 
classified based on its functionality, power supply, and operating frequency. 

i. Functionality 
RFID tags have memory size from a single bit up to several kilobytes. 
Tag memory technologies are categorized into non-volatile and volatile 
storages. The non-volatile storage includes read only, write once read 
many (WORM), and read/write. The volatile storage is used for 
performing calculation after tag power up. Tag can be classified into five 
broad classes based on the tag computation capability [25].  

Class 1: Passive read-only tags offer only basic functionality, including a 
fixed EPC identifier, a tag identifier, kill function, and optional 
password-protected access control. 
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Class 2: Passive tags offer same functionality as Class 1 but with read-
write memory as well as extended tag identifier, user memory and 
authenticated access control. 

Class 3:Semi-passive tags offer all Class 2 functionality as well as 
possess sensor and on-tag power source. 

Class 4: Active tags offer all Class 3 functionality as well as tag-to-tag 
communications and ad-hoc networking. 

Class 5: Active tags can communicate with all classes of tags. 

ii. Power supply 

Passive tag obtains power from the electromagnetic field of reader. The 
tag does not have an internal source of power. Semi passive tag has own 
power supply for the microchip but communicate by obtaining energy 
from the electromagnetic field of reader. Active tag uses own source of 
power (i.e. battery) to support all activities. Hence, active tag has more 
functionality and able to communicate over a longer distance compared 
to passive tag. However, passive tag outperformed active tag in terms of 
cost, size, and lifetime. This is because passive tag offers low-cost, small 
size, and economic lifetime due to no internal source of power. 

iii. Operating frequency 

The operating frequency of a tag is categorized into four categories to 
enable communication between tag and reader. The electromagnetic 
spectrum consists of low frequency (LF) (125-134 kHz), high frequency 
(HF) (13.56 MHz), ultra high frequency (UHF) (860- 960 MHz), and 
microwave (2.54-5.8 GHz) [1]. Different frequencies have different 
physical properties. HF tags are designed to carry more data and longer 
read range.  LF tags offer better signal penetration of objects and have 
little absorption through liquid [26].   

2.3 Back-End System 

A back-end system is required to process data obtained from tags. A back-end system 
consists of two parts, namely, middleware and applications. Middleware plays an 
important role in back-end system to perform all data grouping and filtering tasks 
[27]. Middleware is used to provide unified interface and semantics towards various 
applications. The middleware should be designed with full-features and be able to 
support different hardware [28]. The middleware acts as a server to connect hardware 
at one end and support a number of applications at another end. Applications are the 
software components that act as an end user interface of a complete RFID system. 
Applications are used to interpret the data obtained from reader and configure the 
middleware. 

An RFID middleware consists of four layers, namely, reader interface, data 
processor and storage, application interface, and middleware management. 
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i. Reader interface 
Reader interface is the lowest layer of middleware that used to handle 
interaction with the hardware.  

ii. Data processor and storage 
This layer processes all the raw data obtained from the reader by storing, 
filtering, and grouping the obtained data.  

iii. Application interface 
This layer configures the RFID middleware by providing an application 
programming interface for the applications. The layer manages the 
application with the interface of middleware. 

iv. Middleware management 
This layer manages the configuration of middleware by providing 
information to the processes running in the middleware. 

3 Related Works 

Low-cost RFID system is susceptible to cloning attack. Many cryptographic protocols 
have been proposed by other researchers to prevent cloning attack. But, the 
cryptographic protocols are proved unable to protect the RFID tag from being 
duplicated.  Hence, researchers start to use physical characteristic of tag as a unique 
fingerprint in detecting cloning tag instead of cryptographic protocol. Each RFID tag 
is unique in terms of their radio frequencies and manufacturing differences. Although 
adversaries can duplicate the information of tag memory, they cannot develop a tag 
that has the same unique fingerprint of the tag [29]. The unique physical 
characteristics of RFID tags enable the creation of electronic fingerprint for the 
detection of cloning tags. Cloning tags could be detected by comparing the extracted 
specific fingerprints of tags and the stored fingerprints of legitimate one. When the 
extracted fingerprints match the ones stored in the system, this indicates the tag is 
legitimate; otherwise, the tag could be considered as counterfeited. 

Electronic binding [29] is a method introduced to store unique fingerprint of 
product into tag memory. The fingerprint is signed by the manufacturer of the product 
and can be verified by an authentication device. The fingerprint is acted as a digital 
signature to identify the authenticity of a product. The authentication device is used to 
regenerate the product’s fingerprint to compare with the value stored in the tag 
memory. However, this method guarantees the authenticity of the product rather than 
the authenticity of the tag. The cloning threat is existed due to the information stored 
in the tag can be copied and duplicated.  Hence, unique fingerprint of tag shall be 
stored in the tag memory instead of the unique fingerprint of the product. Any 
counterfeit tag can be easily detected due to each tag has its own unique fingerprint. 
Although adversaries can duplicate the information of tag memory, but they are 
unable to develop a tag that has the same unique fingerprint as stored in the tag.   

Physical-layer identification of passive UHF RFID tags from three different 
manufacturers is analyzed in [30]. RFID reader that capable to simulate an inventory 
protocol is built to activate tags. RF signal features are extracted from the preambles 
of tags’ replies. Time domain and spectral features of the collected signals are 
analyzed. The tags can be classified with an accuracy of 71.4 % from different 
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locations and distances to the reader based on the time domain features. In addition, 
UHF RFID tag is proved to be uniquely identified in controlled environment based on 
the signal spectral features with 0 % of EER. But, the physical-layer identification 
method is complex and the reader used in conducting the experiment is purposely 
built. By contrast, the physical characteristics of low-cost tag such as minimum power 
response as well as received and backscatter powers of tag can be easily obtained with 
any compatible reader and tag. Hence, unique electronic fingerprint of low-cost tag 
can be obtained easily by using a spectrum analyzer. 

3.1 Conventional Electronic Fingerprint Matching Method 

Minimum power response of tag measured at multiple frequencies is used as an 
unique electronic fingerprint by [31]. The minimum power response is measured 
using a Voyantic Tagformance Lite System. A bottom-up algorithm is used to send 
signal repeatedly from a reader to the tag starting from -20 dBm, incrementing it by 
0.01 dBm until a response from the tag is detected. The tag is horizontally polarized 
along with the antenna and is mounted at same distance and position from the reader. 
The minimum power responses at all the frequencies are measured 6 times for each 
100 passive RFID tags to obtain a total of 600 measurements. There are two types of 
tags taken from two major manufacturers. 50 of 100 tags are labelled as 
Manufacturer-1, and another 50 tags are labelled as Manufacturer-2.  

Two-way ANOVA is applied to test the effect of frequency and tag types on the 
minimum power response of tags. The null hypothesis is there are no differences in 
the minimum power responses at different frequencies, there are no differences in the 
means of the minimum power responses for different tags, and there is no significant 
interaction between the two factors. The fingerprint matching method is verified using 
true positive rate, false positive rate, and ROC. The overall fingerprint matching 
method using minimum power responses at multiple frequencies are shown at  
Figure 1. 

4 Digital Forensic Practice in Detecting Counterfeit Tags 

Digital forensic is a branch of forensic science based on scientifically proven methods 
to collect and analyze digital information as source of evidence in investigations and 
legal proceedings [32]. Digital forensic is not limited to computer, but it also 
encompasses any electronic devices that able to store data, such as cell phones, RFID 
tags, and GPS units. Digital forensic can be used in criminal investigation, civil 
litigation, intelligence, private sector, and administrative matters [33]. A digital 
forensic investigation model was presented by [34]. The model consists of seven 
phases, namely identification, preservation, collection, examination, analysis, 
presentation, and decision phases.  

In this chapter, electronic fingerprint matching method is proposed to distinguish 
counterfeit tags from legitimate tags. The power responses of tag used can be 
categorized into received and backscatter powers of tag. The statistical tests used  
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Fig. 1. Overall development process of conventional fingerprint matching method 

consist of t-test, two-way, and three-way ANOVA tests. The fingerprint matching is 
categorized into five methods based on the types of power response of tag, which 
measures at different tag positions and different statistical tests used. The accuracy of 
the five electronic fingerprint matching methods is verified based on the false 
acceptance rate (FAR), false rejection rate (FRR), area under curve (AUC), and equal 
error rate (EER) values. An excellent electronic fingerprint matching method should 
have high AUC as well as low FAR, FRR, and EER values.  The proposed RFID tag 
fingerprint matching method illustrated in Figure 2 consists of an initial phase and a 
detection phase.  

In the initial phase, the power response of each Gen 2 tag is measured in a 
controlled environment. The power responses of tag, including received and 
backscatter powers of tag, are used as unique electronic fingerprint. Both the power 
responses of tags are measured at the frequency ranges from 919 MHz to 923 MHz. 
Next, the measured power responses of tags are stored in the database for further 
reference. 

In the detection phase, the EPC of a suspected counterfeit tag is read. The stored 
fingerprint value is searched in the database according to the tag’s EPC that acted as 
an index. In addition, the power response of the suspicious tag is measured using the 
same measurement platform. The stored fingerprint and measured fingerprint are then 
compared using the statistical test algorithm. The t-test and ANOVA test algorithms  
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Fig. 2. Overall process of proposed fingerprint matching method 

are used to determine the true nature of the tags (genuineness or otherwise). The 
suspected counterfeit tag is proven to be a legitimate tag if the p-value for both t-test 
and ANOVA algorithms is greater than 0.05. Otherwise, the tag is proven as a 
counterfeit tag. Finally, the accuracy of the fingerprint matching method is verified 
using the FAR, FRR, ROC, and EER. 

The electronic fingerprint matching method is presented in the digital forensic 
investigation model. The seven phases of electronic fingerprint matching method are 
described as follows: 

i. Identification 
The potential of unique electronic fingerprint of tag that can be used to 
accurately distinguish between legitimate and counterfeit tag are notified.  
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ii. Collection Phase 
The collection phase of the digital forensic process is when the unique 
fingerprint of tag are measured and collected.  

iii. Examination 
The validity of the power response of tag to be used as unique fingerprint 
of tag is examined to verify its accuracy and reliability.  

iv. Preservation Phase 
The preservation phase of the digital forensic process is the preservation 
of the unique fingerprint of tag value in a manner that is reliable, 
complete, accurate, and verifiable.  

v. Analysis Phase 
The analysis phase of the digital forensic process analyzes the extraction 
of the unique electronic fingerprint of tag using various statistical tests.  

vi. Presentation Phase 
The presentation phase of the digital forensic process is to accurately 
present the result of the analysis of the unique electronic fingerprint of 
tag.  

vii. Decision Phase 
Counterfeit tag is verified if the p-value obtained from the statistical test 
is less than 0.05, which is the significance level that used in most of the 
RFID system.   

4.1 Identification Phase 

Physical characteristic of low-cost RFID tags can be used as a unique electronic 
fingerprint to detect cloning tags. The RFID tags are unique because of having 
divergent radio frequencies and manufacturing differences. Hence, the power 
responses of tag include received and backscatter powers of tag can be used as unique 
electronic fingerprint. The reliability of the received and backscatter powers of tag to 
be use in the fingerprint matching method must be tested and verified.  

4.2 Collection Phase  

Received and backscatter powers of tag can be used as electronic fingerprint in 
creating a unique identity for RFID tag. The received power of tag can be obtained by 
calculating the transmitted power of reader using Friis transmission equation. The 
readers used in measuring the transmitted power of reader and backscatter power of 
tag must be able to operate at UHF 919 MHz to 923 MHz and supports the Gen 2 
protocol. The antenna and tag must be placed at a fixed position to obtain accurate 
and reliable results. The transmitted powers of reader and backscatter powers of tag 
are measured at 8 frequency bands, which are between the ranges from 919.25 MHz 
to 922.75 MHz, with increments of 0.5 MHz. 
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4.2.1   Measurement Platform of Received Power of Tag 
The measurement of the reader transmitted power platform is shown in Figure 3. The 
setup consists of a passive RFID reader and antenna, a passive Gen 2 tag, and a 
spectrum analyzer. To determine a precise transmitted power of reader, the cable loss 
and power loss within the power splitter must be considered [35]. Hence, the power 
value obtained from the spectrum analyzer is added to the total power loss to obtain 
an accurate transmitted power of reader. There are a total of 8 peak signals from the 
range of 919 MHz and 923 MHz as shown in Figure 4. Hence, the frequency bands of 
8 peak signal are selected to measure the transmitted power of reader.  

 

 
Fig. 3. Measurement of the reader transmitted power platform 

 

Fig. 4. Reader transmitted power measured with spectrum analyzer 
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The received power of tag is calculated using the Friis transmission equation, as 
demonstrated in Eq. (1) [36].              4                                                              1  

where, Pr  is the power received by the tag antenna and Pt is the power input to the 
reader antenna. In addition, Gt  is the antenna gain of the reader antenna, Gr  is  
the antenna gain of the tag antenna, λ is the wavelength, and R is the distance between 
the reader and tag antennas. The Friis transmission equation is only applicable in the 
Fraunhofer region. Hence, a minimum Fraunhofer region is determined by using  
Eq. (2) [37]. 

                                                                  2                                                                  2  

 
where,  is the minimum far field distance, D is the diameter of the transmitting 
antenna, and  is the wavelength. The diameter of the transmitting antenna is 0.185 m 
and the wavelength is approximately 0.33 m for all 8 frequency bands. Hence, the 
minimum far field distance is 0.21 m. The tag should be placed at a distance greater 
than 0.21 m such that it is in the Fraunhofer region. In this setup, the distance between 
the tag and the reader antenna is 0.3 m to satisfy the Fraunhofer region condition.  
Hence, the received power of tag is analyzed using the t-test and the ANOVA test at a 
distance of 0.3 m only. The parameters used in the measurement are shown in  
Table 1. 

Table 1. Parameters used in Friis Transmission Equation 

Parameters Value 
Gain of reader antenna 6 dBi 
Gain of tag antenna 2.15 dBi 
Gain of reader antenna in power ratio, Gt 3.981 
Gain of tag antenna in power ratio, Gr 1.641 
Frequency, f 919.25-922.75  MHz 
Wavelength, λ 0.33 m 
Distance between reader and tag antennas, R 0.3 m 

4.2.2   Measurement Platform of Backscatter Power of Tag 
The measurement of the backscatter power of tag platform is shown in Figure 5. The 
setup consists of a passive RFID reader, two antennas, a passive Gen 2 tag, and a 
spectrum analyzer. The measurement of the backscatter power of tag is made where 
the distance between the antennas and tag is at 0.1 m, 0.2 m, and 0.3 m. There are a 
total of 8 peak signals from the range of 919 MHz and 923 MHz as shown in Figure 
6. Hence, the frequency bands of 8 peak signal are selected to measure the backscatter 
power of tag. The antenna connected to the reader is used to transmit power and 
activate a corresponding tag. On the other hand, the antenna connected to a spectrum 
analyzer is used to receive the tag backscatter power. The distance between the two 
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antennas is fixed at 0.132 m which is obtained based on the formula of 0.4 λ. The 
value of λ used is 0.33 m by referring to the Table 1. The ideal distance between two 
adjacent antennas is 0.4 λ according to [38,39]. Hence, the distance of 0.4 λ is 
selected in the proposed measurement to obtain the slightest effect of mutual coupling 
and spatial correlation.  

 

 

Fig. 5. Measurement of backscatter power of tag platform at 0.1, 0.2, and 0.3 m 

 

 

Fig. 6. Backscatter power of tag measured with spectrum analyzer at 0.2 m 

4.3 Examination Phase 

Both received and backscatter powers of tag are measured for 100 passive RFID tags 
at a fix temperature and in a controlled environment. The reliability of the received 
and backscatter powers of tag to be used as a unique electronic fingerprint is verified 
by choosing 5 from the total 100 passive RFID tags which are having the closest 
mean values. 
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4.3.1   Received Power of Tag 
The received powers of 5 tags which having the closest mean values are significantly 
different as shown in Figure 7. Hence, the received power of tag can be used as a 
unique fingerprint to identify legitimate and counterfeit tags. The legitimate tag 
fingerprint template is determined by obtaining the average received power of 50 
readings per tag.  

 

 

Fig. 7. Received power of tag at 919–923 MHz 

4.3.2   Backscatter Power of Tag 
The 5 tags which having the closest mean values are significantly different from the 
measurement result as shown in Figure 8. Hence, the backscatter power of tag can be 
used as a unique fingerprint to identify legitimate and counterfeit tags. The legitimate  
 

 

Fig. 8. Backscatter power of tag at 919 MHz to 923 MHz 
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tag fingerprint template is determined by obtaining the average backscatter power of 
50 readings per tag.  

4.4 Preservation Phase 

The unique electronic fingerprint is only stored in the database to protect the 
confidentiality of the fingerprint value from being obtained by adversaries. The 
unique fingerprint value stored in the database can be searched based on the tag’s 
EPC. Hence, the stored fingerprint value in the database and the measured fingerprint 
value obtained from the experimental measurement can be compared to verify the 
genuineness of the tag. 

4.5 Analysis Phase  

A null hypothesis is made where the suspicious tag is considered as a legitimate tag 
based on the results of the statistical tests, namely, the t-test and the ANOVA test. 
The t-test is used when there are only two groups (legitimate tag type and suspicious 
tag type) and one dependent variable (either received or backscatter power of tag) is 
obtained. In other word, tag type is the primary factor. The frequency band is fixed at 
8 different levels, i.e., 919.25 MHz, 919.75 MHz, 920.25 MHz, 920.75 MHz, 921.25 
MHz, 921.75 MHz, 922.25 MHz, and 922.75 MHz.  The ANOVA test is used when 
there are more than two groups as well as one dependent variable (either received or 
backscatter power of tag) is obtained. For the two-way ANOVA, the primary factors 
are tag type and frequency. For the three-way ANOVA, the primary factors are tag 
type, frequency, and tag position.  

4.5.1   T-Test 
The t-test algorithm is a statistical test used to identify differences in the means and 
variances of two populations. The formula of the t-test algorithm is illustrated in  
Eq. (3) [40]. 
 

1 1  

                1 12                                      3  

 
where,  and   are the means of the reference and suspect groups, N1 and N2 are 
the number of samples for the reference and suspect groups, respectively,  and  
are the sample variances, and  is the pooled variance.  
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4.5.2   ANOVA Test 
 
The ANOVA test is a procedure to test the equality of mean among two or more 
groups [41]. The two-way ANOVA is conducted when two factors (tag group and 
frequency) are used and only one dependent variable (received or backscatter power 
of tag) involved in the data analysis. It is used to test the effect of each two factors 
and the interaction between the factors [31]. The null hypothesis for this test is that 
the means of the power response of tag for different frequency bands between the two 
tag groups is equal. The formula of the two-way ANOVA is shown in Eq. (4) [42]. 
                                                                                   for i 1,2 … . ,8;  j 1,2; k 1           4  
 
where, yijk is the power response of tag, µ is the overall mean value response, αi is the 
effect due to the ith level of frequency bands, and βj is the effect due to the jth level of 
tag groups. In addition, γij is the effect due to the interaction between the ith level of 
frequency bands and the jth level of tag groups. Besides that, εijk is the error obtained 
from the statistical test.   

By contrast, a three-way ANOVA is used when there are three factors (tag group, 
frequency, and position) and only one dependent variable (backscatter power of tag) 
involved in the analysis. The null hypothesis for this test is that the means of the 
power response of tag for different frequency bands and tag positions between the two 
tag groups is equal. Eq. (5) [43] indicates the formula of the three-way ANOVA.  

               for i 1,2 … . ,8 ;  j 1,2;  k 1,2,3;  1                         5  
 
where, yijk is the power response of tag, µ is the overall mean value response, αi is the 
effect due to the ith level of frequency bands, βj is the effect due to the jth level of tag 
types and γk is the effect due to the kth level of tag positions. (αβ)ij is the effect due to 
the interaction between  the ith level of frequency bands and the jth level of tag groups.  
Moreover, (αγ)ik is the effect due to the interaction between  the ith level of frequency 
bands and the kth level of tag positions. In addition, (βγ)jk is the effect due to the jth 
level of tag groups and the kth level of tag positions.  Besides that, (αβγ)ijk is the effect 
due to the interaction between the ith level of frequency, the jth level of tag groups and 
the kth level of tag positions. Further, εijkl is the error obtained from the statistical test.   

4.6 Presentation Phase 

The accuracy of the proposed fingerprint matching methods in distinguishing between 
legitimate and counterfeit tags is analyzed using FAR, FRR, ROC, and EER. Four 
outcomes from the data are obtained from the fingerprint values of 1000 reading from 
a legitimate tag and 1000 reading from a counterfeit tag. A 2 x 2 contingency table is 
used to verify 4 outcomes from the data obtained as indicated in Table 2.  
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The outcome is a true acceptance (TA) when the statistical test proves that the 
measured fingerprint is a genuine value and the fingerprint value match with the value 
recorded in the database. The outcome is a false acceptance (FA) when the measured 
fingerprint has a genuine value based on statistical test, but the fingerprint value is 
proven as a bogus value according to the database record. Conversely, true reject (TR) 
is obtained when the statistical test verifies that the measured fingerprint is a bogus 
value, and the fingerprint value is unmatched based on the database record. False 
reject (FR) is obtained when the tag is proved as a counterfeit tag based on statistical 
test, but the database record shows that the tag is a legitimate tag. 

Table 2. Four outcomes from the fingerprint matching method 

 Genuineness of  measured fingerprint  based 
on database 

Yes No 
Verification 
genuineness of 
measured fingerprint 
based on    
Statistical test 
algorithm 
 

Yes TA 
 

FA 
 

No FR 
 

TR 
 

 
FAR is the measurement of probability in which a reader falsely identifies 

counterfeit tags as legitimate. FRR is the measurement of probability in which a 
reader falsely identifies legitimate tags as counterfeit. The FAR and the FRR are 
calculated using Eq.(6) and Eq.(7) [44].                                                                                                                                                         6                                                                                                                                                     7  

 
The ROC and EER are used to evaluate the performance of the statistical tests in 

verifying the measured fingerprint with the stored fingerprint. The ROC curve plots 
the true acceptance rate (TAR) versus its FAR. EER is the rate at which both the FA 
error and FR error are equal. The lower the EER, the more accurate the fingerprint 
matching method would be [45-47]. 

The AUC is a measurement of the performance of the statistical tests in 
distinguishing between two fingerprint data sets. The accuracy of the statistical tests is 
verified using a rough guide for classifying the accuracy of a test as shown in Table 3 
[48,49] .  
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Table 3. Accuracy of test categorization 

AUC Range Categories 
0.50-0.60 Failure 
0.60-0.70 Poor  
0.70-0.80 Fair 
0.80-0.90 Good 
0.90-1.00 Excellent 

4.7 Decision Phase  

The smaller the p-values for the individual factors and the joint effects of the factors, 
the stronger the proof is against the null hypothesis [50]. The p-value is the smallest 
level of significance that would lead to rejection of the null hypothesis. The most 
popular significance level used in the RFID research is 0.05 [51]. The tag used can be 
considered as counterfeit if the p-value obtained is less than the significance level (α). 
Hence, the null hypothesis is rejected if p-value is less than 0.05.   

5 Fingerprint Matching Methods 

The electronic fingerprint matching methods are analyzed using difference power 
responses of tag and statistical tests. The power responses of tag used can be 
categorized into received and backscatter powers of tag. The statistical test used 
consists of t-test, two-way, and three-way ANOVA tests. The fingerprint matching is 
categorized into 5 methods based on the types of power response of tag, which 
measures at different tag positions and different statistical tests used. The overview of 
the fingerprint matching methods is shown in Table 4.  

Table 4. Fingerprint matching methods 

Method Power response of 
tag 

Distance 
(m) 

Statistical test 

I Received power 0.3 T-test 
II Received power 0.3 Two-way ANOVA test 
III Backscatter power 0.3 T-test 
IV 
V 

Backscatter power 
Backscatter power 

0.1,0.2,0.3 
0.1,0.2,0.3 

Two-way ANOVA test 
Three-way ANOVA test 

 

The statistical tests were performed using SPSS software version 16.0. Parts of the 
outputs from the SPSS for the 5 methods are in Appendices A-J. The result of the tests 
are presented and discussed in the following sections. 
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5.1 Result of Statistical Tests Using Legitimate Tag as Suspicious Tag 

5.1.1   Method I  
The response is received power of tag. 

For this method, the hypotheses relating to tag type is tested. Based on the SPSS 
output in APPENDIX A, the p-value for tag type is 0.319. Since this is greater than α 
= 0.05, the suspicious tag can be considered as legitimate tag.  

5.1.2   Method II  
The response is received power of tag. 

For this method, the hypotheses relating to tag type and the joint effect of tag type 
and frequency are tested. Based on the SPSS output in APPENDIX B, the p-value for 
tag type is 0.738 and the p-value for joint effect of tag type and frequency factors is 
0.492. Since both the p-values are greater than α = 0.05, the suspicious tag can be 
considered as legitimate tag.  

5.1.3   Method III  
The response is backscatter power of tag. 

For this method, the hypotheses relating to tag type is tested. Based on the SPSS 
output in APPENDIX C, the p-value for tag type is 0.739. Since the p-value is greater 
than α = 0.05, the suspicious tag can be considered as legitimate tag.  

5.1.4   Method IV  
The response is backscatter power of tag. 

For this method, the hypotheses relating to tag type and the joint effect of tag type 
and frequency are tested. Based on the SPSS output in APPENDIX D, the p-value for 
tag type is 0.997 and the p-value for joint effect of tag type and frequency factors is 
0.354. Since both the p-values are greater than α = 0.05, the suspicious tag can be 
considered as legitimate tag.  

5.1.5   Method V  
The response is backscatter power of tag. 

The hypotheses relating to tag type, tag type and tag position, tag type and 
frequency, as well as tag type, tag position, and frequency, are tested. Based on the 
SPSS output in APPENDIX E, the p-values for all of the above cases (i.e., 0.706, 
0.486, 0.967, and 0.601, respectively) are all greater than α = 0.05. Hence, the 
suspicious tag can be considered as legitimate tag.  

5.2 Result of Statistical Tests Using Counterfeit Tag as Suspicious Tag 

5.2.1   Method I  
The response is received power of tag. 

For this method, the hypotheses relating to tag type is tested. Based on the SPSS 
output in APPENDIX F, the p-value for tag type is 0.000. Since this is less than  
α = 0.05, the suspicious tag can be considered as counterfeit tag.  
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5.2.2   Method II  
The response is backscatter power of tag. 

For this method, the hypotheses relating to tag type and the joint effect of tag type 
and frequency are tested. Based on the SPSS output in APPENDIX G, the p-value for 
tag type is 0.000 and the p-value for joint effect of tag type and frequency factors is 
0.037. Since both the p-values are less than α = 0.05, the suspicious tag can be 
considered as counterfeit tag.  

5.2.3   Method III  
The response is backscatter power of tag. 

For this method, the hypotheses relating to tag type is tested. Based on the SPSS 
output in APPENDIX H, the p-value for tag type is 0.000. Since the p-value is less 
than α = 0.05, the suspicious tag can be considered as counterfeit tag.  

5.2.4   Method IV  
The response is backscatter power of tag. 

For this method, the hypotheses relating to tag type and the joint effect of tag type 
and frequency are tested. Based on the SPSS output in APPENDIX I, the p-value for 
tag type is 0.025 and the p-value for joint effect of tag type and frequency factors is 
0.015. Since both the p-values are less than α = 0.05, the suspicious tag can be 
considered as counterfeit tag.  

5.2.5   Method V  
The response is backscatter power of tag. 

The hypotheses relating to tag type, tag type and tag position, tag type and 
frequency, as well as tag type, tag position, and frequency, are tested. Based on the 
SPSS output in APPENDIX J, the p-values tag as well as tag and tag position (i.e., 
0.000, and 0.000, respectively) are less than α = 0.05. Hence, the suspicious tag can 
be considered as counterfeit tag.  

6 Accuracy of Fingerprint Matching Methods 

6.1 Accuracy of T-Test Analysis Based on Received Power (Method I) 

Method I is an electronic fingerprint matching method using the t-test to analyze the 
received power of tag for each of the 8 frequency bands.  The FARs and the FRRs 
obtained from Method I are in the range of 42.7 % to 60.3 % and 21.8 % to 34.5 %, 
respectively, as indicated in Table 5. Method I is having the lowest FA and FR at the 
921.25 MHz frequency band. Method I falsely accepts 427 counterfeit tags as 
legitimate tags based on the received power measured at the 921.25 MHz frequency 
band. In addition, Method I rejects 218 legitimate tags according to the p-value 
obtained from the t-test. Hence, the lowest FA and FR values contribute to the lowest 
FAR and FRR at 921.25 MHz frequency band, with 42.7 % and 21.8 %, respectively. 
By contrast, there is the highest FA and FR for the received power of tag which 
measured at the 920.75 MHz frequency band.  In this case, Method I accepts 603 
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counterfeit tags and rejects a total of 345 legitimate tags based on the t-test analysis 
result.  Therefore, Method I which analyzes the data obtained at the 920.75 MHz 
frequency band has the highest FAR and FRR (60.3 % and 34.5 %) because of its 
highest FA and FR obtained. 

Table 5. FARs and FRRs of Method I 

Frequency 
(MHz) 

TA FR TR FA FAR 
(%) 

FRR 
(%) 

919.25 679 321 418 582 58.2 32.1 
919.75 772 228 538 462 46.2 22.8 
920.25 743 257 506 494 49.4 25.7 
920.75 655 345 397 603 60.3 34.5 
921.25 782 218 573 427 42.7 21.8 
921.75 722 278 477 523 52.3 27.8 
922.25 679 321 433 567 56.7 32.1 
922.75 668 232 549 451 45.1 23.2 

 
 
The AUCs of Method I are in the range of 0.435 to 0.596 as in Table 6, and the 

EERs obtained from the plotted graph are in the range of 0.417 to 0.576 as in Figure 
9.  Method I has the highest AUC with 0.596 and the lowest EER with the value of 
0.417 at the 921.25 MHz frequency band. This is because Method I has the lowest 
FAR and FRR values at the 921.25 MHz frequency band. Hence, Method I which 
analyze the data obtained at the 921.25 MHz frequency band is capable to distinguish 
legitimate from counterfeit tags more accurately compared to other frequency bands. 
This is because the received power measured at the 921.25 MHz frequency band has 
higher values compared to other frequency bands.  The higher the signal power 
value, the lesser it is susceptible to interference [52]. Hence, the received power 
measured at the 921.25 MHz frequency band has the smallest variation compared to 
other bands, which is 0.513 dBm. In other word, the probability of counterfeit tag 
which has the same received power within the limited power range is low [53]. 
Therefore, Method I is capable to identify counterfeit tags efficiently at the 921.25 
MHz frequency band. By contrast, the highest FAR and FRR of Method I at the 
920.75 MHz frequency band contributes to the lowest AUC and the highest EER. In 
the 920.75 MHz frequency band, the AUC and the EER of Method I are 0.435 and 
0.576, respectively. Therefore, Method I has the least efficient at the 920.75 MHz 
frequency band because of the lowest AUC and the highest EER obtained. The result 
shows there is a large variability of received power of tag at the 920.75 MHz. The 
variation of the received power at the 920.75 MHz frequency band is 0.748 dBm. This 
is because the received power of tag at the 920.75 MHz frequency band has lower 
value compared to other frequency bands. Hence, the received power at the 920.75 
MHz tends to has more interference problem [52]. The large variation of received 
power contributes to the high probability of counterfeit tag to be categorized as 
legitimate tag [54]. Hence, Method I has lower accuracy in detecting counterfeit tags 
at the 920.75 MHz frequency band compared to other frequency bands.  
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Table 6. AUCs and EERs of Method I 

Test Result 
Variable(s) 

Area Std. 
Errora 

Asymptotic 
Sig.b 

Asymptotic 95% 
Confidence Interval 

EER 

Lower 
Bound 

Upper 
Bound 

 

919.25 
919.75 
920.25 
920.75 
921.25 
921.75 
922.25 
922.75 

0.454 
0.563 
0.536 
0.435 
0.596 
0.510 
0.475 
0.577 

0.013 
0.013 
0.013 
0.013 
0.013 
0.013 
0.013 
0.013 

0.000 
0.000 
0.005 
0.000 
0.000 
0.424 
0.050 
0.000 

0.429 
0.538 
0.511 
0.410 
0.570 
0.485 
0.449 
0.551 

0.480 
0.589 
0.562 
0.460 
0.621 
0.536 
0.500 
0.602 

0.546 
0.445 
0.469 
0.576 
0.417 
0.498 
0.549 
0.457 

a. Under the nonparametric assumption. 
b. Null hypothesis: true area = 0.5. 

 
 

 

Fig. 9. ROCs of Method I 

6.2 Accuracy of Two-way ANOVA Test Analysis Based on Received Power 
(Method II) 

Method II is an electronic fingerprint matching method using the two-way ANOVA 
test to analyze the received power of tag for the 8 frequency bands at 0.3 m. From a 
total of 1000 counterfeit tags tested, Method II falsely accepts 270 counterfeit tags as 
legitimate tags based on the p-value obtained from ANOVA test. In the other 
meaning, Method II has successfully identified 730 counterfeit tags from a total of 
1000 counterfeit tags. Besides, Method II is capable to recognize 937 legitimate tags 
out of a total of 1000 legitimate tags. Although the accuracy of Method II in detecting 
counterfeit tags is better than Method I, but, the low value of received power is 
vulnerable to interference [52]. Hence, FAR and FRR obtained for Method II are 27.0 
% and 6.3 %, respectively, as shown in Table 7. 
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Table 7. FAR and FRR of Method II 

TA FR TR FA FAR 
(%) 

FRR 
(%) 

937 63 730 270 27.0 6.3 

 
The AUC of Method II is 0.773 in Table 8, and the EER obtained from the plotted 

graph in Figure 10 is 0.259. The lower FAR and FRR of Method II compared to 
Method I contributes to the higher AUC and the lower EER obtained. The confidence 
interval of Method II is between 0.750 and 0.795. Method II has smaller confidence 
interval than Method I, with the difference of 0.006. Hence, Method II has higher 
accuracy than Method I with higher AUC, lower EER and narrower confidence 
interval. Method II uses the two-way ANOVA to evaluate the equality means of 
received power across 8 frequency bands [55]. The probability of counterfeit tag to 
have the similar received power at the 8 frequency bands is low.  By contrast, 
Method I analyzes received power of tag at single frequency band using t-test [56]. In 
short, Method II is capable to distinguish counterfeit from legitimate tags more 
accurately compared to Method I.   

Table 8. AUC of Method II 

Area Std. Errora Asymptotic 
Sig.b 

Asymptotic 95% 
Confidence Interval 

Lower 
Bound 

Upper 
Bound 

0.773 0.011 0.000 0.750 0.795 
a. Under the nonparametric assumption. 
b. Null hypothesis: true area = 0.5. 

 

 

Fig. 10. ROC with EER of Method II 

EE
R 
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6.3 Accuracy of T-Test Analysis Based on Backscatter Power (Method III) 

The electronic fingerprint matching method using the t-test to evaluate the backscatter 
power of tag for each of the 8 frequency bands at 0.3 m is categorized as Method III. 
Table 9 indicates that the FARs and FRRs are in the range of 16.3 % to 30.5 % and 
2.1 % to 11.4 %, respectively. Method III has the highest FA and FR at the 920.25 
MHz frequency band. The result obtained is because of the backscatter power at the 
920.25 MHz frequency band has the largest variation compared to other bands, which 
is 0.347 dBm. The large variation is caused by the low backscatter power at the 
920.25 MHz which is susceptible to interference [52]. Hence, Method III tends to 
falsely identify counterfeit tag because of the largest variation of backscatter power at 
the 920.25 MHz frequency band [54]. Method III falsely verifies 305 counterfeit tags 
as legitimate tags and incorrectly verifies 114 legitimate tags as counterfeit tags. In 
other words, Method III successfully validates 886 tags out of a total of 1000 
legitimate tags and rejects 695 tags out of a total of 1000 counterfeit tags. Hence, the 
highest FAR and FRR of Method III are found at the 920.25 MHz frequency band 
because of its highest FA and FR obtained. By contrast, Method III has the lowest FA 
and FR at the 922.25 MHz frequency band. Method III successfully identifies 979 
tags out of a total of 1000 legitimates tags. In addition, Method III is capable to truly 
reject 837 tags out of a total of 1000 counterfeit tags. The lowest FA and FR 
contribute to the lowest FAR and FRR of Method III at the 922.25 MHz frequency 
band, with 16.3 % and 2.1%, respectively. This is because the backscatter power of 
tag at the 922.25 MHz band has the lowest variation, which is 0.296 dBm. The small 
variation is caused by the high backscatter power at the 922.25 MHz is less 
susceptible to interference [52]. Hence, Method III can efficiently identify counterfeit 
tag because counterfeit tag has low probability to possess similar backscatter power as 
legitimate tag [57]. 

Table 9. FARs and FRRs of Method III 

Frequency 
(MHz) 

TA FR TR FA FAR 
(%) 

FRR 
(%) 

919.25 935 65 793 207 20.7 6.5 
919.75 925 75 759 241 24.1 7.4 
920.25 886 114 695 305 30.5 11.4 
920.75 941 59 774 226 22.6 5.9 
921.25 921 79 742 258 25.8 7.9 
921.75 954 47 811 189 18.9 4.7 
922.25 979 21 837 163 16.3 2.1 
922.75 909 91 726 274 27.4 9.1 

 
 

The AUCs of Method III are in the range of 0.732 to 0.868 as shown in Table 10, 
and the EERs values are in the range of 0.160 to 0.305 as indicated in Figure 11. The 
highest AUC, with the value of 0.868, is found at the 922.25 MHz frequency band 
because of its lowest FAR and FRR obtained. The highest AUC of Method III at 
922.25 MHz contributes to the lowest EER among the 8 frequency bands, with the 



234 J. Khor, W. Ismail, and M.G. Rahman 

 

value of 0.160. The lowest AUC and the highest EER of Method III is at 920.25 MHz 
frequency band. The difference between the highest and lowest of the AUCs and 
EERs of Method III is 0.136 and 0.145, respectively. In addition, Method III has the 
widest confidence interval at the 920.25 MHz, with 0.08 higher than the confidence 
interval obtained at the 922.25 MHz frequency band. The large variation of 
backscatter powers obtained at the 920.25 MHz contributes to the wide confidence 
interval [58]. The backscatter power of counterfeit tag tends to has similar value as 
the legitimate tag because of the wide confidence interval [57]. Therefore, Method III 
provides low accuracy in detecting counterfeit tag at the 920.25 MHz. The highest 
FAR and FRR obtained at the 920.25 MHz causes Method III to be the least efficient 
in distinguish counterfeit from legitimate tags.  

Table 10. AUCs and EERs of Method III 

Test Result 
Variable(s) 

Area Std. 
Errora 

Asymptotic 
Sig.b 

Asymptotic 95% 
Confidence 

Interval 

EER 

Lower 
Bound 

Upper 
Bound 

 

919.25 
919.75 
920.25 
920.75 
921.25 
921.75 
922.25 
922.75 

0.817 
0.791 
0.732 
0.810 
0.779 
0.834 
0.868 
0.761 

0.011 
0.011 
0.012 
0.011 
0.011 
0.010 
0.010 
0.012 

0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 

0.796 
0.769 
0.709 
0.788 
0.757 
0.814 
0.849 
0.738 

0.838 
0.813 
0.755 
0.831 
0.801 
0.855 
0.887 
0.784 

0.209 
0.238 
0.305 
0.227 
0.246 
0.189 
0.160 
0.269 

a. Under the nonparametric assumption. 
b. Null hypothesis: true area = 0.5. 

 

 

Fig. 11. ROCs of Method III 
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6.4 Accuracy of Two-Way ANOVA Test Analysis Based on Backscatter 
Power (Method IV) 

Method IV is a fingerprint matching method which uses the two-way ANOVA test to 
evaluate the backscatter power of 8 frequency bands at fixed positions of 0.1 m, 0.2 m 
and 0.3 m. The FARs obtained are 2.7 %, 3.5 %, and 4.2 %, respectively, for the 3 
positions. In addition, the FRRs obtained are 8.0 %, 11.0 %, and 12.0 % at positions 
of 0.1 m, 0.2 m, and 0.3 m, respectively, as shown in Table 11. Method IV has the 
highest FAR and FRR at 0.3 m, with the values of 4.2 % and 12.0 %, respectively. In 
other words, Method IV is capable to identify 880 tags out of a total of 1000 
legitimate tags. In addition, Method IV has successfully reject 958 tags from 1000 
counterfeit tags, and falsely identifies 42 tags as legitimate tags. By contrast, Method 
IV produces 2.7 % FAR and 8.0 % FRR at the position of 0.1 m, which are the lowest 
FAR and FRR among the three positions. Based on the FAR and the FRR values at 
the position of 0.1 m, Method IV has successfully verifies 40 more legitimate tags and 
rejects 15 more counterfeit tags compared to the result obtained at the position of 0.3 
m.  The backscatter power of tag measured at the position of 0.1 m has the highest 
value, follows by the backscatter power measured at the position of 0.2 m and 0.3 m 
according to the data obtained. The higher the value of backscatter power of tag, the 
lesser it susceptible to interference [52]. Hence, the backscatter power of tag 
measured at 0.1 m has lowest variation, which is 0.231 dBm. 

Table 11. FARs and FRRs of Method IV 

Distances 
(m) 

TA FR TR FA FAR 
(%) 

FRR 
(%) 

0.1 920 80 973 27 2.7 8.0 
0.2 890 110 965 35 3.5 11.0 
0.3 880 120 958 42 4.2 12.0 

 
The AUCs of Method IV are 0.984, 0.976, and 0.970 at the positions of 0.1 m, 0.2 

m and 0.3 m, respectively as shown in Table 12. The EERs obtained from the plotted 
graph in Figure 12 are 0.030, 0.038, and 0.045, respectively, for the 3 positions. The 
AUC of Method IV is the highest at the position of 0.1 m and is the lowest at  
the position of 0.3 m. On the contrary, the EER of Method IV is the highest at the 
position of 0.3 m and is the lowest at the position of 0.1 m. In addition, the confidence 
interval of Method IV at the position 0.1 m is the narrowest, with the difference of 
0.03 and 0.05 compared to the confidence interval at the position of 0.2 m and 0.3 m. 
The high value of backscatter power obtained at 0.1 m contributes to the smallest 
variation. Hence, the probability of counterfeit tag which has the backscatter power 
within the limited range is very low [53].  By contrast, the backscatter power at 0.3 m 
has the largest variation, which is 0.347 dBm. Therefore, the chance of counterfeit tag 
which has the similar backscatter power range at 0.3 m is high [54]. In short, Method 
IV is capable to distinguish counterfeit from legitimate tags more efficient at the 
position of 0.1 m compared to other 2 positions.  
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Table 12. AUCs and EERs of Method IV 

Test Result 
Variable(s) 

Area Std. 
Errora 

Asymptotic 
Sig.b 

Asymptotic 95% 
Confidence 
Interval 

EER 

Lower 
Bound 

Upper 
Bound 

0.1 m 0.984 0.003 0.000 0.978 0.990 0.030 
0.2 m 0.976 0.004 0.000 0.969 0.984 0.038 
0.3 m 0.970 0.004 0.000 0.962 0.979 0.045 
a. Under the nonparametric assumption. 
b. Null hypothesis: true area = 0.5. 

 

 

Fig. 12. ROCs of Method IV 

6.5 Accuracy of Three-Way ANOVA Test Analysis Based on Backscatter 
Power – Proposed Method (Method V) 

The electronic fingerprint matching method using the three-way ANOVA test to 
analyze the backscatter power of tag for 8 frequency bands at three positions is 
categorized as Method V. The three positions are 0.1 m, 0.2 m, and 0.3 m, 
respectively. The FAR and the FRR obtained are 0.1 % and 1.3 %, respectively, as 
shown in Table 13. Method V is capable to reject 999 tags from a total of 1000 
counterfeit tags, with only 1 tag is misidentified as legitimate tags. Furthermore, 
Method V has successfully accepted 987 tags out of a total 1000 legitimate tags, and 
has falsely rejected 13 legitimate tags as counterfeit tags. Method V uses the three-
way ANOVA to analyze the equality means of backscatter power across 8 frequency 
bands measured at 3 positions [59].  Therefore, the probability of counterfeit tag 
which has the similar backscatter powers measured at 8 frequency bands and 3 
different positions is very low. 
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Table 13. FAR and FRR of Method V 

TA FR TR FA FAR 
 (%) 

FRR 
 (%) 

987 13 999 1 0.1 1.3 
 
 

The AUC of Method V is 0.999 is shown in Table 14, and the EER obtained from 
the plotted graph of Figure 13 is 0.01. Method V has the highest AUC and the 
smallest EER values compared to other four methods. The confidence interval of 
Method V is 0, with the lower bound and the upper bound values are both 1.000. The 
highest AUC, the smallest EER and confidence interval prove that Method V is the 
most efficient method in detecting counterfeit tags. The three-way ANOVA is used to 
analyze backscatter power of tag in Method V. The backscatter power of tag has 
higher value than the received power of tag based on the data obtained. Hence, the 
backscatter power of tag is less susceptible to interference compared to the received 
power of tag [52]. In addition, the three-way ANOVA test is capable to analyze the 
equality mean of all the backscatter powers measured at the 8 frequency bands and 3 
positions [59]. Therefore, Method V is an excellent fingerprint matching method. 

Table 14. AUC and EER of Method V 

Area Std. Errora Asymptotic 
Sig.b 

Asymptotic 95% Confidence 
Interval 

Lower Bound Upper Bound 
0.999 0.000 0.000 1.000 1.000 
a. Under the nonparametric assumption. 
b. Null hypothesis: true area = 0.5. 

 
 

 

Fig. 13. ROC with EER of Method V 
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6.6 Comparisons between Fingerprint Matching Methods  

The accuracy of Method I in distinguishing legitimate from counterfeit tags is a 
failure method. FAR and FRR obtained for the worse case are 60.3 % and 34.5 %, 
respectively. The AUC and the EER obtained for Method I are 0.435 and 0.576, 
respectively. Therefore, the two-way ANOVA test is used for Method II to analyze 
the received power of tag for all frequency bands to improve the accuracy of the 
fingerprint matching method. Nevertheless, the result indicates that this fingerprint 
matching method is a fair method based on the test configuration in Table 5.3 because 
the AUC and the EER obtained are 0.773 and 0.259, respectively.  In addition, the 
FAR and the FRR of the Method II is lower, with values of 27.0 % and 6.3 %, 
respectively. Method II is able to provide more accurate result compared to Method I 
because Method II is using the two-way ANOVA to analyze the received power of 
tag. The two-way ANOVA is capable to test the equality of means across the 8 
frequency bands [55]. But, Method I is using the t-test to analyze the received power 
of tag at one frequency band only [56]. The t-test is unable to analyze the received 
power at multiple frequency bands. Hence, the t-test has to repeat for 8 times to 
analyze all the received power of tag at the 8 frequency bands. But, there is a 
probability to get 5 % of a Type 1 error when a t-test is conducted. Type 1 error is the 
false rejection of a correct null hypothesis [56]. Therefore, the probability to obtain 
the Type 1 error will be increased to 40 % if 8 t-tests are conducted on the received 
power of tag at each frequency bands. By contrast, the two-way ANOVA is capable 
to control the Type 1 error remains at 5 %. As a result, the analysis result obtained 
from the two-way ANOVA test is more accurate than multiple t-tests because of 
lesser Type-1 error [60]. 

Method III performs better than the Methods I and II. This finding can be 
attributed to the higher AUC as well as lower EER, FAR, and FRR values of Method 
III.  The AUC and the EER for the worse case of Method III are 0.732 and 0.305, 
respectively. The FAR and the FRR are in the ranges from 16.3 % to 30.5 % and 2.1 
% to 11.4 %, respectively. Method III analyzes backscatter power of tag as unique 
fingerprint. By contrast, the Method I and II use received power of tag as the unique 
fingerprint in the fingerprint matching method. Based on the data obtained from this 
research, the value of backscatter power is lower than the received power of tag from 
the range of 7.0 dBm to 13.0 dBm. However, the received power of tag is calculated 
based on the transmitted power of reader. High transmitted power of reader tends to 
cause interference. Hence, Method III outperforms Method I and II because 
backscatter power of tag is less susceptible to interference than the received power of 
tag [52]. However, Method III is still considered as a fair method based on the test 
configuration in Table 5.3 because of its low AUC value.  

Two-way ANOVA test is conducted for Method IV to analyze the backscatter 
powers measured at all frequency bands. The accuracy for the two-way ANOVA test 
in analyzing the backscatter power at multiple frequencies at the position of 0.1 m 
compared to 0.2 m and 0.3 m is higher than the t-test. The AUC and the EER obtained 
at 0.1 m are 0.984 and 0.030, respectively. Whereas, the AUC obtained at 0.2 m and 
0.3 m are 0.976 and 0.970, respectively. The accuracy test of Method IV proves that  
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the two-way ANOVA test conducted on all backscatter powers at the position  
of 0.3 m has significantly improved the AUC and the EER compared to the t-test.  
The AUC for the two-way ANOVA test of 0.3 m is increased by 0.238 from 0.732 to 
0.970, and the EER is decreased by 0.260 from 0.305 to 0.045. Method IV has shown 
improvement to be an excellent method. However, the FAR and the FRR for Method 
IV are high, with the values of 4.2 % and 12.0 % for the worse case.  Method III uses 
the t-test and Method IV uses the two-way ANOVA to evaluate the backscatter power 
of tag. Method III has to conduct 8 times of the t-test to analyze all the backscatter 
power at 8 frequency bands. Hence, the total Type 1 error obtained is 40 % for a total 
of 8 t-tests conducted [56]. The two-way ANOVA test is able to maintain the Type 1 
error as 5 % although the backscatter power at 8 frequency bands are being tested 
[60]. In addition, the two-way ANOVA test analyzes the equality of the means across 
all the backscatter power at 8 frequency bands [55]. By contrast, the t-test analyzes 
the mean of backscatter power for two tag groups at only one frequency band [56]. 
Hence, Method III which is using the t-test has lesser accuracy than Method IV which 
is using the two-way ANOVA test. 

One of the objectives of this project is to introduce an excellent fingerprint matching 
method to detect counterfeit tags efficiently. But, Method I is a failure method based 
on the Table 5.3 because of the low AUC obtained. Hence, Method II and III are 
presented to improve the detection mechanism. But, the AUC of Method II and III  
are in the range of 0.70 to 0.80. According to the Table 5.3, both Method II and III are 
categorized as fair methods. Then, Method IV is introduced to enhance the accuracy of 
the fingerprint matching method. Although Method IV is proved as an excellent 
method with the AUC obtained is in the range of 0.90 to 1.00, but, the FAR and the 
FRR of Method IV are high. Therefore, Method V is presented to increase the accuracy 
of fingerprint matching method in detecting counterfeit tags. 

Method V is using the three-way ANOVA test to analyze the backscatter power of 
tag at multiple positions and frequency bands. The AUC, EER, FAR, and FRR 
obtained are 0.999, 0.010, 0.1 %, and 1.3 %, respectively. Hence, Method V has 
proven to be an excellent method because of the highest AUC obtained with the 
smallest FAR and FRR values. This method can distinguish counterfeit tag with the 
slightest error compared with previous methods. Method V outperforms other 
methods because three-way ANOVA is used in the analysis of backscatter power of 
tag. The three-way ANOVA is capable to analyze the equality of the means across all 
the backscatter power at 8 frequency bands measured at 3 positions [59]. In addition, 
the three-way ANOVA able to maintain the probability of Type 1 error at 5 % by 
analyzing three factors, including frequency bands, positions and tag groups [61]. By 
contrast, the two-way ANOVA used in Method II and IV analyze the equality of 
means across two factors only, namely, frequency bands and tag groups [55]. In 
addition, Method I and III use the t-test in the fingerprint matching method. The t-test 
offers least accuracy compared to other test because the t-test compares the means of 
the power response of tag (received or backscatter power) at only one frequency band 
[56]. Table 15 shows the comparisons between the fingerprint matching methods. 
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Table 15. Comparison between fingerprint matching methods 

Method Power 
Response 

of Tag 

Distance 
(m) 

Statistical 
Test 

FAR 
(%) 

FRR 
(%) 

AUC EER 

I Received 
Power 

 

0.3 T-test 42.7 
- 

60.3 

21.8-
34.5 

0.435 
- 

0.596 

0.417 
- 

0.576 
II Received 

Power 
0.3 Two-way 

ANOVA  
27.0 6.3 0.773 0.259 

III Backscatter 
Power 

0.3 T-test 16.3 
- 

30.5 

2.1 - 
11.4 

0.732 
- 

0.868 

0.160 
- 

0.305 
IV Backscatter 

Power 
0.1 
0.2 
0.3 

Two-way 
ANOVA 

 

2.7 
3.5 
4.2 

8.0 
11.0 
12.0 

0.984 
0.976 
0.970 

0.030 
0.038 
0.045 

V Backscatter 
Power 

0.1, 0.2, 
0.3 

Three-way 
ANOVA 

0.1 1.3 0.999 0.010 

6.7 Comparison between Conventional Electronic Fingerprint Matching 
Method and the Proposed Method 

Method V is used to distinguish legitimate from counterfeit tags because of its highest 
accuracy instead of the other four methods. The proposed Method V is compared with 
the method suggested by [31] as shown in Table 16.  Method V is analyzed using 
three-way ANOVA because it has three factors, which are multiple frequency bands, 
tag positions, and tag groups. On the contrary, two factors, namely, multiple 
frequencies and tag groups are tested by using two-way ANOVA in [31]. The 
accuracy of the proposed method and method by [31] are both excellent, with the 
same value of 0.999. Although the FAR of Manufacturer 1 has the same value of  
the proposed method, but, the proposed method offers lower FAR value compared to 
the FAR of Manufacturer 2. The FAR of the proposed method is 0.1 % lesser than 
Periaswamy et al. method. The results indicate the proposed method has falsely 
accepted 1 legitimate tag from of a total of 1000 counterfeit tags. But, the Periaswamy 
et al. method has falsely accepted 2 tags as Manufacturer 2 from a total of 1000 
counterfeit tags. In addition, the proposed method outperforms the method by [31] 
with a lower FRR value, which is 4.3 % lesser than FRR of Manufacturer 1 and 8.0 % 
lesser than FRR of Manufacturer 2. The lesser the FRR, the more significance the 
security improvements of an RFID system in cloning attack. Based on the proposed 
method and Periaswamy et al. method, the accuracy of detecting counterfeit tags is 
increasing with lesser FRR value. This is because the proposed method is capable to 
falsely reject less 43 legitimate tags from a total of Manufacturer 1 tags. In addition, 
the proposed method is able to falsely reject less 80 legitimate tags as counterfeit tags 
from a total 1000 Manufacturer 2 tags.  Hence, the accuracy of the proposed method 
in detecting counterfeit tags is higher than the method of Periaswamy et al..  
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Table 16. Comparison between Method V and method by [31] 

Proposed Fingerprint 
Matching Method 

Fingerprinting RFID 
Tags [31] 

Statistical Test Three-way ANOVA Test Two-way ANOVA  
Physical 
characteristic of tag 

Backscatter power of tag 
 

Minimum power response of 
tag 

Independent 
variables 

• Multiple frequency bands 
• Multiple positions 
• Difference tag groups 

• Multiple frequency bands 
• Difference tag groups 

AUC 0.999 Manufacturer 1: 0.999 
Manufacturer 2: 0.997 

EER 0.01 - 

FAR (%) 0.1 Manufacturer 1: 0.1 
Manufacturer 2: 0.2 

FRR (%) 1.3 Manufacturer 1: 5.6 
Manufacturer 2: 9.3 

6.8 Future Works 

A few recommendations for future research are suggested due to their significance 
and importance related to the present study. 

i. It is recommended to further study on the fingerprint matching method in 
the present study by using other statistical methods. The measurement of 
the received and backscatter powers of tag should be conducted in an 
anechoic chamber to obtain a more accurate data.   

ii. It is recommended to explore other physical characteristics of tag can be 
used as unique electronic fingerprint. It is suggested that a further study 
on microstructure of tag and minimum power needed to initiate each tag. 
The fingerprint matching method can be improved by using multiple 
characteristics of tag as unique electronic fingerprint. 

7 Conclusion 

In this chapter, a detection mechanism is proposed as a digital forensic practice to 
identify the counterfeit RFID tags. Electronic fingerprint matching method is used as 
a detection mechanism in detecting counterfeit tags. The electronic fingerprint 
matching method is presented in the digital forensic investigation model, which 
consists of seven phases. In identification phase, the power responses of tag, including 
received and backscatter powers, are proposed to be used as unique electronic 
fingerprint in the fingerprint matching method. The power response of each tag is 
measured, examined, and stored in the database for further reference in the collection, 
examination, and preservation phases. Two statistical tests, namely, t-test and 
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ANOVA test, are used in analyzing the data obtained in the analysis phase. In 
presentation phase, the accuracy of the statistical algorithm in identifying a 
counterfeit tag is verified by analyzing FAR, FRR, AUC, and ERR. A measured tag is 
proven as counterfeit in the decision phase if the p-value obtained is less than the 
significance level (0.05).  

The fingerprint matching is categorized into five methods based on the types of 
power response of tag, which measures at different tag positions and different 
statistical tests used. The accuracy of t-test and ANOVA test for Method I and II 
which use the received power of tag measured at 0.3 m as a unique electronic 
fingerprint are a failure and fair methods. The fingerprint matching method that uses 
the backscatter power of tag as a unique electronic fingerprint is well performed than 
that using the received power of tag. This finding can be attributed to the higher AUC 
and lower EER values of the former method.  However, the accuracy of t-test and 
ANOVA test for Method III and IV that use the measured backscatter power of tag at 
0.3 m as a unique electronic fingerprint are fair and excellent methods respectively. In 
addition, the FARs and FRRs for the both methods are high, with 30.5 % and 11.4 % 
for Method III and 4.2 % and 12.0 % for Method IV. Method V which uses three way 
ANOVA test analyze backscatter power of tag measured at multiple positions and 
frequencies has the most accurate results. Method V which is the proposed method 
has the highest AUC (0.999) and lowest EER (0.01) values. The FAR and FRR 
obtained are 0.1 % and 1.3 %, respectively. Based on the FAR and FRR values, the 
proposed method is falsely accepted 1 tag from a total of 1000 counterfeit tags and is 
falsely rejected 13 tags from a total of 1000 legitimate tags. Hence, this method can 
distinguish a counterfeit tag with the slightest error compared with the other methods.  

The proposed fingerprint matching method is a simple detection mechanism 
because it can be applied directly to any existing tag without any modification to its 
computational capabilities. In addition, digital forensic investigation model is shown 
in this chapter to describe the overall counterfeit tag detection practice in detail. As a 
result, the simple and detailed proposed fingerprint matching method can be used in 
digital forensic detection to identify counterfeit RFID tag efficiently.  
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Appendix A 

Independent Samples Test

  Levene's Test 
for Equality of 

Variances t-test for Equality of Means 

  

F Sig. t df 
Sig. (2-
tailed)

Mean 
Difference

Std. Error 
Difference

95% Confidence 
Interval of the 

Difference 

  Lower Upper 

Power Equal 
variances 
assumed 

.443 .509 1.005 58 .319 .06496 .06465 -.06446 .19438 

Equal 
variances 
not assumed

  
.863 11.401 .406 .06496 .07531 -.10008 .23000 

Appendix B 

Tests of Between-Subjects Effects

Dependent Variable:Power     

Source Type III Sum of Squares df Mean Square F Sig. 

Corrected Model 7.529a 15 .502 14.782 .000 

Intercept 1.812 1 1.812 53.369 .000 

Tag .004 1 .004 .112 .738 

Frequency 5.133 7 .733 21.594 .000 

Tag * Frequency .218 7 .031 .917 .492 

Error 15.756 464 .034   

Total 26.350 480    

Corrected Total 23.285 479    

a. R Squared = .323 (Adjusted R Squared = .301).   
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Appendix C 

Independent Samples Test

  Levene's Test for 
Equality of 
Variances t-test for Equality of Means 

  

F Sig. t df 
Sig. (2-
tailed)

Mean 
Difference

Std. Error 
Difference

95% Confidence 
Interval of the 

Difference 

  Lower Upper 

Power Equal 
variances 
assumed 

.350 .556 -.335 58 .739 -.01552 .04639 -.10839 .07735 

Equal 
variances not 
assumed 

  
-.309 12.026 .762 -.01552 .05019 -.12484 .09380 

Appendix D 

Tests of Between-Subjects Effects

Dependent Variable:Power     

Source Type III Sum of Squares df Mean Square F Sig. 

Corrected Model 71.465a 15 4.764 92.617 .000 

Intercept 
25598.320 1 25598.320

4.976E
5 

.000 

Tag 6.667E-7 1 6.667E-7 .000 .997 

Frequency 
40.691 7 5.813

113.00
2 

.000 

Tag * Frequency .401 7 .057 1.113 .354 

Error 23.869 464 .051   

Total 46171.997 480    

Corrected Total 95.334 479    

a. R Squared = .750 (Adjusted R Squared = .742).   
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Appendix E 

Tests of Between-Subjects Effects

Dependent Variable:Power     

Source 

Type III Sum 

of Squares df Mean Square F Sig. 

Corrected Model 13756.152a 47 292.684 6.764E3 .000 

Intercept 93348.803 1 93348.803 2.157E6 .000 

Tag .006 1 .006 .142 .706 

Distance 7110.646 2 3555.323 8.216E4 .000 

Frequency 64.276 7 9.182 212.188 .000 

Tag * Distance .062 2 .031 .721 .486 

Tag * Frequency .081 7 .012 .267 .967 

Distance * Frequency 437.311 14 31.237 721.831 .000 

Tag * Distance * 

Frequency 
.522 14 .037 .862 .601 

Error 60.237 1392 .043   

Total 181901.802 1440    

Corrected Total 13816.390 1439    

a. R Squared = .996 (Adjusted R Squared = .995).    
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Appendix F 

Independent Samples Test

  Levene's Test 
for Equality of 

Variances t-test for Equality of Means 

  

F Sig. t df 
Sig. (2-
tailed)

Mean 
Difference

Std. Error 
Difference

95% Confidence 
Interval of the 

Difference 

  Lower Upper 

Power Equal 
variances 
assumed 

5.813 .019 4.556 58 .000 .26586 .05836 .14905 .38267 

Equal 
variances 
not assumed

  
6.840 24.636 .000 .26586 .03887 .18575 .34597 

Appendix G 

Tests of Between-Subjects Effects

Dependent Variable:Power     

Source 
Type III Sum 

of Squares df Mean Square F Sig. 

Corrected Model 7.685a 15 .512 15.212 .000 

Intercept 5.821 1 5.821 172.817 .000 

Tag 1.273 1 1.273 37.790 .000 

Frequency 3.031 7 .433 12.854 .000 

Tag * Frequency .466 7 .067 1.975 .037 

Error 15.628 464 .034   

Total 28.277 480    

Corrected Total 23.314 479    

a. R Squared = .330 (Adjusted R Squared = .308).   
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Appendix H 

Independent Samples Test

  Levene's 
Test for 

Equality of 
Variances t-test for Equality of Means 

  

F Sig. t df 
Sig. (2-
tailed)

Mean 
Difference 

Std. Error 
Differenc

e 

95% Confidence 
Interval of the 

Difference 

  Lower Upper 

Power Equal 
variances 
assumed 

.120 .730 -4.180 58 .000 -.19232 .04601 -.28441 -.10023 

Equal 
variances 
not 
assumed 

  

-3.988
12.33

8
.002 -.19232 .04822 -.29707 -.08757 

Appendix I 

Tests of Between-Subjects Effects

Dependent Variable:Power     

Source Type III Sum of Squares df Mean Square F Sig. 

Corrected Model 66.367a 15 4.424 95.399 .000 

Intercept 25752.833 1 25752.833 5.553E5 .000 

Tag .233 1 .233 5.029 .025 

Frequency 31.709 7 4.530 97.670 .000 

Tag * Frequency .497 7 .071 1.532 .015 

Error 21.520 464 .046   

Total 46257.164 480    

Corrected Total 87.887 479    

a. R Squared = .755 (Adjusted R Squared = .747).   
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Appendix J 

Tests of Between-Subjects Effects

Dependent Variable:Power     

Source 
Type III Sum 

of Squares df Mean Square F Sig. 

Corrected Model 13550.596a 47 288.311 6.511E3 .000 

Intercept 92050.826 1 92050.826 2.079E6 .000 

Tag 4.884 1 4.884 110.307 .000 

Distance 6780.389 2 3390.195 7.656E4 .000 

Frequency 63.739 7 9.106 205.634 .000 

Tag * Distance 7.832 2 3.916 88.439 .000 

Tag * Frequency .183 7 .026 .591 .764 

Distance * Frequency 408.765 14 29.197 659.379 .000 

Tag * Distance * 
Frequency 

1.266 14 .090 2.041 .053 

Error 61.638 1392 .044   

Total 180916.909 1440    

Corrected Total 13612.234 1439    

a. R Squared = .995 (Adjusted R Squared = .995).    
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Abstract. The process of remote characterization and identification of
computers has many applications in network security and forensics. On network
forensics, this process can be used together with intrusion detection systems
to characterize suspicious machines of remote attackers. The characterization
of remote computers is based on the analysis of network data originated from
the remote machine. The classical approach is to exploit peculiar characteristics
of different implementations of network protocols at each layer of the protocol
stack, i.e. link, network, transport and application layers. Recent works show that
the use of computational intelligence techniques can improve the identification
performance when compared to classical classification algorithms and tools. This
chapter presents some advances in this area and surveys the use of computational
intelligence for remote identification of computers and its applications to network
forensics.

Keywords: Network Stack Fingerprinting, Intelligent Detection System,
Remote Computer Fingerprinting.

1 Introduction

In computer forensics, the identification of machines that are used to perform illegal
activities is an important step that can help to track criminals. This identification can be
used in network forensics investigations to create an evidence of the use of a specific
computer device in a cyber crime. In this case, the identification system shall create a
fingerprint of a remote networked machine used by the suspect and, when an equipment
is seized, the computer expert will be able to check the previous fingerprint with the
one generated by the seized equipment. This application was exemplified by [56, 55] to
capture digital evidences of criminal activity in chat rooms and web sites. This specific
identification process is known in literature as Remote Computer Fingerprinting (RCF).

Definition 1 (Remote Computer Fingerprinting). The process of feature extraction
from network traffic originated by a remote computer to create a fingerprint which
enables its future identification.

A.K. Muda et al. (eds.), Computational Intelligence in Digital Forensics: 253
Forensic Investigation and Applications, Studies in Computational Intelligence 555,
DOI: 10.1007/978-3-319-05885-6_12, c© Springer International Publishing Switzerland 2014
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The network forensics application of Remote Computer Fingerprinting is on the
automatic creation of fingerprint evidences triggered by a system which detects
suspicious network activity. For illustration, consider the general scenario presented
in Fig. 1, where a detection system senses a Local Area Network (LAN) to:

1. identify suspicious activity from the analysis of traffic which has as destination
devices belonging to the local area network; and

2. create a fingerprint of the remote suspect’s machine to be used as evidence in
eventual criminal investigations.

As concluded by [22], autonomous systems that are able to detect and present outliers,
as well as other elements that seem out-of-place, are of fundamental importance to
cope the challenges of digital forensics. For network forensics, this conceptual detection
system can be implemented as some integration of two network security tools, namely,
an Intrusion Detection System (IDS) to detect suspicious activity, and a RCF system to
create evidences.

Internet

(S) suspect's machine

# attack V
_

(D) detection system

# monitor
detected S
create S id

(V) victim's machine

# _

Local Area
Network

Fig. 1. A conceptual network forensics system which detects, acquires and preserves evidences
of suspicious network activity in a local area network

The resulting evidence consists of a series of descriptors extracted from network
data related to traffic originated from the suspect’s machine. This traffic can be used to
characterize remote services, systems and devices of suspect’s machine. This diversity
of characteristics can be used to more accurately discriminate the RCF according to the
characteristic being considered. Based on the concepts presented on [5], we can identify
three kinds of remote computer fingerprinting, according to groups of protocols that are
being analyzed:

1. Remote Service Fingerprinting (RSF): for techniques which use data from
network traffic associated to service application on the remote machine;

2. Remote Network Stack Fingerprinting (RNSF): for techniques which deal with
data from transport and internetwork layers;

3. Remote Link Fingerprinting (RLF): for techniques focused on data associated to
the link layer.
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All these three types of remote fingerprinting are well explained further in this
chapter. It is important to notice that the definition of RNSF is widely spread in computer
security literature as Remote Operating System Fingerprinting (ROSF), since these
layers are implemented on most operating systems. However, we use the term Remote
Network Stack Fingerprinting because it is more appropriated and it avoids ambiguity
with the other kinds of RCF.

In this text we focus on recent advances of computational intelligence in the context
of RNSF. The exclusion of RSF and RLF is due to the lack of data availability in most
common scenarios, a fact which is detailed in Sect. 2. Since network forensics needs
sophisticated tools to acquire, preserve, examine, analyze and present digital evidence
[57], understanding the techniques which makes this identification possible is of great
importance.

We introduce the reader to a better understanding of the current techniques that are
used by forensic field experts. Some fundamentals on key computer network concepts
and its relation to the process of remote identification are also presented. Following, we
present the several techniques that are used to perform RCF.

Organization of the Chapter. Basic concepts and other prerequisites necessary to the
understanding of RCF are detailed in Sect. 2. Sect. 3 presents the state of the art on
the use of computational intelligence to RNSF. Also, the applicability and perspectives
about the use of computational intelligent techniques in RCF are presented in Sect. 3.
No technique or tool can be successful employed in the context of forensics without
considering the legal implications. Therefore, in Sect. 4 we consider the admissibility
of RCF evidences into a court of law. Finally, in Sect. 5 we discuss the current
achievements and future perspectives which remote computer fingerprinting aided by
computational intelligence brings to network forensics.

2 Remote Computer Fingerprinting Fundamentals

Unlike human fingerprint and deoxyribonucleic acid (DNA) sequences analysis, which
is regarded to unique identify human beings, a remote computer fingerprint cannot
guarantee an unique identification for a given computer device. However, RCF can
aid cyber crime investigations supporting identity for suspicious network activity
evidences. As pointed out in Sect. 1, there are different ways to characterize remote
machines in a network. More specifically, it is possible to identify hardware or software
components of a computer device according to the network model layer to which the
acquired data is associated. To make it clear, we use the terminology of computer
network literature, which conveniently conceptualize network protocols functions into a
protocol stack model. On the Internet, the de facto standard is the use of IP, the Internet
Protocol [59]. Devices uses IP to carry data from a source to a destination and TCP,
the Transmission Control Protocol [61], to provide transport service for applications
that requires end-to-end reliability, re-sequencing, and flow control. These are the
main protocols that characterize the TCP/IP stack model. This model is currently used
worldwide to deliver data among machines and its protocols are classified according
to their functions into four layers: Application, Transport, Internetwork and Link
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Fig. 2. The protocol stack model which should be adopted by TCP/IP networked devices
according to [5]. At layers (2) and (3), and occasionally on layer (4) by indirect ways, it is
possible to determine the remote operating system. At layer (1) it is possible to infer about
network interface cards. The data from each layer could be used to perform RLF (layer 1), RNSF
(layers 2 and 3) and RSF (layer 4).

layer [5]. Fig. 2 depicts this stack model with examples of network protocols associated
to each layer.

Using network data from layer 4 (Application) it is possible to perform RSF. On the
Application layer, RSF can be used to identify service implementations by name and
version [40]. For example, a RSF system can characterize different implementations
of a File Transfer Protocol (FTP) [63], HyperText Transfer Protocol (HTTP) [17],
and Domain Name System (DNS) [54] servers. The services usually provided by a
default installation of an operating system cannot be effectively used to distinguish
computers. However, additional and uncommon services can reveal the identity of a
remote computer. In addition to the name and version of services, web pages of HTTP
servers and anonymous directory listing of FTP servers can also be used as evidence
and are likely to provide identity, as well as DNS table entries.

The data provided by layers 2 and 3 can be used to characterize different TCP/IP
stack implementations. The protocols implemented on these layers are IP, versions 4
and 6 [14], the Internet Control Message Protocol (ICMP) [60] at layer 2, TCP [61] and
User Datagram Protocol (UDP) [58] at layer 3. The implementation of these protocols
specifications may vary from an operating system to another. In addition to the operating
system itself, there are fewer other possibilities for identification that are few addressed
by popular tools. These cases are discussed further in this chapter.

Finally, using data from the Link layer, it is possible to identify wireless devices, such
as Wireless Access Points (WAP) and Network Interface Cards (NIC) [6]. Therefore,
using data from different layers of the TCP/IP stack model it is possible to distinguish,
or identify, a variety of elements of a remote computer. Quite apart from the network
data used to perform RCF, the process of characterization and classification follows a
common sequential procedure. A conceptual diagram for any RCF process is presented
in Fig. 3.

The acquisition of network data is the first step in any RCF system (see Fig. 3). In
fact, according to the way this raw network data is captured, it is possible to classify
RCF systems into two categories, namely, active and passive fingerprinting, which are
defined as follows.
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b e

fa c
inference
results

classificationcharacterization

d
database

acquired
data

fingerprint

Fig. 3. The Remote Computer Fingerprinting illustrated: (a) the network data captured is used to
characterize the computer system through (b), producing the system description or fingerprint in
(c); the fingerprint is then compared to other descriptions in (d) through a matching algorithm in
(e); and, the result is presented in (f)

Definition 2 (Active Fingerprinting). The device which performs fingerprinting can
send messages and inspect network traffic originated from the target to obtain
meaningful information.

Definition 3 (Passive Fingerprinting). The device which performs fingerprinting can
only inspect network traffic originated from the target machine to eventually find
meaningful information.

In Active Fingerprinting the machine which performs RCF can send specially crafted
packets to gain as much as possible information from the remote machine. In contrast, in
Passive Fingerprinting, the machine which collects network data does not communicate
with the remote computer. Therefore, it is natural that through Active Fingerprinting it
is possible to gain more information about the remote machine. However, one may
consider undesirable this proactive behavior and prefer the passive approach, since it
is more probable to be detected or even damage the remote computer with the crafted
packets [48].

After the acquisition step, its is necessary to perform feature extraction from raw
network data. This step, named characterization, should produce a fingerprint which
represents some aspect of the remote computer. This fingerprint is stored in a database
of labeled fingerprints, which may be associated with suspicious activities records.
Considering the later access to the remote computer, when it is seized, it is possible
to create a new fingerprint and compare to that created by the detection system. This
comparison is done in a classification step using adequate procedures.

According to the goal of the identification process, it is worth clarify that the
fingerprint can be used to identify both a single computational networked element or
a class of elements. For the single element case, we can cite the suspect’s machine
fingerprint, which can be used to differentiate it from another machines. When
considering a class of elements, some examples includes the manufacturer of a machine
or its operating system.

For the identification of a single element the goal is to extract data related to the
machine’s hardware components, in which its uniqueness can be used to differentiate
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that machine from another. Even if two machines are visually identical, share the same
manufacturer, same hardware components types, and configuration, there are
unavoidable and unique differences between them, due to fabrication variations [36].
One can argue that an unique identification can be accomplished by gathering the
remote Media Access Control (MAC) address of each NIC. However, the MAC address
of each NIC is a hard-coded information and is supposed to be unique, in most operating
systems it is also quite simple to change the original MAC address and hide the link
layer identity.

Regarding the process to identify the class of a element, the extracted data must
be related to the characteristics that are common to elements belonging to the same
class. The uniqueness characteristics at this point rely on the behavior of that element,
that are inserted, generally, by the manufacturer design or implementation decisions.
For example, the specification of IEEE 802.11 Wireless Local Area Network (WLAN)
standard permits that the firmware of different vendors have slight different control
messages [6]. Hereafter, we present examples of features used to perform RSF, RNSF
and RLF.

2.1 Remote Service Fingerprinting

The information provided by the services running on a remote machine can aid to reveal
the identity of the remote computer owner, if it is suspect of some malicious or criminal
cyber activity. RSF is perhaps the only fingerprinting method which can directly reveal
personal information about the computer owner. For example, the files accessible on a
FTP [63] service could have some identification, e.g. its user name. The files on a HTTP
server also can have personal information of computer owner, e.g. personal home pages.
However, such cases seems not be the rule and other mechanisms should be employed.

A complete report about service applications names and versions could be of great
value to characterize remote computers. For example, consider the existence of a FTP
server on a remote suspicious machine. If the server has some banner information, it
can be used to compose the service fingerprint. We illustrate this in Fig. 4, showing a
FTP session started from a Telnet [62] client to a public service.

To produce this FTP service data, a detection system could verify the availability
of TCP port 21 on the remote system, or in other ports by more sophisticated means,
as presented in [40, chap. 7]. Next, the detection system could verify the possibility
of anonymous login. Finally, if possible, it retrieves the output of other convenient data
from the server. In the FTP session just presented there are various server characteristics
which can be used to build up a service fingerprint for the remote machine. More
specifically, the following information can be extracted:

1. The existence of the FTP service itself, since its absence is also something to take
into consideration;

2. The TCP port associated to the service, since some users can avoid to use default
ports to hide services, or bypass firewall rules based on default ports;

3. The initial banner text, as found on line 1 of Fig. 4, which can reveal information
about the computer owner, and the name and version of the server application;



Learning Remote Computer Fingerprinting 259

Fig. 4. An FTP session with a NetBSD server. The server allows anonymous authentication and
reveals important information in the messages from the target machine.

4. The server application name and version, which can be obtained using specific FTP
commands or using some inference based on commands availability, for example
the implemented FTP commands;

5. The possibility of anonymous login, since this is not necessarily permitted;
6. The output of some FTP commands: (i) SYST, which reveal information about the

operating system; and (ii) HELP, which describe the implemented commands.
7. A proper hash representation, using MD5 message-digest algorithm by [69], and

the complete FTP session stream itself to verify authenticity.

This characterization could be expanded, for example, using the STAT command
to describe the tree directory structure and reveal more information about the server
status [63]. In fact, the effective characterization of services depends much on the
understanding of the service itself. To illustrate the effectiveness of this proposed
characterization, consider the FTP session presented in Fig. 5 taken from another public
server.

In comparison with the server answers presented in Fig. 4, the answers in Fig. 5
differs in the characterization information from 3, 4, 6 and 7 descriptions. In addition,
the possibility of customization of server greeting messages makes the RSF an effective
tool for remote computer fingerprinting. Therefore, if the suspicious computer is
a server, then RSF is probably applicable. Unfortunately, this seems to be usually
improbable if the remote computer is a end-user machine, where the expectation is
that no services are running.

Passive Fingerprinting. In addition to the Active Fingerprinting example presented,
it is possible to detect not only server applications, but also the clients who connect
to them. To achieve this, it is necessary to intercept data from the suspect machine to
services. This is the case of HTTP connections, in which browser applications often
describe its name and version, and in some cases even the client operating system,
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Fig. 5. An FTP session with a FreeBSD server. The server allows anonymous authentication and
reveals important information in the messages from the target machine.

using the User-Agent header field [17]. Since this data should be initiated by the suspect
machine, this identification could only be done passively.

Availability and Reliability. The ease of customization of services, which can expose
the identity of remote computer owner, is also a drawback. Since it can be easily
modified by the computer owner itself. For this reason and, probably, the nonexistence
of services on end-user machines, RSF is not the most applicable and reliable RCF type.
In fact, on the lower network layers, which is less controllable by the user than services
and client applications, the reliability and availability increases.

2.2 Remote Network Stack Fingerprinting

The first comprehensive work concerning with the RNSF process is due to [39], also
known by his alias Fyodor. He published on the Phrack electronic hacker magazine a
survey of techniques used to perform RNSF. Most of the techniques surveyed by [39]
were implemented in the early versions of the tool named Nmap [40], a network security
scanner [38]. Since then, Nmap was already improved, and the additional techniques
supported in the later versions are presented in [40].

Network stack fingerprinting in TCP/IP networks is also known as remote TCP/IP
fingerprinting, since the characterization of remote computers depends mainly on
their implementations of TCP, UDP, IP and ICMP. In addition to the data these
protocols should deliver, there are always a header in each message used by protocol
implementations to guarantee its correct functioning. These headers often carry
some sort of interpretation idiosyncrasies of protocol specifications. Also, there are
some aspects that some specifications do not describe in sufficient detail to avoid
different practices. To illustrate this, we consider the specification of IP and exemplify
differences found at distinct implementations.

2.2.1 The Specificity of Protocol Headers
Protocols on the network layer of TCP/IP stack model (layer 2 on Fig. 2) should
carry data from source host to destination host. Moreover, according to [5], IP is a



Learning Remote Computer Fingerprinting 261

datagram internetwork service, providing no end-to-end delivery guarantees. To achieve
this objective, the IP version 4, or IPv4 for short, uses a header in each message. This
header is presented in Fig. 6 [60].

Fig. 6. IPv4 header used to carry data from source host to destination host providing no end-to-end
delivery guarantees. The IPv4 datagram payload is preceded by a minimum of 20 bytes long
header.

Although all IP header fields have a description of its structure and function by [59],
there are some free parameters. To illustrate the possibility of using IPv4 header to
characterize a remote machine consider these three fields: (i) identification, a value
assigned by the sender to aid in assembling the fragments of a datagram; (ii) flags, more
specifically the don’t fragment bit, used to specify if a datagram is not to be fragmented;
and (iii) time to live (TTL), which indicates the maximum time the datagram is allowed
to remain in the Internet system. Hereafter we describe how the values of these three
fields could be used to distinguish different IPv4 implementations. To support this
claim, we present a case study based on the answer messages of two remote machines,
which are replies to ICMP echo request messages [60]. The answers from a web search
site are shown in Fig. 7.

Fig. 7. A description of three ICMP echo reply messages sent from a remote free web search
engine address. It is convenient to highlight that all three IP identification field have the same
value.
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The messages are presented in the output format of Tcpdump [29], a standard and
classical tool for network traffic analysis [44]. The output was changed to hide the real
addresses and time stamps. To compare with the answers of the search engine in Fig. 7,
the answers of a free e-mail service are presented in Fig. 8.

Fig. 8. A description of three ICMP echo reply messages sent from a remote free e-mail service
address. It is convenient to highlight that the don’t fragment bit was set on all reply messages.

For the sake of simplicity, we call the search engine in Fig. 7 by G, and the free
e-mail service in Fig. 8 by H. Based on figures descriptions, we could highlight
three differences: (i) the identification field of G’s messages are 2506, whereas in H’s
messages they seem random; (ii) the don’t fragment bit is set on H’s messages, and
unset in G’s messages; and (iii) the initial TTL of G’s messages seems to be 64, where
for H’s its seems to be 256, since initial TTL values are, commonly, powers of two [40,
chap. 8]. Although this distinguishable field are exemplified with IP, these differences
also exist in other protocols. For a complete survey about these techniques cf. [39]
and [2].

2.2.2 Clock Skew Methods
This technique, introduced by [31], explores microscopic deviations in device’s
hardware, the clock skews. As one can note, even if two clocks are produced by the same
manufacturer, they are not physically identical. High precision clocks are not required
for common end-user devices, and due to cost constraints, most of the machines are
built in with a simple clock, generally a quartz crystal clock. For a simple machine with
1 gigahertz processor, that clock oscillates in a granularity of 10−9, which means that
the time’s notion of this clock increases in the order of nanoseconds units.

Considering an ideal notion of time t, called real time, for typical clocks, its
increasing value is not perfectly synchronized with t. This means that a clock can
deviates from t in the course of time, in average, about 1 microsecond per second.
Furthermore, considering that none of two clocks are physically identical, each of them
can differ apart increasing by different speeds, the clock skew [27]. The clock skew can
be described as the amount of deviation, between the system clock reference and the
real time, introduced by the clock in the course of time. In other words, the clock skew
corresponds to the first derivative of the offset in respect to t.

[31] propose a mechanism to infer about the clock skew of a machine system clock,
by gathering its system clock at multiple points in time. To achieve this, they exploit
the characteristics of the TCP option [28] which specifies that, when requested by the
initiator of a TCP connection, all the packets for that flow will, necessarily, contain a
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32-bit time stamp generated by the sender of the packet, included in the TCP option
field. An interesting conclusion about the nature and behavior of the machine clock
skew phenomena is that, for a single device clock, its clock skew is approximately
constant over time. This enforces the knowledge about the remote device identification,
but, as claimed by [31], this technique is not able for uniquely identify a device. Thus,
its use is encouraged to be combined with other fingerprinting techniques.

This strategy is also addressed and improved by more recent developments. For
example, [1] take into consideration the vulnerabilities of the previous method,
including clock skew spoofing attacks, and proposes some improvement to the skew
measurements and arithmetic. Also, in other studies the clock skew can be extracted
from both the link [30] and service [27] layers.

2.3 Remote Link Fingerprinting

As defined by [5], the Link layer implements the protocols that are necessary to
a host to communicate with its neighbors, in its directly-connected network. These
implementations are made both in software and hardware to control the media-access
and physical transmissions.

Several techniques can be applied to extract data from the link layer, each one by
exploiting some physical characteristic or behavior of the suspect’s machine. The RLF
techniques discussed in this chapter will rely generally on the hardware properties of
the analyzed machines and also the protocol implementations behavior.

2.3.1 Hardware Properties
Within the scope of the link layer, it is clear that the detection system must stay on the
same local network as the suspect machine, to be able to collect some data. Although is
reasonable to consider that the suspect machine will be connected by wire to the victim
machine’s network, this is not the general case. In most cases, the attacker will try to
access the victim by exploiting its wireless network connectivity, since it only requires
the access point or wireless router stay in the same operating range.

To address situations just like that one described in the last paragraph, most of the
research are related to techniques for fingerprinting the wireless card of a suspect
machine, mainly from its radio physical properties. These techniques rely on the
observation of unique characteristics of the wireless device due to slight differences on
the fabrication process which makes possible that each device has its own singularities.
This information can be used both to distinguish a specific machine from another
or to classify that machine as belonging to a class of devices (e.g. identifying its
manufacturer, model or version). According to [36], some important contributions to
this area consider various physical characteristics, such as carrier frequency, pulse
width, pulse duration, pulse shape, pulse repetition interval, angle of arrival, amplitude,
and radio signal transient.

Electromagnetic Signatures. For wireless networks based on IEEE 802.11, an
important security requirement is to protect the privacy and anonymity of its users.
This is one of the goals of authentication and encryption protocols, such as the
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Wired Equivalent Privacy (WEP) protocol and the Wi-Fi Protected Access (WPA).
However, user anonymity and privacy can be compromised if a node can be identified,
or at least differentiated from another nodes. To demonstrate this, [68] performed a
study of the measurement of distinctive radio-frequency (RF) electrical characteristics
of six different IEEE 802.11b WLAN cards, and demonstrated what they call as
electromagnetic signatures. At this initial and controlled experiment, they showed the
feasibility of the electromagnetic fingerprinting, which can be used to a specific emitter
identification.

Radio Frequency Fingerprinting. [74] present a security oriented study about
the RF fingerprinting. The authors propose a classification system consisting of
preprocessing, detection, feature extraction, and classification stages. From eight
different IEEE 802.11b devices, the fingerprints are obtained by extracting the
instantaneous amplitudes and phase angles of detected wave forms. An interesting point
about this work is the insertion of a classification stage. At this stage a probabilistic
neural network was used as a classifier of each transmitter. Once the neural network
is trained with a set of known RF fingerprints, its classification was used to discover
some unknown device. For the scenarios where a single emitter is transmitting with
multiple antennas, by Multiple-Input Multiple-Output (MIMO) channels, the work of
[36] proposes an algorithm for specific emitter identification. The authors take into
account the unique behavior of the radio frequency front-end non-linearity, as they
prove that its estimation are unavoidable and unique. For the wireless sensor node
identification, [67] present a scheme based on the extraction of features of the nodes
radio signal. The low-cost devices are very suitable to extract unique radio properties,
since its composition and fabrication process are thought to be as cheap as possible.
More RF fingerprinting techniques was proposed in the literature, with some of them
addressed by [13].

Hardware Properties Fingerprint Reliability. Although the remote fingerprinting
techniques on the hardware properties of devices are feasible and provides high
identification accuracy, they are not free of defeating attacks. [12] demonstrate that
impersonation attacks on the physical characteristics of hardware are a realistic
possibility, both by replaying feature and signal of a victim’s radio transmitter. However,
these attacks are somewhat difficult to be performed, once the radio features are hard
to record, since they can be channel and antenna dependent. A classification of these
attacks are presented by [13], including their feasibility, limitations, and implications.

2.3.2 Protocol Implementation
Link layer protocols are driven by some standard rules, its specifications, which defines
what the implementations must do. These standards do not, however, dictate how
several of the services are to be implemented [9]. This allows manufacturers to make
their implementations according to its needs and project designs, but not losing the
protocol interoperability. To exemplify this, different vendors are free to establish its
technique for adjusting transmission rates, reserving the link, polling for packets to
conserve power, and probing the network for connectivity.
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Behavioral Fingerprinting. With the objective to identify different kinds of wireless
NICs, [9] present a temporal behavior analysis of a wireless stream, extracting subtle
differences of its implementation design. The authors claim that differences in the
composition of a wireless NIC influence data transmission patterns in a manner that
is observable through traffic analysis. The implementation behavior in which their
work focuses is the rate switching algorithm for cards manufactured by different
vendors. This strategy which is defined by the IEEE 802.11 protocol specification
performs a dynamic rate switching. It was designed to improve the performance of
data transmission when changes are identified in channel conditions mainly originated
by noise. Different rate switching algorithms impact on the duration of the frame
transmission, arrival rate of frames, inter-frame delay, and are capable of being
observable in the traffic of wireless stream. These temporal behaviors was analyzed by
[9] and they performed the correct identification of three different card types, showing
their proposal is a feasible fingerprinting technique for a class of wireless cards.

Following the idea of extracting a fingerprint of a wireless card according to the
implementations of some link layer protocol, another unique behavior that can be
extracted for the IEEE 802.11 is the mechanism of active scanning made by different
vendors [10]. The scanning occurs when a node needs to discover available wireless
networks to join. In the active scanning mechanism, unlike the passive mechanism,
the client nodes are able to solicit an immediate response from an Access Point (AP),
without waiting for beacon transmissions. For this, it broadcasts some probe request
frames and waits for some probe response. The authors presented their results showing
that the parameters that can vary per vendor, including the number of probe request
frames to transmit per channel, the delay between probe request frames on the same
channel, among others, are a useful behavioral fingerprint for that cards.

Another kind of behavioral fingerprint for the IEEE 802.11 implementations relies
on the hypothesis that different implementations would react differently to non-standard
events or malformed frames. [6] proposes an active method which consists of sending
a stimulus frame to a suspect node, and observing its response or the lack of that.
These stimulus consisted of frames with unusual combinations of fields, according
to the protocol specification. By analyzing its responses, the authors were able to
identify unique behaviors for each implementation, mainly for access points, which
are considered to be defined only by its manufacturer. But even with these results, it
is necessary to emphasize that this approach relies on a weak behavior, which can be
reproduced by a malicious attacker.

Timing Analysis. Following a similar strategy to that presented by [10], [37] use
the timing analysis of IEEE 802.11 probe request frames in active scanning mode
to fingerprint some wireless device. The authors get the uniqueness for each device
by the combinations of: (i) the time interval between frames of a machine, (ii) the
wireless NIC driver, and (iii) the device operating system. They consider as a metric
the periodic probe request intervals, which are different between link layer protocol
implementations. [21] define an interesting strategy to extract a fingerprint to identify
a specific access point type. To extract the signature of the AP, they consider sending a
sequence of data through the AP, which they call a packet train, with another wireless
node as destination. The forwarding of these packets by the AP generates the same
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packet train, but now shifted in time, due to the internal architecture of the AP, its
processing time. By capturing these forwarded packets, the packet inter arrival time can
be extracted, and these values will be used as a sampling signal which corresponds to
the fingerprint information to differentiate an AP to another.

2.4 Qualitative Considerations

The previous subsections showed that there are lots of different ways to performing
remote computer fingerprinting. To categorize and assess this diversity of techniques, it
is convenient to define some criteria. The following definitions create a basis to assess
the performance of the different types of RCF techniques.

Definition 4 (Availability). Consider the existence of data necessary to perform
Remote Computer Fingerprinting.

Definition 5 (Efficacy). Concerns how the data, and the quality of characterization
and classification can be used to distinguish computers in the Remote Computer
Fingerprinting process.

Definition 6 (Efficiency). Take into account the amount of data and time necessary to
perform Remote Computer Fingerprinting, where efficiency is inverse to the amount of
data and processing time needed.

Definition 7 (Detectability). Consider the possibility of identification of a Remote
Computer Fingerprinting process.

Definition 8 (Reliability). Concerns with the data veracity and the general reliability
of the Remote Computer Fingerprinting process.

Definition 9 (Tractability). Consider the qualitative aspect of Remote Computer
Fingerprinting to not damage the expected function of the remote computer.

These definitions can be used as a qualitative performance measure associated to
the use of different remote computer fingerprinting techniques. For network forensics,
the main qualitative requirements are related to availability, efficacy and reliability. In
Table 1, we summarize the expected qualitative performance measures for techniques
of each RCF method.

The performance measures for each RCF type presents some variability. For the
purpose of computer fingerprinting, the reliability and availability measures are very
important. Therefore, RNSF seems to be the most suitable fingerprinting method to
create digital evidence of suspicious network activity. However, the classical algorithms
used to classify fingerprints can be defeated by fingerprinting countermeasure tools [73]
and lose performance when applied to environments with protocol scrubbing [76, 77].
Also, some network stack data are underestimated, since they contain hidden features
that could be used to characterize the network stack implementation. This fact was
recently demonstrated by [52] on a survey concerning with the effectiveness of RNSF
tools. In addition, [49] show that using intelligent methods it is possible to perform
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Table 1. Expected performance of each Remote Computer Fingerprinting type. (a) The data
certainly exists if the remote computer is a server and unlikely if it is an end user machine.
(b) Some specially crafted packets can be easily detected. (c) Some specially crafted packets can
make the remote operating systems unexpectedly stop. (d) If the remote machine is on the same
LAN of the detection system, the data will exists. If it is not, there is also no data.

Performance measure RSF RNSF RLF

Availability depend(a) high depend(d)

Efficacy high high high
Efficiency low high high
Detectability depend(b) depend(b) depend(b)

Reliability low high high
Tractability high depend(c) high

RNSF even in the presence of protocol scrubbing and anti-fingerprinting tools, e.g.
Honeyd [64, 65].

To overcome this limitation, an interesting approach is to use data mining to perform
feature selection and produce improved fingerprints, and then use pattern classification
algorithms to identify them. The next section presents the current state of the art
discussion about the use of computational intelligence to perform RNSF.

3 Intelligence in Remote Computer Fingerprinting

Given the process presented in Fig. 3, it is possible to highlight the following possible
applications of computational intelligence: (i) forensics data preparation and feature
extraction from raw network data, (ii) methods for classification of fingerprints, and
(iii) inference results projection, representation and visualization.

When considering the application presented in Fig. 1, it is important to note that
we focus on RNSF instead of Remote Operating System Detection (ROSD), which
concerns to identify the operating systems of a remote machine. The main difference
is that in ROSD, the fingerprint is used to determine the operating system, while
with RNSF we aim to identify the subtle differences in the network communication
properties that are intrinsic to the machine itself. Fortunately, the data and fingerprints
used to perform ROSD are the same thing. Therefore, we should take advantage of
the tools to support RNSF, since new information can be obtained with an extra
classification. Hereafter, we present the state of the art about the use of computational
intelligence in ROSD.

Beverly [4] developed what seems to be the first scientific reference on the use of
computational intelligence for identifying remote systems. The author uses probabilistic
learning to build up a Bayesian Classifier (BC) [8] which can identify remote
operating systems in a passive fashion. Also, he verified improvement in operating
system classification when compared to rule based systems, e.g. early versions of
p0f [78, chap. 9].
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Burroni and Sarraute [7] is the first work to deal with computational intelligence
applied to active Remote Operating System Fingerprinting. An extended version of their
work as published later in [71]. The authors deal with ROSD as an inference problem
and classify the operating system of remote hosts as the most likely to generate the
captured traffic. To achieve this, they use a neural network of Multi-Layer Perceptrons
(MLP) [70] to classify the fingerprints according to known patterns. The proposed
neural network provided a more reliable classification mechanism when compared with
Nmap [40].

Li et al [35] provides similar results using data from a passive ROSF fingerprinting
tool p0f [78, chap. 9], apparently, not aware of the previous work of [4]. However,
instead of probabilistic learning, they use a back-propagation algorithm [70] with
the Levenberg-Marquardt algorithm (LMA) [34, 43] to train a MLP network which
produces better classification results.

Gagnon et al [20] discusses how Answer Set Programming (ASP) [42] can be used
to address the problem of ROSF by logically specifying the problem and providing
solutions through automated reasoning. This work is also presented in [19]. The results
presented in these papers support two interesting assumptions: (i) using a knowledge
base to keep previously deduced information enhance the accuracy; and (ii) a fully
passive tool may not be sufficient in the context of intrusion detection.

Greenwald and Thomas [24, 25] use concepts of information theory [72] to evaluate
the effectiveness of fingerprinting probes based on information gain. For example,
while Nmap [40] transmits 16 different probe packets, they demonstrated successful
fingerprinting with one to three packets. This result is quite important to perform ROSD
efficiently and with efficacy. Furthermore, these packets are valid TCP synchronization
packets to open ports, which are less likely to be detected and are tractable.

Zhang et al [79] propose a method to perform ROSD by using a Support Vector
Machine (SVM) [11], which is a high generalization neural network because of its
ability to simultaneously minimize the empirical classification error and maximize
the geometric margin classification space. Experimental results on identification of
signatures in the fingerprint database of different Nmap [40] versions show that the
method is effective in the discovery of new signatures not included in the older database.

Medeiros et al [45, 46] propose a new method to improve the classification
effectiveness of automation devices, where operating systems are usually proprietary
or unknown. The proposal makes use of Self-Organizing Maps (SOM) to build
a contextual feature map [32] that organizes operating systems according to the
similarities of their TCP/IP fingerprints. This map is used to identify devices under
test based on its operating system and may help security experts to select security tests
according to the class the device belongs.

Medeiros et al [47, 51] used data mining techniques to propose three new ways
of representation of the Nmap [40] ROSD database that can express how operating
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systems are similar to each other according to their TCP/IP stack implementations.
More specifically, they use a SOM [33], a Growing Neural Gas (GNG) [18], and the
k-means algorithm [41] to assess the abilities of these algorithms on fingerprint database
processing. In addition, they highlight applications in: (i) improvement on the capability
of identifying unknown operating systems; (ii) compression of fingerprint databases;
and (iii) fingerprint corruption evaluation.

Medeiros et al [48, 50] propose a method that uses only TCP synchronization
messages to collect TCP ISN (Initial Sequence Number) samples, motivated by the
fact that Nmap operating system detection [40, chap. 8] may harm sensitive TCP/IP
stack implementations (such as those of some automation devices), causing the
communication interruption. They use signal processing tools to classify the operating
systems based on these samples. Using this technique, they show that it is possible
to recognize operating systems using only one open TCP port on the target machine
without compromise the device operation. Also, they present results which shows that
their technique cannot be fooled by Honeyd [64] or protocol scrubbing [76, 77].

In general, the current state of the art in intelligent ROSD consists in the use of
classifiers which outperforms the rule based matching algorithms of passive and active
fingerprinting tools, i.e. p0f [78, chap. 9] and Nmap [40], respectively. The exception is
the work of [48, 50] which does not use any previous database to characterization and
classification of remote machines. The contributions of this literature to the process of
intelligent Remote Network Stack Fingerprinting are summarized in Table 2.

Table 2. Description of the contributions of computational intelligence to Remote Network
Stack Fingerprint. The acronyms are: ASP, answer set programming; BC, Bayesian classifier;
GNG, growing neural gas; LMA, Levenberg-Marquardt algorithm; MLP, multi-layer perceptrons
(trained with back-propagation algorithm); SOM, self-organizing map; and SVM, support vector
machine.

Contribution References Learning theory

Characterization Medeiros et al [48, 50] SOM, Kohonen [32]

Classification Beverly [4] BC, Cooper and Herskovits [8]
Sarraute and Burroni [71] MLP, Rumelhart et al [70]
Li et al [35] MLP, Rumelhart et al [70] and

LMA, Levenberg [34], Marquardt [43]
Gagnon and Esfandiari [19] ASP, Marek and Truszczyński [42]
Zhang et al [79] SVM, Cortes and Vapnik [11]
Medeiros et al [45, 46] SOM, Kohonen [32]

Data mining Medeiros et al [51] SOM, Kohonen [32],
GNG, Fritzke [18] and
K-means, MacQueen [41]

Feature selection Greenwald and Thomas [24, 25] Information theory, Shanon [72]
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The contributions presented in these works could be used to design or improve
various performance aspects of a detection system which create evidences based on
RNSF. Hereafter, we discuss how computational intelligence can be used to create more
accurate fingerprints and perform more effective and reliable classification.

3.1 Creation and Classification of Fingerprint Evidences

Almost all the contributions concerning with the use of computational intelligence in
RNSF are based on the fingerprint database of Nmap [40] and p0f [78, chap. 9]. A
forensic detection system such as presented in Fig. 1 could incorporate all contributions
that are available on each tool’s database, but the focus of such forensic system is to
identify machines uniquely, not only its operating system. Unfortunately, with current
technologies, such feature is still very hard to be ensured. However, if there exists
some information in the fingerprints database which can be used to make a machine
distinguishable, the classification method used by the forensic detection system should
accomplish this.

Fingerprint Scrubbing. Protocol scrubbers are transparent mechanisms that aims to
compromise network scans and attacks at various protocol layers. The use of fingerprint
scrubbing may compromise fingerprint’s reliability [76]. This follows from the fact that
some fields of the original message header are changed to prevent ROSD. Fingerprint
scrubbers are designed specifically to avoid ROSD, specially with Nmap and p0f.
Fortunately, they do not seem to be an obstacle for intelligent classification. For
example, [35] and [52] verified that current fingerprint scrubbers do not prevent ROSD.

Firewall Influence. Some firewall rules can drop specially crafted packets used to
perform ROSD. For example, some packets sent by Nmap are not usual, and can
easily be detected. Furthermore, a common firewall configuration practice involves the
filtering of closed ports. Since Nmap uses also closed ports to create a fingerprint, its
classification will be defeated in this scenario. To illustrate this, consider the Nmap
fingerprint of a remote machine in Fig. 9.

Fig. 9. The Nmap fingerprint of a remote machine through the Internet. The machine is protected
by a firewall which prevents the response of some Nmap probes.
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The remote machine is accessible through the Internet and is located in a protected
network of an university laboratory. The fingerprint in Fig. 9 is a detailed description
of the responses of sixteen probe packets sent by Nmap to the remote machine [40,
chap. 8]. The first six probe packets are used to build up the lines 1, 2, 3 and 5 of
the fingerprint, which each line describe: (i) ‘SEQ’, a description of the way TCP
time stamp, TCP ISN and IP ID sequences are generated; (ii) ‘OPS’, a description of
the received TCP options; (iii) ‘WIN’, a description the received TCP window sizes;
(iv) ‘T1’, a general description of the response of the first packet; and In addition,
the line ‘ECN’ describes the packet sent in response to a TCP open port to test the
implementation of Explicit Congestion Notification (ECN) [66].

The responses for the next six packets are described in lines ‘T2’ to ‘T7’. As
presented in Fig. 9, there was no responses for the packets associated to lines ‘T2’
and ‘T3’, which are send to open TCP ports. Moreover, the packets associated to lines
‘T5’, ‘T6’, and ‘T7’, which are send to closed ports, were not sent because a firewall
filtered all closed ports of the remote host. An UDP packet is sent to a closed port to
receive an ICMP port unreachable message (the response to this message is described
in the line ‘U1’). Finally, two ICMP echo request packets are sent, and the responses
are described in the ‘IE’ line. As we can verify in the fingerprint of Fig. 9, there was no
response for these last three packets also.

Simulating the seizure of the machine, the Nmap fingerprinting process was repeated
in controlled environment. The local network was configured to guarantee a favorable
scenario to Nmap. The information obtained from these new responses, presented in
Fig. 10, is similar to the information in Fig. 9 for the received responses.

Fig. 10. The Nmap fingerprint of the same machine of Fig. 9 in a controlled LAN environment.
In this case, the machine is supposed to answer all Nmap probes.

Comparing the two fingerprints we may conclude that the remote system did not
reply only the packet probe associated to ‘T2’, which is a TCP null packet (a TCP
packet with no flags), which is expected to be dropped by some operating systems. The
remaining unresponsiveness is due to filtering rules of the internal network security
mechanisms. However, it is important to note that the intersection of the existent
responses from Fig. 9 and Fig. 10 are almost equal. Therefore, it is still possible to
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perform network stack fingerprint in the presence of firewalls. Moreover, according to
[24], valid TCP SYN messages not blocked for open TCP ports encodes most relevant
information to distinguish different network stack implementations.

Clustering Similar Fingerprints. The performance of classical RNSF is negatively
affected by the presence of firewalls and use of protocol scrubbing. Fortunately, the use
of computational intelligence overcome this limitation. However, since the amount of
data which is reliable on the worst-case scenario is at a premium, its is convenient to
build up specialized classifiers for systems with similar fingerprints. The clustering of
similar systems, according to its TCP/IP stack implementation, is firstly presented by
[45, 51]. The authors present a labeled self-organizing map which groups operating
systems based on its network stack fingerprint. Moreover, a visual analysis of the
location of each fingerprint and its label, can guide the creation of three main clusters,
as depicted in Fig. 11.

⇓ clustering ⇓

Fig. 11. Illustration of Kohonen’s self-organizing map of Nmap fingerprints. The clusters are
used for the general classification of fingerprints in order to use the specialized neural network
for specific classification of similar fingerprints.
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The clustering of similar fingerprints to build specialized classifiers based on any
classification work presented in the beginning of Sect. 3 can improve the classification
of already used characterization databases, e.g. the databases of Nmap and p0f.
However, TCP SYN negotiation mechanisms used by some operating systems (e.g.
FreeBSD) can invalidate the reliability of classical data used to perform RNSF.

TCP Synchronization Mechanisms. To minimize the impact of TCP SYN flooding
attacks, there are some mechanisms which interposes between the client and the server
syncronization. Among them, the SYN cache and SYN cookies [15, 16], and the
TCP SYN proxy, implemented by the OpenBSD Packet Filter (PF) [26]. Fortunately,
these mechanisms can be detected or do not influence on specific informations used
to perform RNSF such as the use of data present in an already established TCP
communication, which is the case of clock skew based on TCP time stamps. In addition,
a recent study by [50, 52] shows the viability of RNSF and the possible identification of
such mechanisms using TCP ISN sequences. Hereafter, we explore the characterization
process proposed in that work.

The Generation of Sequence Numbers. [78] presented an original method for
characterization of TCP ISN pseudo random number generators. From [3], and [23], we
can extract the following recommendation for the generation of TCP initial sequence
numbers

s(cid, t) = m(t)+ f (cid, t), (1)

where s(cid, t) is the initial sequence number for a connection identity cid (source
address and port, and destination address and port) at instant t, m(t) is a random
incremental function, generally represented by

m(t) = m(t − 1)+ r(t), (2)

where r(t) is a random number generator. The function f (cid, t) is a connection
dependent term that is constant most of the time, represented by

f (cid, t) = h(cid,k(t)), (3)

where h(·) is a hash function which the second argument k(t) is an optional secret key
input which may change over time. In their work [50] used the Pseudo Random Number
Generator (PRNG) r(t) function to classify operating systems. Using Equations 1, 2 and
3, it is possible to recover samples of r(t) using the relation

r̂(t) = s(cid, t)− s(cid, t − 1), (4)

because f (cid, t) will only change eventually, and will be constant for the most part of
time. For the majority of cases, r̂(t) will be equal to r(t), however, when k(t) changes,
the estimated value r̂(t) is different of r(t).

Not surprisingly, there exists operating systems which do not follow the initial
recommendation of [3] or the standard by [23]. There are two common other alternative
approaches to generate ISN: (i) use constant increments instead of random increments,
and (ii) use directly pseudo random sequences instead of the incremental approach.
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To visualize these sequences in a graphical plot, it is possible to use delayed coordinates.
Each point in the plot is given by the relation

[x,y] = [r̂(t), r̂(t − 1)], (5)

where t is iterated from the unity to the size of the sequence. The visualization of the
sequences of six general purpose operating system are presented in Fig. 12.

(FreeBSD) (NetBSD) (OpenBSD)

(Linux) (Windows 2000) (Windows XP)

Fig. 12. Portraits of the pseudo random number generators of six general purpose operating
systems. All the generators are distinguishable and can be used to characterize the operating
system of a remote machine. The linearity of FreeBSD portrait illustrates the presence of a SYN
cache.

A visual analysis of the portraits presented in Fig. 12 can easily conclude that the
pseudo random number generators of the TCP implementations of the six analysed
operating systems are distinguishable. To automate this classification process [50]
first used the SOM neural network to create reduced representations of the portrait.
Furthermore, to classify these representations, the authors used a metric to compute the
distance between two set of points. To create this fingerprint of the remote machine
it is sufficient an open TCP port on the remote machine and hundreds of TCP ISN
samples. This amount of samples is required based on the current developments of the
classification system. Although, to detect TCP SYN mechanisms the amount of samples
could be reduced to a few samples.

PRNG Samples via Passive Fingerprinting. In some types of computer network
attacks, the machine used to perform the criminal activity sends a considerably number
of TCP SYN packets. For example, in cyber attacks of the type of Denial of Service
(DoS), it is possible to passively gather a sequence of TCP ISN from the network traffic
and use it to characterize the PRNG of the attacker’s machine.
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3.2 The Architecture of an Intelligent Detection System

The definitions, case studies and techniques presented and discussed so far can ground
the extension of the proposed detection system illustrated in Fig. 1. This extension is
proposed as an architecture in which an incident detection system should create and
preserve fingerprints of the machine used to perform the cyber crime. When some
machine is seized, the machine would be inserted in a controlled network to verify if it
was used in any previous detected cyber crime, similar to a human fingerprint database
system. This whole process is described in Fig. 13.

Architectures similar to that presented in Fig. 13 are already explored in network
forensics scientific literature. For example, in [53] the authors propose a passive
fingerprinting method to automate chat room monitoring. Remote network stack
fingerprinting is already used by [56, 55] to aid cyber sex crimes investigations.
Despite the success of its use, classical remote computer fingerprinting systems may
became unreliable if the suspect’s machine is protected by firewalls, protocol scrubbers,
TCP SYN mechanisms, or even fingerprinting courier measures such as Honeyd. To
overcome this undesirable limitation, it is possible to use computational intelligence
methods applied to ROSD. These methods can be effective even if we still use classical
characterization databases and just apply new classification mechanisms. The use of
clustering to build specialized classifiers is a natural step toward the creation of a more
effective classification system, as described in Fig. 14.

This classification mechanism must be considered general and should be adapted
to the learning strategies used to classify and characterize fingerprints. The chosen
learning algorithms must consider the possibility of use of computer fingerprint
evidences in cyber crime investigations and judgments and its necessity of advances
in reliability and efficacy of both data and inference. These advances are crucial to
support the admissibility of these evidences, which is discussed in next section.

4 Legal Issues

In the early days of digital forensics, the cyber crime investigations concerns with the
use of law enforcement agents to monitor the cyber crimes and acquire evidences
to arrest the suspect of the illegal activities. However, due to the simple and naive
techniques used by the detectives, the veracity of these evidences was eventually
challenged by defense attorneys. [56] discuss about a pedophilia case where an
undercover detective, posing as a minor in chat rooms, talks to a man interested in
sexual relations. The detective simply logged the online conversations, cut and paste
the chat room transcripts into computer files, which was considered inadmissible as
evidence.

This example lead us to take into consideration the question of how the evidences
should be collected. While the current techniques for acquiring evidences, as those
discussed in this chapter, are much more robust and feasible than the previous ones, the
legal issue that arises concerns to the legality of these evidences, i.e. if it can be admitted
into a court of law. This possibility can be used to determine another quality to RCF
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Fig. 13. A conceptual network forensics system which detect, acquire, characterize (a) and
preserve evidences (b) of suspicious network activity in a local area network. Furthermore, the
characterization of the seized machine in a controlled network (c) is preserved (d) to possible
identification (e) of previous use in criminal activities.
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Fig. 14. Classification of evidences of Remote Network Stack Fingerprinting based on
computational intelligence. Iteration over the evidence database (a) used to perform a
classification mechanism guided by a clustering of similar fingerprints (b) classified by
specialized classifiers trained with a concatenated database of seized machine fingerprints (c)
and unbiased fingerprints from non-suspect machines (d) to prevent false positives.

techniques, the admissibility, defined next. The admissibility depends on the country or
state in which the prosecution occurs. But, as a general rule, the admissibility depends
on: (i) the reliability of the evidence, and (ii) if the method to gather the evidence does
not violate the person’s reasonable expectation of privacy [55].

Definition 10 (Admissibility). Concerns to the legality of these evidences, i.e. if it can
be admitted into a court of law. Generally, it depends on reliability, and if does not
violate suspect’s reasonable expectation of privacy.

In the case of Remote Computer Fingerprinting, the reliability of the acquired
evidences depends on the scientific method used, i.e. if is proven that it yields a correct
and possible unique fingerprint to the suspect’s machine. Regarding the privacy issues, a
remote fingerprint technique employed must consider extracts the evidence either from
public domain, e.g. an information available on the Internet, and using a technology
that is in the general public use. For the cases where there is no such public information
or technology, one can try to explore the exceptions to the rules, but it will be safer
to rely on the one supported by a court-issued warrant. In addition, [75] highlight that
a forensic testimony, to be admissible in court, must be based on scientifically valid
methodology, i.e. methods that: (i) are peer reviewed, (ii) based on testable hypotheses,
(iii) have a known error rate (false positives and true negatives), (iv) follow an existing
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set of standards, and (v) are generally accepted within the scientific community. In
addition, it should not violate suspect’s reasonable expectation of privacy.

Therefore, in addition to the technical challenges associated to the process of remote
computer fingerprinting, there are a variety of legal issues that must be considered. As
said by [75], the use of techniques or inspection of traffic without a warrant, or making
manipulations to the protocols beyond its normal behavior, which is the case for some
of the active fingerprinting techniques, are violation to the law enforcement, and will
invalidate the acquired evidences. These are just a few of legal issues to be concerned
when dealing to forensics research, more discussion about this and jurisprudence
example cases can be found in [57, 75, 22] and [40, chap. 1].

5 Conclusion

This chapter introduced the concept of Remote Computer Fingerprinting. Although
the remotely creation of computer fingerprints are practically developed since the
middle of ninety decade, concerning mainly with computer security, its use to aid cyber
crime investigations is a recent research subject. Due to substantial differences on its
application to network security, the use of computer fingerprints in network forensics
should revise the related scientific literature, since its main application was in remote
operating system detection. This distinction of applications in network security and
forensics is well explored by [75].

To correctly classify the methods presented in the literature, we introduced a
new taxonomy for remote computer fingerprinting methods. More specifically, we
classify the methods according to the network data they use to characterize the remote
machine. Considering its practical use, this classification is based on the Internet stack
model. Therefore, Remote Computer Fingerprinting was divided into three classes:
Remote Service Fingerprinting, Remote Network Stack Fingerprinting and Remote
Link Fingerprinting. To enforce the connection between computer scientist and forensic
field expert, we introduced the basic mechanisms behind the different techniques used
to perform computer fingerprints remotely.

The different techniques which characterize machines remotely were evaluated.
The main result is the performance classification presented in Table 1. This analysis
concludes that network data from layers 2 and 3 of the TCP/IP stack model (cf. Fig. 2)
is the most valuable in various aspects. This fact guided the work to the application of
computational intelligence in Remote Network Stack Fingerprinting.

After the presentation of necessary definitions and the adaptation of the concepts
of Remote Computer Fingerprinting from network security literature, the use of
computational intelligence was justified by two main contributions: the improvement
in classification and the use of data mining techniques to perform feature extraction
and clustering. These contributions ware summarized in Table 2, which supports
the proposed architecture to aid the creation and classification of remote computer
fingerprints. Moreover, to enhance the possibility of use of computer fingerprint
evidences in cyber crime investigations and judgments, it is necessary advances in the
study of reliability and efficacy of both data and inference.

Furthermore, the application possibilities of remote identification of systems and
devices in digital forensics can partially supply the need of sophisticated tools to
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acquire, preserve, examine, analyze and present digital evidences in cyber crime
investigations. Therefore, the use of remote computer fingerprinting to aid cyber crime
investigations must evolve, since its applications were just initially explored, it should
become a new research area seeking for more sophisticated tools.
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Abstract. In a modern, civilized and advanced society, reliable authentication 
and authorization of individuals are becoming more essential tasks in several 
aspects of daily activities and as well as many different important applications 
such as in financial transactions, access control, travel and immigration, 
healthcare etc. In some situations, when individual equipment is required for 
confirmation of one’s identity to other groups of people in order to make use of 
services or to achieve access to physical places, it is always necessary to declare 
self-identity and to prove the claim. Traditional authentication methods, which 
are based on knowledge (password-based authentication) or the utility of a 
token (photo ID cards, magnetic strip cards and key-based authentication), are 
less reliable because of loss, forgetfulness and theft.  

These issues direct substantial attention towards biometrics as an alternative 
method for person authentication and identification. The word ‘biometric’ has 
been derived from the Greek words “Bio-metriks”, “Bio” which means life and 
“metriks” which means measures. Therefore a biometric is the measurement 
and statistical analysis of unchanging biological characteristics. Biometrics 
evaluate a person’s unique physical or behavioural traits to authenticate their 
identity. As biometric identifiers are unique to persons, they are more reliable in 
verifying identity than token-based and knowledge-based methods. In the last 
few years, substantial efforts have been devoted to the development of 
biometric-based authentication systems. Biometrics provide an expected and 
successful solution to the authentication problem, as it offers the construction of 
systems that can identify individuals by the analysis of their physiological or 
behavioural characteristics [1]. In fact, the field of biometrics is the science of 
using digital technologies and the intention of biometric systems is to perform 
the recognition or authentication of people based on some biological 
characteristics that are intrinsically unique for each individual. The 
effectiveness of a biometric system is measured mainly by the distinguishing 
attributes that are used to verify the identity. A large number of biometric traits 
have been investigated and some of them are nowadays used in several 
applications. Common physical traits include fingerprints, ear, hand or palm 
geometry, vein, retina, iris and facial characteristics [2]. Behavioural traits 
include voice, signature, keystroke pattern and gait.  

A biometric scheme can either verify or identify the authentication of an 
individual. In verification mode, it authenticates the person’s identity on the 
basis of his/her claimed identity. In identification mode, it establishes the 
person’s identity (among those enrolled in a database) without the subjects 
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having to claim their identity [3]. Among all other biometric traits, signature 
verification occupies an important and a very special place in the field of 
biometrics.  

1 Overview of Biometric Traits and Technologies 

Biometric systems are a constantly growing technology, which have been widely used 
in many official and commercial identification applications. A biometric method is 
essentially a pattern recognition system which makes a personal identification 
decision by determining the authority of specific physiological or behavioural traits 
[4].  Nowadays a large number of biometric traits have been investigated and some 
of them are used in several applications. The diagram of a generic biometric system as 
specified in [39] is shown in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. A Generic Biometric System 

Each biometric technology has its strengths and limitations. It is not expected that 
one biometric trait will efficiently fulfil the needs of all the applications. The match 
between a specific biometric and an application is determined depending upon the 
requirements of the application and the properties of the biometric characteristic. A 
number of biometric characteristics have been in use for different applications [5]. 
Each biometric characteristic has its effectiveness and disadvantages, and the choice 
depends on the specific application. No single biometric is expected to successfully 
meet all of the requirements (e.g., accuracy, practicality, and cost) of all applications 
(e.g., digital right management, access control, and welfare distribution) [6]. In other 
words, no biometric is “optimal” although a number of them are “admissible.” The 
suitability of a specific biometric for a particular application is determined depending 
upon the requirements of the application and the properties of the biometric  
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characteristic. A large number of biometric traits have been explored and a brief 
description of some important and commonly used biometric traits is discussed as 
follows. Examples of different biometric characteristics are shown in Figure 2. 

 

  

Fig. 2. Examples of Some Biometric Characteristics: (a) Face, (b) Fingerprint, (c) Hand 
geometry, (d) Iris, (e) Keystroke, (f) Voice, (g) Sclera, (h) Signature 

 
• Face recognition investigates facial characteristics, and facial images are one of 

the common biometric characteristics to undertake personal recognition.  A facial 
recognition method is an application of computer for automatically identifying or 
verifying a person from a digital image. A face recognition scheme generally 
consists of four modules: face detection and tracking, facial feature finding, face 
representation, and matching [7]. In a research by Jain et al. [10], authors have 
indicated that the applications of facial recognition range from a static, controlled 
authentication to a dynamic, uncontrolled face identification process. The face 
recognition approaches [8] are usually based on either: (a) the position and shape 
of facial characteristics (eyes, eyelid, eyebrows, nose, lips, and chin and their 
spatial relationships) or (b) the investigation of the face image samples.  The 
main objective of face recognition system is security related, but there are some 
kind of applications related to personal use, convenience and productivity 
enhancement. 

• The pattern of ridges and valleys on the surface of a fingertip are considered as 
fingerprint. Fingerprints are one of the forms of biometric applied to recognize 
individuals and verify their identity. Fingerprints recognition system is one the 
most common biometric authentication systems. Fingerprints remain constant 
throughout life of a person and it has been used by human for personal 
identification for many decades [9]. Over the last few decades in the field of 
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biometric authentication, no two fingerprints have ever been detected to be 
similar, not even those of identical twins. According to Jain et al. [10] fingerprint 
recognition or fingerprint authentication refers to the automated technique of 
verifying a match between two individual fingerprints [10]. Comparison of several 
features of the print pattern is generally required for the analysis of fingerprints 
matching. Three basic patterns of fingerprint ridges are the arch, loop, and whirl.  
Arch: The ridges enter from a side of the finger, move towards the centre making 
an arc, and then exit the other part of the finger. Loop: The ridges come from one 
side of a finger, create a curve, and then exit on that same side. Whirl: Ridges 
create circularly around a central point on the finger. 

• Hand geometry is a biometric that uses the geometric shape of the hand with its 
shape, size of palm, and lengths, widths of the fingers [11] for authenticating a 
user's identity. This biometric offers a good balance of performance characteristics 
and is comparatively easy to use. It might be appropriate where there are more 
users or where users access the system infrequently and are perhaps less 
disciplined in their approach to the system. Environmental factors, such as dry 
weather or personal anomalies such as dry skin, do not provide to have any 
negative effects on the authentication accuracy of hand geometry-based methods. 
The geometry of the hand is not known to be very unique and hand geometry-
based recognition systems cannot be scaled up for techniques requiring 
identification of an individual from a huge population. Hand geometry 
information may not be constant during the period of growth of children. In 
addition, a person’s adornments (e.g., rings) may pose further challenges in 
extracting the correct hand geometry information.   

• An iris scan presents an investigation of the rings, furrows and freckles in the 
coloured ring of the eye. The iris is the annular area of the eye surrounded by the 
pupil and the sclera (white of the eye) on either side. Iris-based biometrics, 
involve analysing features found in the coloured ring of tissue that surrounds the 
pupil. The iris patterns are formed six months after birth and become stable after 
about one year. After that, the patterns remain unchanged for life. The complex 
iris texture carries very unique information which is useful for personal 
recognition [12]. Each iris is supposed to be unique and, like fingerprints, even the 
irises of identical twins are expected to be different. It is very hard to surgically 
tamper the texture of the iris. Although the early iris-based recognition systems 
required considerable user participation and were expensive, the new methods 
have become more accessible and cost-effective. Iris biometrics work with glasses 
and contact lenses in place and are one of the few devices that can work well in 
identification mode. 

• Retina-based biometrics involve analysing the coating of blood vessels located at 
the back part of the eye. A recognized technology, this technique involves using a 
low-intensity light source through an optical coupler to scan the unique patterns of 
the retina [13]. Retinal scanning can be quite accurate but does require the user to 
look into a receptacle and focus on a given point. This is not convenient if glasses 
are used or concerned about having close contact with the reading device. For 
these argues, retinal scanning is not well accepted by all users. 
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• Voice is a combination of physical and behavioural biometrics.  
Voice authentication is not based on voice recognition but on voice-to-print 
authentication, where advanced technology converts voice into text. Voice 
biometrics has a good potential for growth; because it needs no new hardware as 
most PCs already contain a microphone. According to J. P. Campbell [14], features 
of a person’s voice are based on the shape and size of the appendages (e.g., vocal 
tracts, mouth, nasal cavities, and lips) that are employed in the synthesis of the 
sound. These physical features of human speech are invariant for an individual, 
but the behavioural part of the speech of a person changes over time due to age, 
health conditions (such as cold), emotional state, etc. [14]. Voice is also not very 
distinctive and may not be appropriate for large-scale identification.  

• It is hypothesized that each person types on a keyboard in a characteristic way. 
This behavioural biometric is not expected to be unique to each individual but it is 
expected to offer sufficient discriminatory information that permits identity 
verification [15]. Keystroke dynamics is a behavioural biometric; for some 
persons, one may expect to detect huge variations in typical typing patterns. 
Moreover, the keystrokes of an individual using a system could be monitored 
unobtrusively as that person is keying in information. However, this biometric 
allows ‘continuous verification’ of an individual over a period of time.  

• Among the various biometric techniques, sclera recognition is considered as one 
of the important traits. As the sclera area is a highly-protected portion of the eye, it 
is very difficult to spoof. Identification of a person by the vessel patterns of the 
sclera is possible because firstly, these patterns possess a high degree of 
randomness, which is never the same for any two individuals, even for identical 
twins and this makes it ideal for personal identification. Secondly, the patterns 
remain stable throughout a person's lifetime [16], these patterns even differ for the 
right and the left eye of the same individual. Additionally this trait can be easily 
combined with iris biometrics. It is interesting to note that humans are the only 
mammals with extensive exposed sclera, which is amenable to imaging of the 
encompassing conjunctival vasculature. The various challenges in sclera 
recognition include accurate segmentation of the sclera area, sclera vessel 
enhancement and the extraction of discriminative features of the sclera vessel 
pattern for authentication and identification purposes. The task becomes more 
difficult, as frequently a complete sclera image is not obtained but it is occluded 
by portions of the eyelid and eyelashes. Moreover different lighting conditions can 
change the appearance of the texture patterns by accentuating and attenuating 
various grey tones. Also, the authentication system should work in real-time so 
that extraction, representation and comparison of texture images should not 
consume large computational resources. After that, a classification system uses the 
mathematical model of the sclera texture to compare with other sclera images to 
identify specific individuals or identify an individual. 
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2 Signature Biometrics 

For security and control in recognition of human identity, most biometric identifiers 
require a special type of device/equipment or sensor system. However, biometric 
authentication using signatures can be realized with no additional sensor except a pen 
and a piece of paper. Nakanishi et al. [17] have shown that every human being has 
limited biometrics and if the biometric data are leaked out or accessed inadvertently, 
and the identity of the person whose biometrics they belong to is disclosed, they can 
never be used for authentication again.  So, to deal with this problem, cancellable 
biometric techniques have been introduced. Among various biometric modalities, 
only the signature is considered cancellable from a viewpoint of spoofing [17]. Even 
if a signature shape is known by others, it is possible to cope with the problem by 
changing the shape. Among all of the biometric authentication systems that have been 
proposed and implemented, automatic handwritten signatures are considered as the 
most legally and socially accepted attributes for personal identification. The most 
challenging aspect in the automation of signature-based authentication is the need for 
obtaining high accuracy results in order to avoid false authorization or rejections.  

Handwritten signature authentication is based on systems for signature verification 
and signature identification. Whether the given signature belongs to a particular 
person or not is decided through a signature identification system, whereas the 
signature verification system decides if a given signature belongs to a claimed person 
or not. Signature-based authentication can be either static or dynamic. In the static 
mode (referred to as off-line), only the digital image of the signature is available. In 
the dynamic mode, also called “on-line”, signatures are acquired by means of a 
graphic tablet or a pen-sensitive computer display. 

A signature is a biometric attribute created by a complex process originating in the 
signer’s brain as a motor control “program”, implemented through the neuromuscular 
system and left on the writing surface by a handwriting device [18]. Consequently, 
signature-based identification and verification is also considered as an important 
authentication technique among all of the most popular biometric-based 
authentication methods in the area of personal identification.  

A signature also has a high legal value, since it has always played a role in 
document authentication and it is accepted both by governmental institutions and for 
commercial transactions as a mean of identification. Moreover, contrary to the 
majority of other biometrics, a signature can be reissued, in the sense that, if 
compromised, with a certain degree of effort the user can change his signature. On the 
other hand, it can be influenced by physical and emotional conditions and it exhibits a 
significant variability that must be taken into account in the authentication process. 

Signature verification analyses the way a user signs his/her name [19]. Signing 
features such as speed, acceleration, velocity, and pressure are as important as the 
completed signature’s static shape. Signature based authentication enjoys a synergy 
with existing processes that other biometric based authentication methods do not. 
People are generally used to signatures as a means of transaction-related identity 
authentication. Signature verification devices are reasonably accurate in operation and 
obviously lend themselves to applications where a signature is an accepted personal 
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Signature verification is a significant area of study in the field of pattern 
recognition. Many techniques of verification have been built up specifically to 
address the off-line signature verification problem. In general, to deal with the 
problem of off-line signature verification, researchers have investigated a commonly 
used approach which is based on analysing two different patterns of classes, class 1 
and class 2, where class 1 represents the genuine signature set, and class 2 represents 
the forged signature set. When the performance of the off-line signature verification 
system is calculated, usually two types of errors [23] are considered: the False 
Rejection, which is called a Type-1 error and the False Acceptance, which is called a 
Type-2 error. Hence, there are two types of error rates: False Rejection Rate (FRR) 
which is the percentage of genuine signatures treated as forgeries, and False 
Acceptance Rate (FAR) which is the percentage of forged signatures treated as 
genuine. The Average Error rate (AER) is the average of FAR and FRR. When we 
deal with the experiments of a system, we must make a trade-off between FRR and 
FAR based on the application and other aspects of where and how the system is used. 
Conversely, if the decision threshold of a system is set to have the percentage of false 
rejections approximately equal to the percentage of false acceptances, the Equal Error 
Rate (EER) is calculated. During the enrolment phase, the input signatures are 
processed and their personal features are extracted and stored into the knowledge 
base. During the classification phase, personal/salient features extracted from an 
accepted signature are compared against the information in the knowledge base, in 
order to judge the authenticity of the applied signature. 

According to Ismail et al. [24], an automatic signature verification system should 
meet the following requirements:  

• Reliability: The forgeries should be rejected and the genuine signatures should be 
accepted if there is adequate distinction between the input samples and the original 
patterns.  

• Adaptability: Genuine signatures should be accepted even with slight variations 
• Practicality: It is possible to implement such systems in real-time. 

4 Multi-script Signature Verification Concept 

Although significant research has already been undertaken in the field of signature-
based authentication, particularly when single-script signatures are considered, 
however conversely, less attention has been devoted to the task of multi-script 
signature-based authentication. In the signature-based personal identification and 
verification area, introduction of multi-script challenges is a very recent concept and a 
novel scheme. 

As a multi-script and multi-lingual country, India doesn’t have the concept of a 
single language. The country has a set of official regional scripts and languages 
recognized for some of its individual states for official communications. There are ten 
major scripts in India for the documentation of its official languages. They are 
Devanagari, Bangla, Gurumukhi, Guajarati, Oriya, Kannada, Telugu, Tamil, 
Malayalam and Urdu (Nastaliq). Most of the Indian scripts have originated from an 
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ancient script called Brahmi through various transformations [25]. Devanagari script 
is being used for writing many languages namely Hindi, Marathi, Nepali, Sanskrit, 
Konkani, Maithili, Santali, Sindhi, and Kashmiri. Hindi, written in Devanagari script, 
is the national language of India.  

When a country deals with two or more scripts and languages for reading and 
writing purposes, it is known as a multi-script and multi-lingual country. 
Multilingualism is a widespread phenomenon as there exist more than 6500 languages 
around the world. Most countries have only a single language but very few countries 
have more than one script for reading and writing purposes. In India, there are 
officially 23 (Indian constitution accepted) languages and 11 different scripts.  In 
such a multi-script and multi-lingual country like India, languages are not only used 
for writing/reading purposes but also applied for reasons pertaining to signing and 
signatures. In such an environment in India, the signatures of an individual with more 
than one language (regional language and international language) are essentially 
needed in official transactions (e.g. in a passport application form, an examination 
question paper, a money order form, bank account application form etc.). To deal with 
these situations, signature verification techniques employing single-script signatures 
are not sufficient for consideration. Consequently in a multi-lingual and multi-script 
scenario, signature verification methods considering more than one script are in great 
demand. 

Development of a general multi-script signature-based authentication system, 
which can verify the identity of people using signatures of all scripts, is very 
complicated and it is not possible to develop such a method in the Indian scenario. 
The verification accuracy in such multi-script signature environments will not be 
desirable compared to single script signature verification. To achieve the necessary 
accuracy for multi-script signature authentication, it is first important to identify 
signatures based on the type of script and then use individual single script signature 
verification for the identified signature script. 

India is a union of 29 states and most of the regions use three different languages 
(international language, national language and regional language). West Bengal is a 
state where Bangla (local language), Hindi as a national language and English as an 
international language are generally used for official transactions. A generic multi-
script signature verification system considering these three different scripts of 
signatures (Bangla, Hindi and English) is shown in Figure 4. 

5 Classification of Biometric Signatures 

For increasing the reliability of biometric-based authentication methods and systems, 
different groups of biometric signatures have been undertaken in research and 
scientific discussion to make the authentication systems more protected.  

Arslan Bromme [26] has presented that the usage of biometric signatures within 
the biometric enrollment, authentication and de-enrollment processes shows mainly 
two classes of biometric signatures in use for mono-modal biometric processes: i. 
mono-modal biometric signatures for single biometric signatures and ii. mono-modal 
biometric templates representing sets/classes of single biometric signatures.   
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Fig. 4. Multi-script Signature Verification System 
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Taking multimodality into account, two more classes of biometric signatures are 
considered: multi-modal biometric signatures as lists of mono-modal biometric 
signatures for more than one biometric method used, and multi-modal biometric 
templates for lists of mono-modal biometric templates.  

On the superset level with regard to mono-modal or multi-modal biometric 
processes for changing environmental conditions or changing biological 
characteristics (e.g. aging), other high level classes will arise: mono-modal biometric 
multi-templates for sets of mono-modal biometric templates and multi-modal 
biometric multi-templates for lists of mono-modal biometric multi-templates.  

On the other hand, different combinations of biometric traits have also been taken 
into account in research to make the authentication systems more secure. Biometric 
systems using a single biometric trait either for identification or for verification is 
called a unimodal biometric system [27]. According to Teddy Ko [28] an unimodal 
biometric authentication system sometimes fails to be accurate enough for the 
identification of a large user population due to some problems such as noisy dataset, 
non-universality, limited degrees of freedom, spoof attacks, intra-class variations, and 
undesirable error rates. 

However, no biometric trait is truly universal [29]. Biometric systems based solely 
on a single biometric may not always meet security requirements. Thus multi-
biometric systems are emerging as a trend which helps in overcoming limitations of 
single biometric solutions. So the problems associated with unimodal biometric 
systems can be overcome by multimodal biometric systems. A multimodal biometric 
system unifies the information presented by multiple biometric sources. Multiple 
biometric sources include multiple sensors, multiple instances, multiple samples, 
multiple algorithms, or multiple biometric traits [30]. 

6 Signature Stability 

Stability analysis of handwritten signatures is very relevant for automatic signature 
verification and this is also a very important characteristic for investigating the 
intrinsic human properties related to the handwriting generation processes concerning 
human psychology and biophysics. Each handwritten signature strongly depends on a 
large number of factors such as the psychophysical state of the signer and its social 
and cultural environment as well as the conditions under which the signature 
apposition process occurs [31]. In addition, its study can provide new insights for a 
more accurate treatment of signatures for verification purposes, hence contributing to 
the design of more effective signature verification systems. For these reasons, it is not 
surprising that the scientific community has been devoting much effort to the analysis 
of signature stability.  

A lot of approaches estimate signature stability by the analysis of a specific set of 
characteristics, when dynamic signatures are considered. In general, these approaches 
have shown that there is a set of features which remain stable over long time periods, 
while others can change significantly in time [32]. More precisely, a comparative 
study of the consistency of certain features of dynamic signatures has demonstrated 
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that position, velocity and pen inclination can be considered to be among the most 
consistent, when a distance-based consistency model is applied [33]. Other results, 
based on personal entropy, demonstrated that position is a stronger characteristic than 
pressure and pen inclination in both short and long-term variability. Moreover, 
although pressure may give better performance results in a short-term context, it is not 
recommended for signature verification in the long-term.  

When static signatures are considered, the degree of stability of each region of a 
signature can be estimated by a multiple pattern-matching technique [34]. The basic 
idea is to match corresponding regions of genuine signatures in order to estimate the 
extent to which they are locally different. A preliminary step is used there to 
determine the best alignment of the corresponding regions of signatures, in order to 
diminish any differences among them. 

Although stability has been observed in signatures, the signing process does not 
lend itself to the production of repeatable, perfectly accurate and identical 
characteristic data issued from successive trials. The only certainty in this domain is 
that when two signatures are identical and one of them is a forgery, i.e. probably a 
copy. In fact, a great deal of variability can be observed in signatures, depending on 
country, age, time, habits, psychological or mental state, physical and practical 
conditions. Two types of signature variability have to be clearly distinguished: 
intraclass or intrapersonal variability, i.e. the variation observed within a class of 
genuine signature specimens of one individual, interclass or interpersonal variability, 
i.e. differences which exist between genuine signature classes produced by two 
different writers. In theory, intraclass scatter must be as low as possible and interclass 
scatter extensive enough to be used for class separation.  

The stability comes from the intrinsic properties of rapid human movements that 
somehow constitute the basic element of each signature [32]. In fact, a number of 
major psychophysical phenomena have been observed on a regular and consistent 
basis during the study of these movements. The most remarkable is without doubt 
what is known as the invariance of velocity profiles. A technique for the analysis of 
stability in static signature images has been presented by Impedovo et al. [35]. The 
technique uses an equimass segmentation approach to non-uniformly split signatures 
into a standard number of areas.  Consecutively, a multiple matching technique is 
adopted to estimate stability of each area, based on cosine similarity.   

7 Signature Verification vs. Identification  

In the field of automatic signature recognition, two different types of signature 
recognition systems are considered such as signature verification and signature 
identification systems. Signature-based biometric technologies are used for either one 
of those two purposes, verification or identification, and the implementation and 
selection of the technology and related procedures are closely tied to this aim. 
Technologies differ in their capabilities and effectiveness in addressing these 
purposes. Verification (Am I whom I claim I am?) includes confirming or rejecting a 
person’s demanded identity. In identification, someone has to establish a person's 
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identity (Who am I?). Each one of these approaches has its own complexities and 
could probably be solved by a signature authentication system. These two examples 
illustrate the difference between the two primary uses of biometrics: identification and 
verification.  

Signature identification (1:N, one-to-many, recognition):  A signature 
identification system must recognise a signature from a list of N signatures in the 
template database. The process of determining a person’s identity by performing 
matches against multiple templates. Identification systems are designed to determine 
identity based solely on signature information.  

Signature Verification (1:1, matching, authentication): A signature verification 
system simply decides whether a given signature belongs to a claimed signature or 
not. It is the process of establishing the validity of a claimed identity by comparing a 
verification template to an enrollment template. Verification needs that an 
individuality be claimed, after which the individual’s enrollment template is located 
and compared with the verification template. Verification responses the query, ‘Am I 
who I claim to be?’ 

8 Dynamic and Static Signature Verification  

The biomechanical processes involved in the production of the human signature are 
very complex. In vastly simplified terms, the main excitation is thought to take place 
in the central nervous system, more specifically in the human brain, with predefined 
intensity and duration describing the intent of the movement. The signal of the intent 
(or the movement plan) is passed through the spinal cord to the particular muscles 
which are activated in the intended order and intensity. As a result of such activation 
and relaxation of the muscles and whilst holding a pen, the resultant arm movement is 
recorded in the form of a trail on paper as a handwritten signature.  

Based on the handwritten signature data acquisition method, two types of systems 
for handwritten signature verification can be identified: static (off-line) systems and 
dynamic (on-line) systems.  

8.1 Dynamic Signature Verification 

Whenever handwriting is captured as a user writes for the purpose of recognition or 
analysis, it is called on-line handwriting recognition. This process requires special 
devices, such as stylus or digitizer pen and tablet, to capture the writing information 
on-the-fly. The temporal stream of information which is extracted as the writing is 
produced is called on-line features, which include local pressure, acceleration, speed, 
number of strokes, and order of strokes. The signature image can be simulated with 
high accuracy using this temporal-spatial feature information. 

Dynamic signature verification system uses a digitizer or an instrumented pen to 
give a representation of the written signature generating one or several signals which 
vary with time. The raw data are then pre-processed to remove spurious information, 
to filter the significant signals and to validate the acquisition process. The next step 
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involves what is referred to as the feature extraction process. Specific and 
discriminant functions or parameters are computed from the filtered input data and are 
used to represent a signature.  

Dynamic signature verification methods can be classified in two principal groups. 
In the first group of dynamic signature verification, the techniques deal with functions 
as features. In this case, the complete signals (i.e. position, pressure, velocity, 
acceleration vs. time, etc.) are regarded as, mathematical time functions where the 
values directly constitute the feature set [36]. In the second group of dynamic 
signature verification, the techniques refer to several parameters as features. These 
parameters are computed from the measured signals. Both global and local 
information are either explicitly or implicitly taken into explanation, separately or 
together.  

• Number of strokes: This feature is the total number of lines contained in the entire 
signature. One line is from the time since the signer put down the pen to the 
contact surface until it is filed or until pen-up occur. 

• Number of pen-ups: This feature shows how many times writer picked up a pen 
during signing a signature. It should be noted that the last lifting of pen is not 
counted because it marks the end of the signing. 

• Signature aspect ratio: This feature considers the width of the signature (signature 
size on the x-axis) expressed in pixels of a tablet and normalized on pixels of the 
screen and the height of a signature (the size of signatures on the y-axis) expressed 
in the same way that puts them in proportion. The assumption is that the user will 
sign each time the same in terms of creating a signature in one, two or more lines 
and that the size of signatures each time will be approximately the same. 

• Signing time: Feature expresses the total time needed to get a person to sign, 
usually in milliseconds, since the beginning of the signing. It is assumed that the 
time for a trained signature will always be nearly equal. 

• Time-down ratio: It describes how much of total signing time the pen was in 
contact with the singing surface. To a person who has trained signature, this 
characteristic will be fairly constant because it is directly related to the signing 
time. 

• Time-up ratio: This feature opposite to Time-down ratio, and indicates how long 
of total signing time a pen was separate from the signature area. This feature is 
used for authentication algorithm, which may favour one of two opposing feature 
in relation to represent a more stable signature characteristic of the person. 

• Signature speed: This feature is derived from the total length of the signature and 
the time in which the pen was in direct contact with the signing area. It tells the 
speed of signing expressed in pixels per millisecond. Trained signature should not 
have significant differences over the time. However, this feature strongly depends 
on the physical and mental condition of the person. 

• Velocity along the x-axis: This feature represents speed expressed in number of 
pixels per millisecond, which indicates how quickly people sign if only the x 
coordinate is considered in the system. It calculates the total length which pen 
passed along the x-axis and is divided by the total time in which the pen was 
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lowered to the signing area. This feature depends on the physical and mental 
condition of the person and is often used less than other characteristics. 

• Velocity along the y-axis: Here the feature represents speed expressed in number 
of pixels per millisecond, which indicates how quickly people sign if only the y 
coordinate is considered in the system. It calculates the total length which pen 
passed along the y-axis and is divided by the total time in which the means for 
writing was lowered to the signing area. This feature depends on the physical and 
mental condition of the person and is often used less than other characteristics. 

• Average pressure: This feature is obtained by monitoring the level of pressure 
which pen leaves on the signing area. In order to obtain the average pressure it is 
necessary to add up all levels of the received pressure to one variable and divide 
by the total number of packages. The biggest influence on this characteristic has 
signers body. 

• Strongest pressure moment: This feature can be characterized as the only local 
characteristics of signatures which can be global as it is unique in the entire 
signature. In order to extract this feature, monitoring the level of pressure which 
pen leaves on the signing area is needed. The highest level is observed and the 
time of its creation is recorded. It is assumed that the signature always has nearly 
the same moment of the strongest pressure.  

• Speed: When a signature is captured with a digitizer, the pen motions (dynamics) 
are recorded. According to Zimmerman et al. [36], when signing, the hand can 
operate in a rule known as ballistic movement, where the muscles are not 
controlled by sensual feedback. Ballistic motions are usually fast, practiced 
motions whose accurateness rises with speed [36]. In the on-line signature there is 
an significant feature that can be extracted, which is the speed of the signature. 
During the signing process, the speed of the pen ball is changing at every point of 
the signature. These changes are repeated in a fixed way every time a person signs 
again. To find out the speed of the signature it is needed to record the time at 
which a specific point is sampled. Here, speed = Distance / Time. 

• Acceleration: Acceleration produced by pen movements while one is writing or 
signing provide useful information for handwriting research, particularly for 
applications like automatic signature verification. Measurement of pen 
acceleration is usually done with accelerometers integrated into a pen or with 
devices that either derive pen acceleration from other physical measures or sense 
physical quantities equivalent to pen acceleration [37]. Acceleration signals are 
characterized in terms of phase, amplitude and frequency. This characterization 
makes possible the extraction from the accelerometer output those signal 
components relevant to the handwriting process.  

8.2 Static Signature Verification 

When the recognition is undertaken using only the static images of handwriting, the 
process is called off-line recognition. Despite the unique advantage over its on-line 
counterpart, as no specialized capture device is required, the amount of information 
obtained from off-line recognition is two orders greater, but much less meaningful 
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and more difficult to interpret. Moreover, the traces of dynamic information are very 
difficult to compute. Traditionally, the recovery of such information requires 
professional skills and techniques whose implementation on computers is not easy 
[38]. Several evaluations performed by expert document analysts concluded that the 
detection of forgeries of high skill require not just static information but also dynamic 
information, a survey by Plamondon and Lorette [37] reported. Some rare attempts to 
extract direct pressure information were made by Ammar et al. [40]. With the distinct 
characteristics mentioned above, on-line recognition systems are able to achieve 
better results than their off-line counterparts [41].  

Off-line systems utilize the classic method of on-paper signatures for person 
verification. The signature obtained is digitized by an optical scanner or camera. An 
alternative is to input the image through a tablet or any other suitable device. 
Subsequently, respective applications determine the match of the person’s signature 
with a reference sample by comparing the overall trace (image) of the signature. 
Based on this particular principle, the current very unreliable methods, commonly 
practiced in banking and retail for example, are utilized to verify handwritten 
signatures, relying on the human factor in the form of a calligraphy expert.   

9 Types of Forgeries 

There are usually three different types of forgeries to take into account. According to 
Coetzer et al. [42], the three basic types of forged signatures are indicated below: 

• Random forgery: The forger is not familiar and has no access to the genuine 
signature (not even the author’s name) and reproduces a random one. 

• Simple forgery: The forger is familiar with the author’s name, but has no access to 
a sample of the signature. 

• Skilled forgery: The forger has access to one or more samples of the genuine 
signature and is able to reproduce it. But based on the various skilled levels of 
forgeries, it can also be divided into six different subsets.  

The paper [43] shows various skill levels of forgeries and these are shown below. 

• A forged signature can be another person’s genuine signature. Justino et al. [44] 
categorized this type of forgery as a Random Forgery. 

• A forged signature is produced with the knowledge about the genuine writer’s 
name only. Hanmandlu et al. [45] categorized this type as a Random Forgery 
whereas Justino et al. [44] categorized this type as a Simple Forgery. Weiping et 
al. categorized this type as a Casual Forgery [46]. 

• A forged signature imitating a genuine signature’s model reasonably well is 
categorized as a Simulated Forgery by Justino et al. [44] 

• Signatures produced by inexperienced forgers without the knowledge of their 
spelling after having observed the genuine specimens closely for some time are 
categorized as Unskilled Forgeries by Hanmandlu et al. [45] 



 Signature-Based Biometric Authentication 301 

 

• Signatures produced by forgers after unrestricted practice by non-professional 
forgers are categorized as Simple Forgery/Simulated Simple Forgery by Ferrer et 
al. [47], and a Targeted Forgery by Huang and Yan [48]. 

• Forgeries which are produced by a professional imposter or person who has 
experience in copying Signatures are categorized as Skilled Forgeries by 
Hanmandlu et al.[45] 

10 Related Work on Signature-Based Biometric Authentication 

Many techniques have been developed in the field of signature-based biometric 
authentication. Some examples of biometric verification and identification approaches 
and optimised schemes are discussed below: 

10.1 Single-script Signature-Based Biometric Authentication 

Arslan Bromme [26] has shown that every human being has static, dynamic, 
physiological and behavioural biological characteristics, which can be used for 
biometric person recognition. Handwritten signatures are one of the behavioural 
biological characteristics. Biometric signatures can be used for classes of biometric 
systems which are similar to those used within the core processes of biometric 
authentication systems. The main objective of that paper was the classification of 
biometric signatures. 

Rabasse et al. [49] described a method for the generation of synthetic handwritten 
signatures, in the form of sequences of time-stamped pen data channels, for use in on-
line signature verification experiment. The method presents modelled variability 
within the generated data based on variation that is naturally found within genuine 
source data. Experimentation using the SVC2004 [50] dataset and a commercial 
signature verification engine shows that the synthesized data achieves comparative 
verification performance to the use of genuine data. The method uses two seed 
signatures from a signer with captured data in the form of time stamped vectors. 
Rather than a simple interpolation between the two seed signature, our method 
deploys an intelligent mapping and introduces naturally occurring variability within 
each signature. Derivative Dynamic Time Warping (DTW) to find minimum 
Euclidean edit distance between points within two seed signatures. 

A new proposal for score normalization in biometric signature recognition based 
on client threshold prediction was proposed by Pascual et al. [51]. The use of score 
normalization in biometric based recognition system is a very important part, 
particularly in those based on behavioural traits, such as written signature. The score 
normalization techniques can be classified as: i) Test dependent and ii) Target 
dependent. The first is used mainly in speaker verification, while the second approach 
is use for signature verification techniques. This work focuses on target dependent 
techniques. 

Biometric security system based on signature verification using neural networks is 
presented by Kumar et al. [52]. The global and grid features are combined to generate 
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new set of features for the verification of signature. The Neural Network is also used 
as a classifier for the authentication of a signature. Random, unskilled and skilled 
signature forgeries along with genuine signatures were considered for performance 
analysis of the system. Some common global features such as i. Aspect Ratio, ii. 
Signature Height, iii. Image Area, iv. Pure Width and v. Pure Height have been used 
for the experiments.  A number of 600 signature samples collected from 20 signers 
were considered for their experiments.  

Maiorana et al. [53] proposed a signature-based biometric authentication system, 
where water marking techniques have been used to embed some dynamic signature 
features in a static representation of the signature itself. A multi-level verification 
scheme, which is able to provide two different levels of security, has been obtained. 
These proposed watermarking techniques are based on the properties of the Radon 
transform which well fits to the signature images. In order to test the authentication 
performances of this approach, 50 signatures have been acquired from each of 30 
users, taking for each of them 10 signatures in five different sessions during a week 
time span. Some approaches for the protection and authentication of biometric data 
using watermarking have been proposed in another report [54] where robust 
watermarking techniques are used to embed codes or timestamps. 

Another approach [55] discusses a protected on-line signature-based biometric 
authentication system, where the biometrics considered are secured by means of non-
invertible alterations, able to produce templates from which retrieving the original 
information is computationally as hard as random guessing it. The benefits of using a 
protection technique based on non-invertible transforms are exploited by presenting 
three different matching strategies in the converted domain, and by suggesting a 
multi-biometrics method based on score-level fusion to improve the performances of 
the considered system. The experiments were evaluated on the public MCYT 
signature database. 

Another on-line signature-based biometric authentication system is presented by 
Maiorana et al. [56]. In this proposed technique, the non-invertible transformations 
are applied to the acquired signature functions, creating impossible to derive the 
original biometrics from the kept templates, while keeping the same recognition 
performances of an unprotected method. Specifically, the possibility of producing 
cancelable templates from the same original dataset, thus offering a proper solution to 
privacy concerns and security issues, is intensely explored. 

Nagasundara et al. [27] presented an authentication approach based on hand 
geometry, palmprint and signature. The aim of that paper is to exploit the best 
possible combinations of hand geometry, palmprint and static signatures for 
multimodal biometric systems by integrating the information at score level fusion. 
Primarily, Zernike moments are extracted for each biometric trait of a person and 
study the identification accurateness. Consequently, the effect of identification 
accuracy using score level fusion of multiple traits of a person is investigated. 
Experimentations are accompanied on GPDS hand geometry dataset, PolyU two 
dimensional palmprint dataset and UOM offline signature database to assess the 
actual advantage of the fusion of multiple biometric traits performed at score level 
fusion. 
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In an approach by Mhatre and Maniroja [57] a signature based authentication by 
using two different algorithms was introduced. Before extracting different features 
from the signature, some pre-processing of the signature is performed. In pre-
processing, the signature is colour normalized and scaled into a standard format. The 
process is pretty different and it deals with extraction of features based on moment, 
standard deviation and mean. The process uses Euclidean distance classifier for 
comparing test signature with database. The algorithm has shown promising results 
while dealing with random forgeries and simple forgeries; also it gives good 
recognition rate. 

Maiorana [58] introduced a set of noninvertible conversions, which can be 
employed to any biometrics whose template can be represented by a set of sequences, 
in order to produce multiple transformed versions of the template. Once the 
transformation is made, recovering the original data from the transformed template is 
computationally as hard as random guessing. As a proof of perception, the suggested 
method is applied to an on-line signature recognition scheme, where a hidden Markov 
model-based matching approach is applied. The performance of a secured on-line 
signature recognition system employing the proposed BioConvolving approach is 
calculated, both in terms of verification rates and renewability capacity, employing 
the MCYT signature dataset. The reported extensive set of experimentations showed 
that protected and renewable biometric templates can be properly generated and used 
for recognition. 

10.2 Multi-script Signature-Based Biometric Authentication 

A different signature verification technique considering multi-script signatures has 
been proposed by Pal et al. [59]. This multi-script signature verification method 
involving English and Hindi signatures is very significant in multi-script signature 
environment.  This multi-script signature identification and verification technique has 
never been used for the task of signature verification and this task was the first report 
in signature verification area. In that paper, the multi-script signatures were identified 
first on the basis of signature script type and afterward verification experiments were 
investigated based on the identified script result. Two different results for 
identification and verification were calculated and analysed.  

In another approach by Pal et al. [60] the performance of signature script 
identification was reported. An experiential contribution towards the understanding of 
multi-script signature identification was presented. In that proposed signature 
identification technique, the signatures of Bengali (Bangla), Hindi (Devanagari) and 
English are considered for the identification process. The aim of that paper was to 
identify whether a claimed signature belongs to the group of Bengali, Hindi or 
English signatures. In a multi-script signature verification environment, signature 
script identification plays an important role. If the signatures are identified based the 
script used for writing signatures, subsequently the individual signature verification 
can be done based on the identified script result. Zernike Moment and histogram of 
gradient were employed as two different feature extraction methods. In the proposed 
scheme, Support Vector Machines (SVMs) were considered as classifiers for 
signature identification. 
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In another report by Pal et al. [61] a script identification scheme of signatures was 
investigated. In their paper, a technique for a bi-script off-line signature identification 
method is proposed. In this signature identification system, the signatures of English 
and Bengali (Bangla) are considered for the identification procedure. Different 
features like, modified chain-code direction features, under-sampled bitmaps and 
gradient features computed from both background and foreground components are 
employed for this purpose. SVMs and Nearest Neighbour (NN) techniques are 
considered as classifiers for signature identification in the proposed scheme. A dataset 
of 1554 English signature samples and 1092 Bengali signature samples are used to 
generate the experimental results. Different results based on different features are 
calculated and analysed.  

An investigation of the performance of a signature identification system involving 
English and Chinese off-line signatures was presented by Pal et al. [62]. In that paper, 
a foreground and background based technique was proposed for identification of 
scripts from bi-lingual (English/Roman and Chinese) off-line signatures. The aim of 
the system was to identify whether a claimed signature belongs to the group of 
English signatures or Chinese signatures. The identification of signatures samples 
based on its script is a major contribution in a multi-script signature verification 
environment. Two background information extraction techniques were used to 
produce the background components of the signature images. Gradient-based 
technique was used to extract the features of the foreground as well as background 
components. Zernike Moment feature was also used on signature samples. (SVMs are 
used as the classifier for signature identification in the proposed system.  

A two-stage approach for English and Hindi off-line signature identification and 
verification was proposed by Pal et al. [63]. The main aim of their approach was to 
demonstrate the significant advantage of signature script identification in a multi-
script signature verification environment. In their proposed signature verification 
technique the performance of a multi-script off-line signature identification system, 
considering a joint dataset of Hindi and English signatures, was initially investigated 
and subsequently a verification task was explored separately for English signatures 
and Hindi signatures based on the identified script result. The gradient feature, water 
reservoir feature, loop feature and aspect ratio were employed and SVMs were 
considered for verification. 

An experimental contribution in the direction of multi-script off-line signature 
identification and verification using a novel technique involving off-line English, 
Hindi (Devnagari) and Bangla (Bengali) signatures is introduced by Pal et al.[64]. In 
the first stage of the proposed signature verification technique, the performance of a 
multi-script off-line signature verification scheme, considering a joint dataset of 
English, Hindi and Bangla signatures, was investigated. In the second stage of 
experimentation, multi-script signatures were identified based on the script type, and 
subsequently the verification task was explored separately for English, Hindi and 
Bangla signatures based on the identified script result. The chain code and gradient 
features were employed, and Support Vector Machines (SVMs) along with the  
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Modified Quadratic Discriminate Function (MQDF) were considered in this scheme. 
From the experimental result achieved, it is noted that the verification accuracy 
obtained in the second stage of experiments (where a signature script identification 
method was introduced) is better than the verification accuracy produced following 
the first stage of experiments. Experimental results indicated that an average error rate 
of 20.80% and 16.40% were obtained for two different phases of verification. 

11 Signature Database Availability 

Although research into signature verification has been pursued for several decades, 
there has been only a limited number of standard public off-line signature databases 
created. The scarcity of standard databases has partly resulted from the privacy aspect 
of the collection of handwritten signatures and a number of constraints that a standard 
database should meet. Due to the lack of availability of significant and public 
signature databases, developments of signature verification systems have been 
negatively affected.  It has been difficult to make a significant comparison among 
different approaches presented in the literature due to the use of custom databases by 
researchers, and that these databases are not publicly available. The design and 
construction of an off-line signature corpus involves a long and complex procedure in 
which aspects such variability of drawing surface, changes of the writing instrument, 
differences between sessions, number of signers, number of genuine signs per person, 
forgery procedure and number of forgeries per person, etc. should be taken into 
account [65]. It is not easy to build a corpus which has considered all the above-
mentioned variables mainly due to the difficulties in recruiting appropriate signers.  

One of the major problems that can be found in the performance evaluation of 
signature verification systems, in both identification and verification modes, is the 
lack of publicly available large signature databases. The quality of available datasets 
also differs, as there has been no standard collection procedure. Besides, it is very 
costly to create a large corpus with different types of forgeries, especially skilled 
forgeries. So, the research in automatic signature verification has long been 
constrained by the limited availability of a standard database.  Presently there are 
only a few publicly-available databases. Some of them are summarized in Table 1. 

Table 1. Handwritten Signature Corpuses Available 

Corpus Name  Signers Genuine Forgeries 

GPDS signature [66] 160 24 30 

SVC2004 [50] 40 20 20 

MCYT-100 [67] 100 25 25 

MCYT-75 [68] 75 15 15 

GPDS signature [65] 960 24 30 
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12 Signature Data Acquisition and Pre-processing 

On the basis of the handwritten signature data acquisition method, two types of 
systems for handwritten signature verification have been identified (as mentioned 
previously): static (off-line) systems and dynamic (on-line) systems. In static mode, 
handwritten signature data is converted to digital form by scanning the signature from 
the signature collection paper. In this mode, the handwritten signatures are 
represented as a gray level image. On the other hand, one can deal with the signature 
data acquisition in online method by using a special pen on an electronic surface. The 
most conventional online data acquisition devices are digitizing tablets [36]. 
Electronic pens are also able to detect position, velocity, acceleration, pressure, pen 
inclination, and writing forces etc. 

Once the signature has been acquired, either off-line or on-line, some pre-
processing techniques are usually needed. The pre-processing step is vital in order to 
ensure that only the desired data is fed to the feature extraction module. Normally, 
acquired signature images are of different formats and resolutions and need to be 
processed to enable accurate feature extraction. The acquired images may contain 
unexpected marks, stains, or noise which would cause negative effects on the 
recognition accuracy. Pre-processing includes steps eliminating such noise and 
converting the image to a suitable format for feature extraction. Other important pre-
processing techniques (signature size normalization, binarization, thinning, smearing, 
skew correction, skeleton extraction) are also considered in static signatures for 
accurate feature extraction. Typical pre-processing algorithms for dynamic signature 
verification involve filtering, noise reduction and smoothing. Another vital pre-
processing step that strongly influences all the successive phases of signature 
verification in both static and dynamic modes is segmentation [69]. Some of the pre-
processing steps are carried out in the following sub-steps.  

• Thinning: This is the transformation of a digital image into a simplified form, but 
the image should be topologically equivalent. It is a kind of topological skeleton, 
but computed by means of mathematical morphology operators that are used to 
remove selected foreground pixels from binary images. 

• Filtering process: Generally, digital image might contain speckles, smears, 
scratches or other forms of unwanted noise that might thwart feature extraction. 
Thus, median filtering is used to eliminate the existing noises.  

• Binarization: The process by which the image is converted into black and white is 
called binarization.  

• Width normalization: All signature images have been reduced to a standard size so 
as to ease the process of feature extraction.  

13 Feature Extraction Techniques 

Feature Extraction is an important part of any pattern recognition system. The process 
in which digital information is modified, simplified, combined so that the salient 
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information can be classified, is called feature extraction [70]. To be successful, a 
feature extraction technique should be justifiable using rules that govern the formation 
of the class of pattern being considered. As features are refined as inputs for the 
learning process and the decision process, feature extraction techniques are crucial to 
the success of the whole process of automated pattern recognition [71]. Good features 
are those that enable the system to identify a pattern’s class with the least amount of 
errors. Baltzakis and Papamarkos [72] commented that the selection of features must 
be appropriate for the application and the approach. Klement et al. [73] summarized 
the three requirements that concerned the feature selection process: (i) Speciality 
(minimizing intra-class variability and maximizing inter-class variability); (ii) 
Universality (can be applied to any writer); (iii) environmental independence (with 
respect to writing instruments and materials). In other words, it is essential that a 
feature extraction technique could minimize or even eliminate the negative effects 
from variations such as rotation, shift, or dilation of the pattern being considered. 

In general, two types of features can be considered for signature verification: i. 
parameter-based features ii. function-based features. In the case of function-based 
features, [74] signatures are usually characterized in terms of a time function and the 
values of the time function constitute the feature set. Conversely, when parameter 
features [75] are considered, the signatures are characterized as a vector of elements; 
each one represents the value of a feature. It has been shown by Plamondon and 
Lorette [76] that function features generally provide better performance as compared 
to parameter features, but they usually need time-consuming procedures for 
matching. In addition, parameters are generally grouped into two main categories: i. 
global parameters and ii. local parameters. The whole signature is considered for 
global parameters. Usual global parameters are total time duration of a signature, 
number of pen ups and downs, number of components, global orientation of the 
signature, etc. Local parameters concern features extracted from a few exact parts of 
the signature. 

13.1 Feature Vector Generation 

In computer vision and image processing the concept of feature is used to denote a 
piece of information which is relevant for solving the computational task related  
to a certain application. A feature vector is an n-dimensional vector of numerical 
features that represent some object. The flowchart in Figure 3 shows the process  
of feature vector generation [77]. It consists of mainly two steps, pre-processing  
and feature extraction.  As previously mentioned, pre-processing is performed on the 
signature images from a database so as to prepare it for the process of feature 
extraction and to ensure that all the signature images are of the same dimensions so 
that it is easier and convenient to extract the features. A flowchart of feature vector 
generation is shown in Figure 5. 
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Fig. 5. Feature Vector Generation Flowchart 

14 Classification 

In the signature verification method, the authenticity of the test signature is evaluated 
by matching its features against those stored in the knowledge base developed during 
the enrolment stage. This process generates a single response that states the 
authenticity of the test signature samples.  Some of the most relevant approaches to 
signature verification as mentioned in [69] are shown in Figure 6. 

When template matching methods are considered in verification, a questioned 
signature sample is matched against templates of authentic/forged signatures. 
Dynamic Time Warping (DTW) is used for the most common approaches in this 
situation for signature matching.  DTW is a Template Matching technique used for 
measuring similarity between two sequences of observations. DTW allows the 
compression or expansion of the time axis of two time sequences representative of the 
signatures to obtain the minimum of a given distance value [78]. 

An Artificial Neural Network (ANN) is a massively parallel distributed system 
composed of processing units capable of storing knowledge learned from experience 
(examples) and using it to solve complex problems. The ANN-based approaches have 
been widely used for a long time in signature verification area, due to their learning 
and generalizing capability [79].  
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Fig. 6. Signature Verification Techniques (Classification approaches) 

 

In recent times, more attention has been dedicated to the use of Hidden Markov 
Models for both offline and online signature verification. These models have found to 
be well suited for signature modelling since they are highly adaptable to personal 
variability [80]. 

SVMs are another promising statistical approach to signature verification. SVMs 
are a relatively new classification technique in the field of statistical learning theory 
and they have been successfully applied in many pattern recognition approaches. An 
SVM can map input vectors to a higher dimensional space in which clusters may be 
determined by a maximal separating hyper plane. SVMs have been used successfully 
in both offline [66] and online signature verification [81]. 

15 Conclusions  

This chapter presented a detailed study on signature-based biometric authentication. 
Automatic signature verification is a very interesting area of research from the 
scientific point of view. In recent years, along with the continuous enhancement of 
security requirements, the field of automatic signature-based authentication is being 
explored with renewed interest. Up to date outcomes achieved in worldwide 
competitions using benchmark databases have confirmed that signature authentication 
systems can have an accuracy level similar to those achieved by other biometric 
systems [82]. Although, a significant amount of work has been undertaken in order to 
solve the authentication problem, there are still many challenges to be faced. Hence in 
this Chapter a detailed description of signature-based biometric authentication has 
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been presented and hopefully it will be helpful to the researcher as reference 
materials. 
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Abstract. In digital forensic, three-dimensional face recognition is very 
challenging problem. The problem, with two-dimensional face recognition, is 
that, pose variation, illumination changes and expressions tend to reduce the 
face recognition rate. The problem aggravates in case of pose variations, 
especially when, the poses are rendered across extreme variations e.g. across 90 
degrees. In contrast to two dimensional images, three dimensional images tend 
to reduce the shortcomings of two dimensional approaches. Since three 
dimensional images works with depth information, they do not depend on 
illumination, thus making the facial recognition system more robust.  Pose 
variation affects three dimensional recognition rate hence, for a face to be 
recognized; it should be perfectly registered in three dimensional framework.  
In this book chapter, a comparative analysis of registration methods is 
presented for face recognition across different poses from 0 to 90°. Also, 
various registration approaches that are able to generalize identity, 
illumination  and can also handle a given set of poses have been discussed in 
later sections. Also, several approaches used in the field of three dimensional 
face registration and recognition and their importance in digital forensics have 
been discussed. The application area of 3D faces recognition, in digital 
forensic, lies with the fact that, if the face of a person is oriented across a 
certain angle, he cannot be recognised in that position. So, perfect registration is 
very necessary to reconstruct the face, to be correctly recognized especially, for 
identifying subjects required for forensic study. Nowadays, photographic expert 
members from crime Investigation Bureau are researching for a number of new 
technologies such as facial recognition software, 3D modelling for crime scenes 
etc because most CCTV footages have very low picture quality which may not 
be much helpful for investigations. 3D face recognition system would be 
beneficial because they would help one to visualize the entire system, in all 
possible orientations. 

Keywords: Registration, RBF, SSR Histograms, biometric, digital forensic. 
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1 Introduction 

In general, biometrics measures biological characteristics for identification or 
verification purposes of an individual. The need for biometric in digital forensic 
appears because IDs and passports can be duplicated; hence more secure systems 
need to be developed.  In biometry, there are two types of biometric methods. One 
is called behavioural biometrics. It is used for verification purposes. Verification is 
determining if a person is whom they say they are. This method looks at patterns of 
how certain activities are performed by an individual. Physical biometrics is the 
other type used for identification or verification purposes. Identification refers to 
determine who a person is.  

This method is commonly used in criminal investigations. In addition to being 
used for security systems, authorities have found a number of other applications for 
facial recognition systems which has proved to be very important biometric in digital 
forensic. 

Authorities were able to reduce duplicate registrations by comparing new facial 
images to those already in the database. Similar technologies are being used in the 
United States to prevent people from obtaining fake identification cards and driver’s 
licenses. There are also a number of potential uses for facial recognition that are 
currently being developed. For example, the technology could be used as a security 
measure at ATM’s, instead of using a bank card or personal identification number, the 
ATM would capture an image of the  face, and compare it to an individual’s photo in 
the bank database to confirm a person’s identity. This same concept could also be 
applied to computers, by using a webcam to capture a digital image of an individual; 
the face could replace the password as a means to log in. 

In the field of digital forensic, human face identification is a challenging field. In 
cases where physical evidence is available, the remains may be linked to a known 
person who is missing from the local area. Medical records can also be used to 
identify the victim. However, in the absence of further physical evidence and the 
medical records, forensic facial reconstruction is the only means of facilitating victim 
identification [Jones, 2001]. Facial recognition systems are also beginning to be 
incorporated into unlocking mobile devices. The android market is working with 
facial recognition and integrating it into their cell phones. Also, in addition to 
biometric usages, modern digital cameras often incorporate a facial detection system 
that allows the camera to focus and measure exposure on the face of the subject, thus 
guaranteeing a focused portrait of the person being photographed. Some cameras, in 
addition,, incorporate a smile shutter, or automatically takes a second image if 
someone closed their eyes during exposure. Because of the limitations of fingerprint 
recognition systems, nowadays facial recognition systems are finding market 
penetration as attendance monitoring alternatives because a face is more appropriate 
biometric than fingerprint recognition because of the fact that fingerprints of 
individuals can also be forged. The scope of three-dimensional face recognition, over 
two dimensional face recognition has gained popularity because, a 3D facial 
recognition and identity management solutions help the military, intelligence and 
law enforcement, today because of their ability to capture various poses, illumination 
and occlusions. 3D faces empower law enforcement to swiftly and accurately  
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identify criminal suspects, even from a low-resolution photo or video surveillance. 
3D features enable law enforcement to analyze and compare multiple images 
precisely for identification of suspects [31]. 

Various analyses, on the various face recognition algorithms, are being used in 
mobile phone. Recently a model for tracking facial features on an android phone was 
developed at the University of Manchester Scientists at The University of 
Manchester have developed software for mobile phones that can track your facial 
features in real-time. Eventually, it will be able to tell who the user is, where they are 
looking and even how they are feeling. The method is believed to be unrivalled for 
speed and accuracy and could lead to facial recognition replacing passwords and PIN 
numbers to log into internet sites from a mobile phone. 

There can various types of biometrics commonly used in digital forensic. Some of  
them are enlisted below:- 

• DNA Matching 

Chemical Biometric: - The identification of the individual using the analysis of 
segments from DNA. 

• Ear 

Visual Biometric: - The identification of the individual using the shape of the ear. 

• Eyes - Iris Recognition 

Visual Biometric: - The use of the features found in the iris is used to identify an 
individual. 

• Eyes - Retina Recognition 

Visual Biometric: - The use of patterns of veins in the back of the eye to accomplish 
recognition. 

• Face Recognition 

Visual Biometric: - The analysis of facial features or patterns for the authentication 
or recognition of an individual’s identity. Most face recognition systems either use 
eigenfaces or local feature analysis. 

• Fingerprint Recognition 

Visual Biometric: - The use of the ridges and valleys found on the surface tips of a 
human finger is to identify an individual. 

• Finger Geometry Recognition 

Visual/Spatial Biometric: - The use of three dimensional geometry of the finger to 
determine the identity. 

• Gait  Recognition 

Behavioral Biometric: - The use of an individual’s walking style or gait to determine 
the identity. 
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• Hand Geometry Recognition 

Visual/Spatial Biometric: - The use of the geometric features of the hand such as 
the lengths of fingers and the width of the hand to identify an individual. 

• Auditory Biometric: - The use of the voice as a method of determining the identity 
of a speaker for access control. 

Fig-1 shows the common biometric traits used in digital forensics [1]. 

    
 
 
          (a)                          (b)                      (c)                      (d)                (e)                   (f) 

Fig. 1. Commonly used biometrics: (a) fingerprint (b) iris (c) palm (d) ear (e) retina   and   (f) 
face in digital forensic 

2 Importance of Three Dimensional Face Registration and 
Recognition in Digital Forensic 

The human face plays a very pivotal role in digital forensic science. Using the human 
face as a key to security, biometric face recognition technology has received 
significant attention in the past several years due to its potential for a wide variety of 
applications. The primary advantage of face recognition, as compared with other 
biometrics systems using fingerprint/palmprint and iris recognition is that, face 
recognition has distinct advantages because of its non contact process. Face images 
can be captured from a distance without touching the person being identified, and the 
identification does not require interacting with the person. Fig-2 shows, how a face 
recognition system works for a biometric system.  
 
 
 
 
 

 

Fig. 2. A face recognition system used in Digital Forensic Systems 

In the literature, many two dimensional face recognition systems in biometrics 
have been developed. Fig-3 shows the steps that are used for a face recognition 
system, starting from image acquisition to face recognition. 
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Fig. 3. Steps of a face recognition system 

As a biometric, facial recognition [2] is a form of computer vision that uses faces 
attempting to identify a person or verify a person’s claimed identity. Though two 
dimensional face recognition systems are simple to implement, they have several 
disadvantages. Three-dimensional face recognition represents an improvement over 
two dimensional face recognition in some respects. Recognition of faces from still 
images is a difficult problem, because the illumination, pose and expression changes 
in the images create great statistical differences and the identity of the face itself 
becomes shadowed by these factors. Humans are very capable of this modality, 
precisely because they learn to deal with these variations. Three-dimensional face 
recognition has the potential to overcome feature localization, pose and illumination 
problems, and it can be used in conjunction with two dimensional systems.  

Three dimensional faces recognition varies a lot with respect to pose variations 
because of which they are to be registered. Registration is the process of aligning two 
three-dimensional datasets to a common framework. In case the facial alignment is 
incorrect, the recognition rate of three-dimensional faces would diminish. In the next 
section, we review the current research on three dimensional face registration and 
recognition. We focus on different representations of three dimensional information, 
and the fusion of different source of information. Another new technique in facial 
recognition uses the visual details of the skin, as captured in standard digital or 
scanned images. We conclude by a discussion of the future of three-dimensional face 
recognition. 

The benefits of facial recognition are that it is not intrusive, can be done from a 
distance even without the user being aware they are being scanned. What sets apart 
facial recognition from other biometric techniques is that it can be used for 
surveillance purposes; as in searching for wanted criminals, suspected terrorists, and 
missing children. Facial recognition can be done from far away so with no contact 
with the subject, so they are unaware they are being scanned. Facial recognition is 
most beneficial to use for facial authentication than for identification purposes, as it 
is too easy for someone to alter their face, features with a disguise or mask, etc. 
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3 A Review of the Various Three Dimensional Registration  
and Recognition Techniques 

As discussed earlier, if a face recognition system is to be set up for digital forensic, 
for effective recognition of the system accurate registration between two three 
dimensional faces in necessary. For complete recognition the various steps which 
are required for three dimensional image processing are enlisted below:- 

3.1 Data Acquisition  

Normally three dimensional files are obtained by sensors. Three dimensional 
information needs to be pre-processed after acquisition. Depending on the type of 
sensor, there might be holes and spikes in the range data. Eyes and hair will not 
reflect the light appropriately, and the structured light approaches will have trouble 
accurately registering those portions. Illumination still effects the three dimensional 
acquisition, unless accurate laser scanners are used [2, 3]. Normally when the image 
is acquired, it is projected into a two-dimensional plane which is called the range 
image, more specifically a 2.5D range image as shown in Fig-4. 
 
 
 
 
 
 
                                       (a)                (b)              (c)                (d) 

Fig. 4. Range images from the Bosphorus Database for a person in frontal-pose (a), sad-face (b) 
occluded face with glasses(c) and face oriented across y-axis (d) 

3.2 Three Dimensional Pre-processing 

Surface smoothing[4] refers to the fact that noisy spikes and other various deviations 
are sometimes caused on the three dimensional face images. So some types of 
smoothing techniques are to be applied. In this present technique, the concept  
of two-dimensional weighted median filtering technique has been extended to three 
dimensional face images. The present technique performs filtering of three 
dimensional dataset using the weighted median implementation of the mesh median 
filtering. The weighted median filter is a modification of the simple median filter. 
 
Weighted median filtering:- Weighted Median (WM) filters are the filters that 
have the robustness and edge preserving capability of the classical median filter and 
resemble linear FIR filters. In addition, weighted median filters belong to the broad 
class of nonlinear filters called stack filters. This enables the use of the tools 
developed for the latter class in characterizing and analyzing the behaviour of 
weighted median filters in noise attenuation capacity. Applications of weighted 
median filters include idempotent weighted median filters for speech processing,  
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adaptive weighted median and optimal weighted median filters for image and image 
sequence restoration. After pre-processing, the range data corresponding to Fig-4 
would look as in Fig-5. 
 
 
 
 
 
 

                (a)                                 (b)                              (c)                               (d) 
 

Fig. 5. Range images from the Bosphorus Database after smoothing for a person in frontal- 
pose (a), sad-face (b), occluded face with glasses(c) and face oriented across y-axis (d) 
corresponding to Fig-4 

3.3 Feature Selection 

In order to register two three dimensional images there are many prevailing 
techniques of feature selection which are necessary for complete registration. In 
Table-1, the different feature detection methods which are necessary for three 
dimensional registration are enlisted [7]. 

3.4 Three Dimensional Face Registration 

It has already been discussed that, for an effective recognition, perfect registration is 
an essential factor in the field of three- dimensional face recognition for digital 
biometric. Facial expressions as well as pose changes; both are essential factors for 
the degradation of three-dimensional face recognition. In the Section below, brief 
discussions of each of the three dimensional registration techniques have been 
mentioned. Now, for effective registration across pose, the face should be correctly 
aligned in the frontal position. In the Section below, we hereby discuss the various 
methodologies for registering the 3D range image across varying poses, and we shall 
also discuss how effectively each method handles various 3D range images across 
different poses.  

a) Facial expression based approaches for pose variant three-dimensional face 
recognition based on landmarks: - In this method, features were extracted at the 
landmark  regions  and  face  matching  was  performed  according  to  Hierarchical 
Graph Matching, with graph nodes positioned at the landmarks. In [9], multiple face 
regions are originated by intersecting three-dimensional face scans with spheres of 
increasing radius centred on the middle point between the nose tip and the nasion. In 
[8], multiple overlapping regions around the nose are segmented, and the scores of 
ICP matching on these regions are combined together. A further improvement of the 
approach has been proposed in [9] by considering a multi instance enrolment of gal- 
lery scans with multiple expressions (experiments are provided using up to five  
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Table 1. A Comparative Study of Various Feature Detection Techniques 

 
 

scans per individual). Accordingly, up to 140 ICP region matches are required to 
compute the similarity between a probe scan and the scans representing an enrolled 
individual. Robustness to no neutral facial expressions is improved at the cost of 
greater computational complexity, thus making these approaches more suited to face 
verification than identification.  

In this work, face partitioning was done using equal width isogeodesic stripes.   
The stripes provide an effective representation of three dimensional faces that, 
permits distinguishing facial differences due to, different facial traits of different 
individuals. The method using isogeodesic stripes has been shown in Fig 6(a), and 
the partitioning of the various features has been shown in Fig 6(b). 
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Fig. 6. (a) Sample face models B and C: Models of the same individual with neutral and 
smiling expression; A: Model of different individual with the neutral expression. (b) 
Projections of the pairs of face stripes on the coordinate planes. 

b) A robust three dimensional face matching in the presence of nonrigid 
deformation and pose changes: In the work on three dimensional face registration 
and recognition [10], a proposed work was performed in the presence of nonrigid 
deformation and pose changes in the test scan. A hierarchical surface sampling 
scheme was used to augment fiducial landmarks for analyzing three-dimensional 
facial surfaces across expression. The fiducial landmarks needed during expression 
learning were manually extracted here. Additional landmarks (74 points) in facial 
surface regions with a little texture are automatically extracted using the geodesic 
based approach. Three dimensional deformation learned from a small number of 
subjects is transferred to the three dimensional neutral models in the gallery. To 
generate three dimensional nonneutral models, the corresponding deformation is 
synthesized in the three dimensional neutral model. Two types of deformable models 
have been built, expression specific and expression generic. The matching is 
performed by analyzing and fitting the deformable model to a given test scan, which is 
formulated as a minimization of a cost function. The block diagram for the approach 
used is shown in Fig-7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Deformation modelling for three-dimensional faces matching 

 
 
 

(a) 

(b) 
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The deformation learned from the control group is transferred to the three-
dimensional neutral model. Each subject in the control group provides its own 
deformation transform. The method used above uses the following parameters:- 

Two types of transformations are applied to a three dimensional deformable 
model. 

1. The first one is a rigid transformation due to the head pose changes, which can be 
represented by a rotation matrix and a translation vector. 
2. The second one is the nonrigid deformation, modelled by the weights fitting the 
deformable model to a given test scan, which is formulated as an optimization 
problem to minimize the cost function. Human faces share a common geometric 
topology, which can be represented by the facial landmarks. A fiducial set of 9 
landmarks are extracted 8(i.e., two inner eye corners, two outside eye corners, two 
mouth corners, nasion, nose tip, and subnasal)were used to model the framework. 
Based on the layer of landmarks:- 

(1) The faces are registered by matching the nonneutral scan with the neutral 
scan to estimate the displacement vector of landmarks due to the expression 
change 

(2) Establish a mapping from the landmark set of the neutral scan to that of the 
three-dimensional neutral model 

(3) Use the mapping to transfer the landmarks in the non-neutral scan to the three- 
dimensional neutral model. 

(4) Apply to other vertices in the three dimensional neutral model to move them to 
the new positions caused by the expression. 

 
 
 

 
 
 

                          (a)                                                  (b) 

Fig. 8. Deformation modelling for three-dimensional faces matching. To match the 2.5D test 
scan (b) to a three dimensional neutral face model (a) in the gallery database. 

 
c) An RBF-based approach to map noisy three dimensional range images to 
pose aligned or poses normalized depth maps:- In this approach, pairwise aligned 
normalized depth maps from noisy three dimensional range images in unrestricted 
poses were developed. The system so deployed in three dimensional pose alignment 
applications consisted of the following four stages:- 

(i) Data filtering 
(ii) Nose tip identification and sub vertex localization 
(iii) Computation of the face orientation 
(iv)Generation of either a pose aligned, or a pose normalized depth map. 
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(i) 
                               

 
 
 
 
 

(ii) 
                                    
 
 
 

  (iii) 
 
 
 
 
 
 

                                                                                                   (iv)             
 
 
 

Fig. 9. The influence of mouth closed (red)/open (blue) on isoradius contours. (i) Mouth 
closed. (ii) Mouth open. Note that isoradius contours fall under the texture map in the mouth 
area. (iii) Isoradius contours after alignment: front view and profile view (associated with d, 
right). (iv) Aligned range images 

 

Here an implicit radial basis function (RBF) model of the facial surface and this is 
employed within all four stages of the process. For example, in stage (ii), 
construction of novel invariant features was based on sampling this RBF over a set 
of concentric spheres to give a spherically sampled RBF (SSR) shape histogram. In 
stage (iii), a second novel descriptor, called an isoradius contour curvature signal, 
was defined, which allowed rotational alignment to be determined using a simple  
process of 1D correlation. The system was tested both on the University of 
York (UOY) three dimensional face dataset and the Face Recognition Grand 
Challenge (FRGC) three dimensional data. For a more challenging data, the SSR 
descriptors significantly outperforms the  three variants of spin images, successfully 
identifying nose vertices at a rate of 99.6%. Nose localization performance on the 
higher quality FRGC data, which has only small pose variations, is 99.9%. Fig-9 
shows a block diagram of the approach. 

 

 
(d) A facial symmetry based approach to  handle pose variations in  three-
dimensional face recognition: - This method to handle pose variations in three-
dimensional face recognition domain, performed comparisons among interpose 
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scans using a wavelet based biometric signature. It is suitable for real life 
applications as it only requires half of the face to be visible to the sensor. In this 
method, no user intervention was required, and the method was completely automatic. 
No subject cooperation was required, and the method could handle large pose 
variations. It can be applied to large databases: It has a reasonable computational 
cost with excellent scalability. In this method, initial registration was done using 
AFM (Annotated Face Model) using detected landmark allows pose estimation of 
each facial scan. Then, the AFM is fitted to the facial scan using a subdivision based 
deformable model framework that is extended to allow symmetric fitting. The 
symmetric fitting solves the problem of the missing data. The following steps are 
given below:- 

Step 1.  Pre-processing: Standard pre-processing techniques are used to filter the raw 
data 

Step 2. Three dimensional Landmark Detection: A robust landmark detector is 
used for pose estimation (to determine if it is a frontal, left, or right scan). 

Step 3.  Registration: The raw data are registered to the AFM using a two stage 
approach. 

Step 4.  Symmetric Deformable Model Fitting: The AFM is fitted to the data using 
facial symmetry. The fitted model is then converted to a geometry image 
and a standard image. 

Step 5.  Wavelet Analysis: A wavelet transform is applied on the geometry and 
normal images and the wavelet coefficients are stored as a biometric 
signature. 

 
The parameters for the landmark localization, and registration processes, are enlisted 
as follows:- 
 
1. Extract candidate landmarks from the Shape Index map. 
2.  Classify candidate landmarks by matching them with the corresponding Spin 

image templates. 
3.  Create feasible combinations of five landmarks from the candidate landmark 

points. 
4.  Compute the rigid transformation that best aligns the combinations of five 

candidate landmarks. 
5.  Fuse accepted combinations of five landmarks (left and right) in complete 

landmark sets of eight landmarks. 
6.  Compute the rigid transformation that best aligns the combinations of eight 

landmarks. 
7.  Sort consistent, complete landmark sets in descending order according to a 

distance metric. 
8.  Select the best combination of landmarks based on the distance metric 
9.  Obtain the corresponding rigid transformation for registration. 
 
Fig-10 shows the 3D AFM model, where only half of the face is used for registration 
purpose. The approach method is very suitable for real-world biometric applications 
were proposed. 
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Fig. 10. Interpose matching using the proposed method (left to right): Opposite side facial 
scans with extensive missing data, generic AFM, deformed AFM for each scan (facial 
symmetry used), and extracted geometry images. 

e) A feature extraction approach based on depth images to handle poses variations in any 
axis (i.e.  X, Y and Z):- A novel work was also done which extracts features i.e. the 
nose-tip based on the intensity based values of the depth image. A very significant 
work was done on the three dimensional face images which concentrate on the use of 
smoothing by weighted median filters for analysis of feature detection. The proposed 
work could be divided into the following stages:- 

Step 1. Facial Image Acquisition:-Here a three dimensional range image is acquired. 
   
Step 2.Preprocessing of the range image:-  Here thresholding of the range image is done 
using Otsu’s thresholding algorithm. 
 
Step 3. Feature selection using depth intensity concept:-Next nose tip is detected using a 
maximum intensity technique across any different poses. 
 
Step 4.Alignment of models:-In the last and final step angle of elevations is found out 
across any axis. 

Step 5.Registration:-Finally the range image is registered in the frontal pose and 
results compared to frontal scans 

A three dimensional range image may be oriented across the X, Y and Z axes. So, in 
this case, a significant work has been done by the authors in [25] of calculating the 
pose angle across X, Y and Z axes and then registering the three dimensional range 
images across the axis. In Table-2, a discussion is presented regarding the various 
three dimensional registration techniques and how their impact would affect the 
field of biometrics in digital forensic and how important they are in the field of digital 
forensic. The importance of 3D faces across pose lies with the fact that, owing to the 
various pose orientations, it is quite obvious that, for correct recognition different 
methodologies are used for face recognition. In the following Table, the 
methodologies have been described and in what way and for which poses the 
methods, could be applied have also been discussed. So, if subjects of those form had 
been taken up in digital forensics, he following methods could be used for effective 
recognition. 



328 P. Bagchi et al. 

 

Table 2. A Comparative Analysis of Different three dimensional Registration Techniques 

 

 

3.5 Face Recognition: A facial recognition device is one that views an image or 
video of a person and compares it to one that is in the database. It does this by 
comparing structure, shape and proportions of the face; distance between the eyes, 
nose, mouth and jaw; upper outlines of the eye sockets; the sides of the mouth; 
location of the nose and eyes; and the area surrounding the check bones. Upon 
enrolment in a facial recognition program, several images are taken of the subject at 
different angles and with different facial expressions. At time of verification and 
identification the subject stands in front of the camera for a few seconds, and then the 
image is compared to those that have been previously recorded. Some security 
measures have been put into place to  prevent the subject from using a picture or mask  
being scanned in a facial recognition program. When the user is being scanned, they 
may be asked to blink, smile or nod their head.  

Another security feature would be the use of facial thermograph to record the heat 
in the face. The main facial recognition methods are feature analysis, neural network, 
and eigenfaces, automatic face processing. Some facial recognition software 
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algorithms identify faces by extracting features from an image of a subject’s face. 
Other algorithms normalize a gallery of face images and then compress the face data, 
only saving the data in the image that can be used for facial recognition. A probe 
image is then compared with the face data. A fairly new method on the market is 
three-dimensional facial recognition.  This method uses 3D sensors to capture 
information about the shape of the face.   This information is then used to identify 
distinctive features on the face, such as the contour of eye sockets, nose and chin. 
The advantages of 3D facial recognition are that it is not affected by changes in 
lighting, and it can identify a face from a variety of angles, including a profile view. 

4 Conclusion and Future Scope 

In addition to video surveillance and criminal identification, facial recognition systems 
are being used to reconstruct facial images of skulls from skeletons and to age pictures 
of victims missing in cold case investigations.  In this book chapter, we have 
emphasized the concept of 3D face registration and recognition with respect to pose. 
Because the problem of face alignment is a major issue, many recognition system 
manufacturers are now developing software programs for their equipment that will 
construct a 3D presentation of a person.   

Alignment of facial images for comparisons to known images presents another 
challenge. New software is being developed to produce three-dimensional images 
that can be manipulated for proper alignment.  

Over the past decade, there has been a large volume of scientific research on 
facial recognition. In this discussion, on three dimensional face registration and its 
importance in digital forensic, we hope to have emphasized the key points of the 
need for three dimensional registration and its utmost importance in the field of 
forensic science. There are some other factors like illumination, facial occlusions 
which cause the degradation of a facial recognition system. Various steps involved 
in the reconstruction process are by now automated; however, the key to complete 
automation of the process is landmark identification, and this was the motivation for 
this research.  The goal of this research was to take a step forward towards 
automation of the forensic facial reconstruction process by developing a mechanism 
which for 3D registration and recognition. Despite recent advances in the area, facial 
recognition in a surveillance system is often technically difficult. The main reasons 
are difficulties in finding the face by the system. These difficulties arise from people 
moving, wearing hats or sunglasses, and not facing the camera. However, even if the 
face is found, identification might be difficult because of the lighting (too bright or 
too dark), making features difficult to recognize.  

However, the present works have some limitations. We have to find out some 
robust methodologies for discarding outliers in case of very noisy images. Also, as a 
part of our future work, we shall develop a more robust method of registration for 
registering extreme poses because for unknown persons with extreme poses correct 
measures for registration need to be found out which would be of valuable need to 
digital forensic and biometric field. Automation of forensic facial registration and 
reconstruction process is a challenging task, and several researchers are working 
towards automating the process.  
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Abstract. Impressions of footwear are commonly found in crime scenes.
Yet they are not routinely used as evidence due to: (i) the wide variabil-
ity and quality of impressions, and (ii) the large number of footwear
outsole designs which makes their manual comparison time-consuming
and difficult. Computational methods hold the promise of better use of
footwear evidence in investigations and also in providing assistance for
court testimony. This paper begins with a comprehensive survey of ex-
isting methods, followed by identifying several gaps in technology. They
include methods to improve image quality, computing features for com-
parison, measuring the degree of similarity, retrieval of closest prints from
a database and determining the degree of uncertainty in identification.
New algorithms for each of these problems are proposed. An end-to-end
system is proposed where : (i) the print is represented by an attribute
relational graph of straight edges and ellipses, (ii) a distance measure
based on the earth-mover distance, (iii) clustering to speed-up database
retrieval, and (iv) uncertainty evaluation based on likelihoods. Retrieval
performance of the proposed design with real crime scene images is eval-
uated and compared to that of previous methods. Suggestions for further
work and implications to the justice system are given.

Keywords: Footwear, Impression evidence, Computational forensics,
Image similarity, Crime scene images.

1 Introduction

Marks made on floors, carpets and other surfaces by the sole of footwear, known
as footwear impressions, are the most commonly found type of evidence in crime
scenes. Outside soles of footwear, known as outsoles, contain patterns that are
designed by the footwear manufacturer. The design is both for functionality, i.e.,
gripping the walking surface, and for aesthetics, i.e., pleasing appearance. The
patterns can change in distinctive ways over time depending on length of wear
and walk characteristics such as gait and pressure. Impressions are created when
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footwear is pressed or stamped against a surface such as floor or furniture, in
which process, the characteristics of the outsole are transferred to the surface.
Impressions can contain three-dimensional information, e.g., on snow, wet dirt
or at the beach, but more often contain only two-dimensional patterns, e.g.,
on a floor or carpet. They are said to be present more often and found more
frequently than fingerprints. Evidence provided by a positively identified mark
can be as strong as evidence provided by other types of impression evidence such
as fingerprints, tool marks, and typewritten impressions [1].

Footwear impression patterns can be useful for either identifying the sole type
or the individual sole that made the impression. If the mark is identified as hav-
ing been made by an individual outsole, to the the exclusion of all others, then it
is referred to as individualization. It is based on individualizing characteristics,
which are random marks the sole has acquired during its life. Individualizing
characteristics are unique to the particular footwear that is the source of the im-
pression. They are attributable to shoe sole defects such as nicks, scratches, cuts,
punctures, tears, embedded air bubbles caused by manufacturing imperfections,
and ragged holes [2]. A combination of position, configuration, and orientation
of each defect, which are the result of events that occurred in its life, are unique
to each shoe. A defect position is characterized relative to: print perimeter, par-
ticular tread elements or portions of patterns, or other defects. A defect shape
is characterized by its length, width, and other shape measures. The rotational
orientation of the defect helps differentiate from other similarly shaped defects.

A broader type of identification is classification to determine the specific sole
type, e.g., brand, based on class characteristics, which are features of the sole
type. Detail retained may be insufficient to uniquely identify an individual shoe
but is still very valuable. Since a wide variety of footwear is available on the
market, with most having distinctive outsole patterns, any specific model will
be owned by a very small fraction of the general population, although the same
outsole pattern can be found on several different footwear brands and models. If
the outsole pattern can be determined from its mark, then this can significantly
narrow the search for a particular suspect. Class characteristics are useful for
discriminating between different sole types. They capture the geometry of the
pattern. Since there are a large number of sole types, they can be used to narrow-
down the possibilities. Determining sole type can be regarded as a problem of
image retrieval where the query is the print of unknown type and the database
consists of all known prints whose impressions can be obtained using a chemical
surface. Individualizing and class characteristics together enable determining
whether a crime scene print matches a known.

Although ubiquitous, the poor quality and wide variability of impressions as
well as the large number of manufactured outsole patterns makes their analysis
and courtroom presentation difficult. Even in Europe, where footwear impression
evidence is more commonly used, it is not used as frequently as it could be. For
example, only 500 of 14,000 recovered prints in the Netherlands were identified
[3]. This is because footwear impressions are usually highly degraded, prints are
inherently complex and databases are too large for manual comparison. There
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is variability in the quality of footwear impressions because of the variety of
surfaces on which the impressions are made.

The rest of the paper is organized as follows. After a review of current practice
in the US (Section 2), and the published computational literature (Section 3),
algorithms for several subproblems are discussed in Section 4: image process-
ing to improve image quality, extraction of features for class characterization,
methods for measuring the similarity of prints, computing features for individ-
ualization, and quantifying opinion. Implications of the methods to practice as
well as future work that needs to be done are indicated in Section 5.

2 Current Practice

The forensic examiner collects and preserves footwear and tire tread impression
evidence, makes examinations, comparisons, and analyses in order to: (i) include,
identify, or eliminate a particular footwear, or type of outsole, as the source
of an impression, (ii) determine the brand or manufacturer of the outsole or
footwear, (iii) link scenes of crime, and (iii) write reports and provide testimony
as needed. The photograph of the impression or of the lifted impression or cast
can be subsequently scanned and a digital image produced. Forensic analysis
requires comparison of this image against other images such as: (i) marks made
by footwear currently and previously available on the market and (ii) marks
found at other crime scenes.

An image of a footwear impression can be obtained using photography, gel,
or electrostatic lifting or by making a cast when the impression is in soil. Subse-
quently, in the forensic laboratory, the image is compared with prints and impres-
sions of known footwear. In computerized identification, known prints (collected
with care to capture of all possible impression information) are scanned, pro-
cessed and indexed into a database, with the objective of retrieving the most
likely matching prints.

Difficulty in identification is due to poor quality images and differences in
environment between impression and knowns. While digital image enhancement,
e.g., contextual thresholding, can enhance impression quality, debris, shadows
and artifacts are difficult to filter out. Thus it is useful to segment the image
into useable (impressed by footwear) and discardable regions (impressed by other
artifacts such as debris).

European research has focused on tasks with important practical differences
from the needs of US examiners. Impressions from scenes, assembled from sev-
eral locations, are searched to find matches with crime scene impressions. Usable
impressions are present in 30% of all burglaries [4], e.g., a study of several juris-
dictions in Switzerland revealed that 35% of crime scenes had usable footwear
impressions, and 30% of all burglaries provide usable impressions[5]. Timely
identification allows linking of crime scenes– since most crimes are committed
by repeat offenders, several offenses are common in the same day, and offenders
rarely discard footwear between crimes[6]. Since manual identification is labori-
ous there exists a real need for automated methods.
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Most crimes investigated in the US are homicides and assaults, not burglaries.
In such cases, particularly homicides, it in unlikely that the same impression will
appear in another case. Here the classification task of determining brand, style,
size, gender etc., is of importance. Through classification, even if the person
could not be identified, the search could be narrowed down to a smaller set
of suspects. Forensic examiners of footwear and tire impression evidence are a
community of about 200 professionals in the U. S. Guidelines for the profession
are given by the Scientific Working Group on Footwear and Tire Tread Evidence
(SWGTREAD). Footwear prints constitute about 80-90% of the case-work of the
tread examiner who deals with both footwear and tire-marks.

The final step in footwear impression evidence analysis is to state the result of
comparison for presenting forensic evidence in the courtroom. In order to estab-
lish a uniform ground for interpreting footwear impression evidence, the ENFSI
(European Network of Forensic Institutes) footwear impression and tool mark
working group has proposed a 5-point conclusion scale ranging from identifica-
tion, very strong (strong) support, moderately strong support, limited support.

3 Existing Software and Algorithms

Several software tools for processing and comparison of footwear impressions
have been described in the literature. We provide here a summary of such meth-
ods as a backdrop for the algorithms we propose in Section 4. The earliest were
semi-automatic methods of manually annotated footwear print descriptions us-
ing a codebook of shape primitives, e.g., wavy patterns, geometric shapes and
logos [7,8] . The query print is also encoded in a similar manner. The most
popular such systems today are SOLEMATE and SICAR [9,10]. These systems
rely on manually encoding shoe-prints using a codebook of shapes and geomet-
ric primitives, such as wavy patterns, zig-zags, circles, triangles, and the query
footwear impression requires it to be encoded in a similar manner. The process
is laborious, time-consuming and can be the source of poor performance as the
same pattern can be encoded differently by different users.

Although automatic classification of footwear prints is not yet practical, there
are several published methods. A summary of the published retrieval methods
and their performance is given in Table 1. Cumulative match score (CMS) is
defined as follows. The identification process assumes a closed test, i.e., the true
match is in the database. The input is compared to each entry in the database
and the similarity scores are numerically ranked in descending order. If any of
the top r = 1, 5, 10 similarity scores corresponds to the input it is considered as
a correct match. The percentage of times one of those r similarity scores is the
correct match for all inputs is referred to as the CMS.

In early work, Mikkonen and Astikainen (1994) [20] proposed a classification
system in which codes based on basic shapes are used as a pattern descrip-
tor. Geradts and Keijzer (1996) [3] described an automatic classification for
outsole designs using Fourier features. The approach employs shapes generated
from footwear prints using image morphology operators. Spatial positioning and
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Table 1. Survey of algorithms for automatic footwear print retrieval

Authors Features Performance (Cumulative Match Score) Limitations Dataset
Full Prints Partials Crime Scene

@1
%

@5
%

@10
%

@1
%

@5
%

@10
%

@1
%

@5
%

@10
%

deChazal,
Flynn,
et.al.(2005)
[11]

Power spec-
tral density
(PSD)

64 87 90 50 70 77 - - - No Scaling in-
variance

475 prints from
For. Sci. Lab,,
Ireland

Zhang,
Allinson
(2005)[12]

Edge direc-
tion, FT
histogram

85 95 97 - - - - - - No partials 512 prints

Pavlou,
Allinson
(2006)[13]

SIFT 86 90 93 85 90 92 - - - No SoCs 368 prints of
Forensic Sci.
Serv., UK

Crookes,
Bouridane,
Su, Gueham
(2007)[14]

Local Image
Features
(LIF)

100 100 100 100 100 100 - - - Synthesized
SoCs

500 clean
prints, 50
degraded

Crookes,
Bouridane,
Su, Gueham
(2007)[14]

Phase Only
Correlation
(POC)

100 100 100 100 100 100 - - - No rotational
invariance

100 clean
prints, 64
synthetic

Gueham,
Bouridane,
Crookes
(2008) [15]

POC - - - - - 96 - - - Tested with 200
prints

Patil,
Kulkarni
(2009)[16]

Gabor trans-
form

100 100 100 100 100 100 - - - No SoCs (fea-
tures rely on
pixel intensi-
ties)

1400 clean
full/partial &
some synthetic
noisy prints

Dardi,
Cervelli,
Carrato
(2009)[17]

Texture - - - - - - 10 40 73 Tested with 87
known prints
and 30 SoCs

87 known and
30 real SoC
ENSFI

Tang, Srihari
(2010)[18,19]

Shape Att.
Relational
Graph
(ARG)

100 100 100 100 100 100 70 90 92 Slow speed
(compensated
by clustering)

1400 degraded,
1000 known &
50 real SoC

frequencies of shapes are used for classification with a neural network. No per-
formance measures are reported. Alexander et al. (1999) [4] presented a fractal
pattern matching technique with mean square noise error as a matching criteria
to match the collected impression against database prints.

Fourier descriptors, which are invariant to translation and rotation, have also
been used for classification of full and partial prints [21,11]. First and fifth rank
classification are 65% and 87% on full-prints, and 55% and 78% for partials. The
approach shows that although footwear prints are processed globally they are
encoded in terms of the local information evident in the print. In [12] pattern edge
information is employed for classification. After image de-noising and smoothing
operations, extracted edge directions are grouped into a quantized set of 72 bins
at five degree intervals. This generates an edge direction histogram for each
pattern which after applying a Discrete FT provides a description with scale,
translational and rotational invariance. The approach deals well with variations,
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however query examples originate from the learning set and no performance is
given for partial prints.

de Chazal et al. (2005) [11] proposed a fully automated shoe print classifica-
tion system which uses power spectral density (PSD) of the print as a pattern
descriptor. Here, PSD is invariant to translation and rotation of an image, cru-
cial information of the print is preserved by removing the low and high frequency
components and 2D correlation coefficient is used as similarity measure. Zhang
and Allinson (2005) [12] proposed an automated shoe print retrieval system in
which edge direction histogram is used to represent the shapes in shoes. The
features consist of 1-D discrete Fourier Transform (FT) on the normalized edge
direction histogram and the Euclidean distance is used as similarity measure.

Feature-point based methods, such as SIFT (Scale invariant feature trans-
form) [22], have demonstrated good performance in general content-based image
retrieval due to invariance with respect to scale, rotation and translation. How-
ever, they may be inappropriate for footwear impressions. This is partly because,
as local extrema in the scale space, SIFT key points may not be preserved both
among different shoes of the same class and through the life-time of a shoe.
This problem is further complicated by the extremely poor quality and incom-
pleteness of crime scene footwear impressions. Pavlou and Allinson (2006) [13]
presented classification results where maximally stable extremal region (MSER)
feature detectors are encoded with SIFT descriptors as features after which a
Gaussian feature similarity matrix and Gaussian proximity matrix are used as
the similarity measure. In some crime scenes, only partial shoe-prints (termed as
“half prints” and “quarter prints”) are available. Partial matching has to focus
on how to fully make use of regions available, with the accuracy of matching
algorithms decreasing with print size.

Ghouti et al. (2006) [23] describe a so-called ShoeHash approach for classi-
fication where directional filter banks (DFB) are used to capture local/global
details of shoe-prints with energy dominant blocks used as feature vector and
normalized Euclidean-distance similarity. Su et al. (2007) [24] proposed a shoe-
print retrieval system based on topological and pattern spectra, where a pattern
spectrum is constructed using the area measure of granulometry, the topological
spectrum constructed using the Euler number and a normalized hybrid measure
of both used for matching. Crookes et al. (2007) [14] described two ways to clas-
sify shoe-prints: (i) in the spatial domain, modification of existing techniques:
Harris-Laplace detectors and SIFT descriptors is proposed; the Harris corner
detector is used to find local features; Laplace based automatic scale selection is
used to decide the final local features and a nearest neighbor similarity measure,
and (ii) in the transform domain, phase-only correlation (POC) is used to match
shoe-prints. Gueham et al. (2008) [15] evaluated the performance of Optimum
Trade-off Synthetic Discriminant Function (OTSDF) filter and unconstrained
OTSDF filter in classifying partial shoe-prints.

As an exercise in data mining, Sun et. al. [25] clustered shoe outsoles using
color (RGB) information as features where the number of clusters k was varied
from 2 to 7 and the clustering results of k-means and expectation maximization
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were compared; the results are of limited use since RGB information of outsole
photographs are absent in impression evidence. Algarni and Hamiane (2009)
[26] proposed a retrieval system using Hu’s moment invariants as features and
compared similarity measures: Euclidean, city block, Canberra and correlation
distance. Xiao and Shi (2008) [27] presented matching using PSD and Zernike
moments. Jing et al. (2009) [28] presented a new feature, directionality. Here,
features extracted from co-occurrence matrix, Fourier transform and directional
mask are matched using sum-of-absolute-difference. Nibouche et al. (2009) [29]
proposed a solution for matching rotated partial prints. Harris points encoded
with SIFT descriptors are used as features and they are matched using random
sample consensus (RANSAC).

Dardi et al. (2009) [17] described a texture based retrieval system. A Maha-
lanobis map is used to capture texture and then matched using a correlation
co-efficient measure. In subsequent work [30,31] they offer a cumulative match
score comparison between Mahanalobis, [11] and [15]. Wang et al. (2009) [32] pre-
sented a wavelet and fuzzy neural network approach. Patil and Kulkarni (2009)
[16] proposed using the Gabor transform to extract multi-resolution features
and then Euclidean distance for matching. Rotation is estimated by the Radon
transform and compensated by rotating in the opposite direction.

While footwear impression image analysis methods have been described in
many papers, there are many gaps in the technology, e.g., among the many im-
age processing and feature extraction algorithms it is not clear as to which ones
are best suited for the task of retrieving reference images from a database (in
response to a real crime scene query). More generally, methods are needed to:
enhance image quality, represent patterns commonly found in footwear prints
(that are also useful for comparison), determine the degree of similarity between
evidence and known, retrieve closest matches in a reference data set, map com-
parison results to an opinion scale, and combine multiple scene images from the
same source.

4 Proposed Methods and Algorithms

We describe here methods and algorithms for the following tasks:

1. Data sets for the design and evaluation of algorithms (Section 4.1).
2. Enhancing the quality of crime scene images for further processing (Section

4.2)
3. Representing footwear outsole patterns by extracting: (i) class characteristics

and (ii) individualizing characteristics (Sections 4.3-4.5).
4. Similarity measures between patterns for use in comparison, retrieval and

individualization (Section 4.6).
5. Search algorithms, including performance metrics and clustering of reference

patterns. (Section 4.7).
6. Characterizing uncertainty of match between evidence and known (Section

4.8).
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4.1 Data Sets

The development and evaluation of algorithms for any pattern analysis and
recognition task critically depends upon the availability of data sets. They are
used for training machine learning algorithms and for testing their performance.
The data sets should ideally be representative of the population since the meth-
ods themselves are based on statistical analysis of the data. Three types of
commonly used footwear print data sets are: digital images of outsoles provided
by manufacturers, simulated crime scene images, and real crime scene images.
Examples of such data sets are given below.

Photographs of Outsoles. Footwear manufacturers usually make available
images of outsoles and uppers on commercial websites. A web crawler can visit a
given set of vendor websites. and recover such images. An example of the types
of images available is given in Fig. 1. About 10,000 such images were downloaded
for the purpose of design and evaluation of algorithms.

(a) (b) (c)

Fig. 1. Digital images of footwear outsoles and uppers available on the web. The par-
ticular model shown is called “Nike Air Force 1” which is most often encountered in
U. S. crime scenes.

Simulated Scene Images. The process of recovery of prints in a crime scene
is described in [1]. To create simulated crime scene prints, people are asked to
step on powder and then onto a carpet to create a simulated crime scene print.
Then the picture of the print is taken with a forensic scale near the print. The
resolution of the images is calculated using the scale in the images and then
scaled to 100 dpi. The prints are also captured on chemical paper to create
the reference print. A chemical print is the known print which is obtained by a
person stamping on a chemical pad and then on chemical paper, which would
leave clear print on the paper. The chemical prints are converted into digital
camera images of resolution 100dpi examples of which are shown in Fig. 2. Since
the simulated crime scene prints tend to be of relatively high quality this leads
to over-optimistic results in verification and identification.



Footwear Impression Evidence 341

(a) (b)

Fig. 2. Simulated crime scene and reference images: (a) print on carpet with powder,
and (b) print on sheet of chemical paper

Crime Scene and Reference Images. Statistical models are best constructed
from actual crime scene images and the reference data sets used with them.
However these are generally hard to find. Some examples from a database of
350 crime images are shown in Fig. 3 together with the ground-truth in Fig.
5. Reference prints can be obtained by taking impressions of footwear outsoles
provided by footwear vendors– some examples from a set of 5,000 reference prints
are shown in Figure 4.

There are multiple prints from the same scene, e.g., in the first set 194 scene
images are from 176 crime scenes and 144 scene images in the second are from
126 crimes. Each of the 50 scene images in the first dataset came from a different
crime scene. Among these there are multiple shoe prints such as two partial shoe
marks from the same crime scene, same marks taken at different illumination,
same marks taken at different angles/orientation etc.

The resolution of reference images varies from 72 dpi to 150 dpi. Scene image
resolution varies from 72 dpi to 240 dpi. The scene image dataset contains an
equal number of color and gray-scale images. Only 3% of the reference images are
direct photographs of the outsole of brand new shoes. The reference images can
be broke down as follows. 97% are gray scale images. they are actually prints.
3% are color images, which are direct photographs of the outsole of the shoes on
the market. Very few (less than 0.1%) are binary images.

4.2 Enhancing Image Quality

The matching of crime scene impressions to known prints largely depends on
the quality of the extracted image from the crime scene impression. Thus the
first step in dealing with both crime scene prints and database prints is that of
processing them in a way that makes further processing more effective and/or
efficient. Two approaches are: image labeling and edge detection. In image label-
ing, different pixels or regions of the image are labeled as foreground (impression)
or background; it can be done using either thresholding or pixel classification.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 3. Some crime scene images

Thresholding. One simple method of labeling images as foreground/
background is global thresholding. A threshold value for the gray-scale is selected
and all pixels with an intensity lower than this value are marked as background
and all pixels with higher values are marked as foreground. Different strategies
for determining the global thresholding value exist. A simplistic method, for ex-
ample, models the intensities as a histogram with the assumption of two main
intensity peaks (foreground and background), selecting a middle point as the
threshold. A more sophisticated method is Otsu thresholding [33] which is based
on a threshold which minimizes weighted within class variance. Another method
is a neural network, e.g., one with two layers with four input neurons, three
middle layer neurons and one sigmoidal output.

Adaptive Thresholding. A drawback of global thresholding is inability to cope
with images that have a variety of intensities. An impression on carpet, for
example, is often difficult to threshold since when the background is completely
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(a) (b) (c) (d) (e) (f) (g)

(h) (i) (j) (k) (l)

Fig. 4. Some reference images (knowns)

below/above the chosen threshold value, large portions of the print will also
be missing. A solution is adaptive thresholding. Instead of selecting a single
threshold value for the entire image, it is dynamically determined throughout
the image. This can cope with larger changes in background, such as variations in
background material (carpet, flooring, etc.) and lighting. Such images often lack
the separation of peaks necessary to use global thresholding. Smaller sub-images
are much more likely to be more uniform than the image overall. It selects the
threshold value for each individual pixel based on the local neighborhood’s range
of pixel intensities. For some n pixels around a given pixel, the thresholding value
is calculated via mean, median, mean-C, etc. and used to determine whether a
single pixel is part of the foreground or background, with different selections of
sampling giving different results. After tuning the method to shoe-prints, this
method gives high quality results at reasonable resolution. Some sample images
are shown in Figure 6.

CRF Classification. While thresholding algorithms take into account only
the value of the pixel or at most the surrounding pixels in making a decision,
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Fig. 5. Ground Truth associated with crime scene images

the information contained in other areas of the print can be useful. in inferring
whether a pixel belongs to the foreground or background. The contextual infor-
mation from other regions can be incorporated using probabilistic models known
as conditional random fields(CRFs) [34]. CRFs are partially directed probabilis-
tic graphical models [35] which belong to a class of machine learning models
known as discriminative models, as opposed to generative models which need
a full joint distribution to be estimated before a decision can be made. CRFs
have been successfully used in image segmentation problems including docu-
ments containing handwriting [36]. The model exploits the inherent long range
dependencies that exist in the images and hence is more robust than approaches
using neural networks and other binarization algorithms. Here we describe the
application of the CRF model to labelling pixels in footwear print images.

Our task is to learn a mapping from image x to labels y. Each y is a member of
a set of possible image labels Y = {Impression, Background}. The input image
x is segmented into m “patches” x = {x1, x2, .., xm}. The patch size is chosen
to be small enough for high resolution and big enough to extract enough features.
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Fig. 6. Adaptive thresholding results: (a) crime scene image (b) enhanced image using
adaptive thresholding

We choose non-overlapping patches, 3 × 3 pixels. A CRF is used to label each
patch using the labels of the neighboring patches.

The probabilistic CRF model is as follows. Using the Hamersley-Clifford the-
orem p(y|x) = 1

Z

∏
i φi(Di) where the Di are cliques of nodes in the graph with

potentials φi. Here node variables correspond to patches and labels. Assuming
only up to pairwise clique potentials to be non-zero, the joint distribution over
the labels y = {y1, y2, .., ym} can be written as

p(y|x) = 1

Z
exp

⎛
⎝∑

j

Aj(yj ,x) +
∑

(j,k)∈E

Ijk(yj , yk,x)

⎞
⎠ (1)

where Z is a normalizing constant known as the partition function and Ai and
Iij are the unary and pairwise potentials and E are edges in the graph. Thus we
can define the conditional probabilistic model

P (y|x, θ) = eψ(y,x;θ)∑
y′ eψ(y′,x;θ) (2)

where θ consists of the model parameters and ψ(y,x; θ) ∈ R is a potential
function defined as :

ψ(y,x; θ) =
∑m

j=1

(
A(j, yj ,x; θ

s) +
∑

(j,k)∈E I(j, k, yj , yk,x; θ
t)
)

(3)

The first term in (3) is called the state term, sometimes called the associa-
tion potential as mentioned in [37], and it associates the characteristics of that
patch with its corresponding label. θs are called the state parameters for the
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CRF model. Analogous to it, the second term in (3) called the interaction po-
tential, captures the neighbor/contextual dependencies by associating pair wise
interaction of the neighboring labels and the observed data. θt are called the
transition parameters of the CRF model. E is a set of edges that identify
the neighbors of a patch; a 24-neighborhood model was used. θ comprises of
the state parameters,θs and the transition parameters,θt.

The association potential can be modeled as A(j, yj ,x; θ
s) =

∑
i(f

s2
i · θs2ij )

where fs2
i is the ith state feature for that patch and θs2ij is a state parameter.

The state features used will be described shortly. In order to introduce a non-
linear decision boundary, the state features, fs2

i are obtained by transforming
the input features fs1

i by the tanh function to give the transformed state feature
f s2
i = tanh (

∑
l(f

s1
l (j, yj ,x) · θs1il )) where f s1

l is the lth state feature extracted
for that patch; the transformed features are analogous to the outputs at the
hidden layer of a neural network. The state parameters θs are a union of the two
sets of parameters θs1 and θs2 . The interaction potential I(·) is an inner product
between the transition parameters θt and the transition features f t is as follows:
I(j, k, yj , yk,x; θ

t) =
∑

i(f
t
i (j, k, yj , yk,x) · θtijk).

Parameter Estimation. There are numerous ways to estimate the parameters of
this CRF model [38]. In order to avoid the computation of the partition function
the parameters are learnt by maximizing the likelihood of the data. Here we
use conjugate gradient to maximize the likelihood. The maximum likelihood
estimate of the parameters, θ, based on a data set of size M is given by

θML = argmax
θ

M∏
i=1

P (yi|yNi ,x, θ) (4)

where P (yi|yNi ,x, θ), which is the probability of the label yi for a particular
patch i given the labels of its neighbors, yNi , is

P (y|x, θ) = eψ(y,x;θ)∑
a e

ψ(yi=a,x;θ)
(5)

where ψ(yi,x; θ) is defined by (3). Note that (4) has an additional yNi in the
conditioning set. This makes the factorization into products feasible as the set of
neighbors for the patch from the minimal Markov blanket. It is also important to
note that the resulting product only gives a pseudo-likelihood and not the true
likelihood. The estimation of parameters which maximize the true likelihood
may be very expensive and intractable for the problem at hand.

Combining (4) and (5), the log-likelihood is

L(θ) =
M∑
i=1

(
ψ(yi = a),x; θ)− log

∑
a

eψ(yi=a,x;θ)

)
. (6)

The parameters are estimated by maximizing the log-likelihood function in (6)
using gradient descent.
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Features for CRF. Since features depend on whether the print is powder on
a carpet, mud on a table etc, a general definition of the texture of footwear-
prints is difficult. Thus an interactive design is used where the user provides
the texture samples of the foreground and background from the image. The
sample size is fixed to be 15× 15 which is big enough to extract information and
small enough to cover the print region. There could be one or more samples of
foreground and background. The feature vector of these samples are normalized
image histograms. There are four state features, the first two of which are derived
from the probability distribution of gray levels in the patch: (i) entropy of the
patch defined as E(P ) = −∑n

i p(xi) ∗ log(p(xi)), and (ii) standard deviation of

the patch STD(P ) =
√∑n

i (xi − μ)2. The other two state features, which are
based on cosine similarity between normalized image histogram vectors of two
patches defined as CS(P1, P2) =

P1∗P2

|P1||P2| , are: (iii) the cosine similarity between

the patch and the foreground sample feature vectors and (iv) the cosine similarity
between the patch and the background sample feature vectors. The transition
feature is the cosine similarity between the current patch and the surrounding
24 patches.

Performance. Pixel labeling performance of several different algorithms are
shown in Fig. 7. It includes an example input image and results from each of
three methods: Otsu thresholding, a neural network and a CRF. Both the neural
network and CRF models used the same feature set other than the transition
feature. The input images were converted from RGB jpeg format to grayscale,
with a resolution of 100 dpi, before processing. Overall performance on a data set
of 45 images (11 hand-truthed prints yielding 320,000 3× 3 pathces for training
and 34 images for testing), measured in terms of precision, recall and F-measure,
are given in Fig. 7 (e). Precision, P, is defined as the percentage of the extracted
pixels which are correctly labeled as foreground(shoe-print). Recall, R, is the
percentage of the foreground successfully extracted. F-measure is the equally
weighted harmonic mean of precision and recall i.e., F = 2PR/(P +R). Perfor-
mance of Otsu thresholding is poor if either the contrast between the foreground
and the background is less or the background is inhomogeneous. The neural net-
work performs a little better by exploiting the texture samples that the user
provided. CRF tends to outperform both by exploiting the dependency between
the current patch and its neighborhood, i. e., if a patch belongs to foreground but
is ambiguous, the evidence given by its neighborhood patches helps in deciding
its polarity.

Edge Detection. Rather than labeling pixels in the gray-scale image to convert
to a binary image, an alternative is to detect sharp discontinuities, or edges in the
input image, as the starting point. Edge detection has a firm basis in biological
vision and has been studied extensively. Edges in the image can be used to detect
more global geometrical patterns as described in Section 4.4.

Among various edge detectors the Canny edge detector [39]has been shown
to have many useful properties. It is considered to be the most powerful edge
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Method Precision Recall F-measure
Otsu 40.97 89.64 56.24

Neural Network 58.01 80.97 59.53
CRF 52.12 90.43 66.12

(e) Summary Results

Fig. 7. Results of three image pixel labeling methods: (a) an input crime scene test
image, (b) result obtained by applying Otsu thresholding, (c) result of neural network
thresholding, and (d) result of CRF labeling. Summary of results with 34 test images are
tabulated in (e) whose columns correspond to retrieval performance metrics (precision,
recall and F-measure percentages)

detector since it uses a multi-stage algorithm consisting of noise reduction, gra-
dient calculation, non-maximal suppression and edge linking with hysteresis
thresholding. The detected edges preserve the most important geometric features
on shoe outsoles, such as straight line segments, circles, ellipses. The results of
applying the Canny edge operator to crime scene images is shown in Fig. 8.
Results with some database images are shown in Fig. 9.

Prior to edge detection, morphological operations are performed on database
images [40]. The morphological operations are: dilation, erosion and filling holes
in the binary image. The result is a more exact region boundary that improves
the quality of edge detection. Morphological operations play a vital role in fetch-
ing the exact contours of the different shapes like line, ellipse and circle. We
perform morphological operations (dilation and erosion) to make the interior re-
gion of the boundary uniform and then extract the boundary using Canny edge
detection. Since the interior region is uniform, canny edge detector does not de-
tect any edges inside the boundary and it improves the quality of edge detection.
Specifically, each database shoe-print is processed in the following order: Edge
detection → Dilation → Erosion → Flood fill → Complement. This procedure is
illustrated using a sample print in the Fig. 10(a-f). As shown in Fig. 10(g), the
edge image of the enhanced print has much better quality for feature extraction.



Footwear Impression Evidence 349

(a) (b)

(c) (d)

Fig. 8. Results of applying edge detection to crime scene images. Two pairs of images
are shown corresponding to input and edge image: (a,b), (c,d).

(a) (b)

Fig. 9. Results of edge detection on two reference images

Dilation and erosion make the interior region of the boundary uniform and
then extract the boundary using edge detection. Since the interior region is uni-
form the edge detector does not detect any edges inside the boundary. Edge
detection showing the intermediate results of morphological operations is shown
in Figure 11. Database Prints are subject to the sequence: Edge Detection, Mor-
phological Operation and Edge Detection. Crime Scene Prints are subjected to
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(a) (b) (c) (d)

(e) (f) (g)

Fig. 10. Morphological operations for image enhancement: (a) input, (b) edge image,
(c) after dilation, (d) after erosion, (e) after flood fill, (f) after complement, which is
the final output, and (g) edge image of enhanced print

only Edge Detection. For crime scene prints, because of their poor quality, we di-
rectly extract features from the edge image of original image. It takes 4-5 seconds
to process one image on a desktop computer.

4.3 Characteristics of Outsole Patterns

Discriminating characteristics of outsole patterns and footwear impressions can
be classified into two categories: those acquired during the manufacturing process
and those acquired from wear. Manufacturing features are those that come from
the manufacturing process, which include design patterns and defects. Acquired
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(a)

(b)

Fig. 11. Results of edge detection showing intermediate morphological operations on
two data base images

features refer to attributes that develop during the lifetime of the footwear, such
as wear pattern and damage.

As in any pattern comparison task, the first step for matching a query print
against a reference print is a representation in terms of characteristics. The ideal
representation would allow discrimination between different outsoles but also be
invariant to various transformations such as rotation, translation, distortion and
noise. Once a set of characteristics are determined there is also a need for a
suitable measure of similarity between feature sets.
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Color, texture and shapes of primitive elements are commonly used to recog-
nize objects in computer vision [41]. However color is absent here since acquired
impression prints are gray-scale images. Textures are sensitive to acquisition
methods and susceptible to wear while shapes are resistant to wear and present
over a long period of time. Shape features are also robust against occlusion and
incompleteness, i.e., the wear or variation of a local region on the outsole will be
less likely to affect shape features in other regions.

We discuss here three different types of characteristics for representing outsole
patterns. Associated with each is a similarity measure for comparison of two
inputs. The methods are GSC, SIFT and geometrical patterns represented as an
attribute relational graph.

GSC. In the field of document analysis, the central task is that of recognizing
two-dimensional patterns such as characters. Many different features have been
developed and one that we have used with success for handwriting recognition
and writer verification are the GSC (gradient, structural, concavity) features.
The GSC features are based on detecting local, intermediate and global features
(see Fig. 12) [42]. The basic unit of an image is the pixel and we are interested
in its relationships to neighbors at different ranges from local to global. In a
sense, we are taking a multi-resolution approach to feature generation. GSC fea-
tures are generated at three ranges: local, intermediate and global. In the basic
approach the feature vector consists of 512 bits corresponding to gradient (192
bits), structural (192 bits), and concavity (128 bits) features. Each of these three
sets of features rely on dividing the scanned image into a 4× 4 region. Gradient
features capture the frequency of the direction of the gradient, as obtained by
convolving the image with a Sobel edge operator, in each of 12 directions and
then thresholding the resultant values to yield a 192-bit vector. The structural
features capture, in the gradient image, the presence of corners, diagonal lines,
and vertical and horizontal lines, as determined by 12 rules. Concavity features
capture, in the binary image, major topological and geometrical features in-
cluding direction of bays, presence of holes, and large vertical and horizontal
patterns. The input shoe- print is represented as two 4 × 4 regions or a fixed-
dimensional (1028-bit) binary feature vector. The similarity between two GSC
feature vectors is computed using a correlation measure.

SIFT. In the field of computer vision a popular algorithm for detecting key fea-
tures of three-dimensional objects in digital images is the scale invariant feature
transform (SIFT) [43]. The objective of SIFT is to extract and describe invariant
features from images that can be used to perform matching between different
views of an object in a scene. Four major steps of the algorithm are: scale-space
extrema detection, key point localization, orientation assignment and key-point
descriptor construction. The scale space is constructed by convolving the input
image with a Gaussian function and resampling the smoothed image. Maxima
and minima are determined by comparing each pixel in the pyramid to its 26
neighbors(in a 3x3 cube). These maxima and minima in the scale space are called
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(a) (b)

Fig. 12. Representation of an outsole pattern using features (GSC) designed for two-
dimensional shapes in document analysis: (a) input impression which is characterized
by (b) a 1, 024-dimensional GSC binary feature vector

as key points, which are in turn described by a 128-dimensional vector: a nor-
malized description of gradient histogram of the region around that key-point.
The number of key points detected by the SIFT algorithm varies from image to
image. Key-points of a shoe-print image are shown in Fig. 13(a) where there are
15, 499 key-points. One such key-point descriptor is shown in Fig. 13(b). The
similarity between two descriptors is computed using the Euclidean distance
between two 128-dimensional vectors and the similarity between two images is
the number of key-points that match. SIFT is commonly used in content-based
image retrieval and is said to be used in Google image search.

Performance with GSC and SIFT. GSC features, which are designed for
two-dimensional patterns, are very fast and work well with complete shoe-prints
but break-down when prints are partial; a fix can be made by detecting whether
the print is partial. SIFT features, which are designed for three-dimensional
objects, work better than GSC for partial prints, particularly since they were
designed to handle occlusion in scenes. SIFT is invariant to transformations of
scale, rotation and translation of shoe-prints [22]. However, due to local extrema
in the scale space, SIFT key-points are not preserved both among different shoes
of the same class and throughout the lifetime of a single shoe. A representation
based on geometrical patterns in a graph works significantly better than SIFT
in retrieval as described next (see Fig. 34).

4.4 Geometrical Patterns

Patterns of outsoles usually contain small geometrical patterns involving short
straight line segments, circles and ellipses. An analysis of 5,034 outsole prints
revealed that 67% have only line segments (some examples are shown in Fig. 14,
where the line segments have a minimum length of 25 pixels), 1.5% have only
circles (Fig. 15), 0.004% have only ellipses (Fig. 16), and 24% are combinations
of lines, circles and ellipses. The principal combination of shapes are lines-circles
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(a) (b)

Fig. 13. Representation of an outsole pattern using features (SIFT) designed for three-
dimensional objects in computer vision: (a) input image annotated by key-points where
each blue arrow shows key-point orientation extracted by the SIFT algorithm, and (b)
descriptors for one key-point

which constitute 16% (Fig. 17), lines-ellipses constitute 6% (Fig. 18), circles-
ellipses-0.1% (Fig. 19) and lines-circles-ellipses-0.7% (Fig. 20). Texture patterns
(Fig. 21) constitute the remaining 8%. The complete distribution is given in
Table 2. This analysis shows that the three basic shapes are present in 92%
of outsole prints. Furthermore, patterns other than circles and ellipses can be
approximated by piecewise lines.

When projected on to a plane, most man-made objects can be represented as
combinations of straight line and ellipse segments. Mathematically, straight line
segments and circles are special cases of ellipses. An ellipse with zero eccentricity
is a circle and an ellipse with eccentricity of 1 is a straight line; where the
eccentricity of an ellipse is defined as

√
1− (b/a)2 where a and b are the lengths

of the semi-major and semi-minor axes.
While an ellipse detector alone can capture 92% of the primitive shapes, we

choose to use specialized detectors for straight lines and circles since they are
more efficient. The feature extraction approach is to detect the presence, location
and size of three basic shapes: straight line segments, circles/arcs and ellipses.
Since all three are geometrical shapes with simple parametric representations,
they are ideal for the application of a robust method of detecting shapes.

The Hough transform[44] is a method to automatically detect basic geometri-
cal patterns in noisy images. It detects features of a parametric form in an image
by mapping foreground pixels into parameter space, which is characterized by
an n dimensional accumulator array, where n is the number of parameters nec-
essary to describe the shape of interest. Each significant pixel from the shape
of interest would cast a vote in the same cell of an accumulator array, hence
all pixels of a shape gets accumulated as a peak. The number of peaks corre-
sponds to the number of shapes of interest in the image. Originally designed for
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Table 2. Distribution of geometric patterns in a database of footwear outsole prints

Fundamental Patterns No. of Prints

Line segments 3397

Lines & Circles 812

Lines & Ellipses 285

Only Circles/Arcs 73

Lines, Circles & Ellipses 37

Only Ellipses 15

Circles & Ellipses 5

Texture 410

Total - 5034 prints

(a) (b) (c) (d)

Fig. 14. Footwear outsole patterns containing line segments only

(a) (b) (c) (d)

Fig. 15. Footwear outsole patterns containing circles only
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(a) (b) (c) (d)

Fig. 16. Footwear outsole patterns containing ellipses only

(a) (b) (c) (d)

Fig. 17. Footwear outsole patterns containing lines and circles
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(a) (b) (c) (d)

Fig. 18. Footwear outsole patterns containing lines and ellipses

(a) (b) (c) (d)

Fig. 19. Footwear outsole patterns containing circles and ellipses
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(a) (b) (c) (d)

Fig. 20. Footwear outsole patterns containing lines, circles and ellipses

(a) (b) (c) (d)

Fig. 21. Footwear outsole patterns containing texture only
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detecting straight lines in cloud chamber photographs and later generalized to
circles and ellipses, the Hough transform has found success in many applica-
tions such as detecting cancerous nodules in radiological images and structure
of textual lines in document images[45].

1. Line Segments: Using the polar coordinate system, a straight line can be
represented by two parameters r and θ. The Hough transform maps each
pixel in the Cartesian x-y plane to a 2-dimensional accumulator array using
the transformations defined by x = rcosθ and y = rsinθ. The values of r and
θ at which the accumulator elements peak represent the presence of straight
lines.

2. Circles: It involves building a 3-dimension accumulator array correspond-
ing the center coordinates and the radius. Gradient orientation is used to
limit the generation of spurious votes. Further, spatial constraints are used
to identify spurious circles. Gradient orientation is used to limit the genera-
tion of spurious votes[46]. Further, spatial constraints are used to eliminate
spurious circles.

3. Ellipses: In a Cartesian plane, an ellipse can be described by its centre (p, q),
length of the semi-major axis a, length of the semi-minor axis b and the angle
θ between the major axis and the x-axis. Thus five parameters (p, q, a, b, θ)
are required to uniquely describe an ellipse[47]. These five parameters de-
mand a five-dimensional accumulator which is computationally expensive
but the Randomized Hough transform (RHT) [48] for ellipse detection is
more efficient.

We describe next algorithms for lines and ellipses based on the Hough trans-
form; since the circle is a special case of the ellipse the same algorithm can be
used.

Line Detection. The Standard Hough Transform (SHT) to detect lines consists
of three steps: transform and accumulation, peak selection, and line verification.
However, most scenes have complex geometric structures. The number of line
segments in a scene image of moderate size (say 1000 × 1000) can be several
hundred. Each set of collinear points votes for a peak in accumulator. Detect-
ing all the true peaks accurately while suppressing spurious ones is difficult. In
addition, short line segments are easily missed, which may be useful for dis-
criminating similar print structures. Since the standard Hough transform (SHT)
cannot be applied directly, an iterative procedure is used to remove interference
in peak selection, using a verification criterion. First, connected components are
labeled in the edge image. For each component, the Hough transform is applied
and peaks are detected. When a peak is identified and the line segments are
extracted, pixels contributing to those line segments are eliminated from the
edge image, and an updated accumulator is obtained by applying SHT on the
modified edge image. The process of extracting straight line segments in a crime
scene impression is shown in Figures 22.
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(a) (b) (c)

(d) (e)

Fig. 22. Detecting line segments using the restricted straight line Hough transform:
(a) input crime scene image, (b) edge detected image (c) accumulator histogram, (d)
detected line segments, and (e) line segments overlaid on the input image

Ellipse Detection. The ellipse is a fundamental shape in both natural and
man-made objects and hence frequently encountered in images. Existing el-
lipse detection algorithms, viz., randomized Hough transform (RHT) and multi-
population genetic algorithm (MPGA), have disadvantages. The RHT performs
poorly with multiple ellipses and MPGA has a high false positive for complex im-
ages. The proposed algorithm selects random points using constraints of smooth-
ness, distance and curvature. In the process of sampling, parameters of potential
ellipses are progressively learnt to improve parameter accuracy. New probabilis-
tic fitness measures are used to verify ellipses extracted: ellipse quality based on
the Ramanujan approximation and completeness. Experiments on synthetic and
real images show performance better than RHT and MPGA in detecting multi-
ple, deformed, full or partial ellipses in the presence of noise and interference. A
detailed description of the algorithm is given in [19].

Results of extracting circles and ellipses in data base prints are shown in 23.

4.5 Graph Representation

Structural representations have long been used in computer vision to represent
complex objects and scenes for image matching [49]. Graph representations have
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(a) (b) (c)

(d) (e) (f)

Fig. 23. Shapes detected in reference images: lines, circles and ellipses are shown in
green, red and blue respectively

a great advantage over feature vectors because of they can explicitly model the
relationship between different parts and feature points [50].

After detecting their presence, the impression image is decomposed into a
set of primitives. To obtain a structural representation of these primitives, an
attributed relational graph(ARG) [51,52] is built. An ARG is a directed graph
that can be represented as a 3-tuple (V,E,A) where V is the set of vertices, also
called nodes, E is the set of relations (edges) and A is the set of attributes. Each
edge describes the spatial relationship between a pair of nodes. The attributes
include node attributes (unary) and edge attributes (binary).

There are three types of nodes, corresponding to lines (L), circles (C) and
ellipses (E), and nine types of edges: line-to-line (L2L), line-to-circle (L2C), line-
to-ellipse (L2E), circle-to-circle (C2C), circle-to-ellipse (C2E), ellipse-to-ellipse
(E2E), circle-to-line (C2L), ellipse-to-line (E2L) and ellipse-to-circle (E2C). At-
tributes of nodes and edges should be defined such that they are scale/rotation
invariant, and capture spatial relationships such as distance, relative position,
relative dimension and orientation.

Three attributes are defined for nodes which represent the basic shapes de-
tected.

1. Quality is the ratio of the number of points on the boundary of the shape
(perimeter pixels) to the perimeter of the shape.

2. Completeness is the standard deviation of the angles of all on-perimeter pix-
els with respect to the center of circle/ellipse, stdd, normalized as stdd/180.
If a wide range of angles are present, implying that most of the shape is
represented, there will be more angles represented and this value is high,
while a partial figure will have smaller diversity of angles and this value will
be low. While the range of angles is 0 to 360 for circles and ellipses, for a
straight line there are only two angles with respect to the center, 0 and 180.
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3. Eccentricity is the degree of elongation, defined as the square root of 1 minus
square of ratio of minor to major axes. For a circle eccentricity is 0 and for
a straight line eccentricity is 1.

Edge attributes are dependent upon the pair of shapes they connect. They
use the relative position definitions between lines, circles and ellipses. Some at-
tributes are normalized to the range [0,1] using the sigmoid function. A complete
list of node and edge attributes is given in Figure 24.

So as to handle missing nodes or incorrectly detected nodes, which may arise
due to noise, occlusion and incompleteness, a fully-connected graph is used. If
for the sake of computational efficiency we consider only local relationships, as is
often done in Markov models, it would lead to poor results since the only image
components discernible in a print may be those at the extremities.

This means that there is a directed edge from each node to all nodes including
itself; a node is connected to itself because we can use a general formula for
computing the cost between two graphs. Thus in a directed graph with N nodes
there will be N +2(N(N − 1)/2) = N2 edges. The number of attributes at each
edge depends on the types of nodes it connects.

The ARG for a scene image is shown in Fig. 25; the values of node and edge
attributes for a portion of the subgraph with four nodes are given in Table 3.

Table 3. Node and Edge Attributes for four-node subgraph shown in Figure 25(d)

Nodes and Edges Attributes
Node 1 [0.0000, 0.7468, 0.5699]
Node 2 N/A
Node 3 N/A
Node 4 N/A
E11 [0.5000, 0.0000, 0.0000]
E12 [0.4285, 0.1976, 0.5989]
E13 [0.4593, 0.1976, 0.3195]
E14 [0.4809, 0.1387, 0.2316]
E21 [0.5715, 0.1976, 0.5989]
E22 [0.0000, 0.5000, 0.0000, 0.0000, 0.0200]
E23 [0.0000, 0.5312, 0.0584, 0.0000, 0.0200]
E24 [0.0323, 0.5527, 0.0609, 0.0146, 0.0626]
E31 [0.5407, 0.1976, 0.3195]
E32 [0.0000, 0.4688, 0.0584, 0.0000, 0.0200]
E33 [0.0000, 0.5000, 0.0000, 0.0000, 0.0200]
E34 [0.0324, 0.5217, 0.0091, 0.0090, 0.1018]
E41 [0.5191, 0.1387, 0.2316]
E42 [0.0323, 0.4473, 0.0609, 0.0085, 0.0901]
E43 [0.0324, 0.4783, 0.0091, 0.0091, 0.0903]
E44 [0.0000, 0.5000, 0.0000, 0.0000, 0.0200]

4.6 Graph Similarity

Central to both retrieval and identification is a method for computing similarity
between images. Equivalently, the inverse of similarity is a distance measure.
The choice of similarity or distance measure is important since it influences the
retrieval result, uncertainty of match, and the quality of clusters in partitioning
the database for efficiency.
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Fig. 24. Definitions of node and edge attributes in attribute relational graph where
nodes correspond to geometrical shapes
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(a) (b)

(c) (d)

Fig. 25. Attribute Relational Graph: (a) circles and straight lines in scene image with
magnification of a portion showing three straight lines and a circle, (b) centers of
all straight lines and circles, (c) graph for the two straight lines and circle, and (d)
attributes of nodes and edges

Image retrieval applications typically employ histogram (or probability den-
sity) distance measures. Bin-by-bin distance measures such as Euclidean distance
(or its generalization known as the Minkowski distance) and Kullback-Leibler
divergence are perceptually unsatisfactory. Earth Mover’s Distance (EMD), a
cross bin distance metric is popular in content-based image retrieval [53]. Ad-
vantages of EMD are that it allows partial matches, ability to efficiently handle
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high-dimensional feature spaces and closeness to perceptual similarity when ap-
plied to image histograms.

Earth Mover’s Distance. EMD evaluates the least amount of work that is
needed to transform one distribution into the other. Consider the evaluation of
the distance between two signatures (histograms) P1 = {P1i|1 ≤ i ≤ n1} and
P2 = {P2j |1 ≤ j ≤ n2}. The bins [P1i] have corresponding weights w1 = [w1i]
and similarly [P2j ] have weights w2 = [w2j ]. The ground distance matrix C =
[cij ] specifies ground distance between all pairs of bins, cij . The flow matrix
F = [fij ], where fij is the amount of “supplies” transferred from bin P1i to bin
P2j . The goal is to find proper values of F in order to minimize the overall work
given by

WORK(w1,w2,C) =

n1∑
i=1

n2∑
j=1

cijfij (7)

which is subject to the following constraints:

fij ≥ 0, ∀1 ≤ i ≤ n1, 1 ≤ j ≤ n2, (8)

n2∑
j=1

fij ≤ w1i, ∀1 ≤ i ≤ n1, (9)

n1∑
i=1

fij ≤ w2j , ∀1 ≤ j ≤ n2, (10)

n1∑
i=1

n2∑
j=1

fij = min(

n1∑
i=1

w1i,

n2∑
j=1

w2j). (11)

Constraint 8 allows moving “supplies” from P1 to P2 and not vice versa. Con-
straint 9 limits the amount of “supplies” that can be sent by the bins in P1 to
their weights. Constraint 10 limits the bins in P2 to receive no more “supplies”
than their weights. Constraint 11 forces to move the maximum amount of “sup-
plies” possible. This amount is referred to as the total flow in the transportation
problem.

This is a linear programming problem which is solved efficiently by the trans-
portation simplex algorithm [54]. Once the flow matrix F is found, the Earth
Mover’s Distance is defined as the overall work normalized by the total flow

EMD(P1, P2) =

∑n1

i=1

∑n2

j=1 cijfij∑n1

i=1

∑n2

j=1 fij
. (12)

The computation of EMD assumes that there exists a proper distance measure
to compute ground distance matrix C, where the element cij is the unit distance
between a pair of bins P1i and P2j , i.e. the work required to move one unit of
“supplies” from the source bin P1i to the destination bin P2j . It is straightforward
to define such a distance between histogram bins because of their strict relative
order.
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Modification of EMD for Footwear Outsole Patterns. Robust ARG
matching requires an assignment algorithm that yields not only a correspondence
between two sets of vertices but also the similarity between them. In EMD, the
bins are replaced by vertices and relations between them. Both vertices (nodes)
and relations (edges) have attributes associated with them. The vertices also
have associated weights with them, which are useful in performing assignment.
However, when matching two ARGs, the ground distance between two vertices
depends not only on the two vertices themselves, but also is related to their
incident edges. Therefore, computing the ground distance between two vertices,
involves a combinatorial optimization procedure to establish correspondence as
consistently as possible between the attributed trees rooted at vertices. Hence,
direct application of the basic EMD algorithm cannot solve the ARG matching
problem and it needs to be augmented with a method for computing the ground
distance matrix between all pairs of nodes.

Nested structure of EMD has been used to achieve robust ARG matching
in computer vision [55]. However,it does not work well when two graphs to be
matched have multiple attributes of different scales, and the difference in each
attribute between two ARGs contribute unequally to the resulting overall dis-
tance. In this case, we need to apply appropriate weights on different attributes
to balance their contributions to the overall distance, so that the difference in
one feature/attribute will not dominate the overall distance. This step is essen-
tial as crime scene marks are created in an uncontrolled environment and they
are highly degraded and partial, too. The weights for different attributes can
be learnt using sensitivity analysis. First, we elaborate how learned weights are
incorporated into EMD, followed by how to learn the weight vector.

A completely connected ARG is formally defined as P = (V,R, n) where
V = {Vi|1 ≤ i ≤ n} is the set of nodes and R = {Rij |1 ≤ i, j ≤ n} is the
set of relations between nodes. Each node has a weight and an attribute vector,
Vi = (wi,vi) and each relation Rij has an attribute vector rij . Let ARG of 1st

and 2nd footwear prints be FP1 = (V1, R1, n1) and FP2 = (V2, R2, n2) respec-
tively. To compute the Footwear print distance (FPD) between FP1 and FP2,
an appropriate mapping M between the two sets of nodes is needed. The cost
or ground distance matrix is C = [cij ] where cij = c(V1i, V2j |V1i ∈ V1, V2j ∈ V2).
The unit cost or distance between V1i and V2j is evaluated based on the simi-
larity of the spatial configurations at the two nodes, which is explained later in
this section.

By providing identical weights for all nodes the nested structure of EMD can
handle the case of subgraph matching, i.e.,

w1i = w2j =
1

max(n1,n2)
, 1 ≤ i ≤ n1, 1 ≤ j ≤ n2. (13)

Unlike EMD, a node of FP1 can transfer its weight to only one node of FP2.
This is known as uniqueness constraint. To enforce one-to-one correspondence,
each node i in the first ARG can match only one node j in the second ARG
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or left unmatched, i.e. fij may take the value of either 1
max(n1,n2)

or 0, ∀i ∈
{1, ..., n1}, j ∈ {1, ..., n2}. Therefore, we rewrite Eq. 12 as

FPD(FP1, FP2) =
1

max(n1,n2)

∑
{(i,j)|fij>0} cij

∑
{(i,j)|fij>0} fij

(14)

The total number of correspondence pairs between the two ARGs is min (n1, n2)

so the total amount of flow transferred from FP1 to FP2 is min (n1,n2)
max (n1,n2)

. Substi-

tuting this term for the denominator in Eq. 14 we get,

FPD(FP1, FP2) =

∑
{(i,j)|fij>0} cij

min(n1,n2)
(15)

Cost Determination between Two Nodes. For a given pair of nodes in two graphs,
say V1i and V2j , how one node is different from the other depends not only on
the nodes, but also on how they relate to their respective neighbors in terms
of distance, orientation, position etc. This means that the distance cij between
the two nodes should be evaluated based on the distance between an attributed
relational sub-graph rooted at V1i and attributed relational sub-graph rooted at
V2j . Each attributed relational sub-graph is an Attributed Tree (AT) [56]. ARG
& Attributed tree for two sample prints are shown in Fig. 26. This leads to a
nested structure of ARG matching, which consists of inner and outer steps. For
the outer step, the unit cost or distance between V1i and V2j , is defined as

c(V1i, V2j) = EMD(ATV1i , ATV2j ), (16)

where ATV1i and ATV2j are attributed trees rooted at V1i and V2j in the two
ARGs. The tree ATV1i consists of the root vertex V1i and its connection to the
rest of the n1 − 1 vertices.

To calculate the distance between the two trees AT V1i and ATV2j using EMD

framework, we build the inner cost matrix Ĉ = [cîĵ ] whose elements correspond
to pairwise node-to-node (V1̂i to V2ĵ) distances in the two trees. The inner cost
between V1̂i and V2ĵ takes into account not only the unary attributes of the
nodes but also their edges attributes and is calculated by

c(V1̂i, V2ĵ) = αdE(v1̂i,v2ĵ) + (1 − α)dE(Q ∗ r1îi,Q ∗ r2jĵ) (17)

where α is a weight co-efficient in the interval [0, 1], dE is the Euclidean distance,
r1îi is the attribute vector of the edge between V1i and V1̂i, Q is the weight vector
and the operator ‘∗’ denotes the element-wise product between two vectors.
Parameter α reflects the relative importance of the difference of node attributes
and the difference of edge attributes in the evaluation of inner cost between two
nodes, and is set to 0.5 assuming equal importance. Weight vector Q for all edge
attributes is derived using sensitivity analysis.

Nodes V1i and V2j may have one of three possible labels: ‘L’, ‘C’ and ‘E’ corre-
sponding to lines, circles, or ellipses respectively. Thus there are 9 combinations
of labels for (V1i, V2j). A line cannot match with a circle or an ellipse regard-
less of their attributes and neighbors; while a circle and ellipse can match to
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some degree. Thus the unit matching cost for non-matching label pairs is c(‘L’,
‘C’) = c(‘L’, ‘E’) = 1. For other label pairs, the node-to-node inner costs are
determined using Eq. 17.

Computing the Weight Vector Using Sensitivity Analysis. The distance between
ARGs has different sensitivities for different attributes. The weight vector Q in
Eq. 17 takes care of the differences in sensitivities. For large n1,

2n1

(2n1−1) ≈ 1,

thus we have Qk ≈ 1√
m
. When n1 = 2, Qk = 4

3
√
m
. This indicates that we can

determine the weights {Qk, k = {1, ...,m}} by first deriving the value ofQk in the
case of 2-nodes, then multiplying it by 3

4 . The contribution of each edge attribute

for all pairs of nodes to distance can be calculated as
2n1

(2n1−1)∗√n
∗1∗n1(n1−1)∗α
n2
1

=
n1−1

(2n1−1)
√
n
.

Examples. An example of distance computation with two simple prints and
their graphs is shown in Fig. 26. Print P1 has five imperfect elements: three
circles, an ellipse and a straight line, its ARG has five nodes {V11, ..V15}. Print
P2 has six imperfect elements: two circles, one ellipse and three straight line
segments, its ARG has six nodes {V21, ..V26}. Thus the number of edges in their
ARGs are 2× (

5
2

)
= 20 and 2× (

6
2

)
= 30 respectively.

The process of similarity computation in a more realistic scenario involving
actual footwear prints is shown in Figure 27. In this case the distance evaluates
to a much smaller value of 0.0835 indicating a finer degree of match.

Sensitivity analysis [57] is a system validation technique which can be used
to determine robustness of the distance measure when the inputs are slightly
disturbed. Its application here is to determine as to how sensitive the distance
measure is to changes with respect to attributes. Plots of distance with respect
to each of the attributes is obtained. A linear change is consistent with human
perception whereas nonlinear behavior needs justification for its suitability. This
analysis showed linear correlation with most attributes.

4.7 Search Algorithms

A functional block-diagram of an end-to-end system to retrieve closest matches
to a query crime scene image in a database of reference images is shown in Figure
28. Image enhancement operations such as edge detection or contextually based
image pixel labeling are performed on both the input and the known images.
Next, a feature representation is constructed for the image either by extracting
them from the entire image or by detecting local patterns in outsoles. The design
should attempt to integrate several levels of analysis: (i) global shoe properties:
heavily worn or brand new, shape, size etc., (ii) detailed and distinctive local
features should be utilized to increase the discriminative power in order to con-
firm a match. Each level requires a different variety of image analysis techniques
from robust geometric and texture feature detectors to detailed correlation of
distinctive minutiae and their spatial arrangement.
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(a) (b) (c)

(d) (e) (f)

Fig. 26. Distance computation between two simple prints: (a) print P1 with five primi-
tive elements, (b) attributed relational graph of P1 with vertices V11..V15, (c) attributed
tree rooted at V11, (d) print P2 with six elements, (e) attributed relational graph of
P2 with vertices V21..V26 and (f) attributed tree rooted at V21. Nodes represented by
squares, circles and diamonds represent lines, circles and ellipses respectively. Using
attributes of nodes and edges as defined in Figure 24 the distance evaluates to 0.5674.

A similarity measure appropriate to the feature description is used in the
comparison of two images. In the design shown a graph representation of the
characteristic features is used– where each node denotes a single geometrical
primitive, such as a circle, an ellipse, a line segment, with attributes describing
unary features of this primitive; each attributed edge between a pair of nodes
represents spatial relationships between them. Thus the problem of image re-
trieval and matching is converted to an attributed graph matching problem. It
involves establishing correspondence between the nodes of the two graphs. Re-
trieving the most similar prints to an impression can be made faster by clustering
the database prints beforehand.
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(a) (b)

(c) (d)

Fig. 27. Example of similarity computation between a crime scene image and a known
outsole pattern: (a) input image and pattern, (b) geometric primitives detected in both,
and (c,d) corresponding ARGs, where only nodes are shown for clarity. The distance
between the two ARGs is 0.0835.

Reference Pattern Clustering. The computational complexity of distance
computation for two ARGS with n1 and n2 nodes is O(n2

1n
2
2 max(n1, n2)). Since

the computation is intensive, it is necessary to use approximate methods to
speed-up the retrieval process. One approach is to eliminate several edge eval-
uations. Another is to cluster the reference images so that not all comparisons
need to be made.

Clustering algorithms can be generally divided into partition-based, density-
based and hierarchical based methods [58]. Algorithms like k-means, hierarchical
clustering, and expectation maximization requires similarity matrix consisting
of pair-wise distance between every footwear prints in dataset. Building similar-
ity matrix is computationally expensive for a large dataset. Further, the ARG
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Fig. 28. Functional architecture for matching a query image with a database of sole-
print reference patterns

representing a footwear print has 200-300 nodes on average and nodes can vary
considerably in terms of relative size, position etc. This makes the feature space
very sparse and therefore similar footwear prints tend to stay close to each other
and dissimilar ones stay apart. Hence, to cluster the entire dataset we use recur-
ring patterns as fixed cluster centers [18].

Footwear outsoles typically contain recurring patterns such as waves and con-
centric circles [5,59]. Each such pattern can represent a group of similar patterns.
Each pattern is simple and its graph structure has a small number of nodes. Fur-
ther, the ARG representing a footwear print has 200-300 nodes on average and
nodes can vary considerably in terms of relative size, position etc. This makes the
feature space very sparse and therefore similar footwear prints tend to stay close
to each other and dissimilar ones stay apart. Hence, to cluster a huge dataset
recurring patterns can be used as cluster representatives, which serve as initial
seed clusters [60]. From visual inspection of 2, 660 prints, 33 recurring patterns
were determined and used as cluster representatives (see Figure 29). For each
reference image, its distance to each pattern is computed and then assigned it
to the nearest cluster representative. These cluster representatives are similar to
cluster means in k-means algorithm but these ”means” are fixed. Efficiency is
achieved by exploiting sparseness of the feature space.

Fig. 29. Recurring patterns in outsole prints that are used as canonical cluster centers
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Clustering Step 1. The first step in feature extraction is to performmorphological
operations such as dilation and erosion (Figure 30). This makes the interior
region of the boundary uniform and hence the edge detector [61] does not detect
any edges inside the boundary. This helps to enhance the quality of the edge
image.

(a) (b) (c) (d)

Fig. 30. Illustration of step 1 of clustering, where morphological operations are per-
formed on reference patterns: (a) an input grey-scale image, (b) edge image of (a), (c)
result of morphological operation on (a), (d ) edge image of (c)

Clustering Step 2. The simple Hough transform (SHT) is used to detect circles in
footwear prints. Pixels of detected circles are removed from the edge image and
fed as input for ellipse detection using the randomized Hough transform (RHT).
Pixels of detected ellipses are removed from the edge image and the output is fed
as input for line detection. Features are extracted in the order: circle, ellipse and
line (Figure 31). This is because circles are degenerated ellipses and arbitrary
shapes in footwear print are approximated by piecewise lines.

Clustering Step 3. For each detected feature, node attributes of completeness
and quality of circle, eccentricity of the ellipse etc. are computed. Further, edge
attributes like relative distance and position between nodes are calculated and
finally an ARG is constructed (Figure 32). The distance between each reference
print and every cluster representative is calculated. Then each print is assigned
to the nearest representative, for which the distance is below threshold T . If
distance between a print and cluster representatives are greater than T , then
the print remains as a single cluster.
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(a) (b) (c) (d)

Fig. 31. Illustration of step 2 of clustering where the Hough transform is used to extract
features. The sequence of operations is circle→ellipse→line. Detected features are: (a)
circles. (b) ellipses. (c) line segments. (d) all features. Red box indicates a small region
in the footwear print.

Clustering Performance. With T = 0.15, and 1, 000 outsole patterns, the clus-
tering algorithm assigned 550 patterns to one of 20 clusters whereas the remain-
ing 450 were unique enough to be singleton clusters. Sample clusters based on
the canonical patterns of Fig. 29 are shown in Fig. 33. Clustering accuracy is
measured by the F -measure of retrieval, which is the weighted harmonic mean
of precision and recall (Figure 34(a)). An advantage of using cluster centers is
significant reduction in computation. For a database of 1000 prints, there are
499, 500 pairwise distances. With clustering based on k recurring patterns as
seed, 1000 × k distance computations are needed; with k = 20, computation is
reduced by 96%. This efficiency is achieved without compromising the accuracy
or recall rate.

Retrieval Performance. Evaluation metrics for retrieval performance are the
cumulative match characteristic (CMC) and speed. The CMC answers the ques-
tion [11] “what is the probability of finding a match in the first n percent of
database images?” The cumulative match score is the proportion of times when
the correct reference print is in the first n percent of the sorted database. This
metric can be used even when there is a single match in the database. For a
dataset of 50 crime scene prints, used as query, and 1066 reference patterns,
containing meta data such as brand and model, the CMC curve before cluster-
ing is shown in Fig.34(b). The CMC curve after clustering, where the query is
matched against the cluster representatives to find the closest cluster and then
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(a) (b)

Fig. 32. Illustration of step 3 of clustering where a graph is constructed: (a) nodes in
ARG of footwear pattern in Figure 30(a) with edges omitted due to complete connec-
tivity, (b) subgraph for region enclosed within red box of Figure 31(d)

against each pattern in the cluster to retrieve the top n matches, does not show
significant degradation. From the CMC curve, the top 0.1% of database patterns
will contain the correct match with probability of 0.43. Tests with crime scene
marks have an error of 0.08% – the confidence interval for the sample size is the
interval [0.03%, 0.18%].

The CMC of ARG-EMD is much better than that of the SIFT feature de-
scriptor [43] also shown in Figure 34(b). SIFT, which is commonly used in image
retrieval including Google’s similar image search, performs only slightly better
than randomly selecting a reference pattern. While SIFT features are not pre-
served among different outsoles of the same class and through wear lifetime,
ARG-EMD extracts durable geometric features (of lines, ellipses, and their re-
lationships) and demonstrates invariance to scale and rotation. ARG-EMD has
additional desirable properties: allows partial matching in a natural way, is ro-
bust to the change of the relational structure, and consistent with perceptual
similarity (as can be seen in the two examples of Figure 35).

Speed. The time for processing a scene and reference image depends on the
number of nodes in each graph. If the average time to compute one distance is 30
seconds then for a single query and 1,000 database entries, it takes 20-30 minutes.
In a large reference database, the efficiency(speed) of retrieving a query print
becomes important. Effective indexing techniques should be designed to enter
standard reference patterns. Speed can be improved by: (i) reducing the number
of nodes by merging two detected lines which are associated with a single straight
boundary (to be done), (ii) using pre-filtering to enhance the speed performance
e.g., computing the Euclidean distance between global feature vectors of the
query print and each database print, and ignoring those database prints too far
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Fig. 33. Sample clusters of reference patterns based on using the canonical patterns
in Fig. 29

from the query to be a potential match, (iii) relaxing full connectivity in graph
by triangulation, and (iv) other improvements. In terms of performance, with 50
scene images the average time was 120 minutes before clustering and 8 minutes
after with no significant retrieval degradation.

4.8 Quantifying Uncertainty of Match

In reporting the results of a comparison between the evidence and known an
expression of the uncertainty involved is useful. This opinion can be expressed
in probabilistic terms using statistical methods for computing the strength of
evidence [62]. A rule for converting likelihood ratios into scales has also been
suggested[63].

For evidence interpretation, three different approaches have been stated: “Clas-
sical”, “Likelihood Ratio” and “Full Bayes’ Rule”. The likelihood ratio approach
[64] is widely accepted among various forensic investigations as it provides a
transparent, consistent and logical framework to discriminate among competing
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(a) (b)

Fig. 34. Retrieval performance: (a) precision-recall curve for circles only, and (b) cu-
mulative match characteristic, which gives the probability of correct match in the top
n% of ranked database, of ARG-EMD (based on circles, ellipses and straight lines)
compared with that of SIFT

hypotheses. In the Full Bayes’ Rule approach, the posterior probability of a set
of hypotheses given the existing evidence is determined. Although this method
has been a very common practice of forensic document examiners in central Eu-
ropean countries, it has been said that there is no creditable justifications for its
validity and appropriateness[65].

The likelihood ratio is the ratio of the two probabilities of the evidence given
two competing hypotheses: h0 − the crime scene print is created by the same
footwear as the known print and h1 − the crime scene print is not from the

known. This ratio can be expressed as: LR = P (E|h0,I)
P (E|h1,I) . where E is the evidence

given by the crime scene mark, and I is all the background information relevant
to this case. This approach can be decomposed into the following three steps: (i)
estimate the within-class and between-class shoe-print variability, (ii) compute
the LR for the evidence, and (iii) convert the LR into a verbal scale.

Degradation Model. In order to obtain a probabilistic measure it is necessary
to characterize within-class and between-class variabilities.Within-class variabil-
ity measures the variance of features of multiple prints from the same outsole.
To be able to simulate different variations caused by wears, incompleteness and
the change of medium and illumination, we can apply image degradation mod-
els multiple times on each database image to produce a set of degraded outsole
prints.

Approximating the Likelihood Ratio. Direct computation of the likelihood
ratio is infeasible due to the large number of possible variations of the same
and different distributions. Since uncertainty is a function of similarity of the
characteristics (both class and individualizing) as well as the rarity of the char-
acteristics [66] the following methods based on (i) distance and (ii) distance and
rarity can be used.
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(a)

(b)

Fig. 35. Results of automatic retrieval with two queries shown as the left-most images
followed on the right by the top database entries retrieved. It can be seen that the top
choices are similar to human perception.

Distance Method. A matching algorithm can be applied to calculate the distance
between each pair of within-class prints. It is then possible to build a probabil-
ity distribution of within-class distance. Between-class variability measures the
variance of features of multiple prints that are from different classes. In a similar
way the within-class variability can be modeled. Given a distance between the
crime scene mark and a test mark made by the suspect’s shoe, we can com-
pute the likelihood of the observed distance d given the hypothesis that the two
marks are from the same source, as well as the likelihood of the distance given
the hypothesis that the two marks are from different sources. The ratio of these

two likelihoods is then calculated to get LRD = P (d|h0)
P (d|h1) .
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(a) (b)

Fig. 36. Likelihood Ratio methods: (a) distance method is based on histograms of
intra- and inter-class distance, and (b) distance and rarity method uses distribution of
magnitude of mean vector m(E,O) (built with 5,289 pairs of samples)

Using footwear impressions together with ground truth, histograms for P (d|hi)
(i = 0, 1) are built as shown in Fig. 36; in this example 1, 060 degraded footwear
prints with ground truth were used. Modeling P (d|h0) by a GaussianN (d|μ0, σ

2
0),

and P (d|h1) by a mixture of Gaussians the likelihood ratio is computed. The
distribution of LRs, determined from a learning set, can be used to convert the
LR value into an opinion scale.

Distance and Rarity Method. The distance method provides a severe approx-
imation to the true likelihood ratio by going from a high-dimensional feature
space to a one-dimensional distance space. A better approach, as shown in [66],
is to estimate LR as the product of two factors, one based on difference and the
other on rarity:

LRDR = P (d(o, e)|h0) ∗ 1
P (m(o,e)) , (18)

where d(o, e) is the difference between object vector o and evidence vector e,
and m(o, e) is the mean of o and e.

When features are extended from vectors to graphs associated with feature
sets E and O, correspondence between them is not apparent, and the number
of corresponding elements (features) in E and O may be different. Instead of
defining a distribution on the set difference E −O we can use the distribution
of the distance d(E,O). Next we discuss an approximation to the rarity term.

In computing the distance between two ARGs, we determine corresponding
nodes between them, This induces two sub-graphs in the two original ARGs
that have an equal number of nodes and edges. We construct a feature vector
from each of the two sub-graphs. The scalar distance (if computed by Euclidean
distance) is the magnitude of the vector difference. By analogy, we can use
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the distribution of the magnitude of the mean vector as a substitute for the
distribution of the mean vector itself, i.e.

LRDR =
P (d(E,O)|h0)

P (m(E,O))
≈ P (d(E,O)|h0)

P (|m(E,O)|) . (19)

This approximation has intuitive appeal: two graphs with more matched fea-
tures will have a greater value of |m(E,O)| than with fewer matched features.
By mapping the distribution of mean vector m(E,O) of varied length to the
distribution of its magnitude, we have overcome the difficulty of defining the
distribution of the difference E−O, avoided normalization and made both nu-
merator and denominator have the same dimension. This mapping does give
a reasonable approximation of the original rarity. In experiments the FPD was
computed between all pairs of prints in the training data set (1,060 prints) yield-
ing an average error rate of 4.5% with the distance method and 2.5% with the
distance and rarity method.

5 Summary and Conclusions

While footwear impressions are commonly found in crime scenes, they are not
often used in either the investigative or prosecutorial phases of criminal jus-
tice due to many practical difficulties. Reliable automated tools should enable
more use of footwear impression evidence. A review of methods of footwear print
examination reveals the need for computational solutions for several tasks: en-
hancing the quality of crime scene images, representing outsole patterns so as to
be useful in comparison, evaluating similarity between evidence and known, im-
plementation of algorithms to retrieve closest matches in a reference database,
performance evaluation metrics and quantifying uncertainty of opinion. Data
sets useful in developing methods are: (i) simulated prints (crime scene prints
obtained by stepping on talcum powder and then on carpet, and known prints
by stepping on chemically treated paper), (ii) photographs of outsoles retrieved
by a web crawler from shoe-vendor websites, and (iii) actual crime scene prints
and corresponding known prints. Since results with simulated images tend to be
over-optimistic results should focus on real crime scene prints.

For extracting foreground pixels from crime scene images, a method based
on utilizing statistical dependencies between nearby pixels (one based on CRFs)
is better than thresholding methods. For representing the geometrical patterns
commonly found in outsole prints, a structural method performs better than
simple two-dimensional (GSC) and three-dimensional (SIFT) representations.
The structural method is based on detecting component geometric shapes, prin-
cipally ellipses of different eccentricities. The relationships between these ele-
ments in the print is then modeled as a graph whose nodes represent primitive
elements (together with defining attributes relating to parameters such as radius
as well as quality in the image) and whose edges represent spatial relationships
(also attributed with a list of characteristics). Given two patterns represented
as graphs, their similarity is determined by using a graph distance measure, one
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related to measuring histogram distance and the Wasserstein metric. It charac-
terizes similarity by a number ranging from 0 to 1.

The retrieval task is to find the closest match to a crime scene print in a lo-
cal/national database so as to determine footwear brand and model. This process
is made faster if database prints are grouped into clusters of similar patterns.
For this an ARG is constructed for each known print, where each node is a
primitive feature and each edge represents a spatial relationship between nodes.
The distance between ARGs is used as similarity measure. This distance is com-
puted between each known print and a pre-determined set of canonical patterns
to form clusters. By clustering known images into cognitively similar patters,
higher efficiency is achieved in retrieval. The following topics of further research
can be identified:

1. Statistical machine learning approaches can be used effectively in several
phases such as enhancement of the crime scene image similarity computation,
and drawing a conclusion,

2. A standardized database of crime scene marks would allow researchers to
develop and benchmark the performance of their algorithms and systems.

3. Robustness and sensitivity of the similarity measures needs to be further
studied, e.g., different sizes of the query image, increased number of footwear
models, etc.

4. The use of the similarity metrics in the computation of likelihoods using
both class characterizing and individualizing features need to be studied so
as to provide uncertainty measures in comparison.
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Abstract. Feature selection has become the focus of research area for a long 
time due to immense consumption of high-dimensional data. Originally, the 
purpose of feature selection is to select the minimally sized subset of features 
class distribution which is as close as possible to original class distribution. 
However in this chapter, feature selection is used to obtain the unique individu-
al significant features which are proven very important in handwriting analysis 
of Writer Identification domain. Writer Identification is one of the areas in pat-
tern recognition that have created a center of attention by many researchers to 
work in due to the extensive exchange of paper documents. Its principal point is 
in forensics and biometric application as such the writing style can be used as 
bio-metric features for authenticating the identity of a writer. Handwriting style 
is a personal to individual and it is implicitly represented by unique individual 
significant features that are hidden in individual’s handwriting. These unique 
features can be used to identify the handwritten authorship accordingly. The use 
of feature selection as one of the important machine learning task is often disre-
garded in Writer Identification domain, with only a handful of studies imple-
mented feature selection phase. The key concern in Writer Identification is in 
acquiring the features reflecting the author of handwriting. Thus, it is an open 
question whether the extracted features are optimal or near-optimal to identify 
the author. Therefore, feature extraction and selection of the unique individual 
significant features are very important in order to identify the writer, moreover 
to improve the classification accuracy. It relates to invarianceness of authorship 
where invarianceness between features for intra-class (same writer) is lower 
than inter-class (different writer). Many researches have been done to develop 
algorithms for extracting good features that can reflect the authorship with good 
performance. This chapter instead focuses on identifying the unique individual 
significant features of word shape by using feature selection method prior the 
identification task. In this chapter, feature selection is explored in order to find 
the most unique individual significant features which are the unique features of 
individual’s writing. This chapter focuses on the integration of Swarm Opti-
mized and Computationally Inexpensive Floating Selection (SOCIFS) feature 
selection technique into the proposed hybrid of Writer Identification framework 
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and feature selection framework, namely Cheap Computational Cost Class-
Specific Swarm Sequential Selection (C4S4). Experiments conducted to proof 
the validity and feasibility of the proposed framework using dataset from IAM 
Database by comparing the proposed framework to the existing Writer Identifi-
cation framework and various feature selection techniques and frameworks 
yield satisfactory results. The results show the proposed framework produces 
the best result with 99.35% classification accuracy. The promising outcomes 
are opening the gate to future explorations in Writer Identification domain  
specifically and other domains generally. 

Keywords: swarm-based framework, feature selection, handwritten authorship, 
significant features, forensic document analysis. 

1 Introduction 

Everyone in this world possesses their own uniqueness, whether in physical, appear-
ance, and characteristics. These unique features are making each and every person 
discernible from the others. Generally, unique features used to identify an individual 
are biological feature, such as fingerprint, handprint, hand geometry, face, or voice. 
There is one feature which is not commonly used, even not a part of biological fea-
ture, which is handwriting [1]. This feature is a derivate feature of hand geometry, but 
also affected by other factors. The complexities of the process to produce handwrit-
ing, even the simplest alphabet letter, making this process is capable to identify some-
one. Even when two writers produce two handwritings that look similar, there are 
some features that can be used to differentiate their writings. Meaning, even someone 
can fake the handwriting of another person, but there are some features exist only in 
the original writing, this is because the original and the fake writings are having dif-
ferent features. Even though in the reality the handwriting will be changed due to its 
writer’s physical and emotional condition, the unique features of one person always 
exist on his writing, regardless of the condition. Due to its uniqueness and consisten-
cy, the features in the handwriting are used to analyze and authenticate forensics  
documents [2]. 

The use of handwritten paper documents has never been diminished although the 
world has lived in digital age for quite some time. There have always been situations 
in which unsigned or anonymous writings on documents were potentially important. 
Thus, the provision of proof respecting the authorship of such documents has long 
been an issue [2]. The Questioned Document Examination (QDE) is an area of the 
Forensic Science with the main purpose to answer questions related to questioned 
document (authenticity, authorship and others) and has a large field of applications. 
There are basically two different sub-areas in the QDE: the document analysis and the 
handwriting analysis [2]. The first one evaluates the structural analysis of the docu-
ment to find adulteration, falsification, obliteration and others, while the second in-
vestigates the originality or the association between one or more manuscripts to an 
author [3], for instance when validating the purchase using credit cards, where the 
card’s owner signature on the receipt is slightly different than the signature stored by 
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the bank, or in the opposite situation where the forger signature is similar to the card’s 
owner. Handwriting analysis is applied to many types of investigation like fraud, 
homicide, suicide and others, and it has two basic analysis subjects, manuscripts and 
signatures. Even with distinct features, both keep a narrow relation having the same 
root or origin in the writer’s learning process, in other words, they carry the expe-
riences acquired by the writer during and after his learning process through the im-
provement of the handwriting personal style [2]. 

The handwriting analysis research field consists of two categories, which are 
handwriting recognition and handwriting identification. Fig. 1 depicts the handwriting 
analysis domain. Handwriting recognition deals with the contents conveyed by the 
handwritten word, while handwriting identification tries to differentiate handwritings 
to determine the author [4]. Handwriting identification can be categorized into 
handwritten authorship identification, handwritten authorship characterization, and 
similarity detection. Authorship characterization is aimed at inferring an author’s 
background characteristics rather than identity. Similarity detection compares mul-
tiple pieces of writing without identifying the author. Handwritten authorship identifi-
cation, or simply known as authorship identification, evaluates the possibility of one 
author produces a written document by examining other documents produced by that 
author [5]. Although authorship identification is categorized as QDE research area, it 
has evolved into its own matured domain, where the application of authorship identi-
fication is not always related to QDE. Authorship identification contributes great 
importance towards the criminal justice system and has been widely explored in fo-
rensic handwriting analysis [4, 6-12]. Nevertheless, there are also many issues and 
scenarios in authorship identification that pose as challenges which require further 
investigations and explorations. 
 

Handwriting 
analysis

Handwriting 
recognition

Handwriting 
identification

Authorship 
identification

Authorship 
characterization

Similarity 
detection

 

Fig. 1. Handwriting analysis domain [5] 

The performance of pattern recognition applications is heavily depended on  
the feature extraction and classification method employed [13, 14], which leads to the  
key concern issue in authorship identification: acquiring the features reflecting the 
author of handwriting, namely unique individual significant features [4, 11, 15-20]. 
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The essence of authorship identification is to identify a set of features that remain 
relatively constant among a number of writings by a particular author, and in such a 
process, the classification technique is very important to the performance of author-
ship identification [5]. A survey conducted by [5] found a number of studies that 
show the discriminating power of different types of features, by which researchers 
attempt to identify an optimal set of features for authorship identification. There are 
several broad categories for authorship identification, which are platform, author re-
solvability, text dependency, and individuality of handwriting [4, 21, 22], and shown 
in Fig. 2. 
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Fig. 2. Authorship identification category [4, 21, 22] 

The first category of authorship identification is the platform of the system itself. 
The platform of the system can be categorized into two, which are offline system and 
online system [4]. The terms of offline and online system are referring to the input 
method of the system, rather than the location of the system (as the web application or 
stand-alone desktop application). Offline system acquires its input from scanned doc-
uments or images, while online system acquires its input from touch-sensitive, mo-
tion-sensitive, gesture-sensitive, and pressure-sensitive acquiring devices, such as 
tablets, and thus contains temporal information and theoretically should provide more 
accurate results [4, 21]. Therefore, online and offline systems have different set of 
problems and information and thus require different processing methods. 
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The second category is author resolvability, which consists of two domains: Writer 
Identification (WI) and Writer Verification (WV). WI performs a one-to-many search 
in a large database with handwriting samples of known authorship and returns a likely 
list of candidates, while WV involves a one-to-one comparison with a decision 
whether or not the two samples are written by the same person, by determining 
whether the distance between two chosen samples is smaller than a predefined thre-
shold [22]. Furthermore, there are two modes of WV, claim verification and ques-
tioned document verification. In the first mode, the system verifies the claim made by 
a person previously enrolled in the system, while in the second mode, verification 
problem verifies whether two given documents, questioned document, whose identity 
need to be verified and reference document, which is collected from the writer for 
comparison, belong to the same writer or not. The writer of the reference document 
may or may not be known. The difference between the two is that in this case no da-
tabase of writers is available and thus, a threshold cannot be computed. In order to 
solve the problem, some statistical measure such as such as hypothesis testing, stan-
dard deviation, and mean square error is needed to compute the significance of the 
score [21, 22]. 

On the other hand, WI can be included as a particular kind of dynamic biometric in 
pattern recognition for forensic application. WI distinguishes writers based on the 
shape or individual writing style while ignoring the meaning of the word or character 
written, due to the differences between one author to another in terms of character 
association, shape, and the writing style [4, 9, 11, 23-26]. Although there are va-
riances of writing in times, the individual writing style is persistent [4, 9, 11, 23, 27, 
28]. And thus, the significant individual features are generalized as the unique fea-
tures that are persistent regardless of the handwriting shape. The key concern in WI is 
in acquiring the features reflecting the author of handwriting [4, 11, 15-20]. Thus, it is 
an open question whether the extracted features are optimal or near-optimal to identi-
fy the author. [29] discussed several experiments conducted by various researchers in 
order to improve WI. [30] treated WI as a texture analysis problem using multichan-
nel Gabor filtering and grey-scale co-occurrence matrix techniques, [31] and [32] 
addressed the problem of writer verification by casting it as a classification problem 
with two classes: authorship and non-authorship, [33] morphologically processed 
horizontal projection profiles on single words, [34] and [35] proposed edge-based 
directional probability distributions and connected component contours as features, 
[36] introduced graphemes as features for describing the individual properties of 
handwriting, and [37] presented a set of eleven features which can be extracted easily 
and used for the identification and verification of documents containing handwritten 
digits. 

From text dependency point of view, authorship identification can be divided into 
two broad categories, which are text-dependent and text-independent methods. The 
text-dependent methods are very similar to signature verification techniques and use 
the comparison between individual characters or words of known semantic content, 
and therefore require the prior localization and segmentation of the relevant informa-
tion. The text-independent methods use statistical features extracted from the entire 
image of a text block, and thus a minimal amount of handwriting is necessary in order 
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to derive stable features insensitive to the text content of the samples [4, 22]. Text-
dependent methods provide high accuracy and confidence with small amount of data, 
which is practically not possible for text-independent systems. However, they are 
more prone to forgery, as the verification text is known in advance. In case of text-
independent systems, forgery is not a major problem as the text-independent systems 
extract less frequent properties from the handwritten document that are difficult to 
forge [4, 21, 38]. 

The last category, individuality of handwriting is deemed as the most important is-
sue in authorship identification, which is the main key to identify the author and is 
closely related to feature extraction task, and thus it is defined as the variance between 
features for intra-class must be lower than variance between features for inter-class 
[4]. It relies on two principles: (1) habituation, since people are primarily creatures of 
habits and writing is the collection of those habits, which are considered neither in-
stinctive nor hereditary but are complex processes that are developed gradually, and 
(2) individuality or heterogeneity of handwriting, in which each individual had his 
own style of writing and no two individuals can have the same handwriting [21]. It is 
only possible to the extent that the variation in handwriting style between different 
writers exceeds the variations intrinsic to every single writer considered in isolation 
[22]. It can be proven using similarity error [25, 33, 37, 39] and has been explored by 
many researchers [4, 26, 28, 39]. 

In theory, the discriminating power directly relates to the number of features, nev-
ertheless the vast machine learning algorithms practical experiences often proves this 
does not always apply. The learning process becomes more and more difficult during 
the training phase if there are too many irrelevant and redundant information, or 
worse, if the data is noisy and unreliable [40, 41]. Coherent with this traditional con-
cept, the search for the unique feature for every individual in WI domain must consid-
er the condition where the feature for one author may be similar to other authors, and 
thus should be omitted because of its non-uniqueness. This search objective is similar 
to the purpose of the feature selection, where the resulting subset is the discriminator 
between one classes to other classes. Hence, the feature selection phase should be 
incorporated after feature extraction phase in WI framework, and thus reduce the 
number of features used and improve the classification performance and accuracy 
[42]. Since features are regarded as an abstract representation of handwriting, the 
quality of the feature selection directly influences this representation [5]. Therefore, 
the purpose of feature selection in this chapter is to acquire the unique features that 
represent the author of the handwriting in WI domain. 

Many previous works have explored the use of feature selection in WI domain [5, 
29, 37, 43, 44]. And yet, these studies have not fully addressed the issue in WI do-
main itself, because instead of acquiring the unique individual significant features to 
reflect the author of handwriting, these studies focus on the acquiring the features that 
distinguish one author to another. While the general and common approach does pro-
duce good result, it has no significant differences with other pattern recognition prob-
lems, since the concept of Individuality of Handwriting is not apparent. Individuality 
of Handwriting is the most important issue in WI domain, which is the main key to 
identify the handwritten authorship and is closely related to feature extraction task. 
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Motivated by the success of the framework proposed by [4], where the global fea-
tures of handwriting is extracted and thus the Individuality of Handwriting is pre-
served by using Invariant Discretization, this chapter is trying to further improve the 
quality of the global features of handwriting produced by acquiring the features that is 
representing the author of the handwriting using feature selection technique. These 
representative features must always be existed in every handwriting produced by the 
same author and should provide enough discriminating power to differentiate the 
author from other authors. These discriminative features are called unique individual 
significant features. Because the unique individual significant features are different 
from one author to other authors, general pattern recognition framework may not be 
suitable for acquiring these features. The framework employed for this specific task 
must be capable of acquiring different set of significant features for every author. 
There are several existing frameworks that is capable of acquiring class-specific fea-
tures subset, however these frameworks should be modified prominently or they em-
ploys feature selection technique that is not suitable for acquiring unique individual 
significant features. 

Therefore, a robust framework to cater this problem must be developed, and at the 
same time, employs the effectiveness of feature selection to acquire the unique indi-
vidual significant features. Embarking from these motivations, this chapter is  
conducted in order to devise a novel feature selection technique which is capable to 
acquire these unique individual significant features. Furthermore, the proposed tech-
nique itself is not working on its own. The proposed technique is developed as a part 
of vigorous framework, specifically devised for WI domain. The proposed framework 
employs proposed feature selection technique as the mechanism to acquire the unique 
individual significant features which is unique to each author. The acquisition of 
unique significant features also allows the performance of the proposed framework to 
exceed the performance of existing WI framework [4]. 

2 Existing frameworks for Handwritten Authorship 
Identification in Forensic Document Analysis 

Writer Identification (WI) is an active area of research in pattern recognition due to 
extensive exchange of paper documents, although currently the world has already 
moved toward the use of digital documents. WI distinguishes writers based on the 
handwriting, and ignoring the meaning of the words. Previous studies have explored 
various methods to improve WI domain, and these studies produced the satisfying 
performance. However, the use of feature selection as one of important machine 
learning task is often disregarded in WI domain, which has been proven in the litera-
ture where only a handful of studies implemented feature selection task in the WI 
domain [29, 43, 44]. 

The key concern in WI is in acquiring the features reflecting the author of 
handwriting. Although WI is still attracting a vast array of researches since a long 
time, predominantly in forensic and biometric applications, the question of whether  
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the extracted features are optimal or near-optimal to identify the author is still remain 
unanswered. This is because the extracted features may include many garbage fea-
tures. Such features are not only useless in classification, but sometimes degrade the 
performance of a classifier designed on a basis of a finite number of training samples 
[4, 42, 45-49]. The features may not be independent of each other or even redundant. 
Moreover, there may be features that do not provide any useful information for the 
task of WI [29, 41, 42]. Therefore, feature extraction and selection of the unique indi-
vidual significant features are very important in order to identify the writer, moreover 
to improve the classification accuracy. 

Handwritten words are very effective in discriminating handwriting, and thus in the 
study conducted by [4], the holistic approach of global features is used where cursive 
word is defined as one indivisible entity and extracted by using United Moment Inva-
riant (UMI) [50] technique. Individual features can be acquired by using feature selec-
tion technique, by selecting the subset of features. Although in theory, more features 
provide more discerning power, but in the reality it will degrade significantly the 
performance [40]. Thus, it is vital to acquire individual features and to perform fea-
ture selection for these features, because this will provide simpler identification 
process and improve the performance of identification in identifying the author. 

WI is a part of pattern recognition domain, specifically in handwriting analysis. 
Thus, traditional pattern recognition framework is appropriate for solving the problem 
of WI, which is pre-processing, feature extraction and classification. The most recent 
work to enhance the traditional WI framework is the introduction of an enhanced 
framework specifically for WI domain proposed by [4], termed as Enhanced WI 
Framework (EWIF), which consists of feature extraction, feature discretization, and 
classification. The framework design for traditional pattern recognition framework 
and EWIF are shown in Fig. 3 and Fig. 4 respectively. 

 

Feature extraction

Pre-processing

Training set Testing set

Identification

 

Fig. 3. Traditional pattern recognition framework 
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Fig. 4. Enhanced WI Framework [4] 

Feature extraction is a process of converting input object into feature vectors. The 
extracted features are in real value and unique for each word. By using UMI, a digital 
image is converted to a set of moments which represents the global characteristics of 
an image shape. Global Moment Function can be used to generate a set of moments 
that uniquely represent the global characteristic of an image. Moments are scalar 
quantities used to characterize a function and to capture its significant features. Mo-
ment Invariants are very useful tools for pattern recognition [50]. The first introduc-
tion of Moment Invariants to pattern recognition and image processing was the  
employment of algebraic invariants theory by [51], which derived his renowned seven 
invariants to the rotation of 2D objects. And thus ever since, it has been chosen as one 
of the most important and frequently used shape descriptors options. Even though 
they suffer from certain intrinsic limitations (the worst of which is their globalness,  
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which prevents direct utilization for occluded object recognition), they frequently 
serve as “first-choice descriptors” and as a reference method for evaluating the  
performance of other shape descriptors [52]. Geometric Moment Invariants (GMI) 
[51] presents a set of moments based on combinations of algebraic invariants. This is 
complied with the definition of invariants given by [53]: an image or a shape feature 
is invariant if that image or shape undergoes one or a combination of linear transfor-
mations. The moments are normalized using (1). 
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where µpq is the first, second, and third order of moment which represent the center of 
the image, measure the variance of the image intensity distribution, and denotes the 
projection of the image respectively, µ00 is the zero-th order moment which represents 
the total intensity of the image, and p + q = 2, 3, 4, …. These moments are invariant 
under the image scale, translation and rotation, and thus there are seven tuples of 
moment invariant proposed, which are shown in (2). 
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However, [54] found that GMI lose its scale invariance in discrete condition. Sev-
eral improvements to maintain scale invariance are made by [55-57]. All these im-
provements are not valuable based on both regions and boundaries simultaneously or 
the formulas are not coincident with Hu’s moments. Therefore, [50] proposed new 
Moment Invariants called United Moment Invariants (UMI), which is capable of 
keeping invariant to region and closed and unclosed boundary, both in discrete and 
continuous condition. The equation of UMI is as shown in (3). 
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where ϕi are GMI. The features extracted by UMI are the pattern to represent the 
image shape. It is also worth mentioning that [50] also found the scale invariance of 
GMI is untenable in discrete condition and the disunion of invariants formula based 
on region and boundary. The information of different types of geometrical features of 
the image is also provided by UMI [58]. The feature extraction phase in this chapter is 
achieved by using global representation of UMI [50] to acquire the global features of 
handwriting image, due to the requirement of cursive word is needed to extract as one 
single indivisible entity. 

According to [4], the advantages of global approach are including its capabilities to 
show the individuality of handwriting [23], is shown to be very effective in reducing 
the complexity of the word [59], moreover to increase the accuracy of classification, 
and it is invariant with respect to all different writing styles; hence it holds immense 
promise for realizing near-human performance [60] and very robust in detecting simi-
lar object when it is used in similarity search. Table 1 is the example of feature inva-
riant of words using UMI with eight features vector for each image, with f1 represents 
the first feature, f2 for second feature, and henceforth. 

Many real-world classification tasks exist that involve continuous features where 
such algorithms could not be applied unless the continuous features are first discre-
tized. Discretization is a process of dividing a range of continuous features into dis-
joint intervals, which labels can then be used to replace the actual data values [61]. 
Discretization engages searching for cut-off points that determine intervals and thus 
unifying the values over each interval. All values that lie within an interval are  
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On the other hand, monitoring module is the matching process, and the term “bind” is 
adopted in order to describe the matching process, which is due to the complementary 
of the self-cell which is defined as the detector in the censoring module [4]. MIC uses 
several binary matching techniques, which are Hamming distance, r-Chunk, r-
Contiguous, and Multiple r-Contiguous. The binary strings are used to represent the 
detectors and antigens, which forms the binary matching rule. 

The inclusion of feature selection calls for the further improvement to the EWIF. 
This is because the main drawback of EWIF is that the mechanism to acquire the 
unique significant features is not present and is not defined as the part of the frame-
work; instead the whole features are used for the identification phase. The acquisition 
of the unique significant features is apparently one of the important issues on WI 
domain because it provides more effective way to identify the handwritten authorship 
[4], and this issue is not addressed in the EWIF. 

3 Swarm-Based Feature Selection Technique 

Feature selection has become an active research area for decades, and has been prov-
en in both theory and practice [40]. The main objective of feature selection is to select 
the minimally sized subset of features as long as the classification accuracy does not 
significantly decreased and the result of the selected features class distribution is as 
close as possible to original class distribution [42]. 

The feature set produced from feature extraction phase in traditional framework or 
discretization phase in Enhanced Writer Identification Framework (EWIF), may con-
sist of relevant and irrelevant features. There will be more complexities produced in 
terms of accuracy and performance, if these features are used directly in classification 
phase. Although in theory, more features provide more discerning power, but in the 
reality it will degrade significantly the performance [40]. Hence, the feature selection 
phase should be incorporated after discretization phase, and thus reduce the number of 
features used and improve the classification performance and accuracy [42]. Feature 
selection phase should be able to filter those features and select the most unique indi-
vidual significant features in the process. Therefore, selection of the unique individual 
significant features is very important in order to identify the writer. 

Wrapper feature selection method possesses unique advantages and disadvantages. 
A wrapper algorithm explores the space of features subsets to optimize the induction 
algorithm that uses the subset for classification. The rationale for wrapper methods is 
that the induction method that will ultimately use the feature subset should provide a 
better estimate of accuracy than a separate measure that has an entirely different in-
ductive bias [41, 67]. These methods based on penalization face a combinatorial chal-
lenge when the set of variables has no specific order and when the search must be 
done over its subsets since many problems related to feature extraction have been 
shown to be NP-hard [68]. Advantages of wrapper method are the ability to include 
the interaction between feature subset search and model selection, and take into ac-
count feature dependencies. On the other hand, the disadvantages are that it has higher 
risk of over-fitting than filter methods and are very computationally intensive [69]. 
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Therefore, this section describes the method to optimize selected feature selection 
technique, particularly in diminishing computational cost. 

Several techniques have been introduced throughout the last decade to reduce the 
complexity of wrapper method, for instance is by infusing it with recent stochastic 
optimization [44, 70-75], controlling the number of cross-validation [76], and hybri-
dizing with filter methods [77, 78]. However, very few studies conducted in utilizing 
concurrent programming techniques [79-81]. Studies shown that implementing con-
current programming, specifically multithreading, sanctions much lesser processing 
time [79-83]. Therefore, the first optimization applied towards wrapper method is 
multithreading. This decision is motivated by the fact that wrapper technique is com-
putationally expensive; therefore it constrained the possibility of hybridization since it 
will consume more resources and requires higher computational cost, and hence direct 
hybridization with stochastic optimization may not be the wisest option. 

Considering the advantages of switching from sequential programming towards 
concurrent programming, or in this case is multithreading, and the lack of focus for 
multithreading in feature selection techniques, leads to the decision to adapt multith-
reading in Sequential Forward Floating Selection (SFFS) [84]. SFFS is an extension 
of Sequential Forward Selection [85], which suffers from the nesting effect, meaning 
that once a feature is included in some step of the iterative process, it cannot be ex-
cluded in a later step. SFFS performs a simple hill-climbing search. The best feature 
subset S is initialized as the empty set and perform the forward selection, where in 
each step a new subset is generated first by adding a feature x+, but after that features 
x– is searched for to be eliminated from S until the classification accuracy J(S \ x–) 
decreases, which is called as backward selection. The iterations continue until no new 
feature can be added because the classification accuracy J(S ∪ x+) does not increase. 

Multithreaded SFFS is capable to reduce the computational cost of original SFFS, 
not only because of the introduction of multithreading, but also because of the intro-
duction of a novel mechanism called merit pooling. Merit pooling refers to the 
process of pre-calculating and storing the merit of each feature before the selection 
process take hand. This mechanism reduce a great deal of processing time, because 
instead of recalculating the merit of the feature subset every time a feature is added or 
removed, the proposed technique will simply sum up the merit values for each indi-
vidual feature in the subset which has been stored in the merit pool previously. The 
resulting merit value will also be stored in the merit pool, so that future subset that has 
same feature member will simply use this value, without having to re-looking up the 
merit of individual member in the merit pool. In the original implementation of SFFS, 
each time a feature is added or removed from the feature subset, the merit of the sub-
set will be calculated by repeatedly calling the induction algorithm. The process of 
calculating the merit is oftentimes the primary source of high computational cost of 
wrapper methods [41]. 

However, it is found that multithreaded SFFS performs not as well as original 
SFFS, although it opens the possibility of hybridization with swarm intelligence. In 
this chapter, Particle Swarm Optimization (PSO) [86, 87] is selected as the best way 
to optimize multithreaded SFFS. PSO is a population-based optimization method,  
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which can be used to solve a wide array of different optimization problems. PSO is a 
stochastic algorithm that does not need gradient information derived from the error 
function. This allows the PSO to be used on functions where the gradient is either 
unavailable or computationally expensive to obtain. The origin of the PSO was based 
on the sociological behavior of bird flocking [87]. PSO initially identifies some par-
ticle as the best particle in a neighborhood of particles based on its fitness. All the 
particles are then accelerated in the direction of this particle, but also in the direction 
of their own best solutions that they have discovered previously. All particles also 
have the opportunity to discover better particles, in which case the other particles will 
change direction and head towards the new “best” particle. By approaching the cur-
rent best solution, the neighboring solutions will be discovered by some of the par-
ticles. It is important to realize that the velocity term models the rate of change in the 
position of the particle. 

The success of PSO implementation on the Writer Identification (WI) domain has 
also been demonstrated by [88]. Other consideration taken for selecting PSO is also 
due to its simple yet effective implementation. Because of this characteristic, PSO is 
not increasing the computational complexity of multithreaded SFFS more than neces-
sary. The hybridization with PSO is primarily to prevent the multithreaded SFFS se-
lects the local optima, and forces it to reevaluate the candidates with the same merit in 
every iteration to find the global optima. The hybrid between two techniques is 
dubbed Swarm Optimized and Computationally Inexpensive Floating Selection 
(SOCIFS). The main idea of SOCIFS is that fitness function of PSO is modified, by 
implementing the classification accuracy of unique individual significant features 
acquired by using multithreaded SFFS. This is to allow the most optimal interaction 
between PSO and multithreaded SFFS, and thus allow for wider search space explora-
tion. Furthermore, there are multiple instances of multithreaded SFFS executed con-
currently; each of it is executed in PSO particle. Fitness function f(X(t)) in SOCIFS is 
defined in (4) and (5), derived from [87]. 
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where γX(t) is the merit of particle i current subset X in iteration t, where the value is 
obtained by multithreaded SFFS. |N| is the number of features, while |X(t)| is the size 
of selected feature subset. α and β are the parameters used to determine the impor-
tance of classification accuracy and the subset size, where α ∈ [0, 1] and β = 1 – α. 
Each particle will examine different feature subset and thus produce unique results, 
this is because the examined feature subset and its results are recorded, to prevent 
different particles examine the same subset multiple times. The algorithm of SOCIFS 
is illustrated in Fig. 5. 
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Fig. 5. Swarm Optimized and Computationally Inexpensive Floating Selection (SOCIFS) 

4 Swarm-Based Framework for Handwritten Authorship 
Identification 

The main issue in Writer Identification (WI) is to acquire the individual features from 
various handwritings [4]. Among these features are exists the significant individual 
features which directly unique to those individual. Based on this description, it is 
concluded that each individual possess different unique significant feature. Therefore, 
class-specific feature selection must be incorporated in order to capture these unique 
individual significant features. Even though traditional feature selection techniques 
can be used for acquiring these unique individual significant features [89-92], it may 
not be appropriate and feasible. And thus, the traditional handwriting identification 
framework, which consists of pre-processing, feature extraction and classification 
[93] is not adequate for this issue. Enhanced WI Framework (EWIF) shown in Fig. 4 
[4], consists of feature extraction, feature discretization, and identification has been 
adopted by [90, 92] and produced good result, and therefore it can be concluded that 
this framework is can be further improved. 
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This section describes proposed swarm-based framework to cater with this class-
specific feature selection issue, namely Cheap Computational Cost Class-Specific 
Swarm Sequential Selection (C4S4). Furthermore, the proposed framework is similar 
with General Framework for Class-Specific (GFCS) feature selection framework [94], 
which is shown in Fig. 6. Therefore, it can be assumed the proposed framework is a 
hybrid of GFCS and EWIF. And thus, several modifications should be implemented 
in GFCS, considering that GFCS is proposed to handle wide-range of application and 
domain. The proposed framework differs from GFCS and EWIF in several aspects. 
The differences between these frameworks are summarized in Table 2. 
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Class balancing

Feature selection

Feature subset 1

Feature selection

Feature subset c……

Classification

 

Fig. 6. General Framework for Class-Specific Feature Selection (GFCS) [94] 

Table 2. Summary of EWIF, GFCS, and C4S4 differences 

Criteria EWIF GFCS C4S4 
Feature extraction Yes - Yes 
Feature discretization Yes - Yes 
Class binarization - Yes Yes 
Class balancing - Yes Yes 
Feature selection - Yes Yes 
Antibody pool Yes - Yes 
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GFSC is selected in this as the basis for the proposed feature selection framework 
because it is designed to select the class-specific feature subset, which is similar to the 
concept of acquiring the unique significant features in WI domain. The first difference 
of C4S4 to GFCS is that the C4S4 includes feature extraction and feature discretization 
stage, originating from EWIF, and thus produced training and testing set. After that, 
the framework works similarly with GFCS, which is to use the one-against-all class 
binarization in order to transform a c-class problem into c binary problems. For each 

class wi, i = 1,…,c; a binary problem iiw Ω  where c

ijj ji w
≠=

=Ω
,1

, is created for 

the training data. For each binary problem the instances of the class wi are used as 
positive examples, and the instances of all other classes are used as negative exam-
ples. The generated binary problems could be imbalanced; therefore the next stage is 
necessary to balance the classes by applying an oversampling by repeating training 
instances method. βi = |wi| − |Ωi| is then computed in the next stage, where |wi| is the 
number of instances in class wi, and |Ωi| is the number of instances in the remaining 
classes. If βi > 0, the classes will be balanced by repeating instances in the class wi 
until the number of instances in wi and Ωi are the same. For each binary problem, 
features are selected in the third stage by using Swarm Optimized and Computational-
ly Inexpensive Floating Selection (SOCIFS), and the selected features are assigned to 
the class from which the binary problem was constructed. In this way, c possible dif-
ferent feature subsets are obtained, one for each class of the original c-class super-
vised classification problem, or unique individual significant features in this domain. 
These c-feature subsets are in turn is transformed into c-antibodies and stored in anti-
body pool that consists of all antibodies, which in turn is used in identification stage. 

On the other hand, the first difference between C4S4 and EWIF is that the feature 
discretization is conducted before splitting dataset into training and testing dataset in 
EWIF, whereas the feature discretization is conducted after the dataset has been split 
into training and testing dataset in C4S4. This process is closely representing the real-
life applications, where the testing dataset is not available to the system beforehand 
and thus should not be included in the training process. However, this process aroused 
another problem, since the training dataset is discretized while the testing dataset is 
not. The same discretization method cannot be directly applied to the testing dataset, 
because it will produce different set of data due to different cut-off points and inter-
vals is employed. This problem is solved in C4S4 by storing the discretization rules for 
each class, which are the cut-off points and intervals. These discretization rules are 
employed during the classification phase, where the testing data will be discretized 
using each class discretization rule before the matching process is performed. In 
another word, an instance of the testing data will be casted into c number of instance 
with different values due to different rule before the identification phase will take 
place. The classification results for these c-instances of testing data will be ranked. 
The class that corresponds to the discretization rule with the highest ranking will be 
identified as the final class. These processes are the framework of C4S4, which is illu-
strated in Fig. 7. 
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Fig. 7. Cheap Computational Cost Class-Specific Swarm Sequential Selection (C4S4) 
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5 Results and Discussions 

The quality of proposed framework must be justified via performance measurements. 
Dataset used for the performance measurements comes from IAM Handwriting Data-
base [95], which is developed by Research Group on Computer Vision and Artificial 
Intelligence at Instituts für Informatik und angewandte Mathematik (IAM) in Univer-
sität Bern, Switzerland. This database contains forms of handwritten English text. It 
can be used to train and test handwriting recognition techniques, and to perform writ-
er identification and verification experiments. 

Sixty (60) classes are used for research. From these 60 classes, 4400 instances are 
collected, and are randomly divided into four different datasets to form training and 
testing dataset in the classification task. The ratio between the number of training and 
testing dataset is 4:1, which is actually the simple way of describing 5-fold cross-
validation. These four datasets are as depicted in Fig. 8. 

 

Set 1

880 instances
Set A

Train 80%
Test 20%

Set B
Train 80%
Test 20%

Set C
Train 80%
Test 20%

Set D
Train 80%
Test 20%

Set 2

880 instances

Set 3

880 instances

Set 4

880 instances

Set 5

880 instances

All data

4400 instances

 

Fig. 8. Data collection procedure 

The three commonly used performance measurements for evaluating the perfor-
mance of feature selection technique are number of selected features, classification 
accuracy, and processing time. However, considering that the Cheap Computational 
Cost Class-Specific Swarm Sequential Selection (C4S4) will produce different size of 
feature subset for different class, number of selected features performance measure-
ment will be omitted in this analysis. This analysis will compare the performance of 
proposed framework to Enhanced Writer Identification Framework (EWIF) and tradi-
tional pattern recognition (TPR) framework. Table 3 presents the classification accu-
racy and processing time results for C4S4, EWIF, and TPR in four datasets. The  
results are also depicted in bar chart format in Fig. 9 and Fig. 10. 
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Table 3. C4S4, EWIF, and TPR results on classification accuracy and processing time 

Criteria Framework Set A Set B Set C Set D 

Classification 
accuracy 

C4S4 99.10% 99.65% 99.09% 99.55% 
EWIF 95.82% 95.65% 95.78% 95.35% 
TPR 45.88% 47.24% 40.14% 39.23% 

Processing 
time 

C4S4 39.97 sec. 39.05 sec. 39.55 sec. 38.72 sec. 
EWIF 26.97 sec. 24.56 sec. 22.75 sec. 22.91 sec. 
TPR 18.41 sec. 16.29 sec. 16.73 sec. 16.18 sec. 

 

 

Fig. 9. C4S4, EWIF, and TPR results for classification accuracy 

 

Fig. 10. C4S4, EWIF, and TPR results for processing time 

The classification accuracy of proposed framework and feature selection tech-
niques are the primary consideration of this chapter. Based on the results shown in 
Table 3 and presented graphically in Fig. 9 and Fig. 10, the proposed framework pro-
duces the best average of classification accuracy, 99.35%; moreover, the result is 
significantly exceeding the result of EWIF (95.65%) and TPR (43.12%). The results 
produced by C4S4 shows that the incorporation of feature selection to EWIF is capable 
to improve its performance. The second measurement of this chapter is processing 
time of proposed framework and feature selection techniques. Based on the result, it is 
shown that there is no trade-off between classification accuracy of C4S4 and its 
processing time. The average processing time of C4S4 is only approximately 15 
seconds longer than EWIF (39.32 to 24.30 seconds) and approximately 23 seconds 
longer than TPR (39.32 to 16.90 seconds). 
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6 Conclusions 

The purpose of this section is to discuss the summary of this chapter. This chapter is 
inspired by the fact that every person has unique and significant features that can 
distinguish oneself to other person, which is always consistent in every handwriting, 
regardless of words written. These unique individual significant features however, are 
hidden in the shape and of writing, and thus, key concern in Writer Identification 
(WI) is in acquiring the features reflecting the author of handwriting using various 
writing styles. 

In this chapter, the word shape is first obtained via feature extraction phase using 
holistic approach of global representation technique in Moment Function. These ex-
tracted features are then selected in the feature selection phase using proposed tech-
nique. These selected features are the unique individual significant features which are 
unique to each person, and used in the classification phase in order to identify the 
handwritten authorship. 

The focus of this chapter is to develop a swarm-based framework which is suited in 
WI domain, specifically in obtaining the significantly unique features of an individu-
al. The development of the proposed technique and framework has been thoroughly 
discussed. The proposed framework is unique due to the fact that rather than trying to 
acquire the features which can differentiate one person to another, the proposed 
framework instead determine which features are unique to one author. The prior me-
thod is commonly used in other domains, where it is important to discriminate one 
class to another class. However, this is not the case in WI domain. If the prior method 
is used, the features capable to differentiate one author to another author may not 
exist, because it is possible for one author possess similar features to another author, 
although this possibility is rather insignificant. Therefore, the latter method is more 
suitable, because as mentioned earlier, every individual possess unique and individua-
listic significant features. 

As a conclusion, this chapter has successfully proposed a novel swarm-based 
framework namely Cheap Computational Cost Class-Specific Swarm Sequential Se-
lection (C4S4) which serves as the major contribution of this chapter. While the pro-
posed technique is still not perfect, it still performs better than existing handwritten 
authorship identification frameworks. The results validate the quality of the proposed 
technique and framework and open the opportunity for further exploration in WI do-
main specifically, and other domains generally. 
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Abstract. Digital forensics research includes several stages. Once we have     
collected the data the last goal is to obtain a model in order to predict the output 
with unseen data. We focus on supervised machine learning techniques. This 
chapter performs an experimental study on a forensics data task for multi-class 
classification including several types of methods such as decision trees, bayes 
classifiers, based on rules, artificial neural networks and based on nearest 
neighbors. The classifiers have been evaluated with two performance measures: 
accuracy and Cohen's kappa. The followed experimental design has been a 4-
fold cross validation with thirty repetitions for non-deterministic algorithms in 
order to obtain reliable results, averaging the results from 120 runs. A statistical 
analysis has been conducted in order to compare each pair of algorithms by 
means of t-tests using both the accuracy and Cohen’s kappa metrics. 

Keywords: Digital forensics, Glass evidence, Data mining, Supervised machine 
learning, Classification model. 

1 Introduction 

Forensic science can be defined as the application of the science to matters of the law. 
A fundamental principle of forensic science is that a criminal act, or more generally a 
human-initiated event, produces a record of itself. The record, however imperfect, is 
the results of human actor(s) ant the events they set in motion producing interactions 
that result in changes in the environment. Object get moved or broken, marks are 
made, and materials are changed or transferred [1]. Forensic analysis is usually per-
formed through experiments in lab which is expensive both in cost and time. Nowa-
days, data availability is increasing and the computational intelligence [2] techniques 
are very important in order to do automatically an accurate and fast analysis. Popescu 
and Farid [3] did a research about the use of statistical tools for altered photographs in 
the digital forensics context. Although digital forensics has been around for several 
decades, it is still a young science, and the body of peer-reviewed, academic literature 
that is essential for every science is currently relatively small, but it is growing [4]. 
Several kinds of evidences may be present in a forensic activity, such as fibres, paint, 
glass, soil, fingerprints. Depending on the types chemical tests, microscopic  
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techniques, molecular spectroscopy, elemental analysis, mass spectrometry, separa-
tion techniques or thermal analysis could be conducted [5]. 

An important area in forensic science called forensic interpretation of glass evi-
dence is devoted to the study of several kind of glass properties (shape, structure, 
colour, size, thickness,…) after their breakage [6]. Forensic glass analysis tries to 
discriminate between several types of glasses. Moreover sometimes, a subsequent 
work once the glasses have been passed by an annealing process is performed. It has 
been applied in the case of a bi-class problem with toughened and laminated glasses 
[7]. Winstanley and Rydeard [8] were pioneered in talking about some annealing 
concepts about small glass fragments. Terry et al. [9] performed a quantitative analy-
sis of glasses used in Australia depending on the source country. 

The classification of glass fragments has been addressed with three data mining 
approaches in [10]. Ahmad et al. [11] worked with several samples of glass from cars 
or shops. The purpose of the classifier in the former case was to separate the rear, 
wind and side glass, and in the latter one was to distinguish heat absorbing, clear, 
reflective and figured floats. In the context of glass microtraces, Zadora et al. [12] 
proposed a quantitative elemental analysis using a scanning electron microscope with 
an energy dispersive X-ray spectrometer (SEM-EDX) in order to achieve a classifica-
tion scheme for samples collected in Poland. Float glass samples of relevant cars in 
New Zealand using laser ablation inductively coupled plasma mass spectrometry 
(LA-ICP-MS) have been analyzed in [13]. Uzkent et al. [14] have developed a system 
for classifying the sound produced by the glass breaking. 

2 The Problem and the Data Set 

Glass may be scattered in several locations and can be produced in a wide variety of 
forms and compositions, and these affect the properties of this material [15]. It can 
occur as evidence when it is broken during the commission of a crime. Broken glass 
fragments ranging in size from large pieces to tiny shards may be transferred to and 
retained by nearby persons or objects. The mere presence of fragments of glass on the 
clothing of an alleged burglar in a case involving entry through a broken window may 
be significant evidence if fragments are found. The significance of such evidence will 
be enhanced if the fragments are determined to be indistinguishable in all measured 
properties from the broken window. On the other hand, if the recovered fragments 
differ in their measured properties from the glass from the broken window, then  
that window can be eliminated as a possible source of the glass on the subject’s  
clothing [16]. 

Our digital forensics problem is to forecast the type of class on basis of the chemi-
cal analysis. The study of classification of types of glass was motivated by crimino-
logical investigation. Their data set is named Glass Identification [17], whose data 
come from USA Forensic Science Service. It was created by B. German and was 
donated by V. Spiehler to UCI (University of California, Irvine) repository [18]. In-
stances belong to one of the types of glass, defined in terms of their oxide content (i.e. 
Na, Fe, K, etc). Now, we proceed to describe the semantics of the features and the 
class label. 
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• Attribute 1. Id number: 1 to 214. 
• Attribute 2. RI: refractive index. 
• Attribute 3. Na: Sodium (unit measurement: weight percent in corresponding 

oxide, as are attributes 4-10). 
• Attribute 4. Mg: Magnesium. 
• Attribute 5. Al: Aluminum. 
• Attribute 6. Si: Silicon. 
• Attribute 7. K: Potassium. 
• Attribute 8. Ca: Calcium. 
• Attribute 9. Ba: Barium. 
• Attribute 10. Fe: Iron. 
• Class label. Type of glass. There are seven possible values: 

─ Building_windows_float_processed (value 1).  
─ Building_windows_non_float_processed (value 2). 
─ Vehicle_windows_float_processed (value 3).  
─ Vehicle_windows_non_float_processed (value 4). However, there are no instances 

containing this glass type. 
─ Containers (value 5). 
─ Tableware (value 6). 
─ Headlamps (value 7). 

We have deleted the information related with the identificator of the instances and 
we have considered six possible output values. Table 1 summarizes the main proper-
ties of the data set taking into account the previous remarks and Table 2 depicts the 
values of the statistics related with glass identification features. 

This problem has been used in several works. V. Spiehler experienced with a bi-
nary classification problem for the determination whether the glass was a type of 
"float" glass or not. She conducted a comparison test of her rule-based system, 
BEAGLE, the nearest-neighbor algorithm and discriminant analysis. Also, Buscema 
[19] has tested the Glass Identification problem in a binary form with four classifiers. 
Previously, Parvin et al. [20] introduced an ensemble approach and tested it with the 
6-class glass problem. The multi-class version of this digital forensics task is very 
complex since it is difficult to classify, as literature have reported, with a high accura-
cy and thus this is the motivation of this chapter. 

Table 1. Summary of the digital forensics problem 

Patterns Attributes Numeric 
Attributes 

Domain and 
Type 

Nominal 
Attributes 

Classes 

214 9 9 Real (conti-
nuous) 

0 6 
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Table 2. Problem statistics 

Attribute Mean SD Min Max Correlation  
with class 

2. RI 1.5184 0.0030 1.5112 1.5339 -0.1642 
3. Na 13.4079 0.8166 10.73 17.38 0.5030 
4. Mg 2.6845 1.4424 0 4.49 -0.7447 
5. Al 1.4449 0.4993 0.29 3.5 0.5988 
6. Si 72.6509 0.7745 69.81 75.41 0.1515 
7. K 0.4971 0.6522 0 6.21 -0.0100 
8.Ca 8.9570 1.4232 5.43 16.19 0.0007 
9. Ba 0.1750 0.4972 0 3.15 0.5751 
10. Fe 0.0570 0.0974 0 0.51 -0.1879 

SD standard deviation. 

3 The Algorithms 

Classifiers can be divided in several types [21-22]: 

• Decision trees.  A possible definition of a decision tree is a simple structure based 
on a tree that can be used as a classifier. Each non-leaf or internal node is asso-
ciated with a decision and the leaf nodes are generally associated with an outcome 
or class label. Each internal node tests one or more attribute values leading two or 
more links or branches. Each link in turn is associated with a possible value of the 
decision. These links are mutually distinct and collectively exhaustive. This means 
that it is possible to follow only one of the links and all possibilities will be taken 
care of—there is a link for each possibility. The interested reader is referred to 
Murthy's paper [23] for a deep review. We have used two representative methods 
like C4.5 [24] and CART [25] that stands for Classification and Regression Tree. 

• Bayes classifiers. In pattern recognition, Bayes classifier [26] is popular because it 
is an optimal classifier. It is possible to show that the resultant classification mini-
mizes the average probability of error. Bayes classifier is based on the assumption 
that information about classes in the form of prior probabilities and distributions of 
patterns in the class are known. It employs the posterior probabilities to assign the 
class label to a test pattern; a pattern is assigned the label of the class that has the 
maximum posterior probability. The classifier employs Bayes theorem to convert 
the prior probability into posterior probability based on the pattern to be classified, 
using the likelihood values. We have used a Bayesian network (BayesNet) which is 
a probabilistic graphical model that represents a set of variables and their probabil-
istic dependencies. Formally, Bayesian networks are directed acyclic graphs whose 
nodes represent variables, and whose arcs encode conditional dependencies be-
tween the variables. There are efficient algorithms that perform inference and 
learning in Bayesian networks [22].  

• Rule-Based classifiers. Also named rule induction classifiers. The learned model is 
represented as a set of IF-THEN rules. Rules are a good way of representing  
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information or bits of knowledge [27]. In problems where classes can be characte-
rized by general relationships, rather than just by examples (instances). It becomes 
attractive to build classifiers based on rules. Humans generally like explanations 
for most decisions. Rules, one at a time, can be directly learned from the data that 
is called rule induction. Each rule is a combination of conditions [22]. As an exam-
ple of this classifier type we have used RIPPER (Repeated Incremental Pruning to 
Produce Error Reduction) [28]. 

• Artificial neural networks. The field of neural networks has arisen from diverse 
sources, ranging from the fascination of mankind with understanding and emulat-
ing the human brain, to broader issues of copying human abilities such as speech 
and the use of language, to the practical commercial, scientific, and engineering 
disciplines of pattern recognition, modeling, and prediction [29]. There are several 
approaches: feed-forward and recurrent neural networks [30]. We have used the 
feed-forward type including two well-known approaches like the Multi-Layer Per-
ceptron (MLP) neural network [31] with a back-propagation algorithm and the 
Radial Basis Function (RBF) neural network [32]. 

• Classifiers based on nearest neighbours. One of the simplest decision procedures 
that can be used for classification is the nearest neighbour (NN) rule [33-34]. It 
classifies a sample based on the category of its nearest neighbour. When large 
samples are involved, it can be shown that this rule has a probability of error which 
is less than twice the optimum error—hence there is less than twice the probability 
of error compared to any other decision rule. The nearest neighbour based classifi-
ers use some or all the patterns available in the training set to classify a test pattern. 
These classifiers essentially involve finding the similarity between the test pattern 
and every pattern in the training set. The nearest neighbour (1-NN) algorithm as-
signs to a test pattern the class label of its closest neighbor. We have used three 1-
NN variants that differ in the distance function that compute the dissimilarity 
measure or distance. Euclidean, Manhattan and Chebyshev (also written as Tche-
byschev) distance [35] measures have been tested in the current chapter. The  
resulting classifiers are called Classical 1-NN (sometimes referred as Euclidean  
1-NN), Manhattan 1-NN and Chebyshev 1-NN. The first one is very common in 
machine learning community. Recently, Boularias and Chaib-draa [36] have com-
pared Euclidean and Manhattan distances in the k-NN algorithm for apprenticeship 
learning. In other research, related with granular data modeling, Chebyshev and 
Euclidean distances have been used [37]. 

4 Experimentation 

4.1 Validation Technique 

The experimental design used in this chapter has been a stratified four-fold cross vali-
dation [38]. The primary idea of the four-fold cross validation procedure is to divide 
the full data set in four partitions of the same size; each one is used as a test set and 
the remaining are used as a train set. The stratification subjects to that the partitions  
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maintain the class distribution of the samples approximately equal as in the original 
data set [39]. Stochastic algorithms have been run thirty times and since we have four 
folds, the results are averaged by one hundred and twenty runs in order to obtain reli-
able results. 

4.2 Performance Measures 

There are several measures for assessing the models obtained by the classifiers [40]. 
We have gathered the following performance measures: 

• Accuracy. Generally speaking, the accuracy of a classifier is the probability of 
correctly classifying a randomly selected instance [39]. It is also known as the 
number of successful hits [41]. Mathematically, the accuracy is given by: 

         1

( ( ) )
*100

N

n
n

I C y
Accuracy

N
=

=
=
 nx

                       (1) 

where I(g) is a function that returns 1 if g is true and 0 otherwise, ( )C nx the class 

label assigned to the nx  pattern by the classifier and N the total number of  

patterns. 
• Cohen’s kappa. It is an interesting alternative measure to the accuracy, since it 

compensates for random hits [42]. It was first introduced as a measure of agree-
ment between observers of psychological behavior. The original intent of Cohen’s 
kappa was to measure the degree of agreement, or disagreement, between two 
people observing the same phenomenon The range of Kappa values extends from 
positive to negative one, with positive one indicating strong agreement, negative 
one indicating strong disagreement, and zero indicating chance-level agreement. In 
order to illustrate, the calculation of Cohen’s kappa from the confusion matrix we 
will take as a starting point a 3-class problem which confusion matrix including 
marginal values is shown in Table 3. 

Table 3. Confusion matrix for a 3-class problem 

  Predicted class  

  C1 C2 C3 Total 

Correct 

class 

C1 a b c a+b+c=C1corr 

C2 d e f d+e+f=C2corr 

C3 g h i g+h+i=C3corr 

 Total a+d+g=C1pred b+e+h= C2pred c+f+i=C3pred N 
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Being N the total number of patterns, C1, C2 and C3 the label related with class 1, 
2 or 3, respectively. Their Cohen’s kappa is given by: 

2

*( ) ( 1 * 1 2 * 2 3 * 3 )
'  

( 1 * 1 2 * 2 3 * 3 )
corr pred corr pred corr pred

corr pred corr pred corr pred

N a e i C C C C C C
Cohen s kappa

N C C C C C C

+ + − + +
=

− + +  
(2) 

It can be generalized to the m classes 
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m m
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m
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i
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N Ci Ci
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=

−
=

−

 


                         (3) 

where iiCM  represent the diagonal elements of the confusion matrix. 

Next, we will compute both performance measures for a numeric example taken 
from [40] that is depicted in Table 4. The accuracy and Cohen’s kappa of the confu-
sion matrix example for the 3-class problem is as follows. 

 
15+15+45

Accuracy= *100 75%
100

=  

 

1 1

2

1

2

'  

100 (15 15 45) (20*24 30*20 50*56)
0.5915

100 (20*24 30*20 56*40)

m m
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i i

m

corr pred
i

N CM Ci Ci
Cohen s kappa
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=

−
= =

−

+ + − + +
=
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Table 4. Confusion matrix example for a 3-class problem 

  Predicted class  

  C1 C2 C3 Total 

Correct 

class 

C1 15 2 3 20 

C2 7 15 8 30 

C3 2 3 45 50 

 Total 24 20      56 100 

Source: [40]. 
 
The Cohen’s kappa value is greater than 0 (random classification) and more close 

to 1 (perfect classification), that indicates some classification errors. The performance 
is good, but it can be improved for instance by correctly classifying more samples of 
the class number 2. 
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4.3 Algorithm Implementation and Parameters 

For the experimentation we have used the implementations of the algorithms de-
scribed in Section 3 that are included in framework WEKA (Waikato Environment 
for Knowledge Analysis) version 3.7.4 [43], with the exceptions of CART and RBF 
taken from the version 3.5.7. We have tested the methods related with different su-
pervised machine learning approaches such as decision trees, bayes classifiers,  
rule-based classifiers, artificial neural networks and classifiers based on nearest 
neighbours. More specifically, we have carried out experiments with the following 
nine algorithms: C4.5 (J48), CART (SimpleCart), BayesNet, RIPPER (JRip), MLP 
with a back-propagation method, RBF, Euclidean 1-NN, Manhattan 1-NN and Che-
byshev 1-NN. Regarding the parameters, in the first experiment the algorithms have 
been run with the default values which are according to the recommendations of their 
own authors. In addition, these values have been used by us in some previous studies 
and showed a robust behavior [44]. In the second experiment we have reported the 
results with fined-tuned parameter values that are described in the next section. 

4.4 Statistical Tests 

A statistical analysis has been performed in order to find out significant differences 
between the results obtained by the stochastic algorithms that we have dealt with. For 
the non-stochastic algorithms it is not possible to carry out the analysis because we 
have only one result per fold and the number of freedom degrees would be low for it. 
Since we have one problem and several stochastic algorithms we have performed a 
paired t-test for comparing the algorithms two by two [45]. More specifically, we 
have done a two-tailed t-test at a significant level of 0.05 . Let 1μ  be the mean per-

formance of the first algorithm and 2μ be the mean performance of the second algo-

rithm, and 1 2dμ μ μ= − , the hypotheses are the following: 

─ 0 : 0dH μ = . There is no difference in the mean performances of the two  

algorithms. 
─ 1 : 0dH μ > . The first algorithm seems to work better. 

The t statistic is computed. For the t value we will obtain the tail area (p-value) 
from the t-distribution table with a number of number of freedom degrees equal to the 
sample size minus one of the repetitions performed by each algorithm (in our case 
120-1=119). If the p-value is lower than 0.05 we reject the null hypothesis conclud-
ing that there significant differences and the first algorithm is significantly better to 
the second one. 

Statistical analysis have been conducted for the both performances measures re-
ported in this chapter in order to extract general conclusions about which are the most 
stochastic appropriate algorithms for the digital forensics problem. 
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5 Results 

This section is structured in two subsections. The first one is devoted to report the 
results with the default parameter values that were proposed by their authors due they 
are robust in general terms; in addition we have included a statistical comparison in 
order to obtain an overview if there are significant differences between stochastic 
algorithms. The second one show the results with fined-tuned parameter values of the 
algorithms by means of a grid search using the training set of each fold; since trials 
with a different range of the parameters could conduct to other ordering of the algo-
rithms we have not performed any kind of statistical test. In both subsections we have 
divided the results in two parts: one for non-stochastic algorithms and another for the 
stochastic ones. The accuracy and Cohen’s kappa measures have been reported for 
each algorithm regarding to training and test phases. 

5.1 Results with Default Parameter Values 

Table 5 shows the results obtained with the default parameters. Taking into account 
the non-stochastic algorithms, the best one is Manhattan 1-NN with a test accuracy 
over 70% and a test Cohen’s kappa very close to 0.6. The second best is Euclidean 1-
NN with differences of approximately 0.5 for accuracy and 0.01 for Cohen’s kappa. 
The next best algorithms are BayesNet, C4.5 and Chebyshev 1-NN. The best stochas-
tic algorithms ordered by decreasing performance for both measures are CART and 
RIPPER. The followers are MLP and/or RBF algorithms, depending on the evaluation 
measure. Statistical test will let to refine these remarks by means of a two-tailed t-test 
for each pair of algorithms. We do not established a direct comparison between non-
stochastic and stochastic algorithms due to the different number of iteration for each 
kind of method. 

The best results published recently in the paper authored by Silva and Hruscka [46] 
using the same data set are similar (70% with k-NN instead of 1-NN) although there 
are important differences in the kind of cross validation (ten-fold versus four-fold) 
and that work does not contain any statistical analysis for the aforementioned prob-
lem. They have reported the mean accuracy without including neither the SD nor the 
Cohen’s kappa measure, thus it is not possible to comment some issues about the 
homogeneity of the solutions or to get an overview about the global classifier perfor-
mance for the different labels of the instances. Two years ago, Wang et al. [47]  
presented a study about the performance of extreme learning machine (ELM) and 
introduced a new proposal called effective ELM (EELM). Their experimental de-
signed was performed by a hold-out getting an accuracy test (from 0 to 1) with ELM 
and EELM over 0.42 averaged by fifty trials. 

Now, we present the statistical analysis results for the stochastic algorithms. We 
have done two independent kinds of tests: one for accuracy and another for Cohen’s 
kappa that are reported in Tables 6 and 7. 
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Table 5. Training and test results with the accuracy and Cohen´s kappa measures for 6-class 
glass identification problem 

Algorithm type Classifier 
approach 

Method Accuracy (%) Cohen’s kappa 

   Training 
 

Test 
 

Training 
 

Test 
 

Non-stochastic Decision 
Tree 

C4.5 90.50±1.59 68.00±8.33 0.8700±0.0214 0.5663±0.1005 

 Bayes BayesNet * 69.59±7.50 * 0.5830±0.0974 

 Nearest 
neighbour 

Euclidean 
1-NN 

100.00±0.00 69.64±7.84 1.0000±0.0000 0.5867±0.1062 

 Nearest 
neighbour 

Manhattan  
1-NN 

100.00±0.00 70.13±6.85 1.0000±0.0000 0.5949±0.0973 

 Nearest 
neighbour 

Chebyshev 1-
NN 

100.00±0.00 65.04±6.18 1.0000±0.0000 0.5222±0.0849 

Stochastic Decision 
Tree 

CART 80.99±4.39 67.87±2.39 0.7358±0.0621 0.5541±0.0343 

 Rules RIPPER 80.63±4.65 66.26±6.03 0.7327±0.0648 0.5290±0.0837 

 ANN MLP 82.44±2.57 65.47±5.73 0.7557±0.0365 0.5180±0.0805 

 ANN RBF 79.15±2.78 65.27±8.33 0.7170±0.0383 0.5259±0.1118 

Best and second best test results depending on the algorithm type have been highlighted in boldface and italics, respec-

tively. 

* Training results not provided by the classifier implementation. 

Table 6. Statistical analysis with a two-tailed t-test for accuracy measure in the 6-class glass 
identification problem 

Two-tailed t-test for accuracy 
Algorithm 1 Algorithm  2 p-value 

 
t(119)
statistic 

Statistical test  
conclusion 

CART RIPPER 0.0099 *  2.6226  CART > RIPPER 
CART MLP -58.868*10  *  4.0586  CART > MLP 
CART RBF 0.0023 *  3.1205  CART > RBF 
RIPPER MLP  0.2780  1.0899  RIPPER ≥ MLP 

RIPPER RBF 0.2200  1.2331 RIPPER ≥ RBF 

MLP RBF  0.7536  0.3146  MLP ≥ RBF  

Overall accuracy ranking: Accuracy(CART) Accuracy(RIPPER) Accuracy(MLP) Accuracy(RBF)μ μ μ μ> ≥ ≥  . 

* : Significant difference at 0.05α = . 

 
According to the statistical test results for accuracy, we can assert that CART is the 

algorithm with a performance significantly better than the remaining algorithms. The 
second best algorithm is RIPPER but the differences with their competitors are not 
enough to be significant. Thus the best classifier belongs to decision tree approach 
and the next best to rules. Comparing the two models of neural networks, there are no 
significant differences although MLP is slightly better than RBF. 



 Data Mining Methods Applied to a Digital Forensics Task 423 

 

Table 7. Statistical analysis with a two-tailed t-test for Cohen’s kappa measure in the 6-class 
glass identification problem 

Two-tailed t-test for Cohen’s kappa 

Algorithm 1 Algorithm  2 p-value 
 

t(119)  

statistic 

Statistical test 
conclusion 

CART RIPPER 0.0044 *  2.9016  CART > RIPPER 
CART MLP -53.4*10  *  4.3051  CART > MLP 
CART RBF 0.0145 *  2.4813  CART > RBF 
RIPPER MLP  0.2827  1.0791 RIPPER ≥  MLP 

RIPPER RBF 0.7820  0.2774  RIPPER ≥  RBF 

MLP RBF  0.3678  0.9041 RBF ≥  MLP 

Overall Cohen’s kappa ranking: 

Cohen's kappa(CART) Cohen's kappa(RIPPER) Cohen's kappa(RBF) Cohen's kappa(MLP)μ μ μ μ> ≥ ≥ . 

* : Significant difference at 0.05α = . 

 
For Cohen’s kappa, statistical test indicates that CART is significantly the best al-

gorithm. The second best one is RIPPER that is quantitatively better than MLP and 
RBF. The last one neural network model is slightly better than MLP without signifi-
cant differences.  

5.2 Results with Fine-Tuned Parameter Values 

First of all, we introduce the parameter values that we have defined for the fine setting 
by means of a grid search with the training set of each fold. For the 1-NN algorithm it 
is not possible to use specific parameters with the exception of the distance function 
that we have considered in the previous subsection. Table 8 presents the possible 
values or range of the parameters that we have selected for the fine tuning; the algo-
rithms are sorted depending on the type, that is, first the non-stochastic ones and then 
the stochastic ones. 

Table 9 reports the results of those algorithms obtained with the aforementioned 
fine-tuned parameters grouped by algorithm type and classifier approach. Also, we 
have included the results default with the default parameters, due to the reasons ex-
posed at the beginning of this subsection, for the three variants of 1-NN in order to get 
a general view of the performance. In reference to the non-stochastic methods, the 
two best algorithms are C4.5 and Manhattan 1-NN, depending on the performance 
measure. From the stochastic aspect, the best classifier for both measures is CART, 
followed by RBF. 

The fine setting of the parameters has shifted the performance ordering of the non-
stochastic algorithms and has let to improve the results; the best classifier has now 
surpassed the top of 73.5% of accuracy and has reached a Cohen’s kappa close to 
0.595. In the context of stochastic methods, this tuning has increased the performance 
of the algorithms and has moved the name of the second best classifier; the best  
results for both measures are over 68% and 0.55 for accuracy and Cohen’s kappa, 
respectively.  
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Table 8. Fine-tuned parameter values of the algorithms by means of a grid search on the 
training set of each fold 

Algorithm Parameter Possible values or range Default value Best value 

C4.5 Confidence factor (C) {0.150, 0.175, 0.200,  
0.225, 0.250} 

0.25 0.175 

 Minimum number of instances 
per leaf (M) 

2-10 2 2 

BayesNet Alpha value (A) for Simple 
Estimator 

{0.25, 0.50, 0.75} 0.50 0.75 

CART Minimal number of observa-
tions of the terminal nodes 
(M) 

2-5 2 4 

 The number of fold in the 
internal cross-validation 

2-10 5 5 

RIPPER Folds: the amount of data used 
for pruning (F) 

1-5 3 4 

 The minimum total weight of 
the instances in a rule (N) 

1-3 2 1 

 The number of optimization 
runs (O) 

1-3 2 3 

MLP TrainingTime: The number of 
epochs to train through (N) 

{250, 500, 750, 1000} 500 500 

 HiddenLayers: hidden layers 
of the neural network (H) 

4-16 a = (attribs. + classes) / 2 15 

RBF NumClusters: The number of 
clusters for K-Means to 
generate (B) 

1-6 2 4 

Table 9. Training and test fine-tuned results with the accuracy and Cohen´s kappa measures for 
6-class glass identification problem 

Algorithm type Classifier 
approach 

Method Accuracy (%) Cohen’s kappa 

   Training 
 

Test 
 

Training 
 

Test 
 

Non-stochastic Decision 
Tree 

C4.5 88.71±2.31 73.67±2.62 0.8511±0.0334 0.5929±0.1006 

 Bayes BayesNet * 70.07±6.84 * 0.5886±0.0897 

 Nearest 
neighbour 

Euclidean 
1-NN 

100.00±0.00 69.64±7.84 1.0000±0.0000 0.5867±0.1062 

 Nearest 
neighbour 

Manhattan  
1-NN 

100.00±0.00 70.13±6.85 1.0000±0.0000 0.5949±0.0973 

 Nearest 
neighbour 

Chebyshev 1-
NN 

100.00±0.00 65.04±6.18 1.0000±0.0000 0.5222±0.0849 

Stochastic Decision 
Tree 

CART 77.78±2.98 68.22±1.93 0.6907±0.0388 0.5576±0.0292 

 Rules RIPPER 82.39±4.65 66.85±4.84 0.7584±0.0640 0.5397±0.0674 

 ANN MLP 86.95±2.45 66.47±3.37 0.8200±0.0339 0.5323±0.0456 

 ANN RBF 88.28±2.35 66.86±4.67 0.8407±0.0320 0.5475±0.0633 

Best and second best test results with fine-tuned parameters depending on the algorithm type have been highlighted in 

boldface and italics, respectively. 

* Training results not provided by the classifier implementation. 
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6 Conclusions 

In this chapter we have reviewed the state-of-the-art related with a digital forensics 
task called Glass Identification in the context of multi-class supervised learning. This 
problem have been tackled from some decades to the present, however the previous 
studies are focused on a particular issue. We have presented an empirical overview of 
the performance with a good number of classifiers from different machine learning 
approaches with two metrics like accuracy and Cohen’s kappa for training and test 
stages, using the default parameter values in the first experiment and the fine-tuned 
values in the second one. We have included a statistical analysis in the first experi-
ment that has revealed some valuable conclusions. 

In the first experiment, related with the deterministic algorithms, Manhattan 1-NN 
obtains the best performance for accuracy and Cohen’s kappa metrics. Their perfor-
mance is slightly better than the Euclidean 1-NN. Our real-world problem is another 
sample in that nearest neighbours classifiers can be applied successfully. Thus, it has 
been proven that Manhattan 1-NN is better than Euclidean 1-NN, BayesNet, C4.5 and 
Chebyshev 1-NN. Moreover, we have reported the results of non-deterministic algo-
rithms; however it is not possible to compare them with deterministic algorithms be-
cause the former methods have been smoothed by an average of one hundred and 
twenty runs versus four of the latter methods. The best non-deterministic algorithm is 
CART with statistically significant differences with the remaining non-deterministic 
methods. The second best classifier is RIPPER, however there are no significant  
differences with the classifiers with a lower performance. Best approaches for  
non-deterministic methods are, in this order, decision trees, rules and artificial neural 
networks. In the second experiment, the best deterministic algorithm is C4.5 or 1-NN 
Manhattan according to the performance evaluation measure. The best non-
deterministic algorithm is CART with both measures and the second best one is the 
RBF neural network model. 

The most important remarks taking into account both experiments are stated as fol-
lows. The fine tuning of the parameters has been very useful due to: i) From the non-
stochastic algorithm perspective the best accuracy results has passed 73.5% with C4.5 
classifier and are very close to 0.595 for Cohen’s kappa with 1-NN Manhattan, ii) The 
performance of the best stochastic algorithm has reached 68.22 and 0.5576 for accu-
racy and Cohen’s kappa, respectively. The problem tackled can be considered very 
difficult since, up the best of our knowledge, it is not possible, as this chapter showed, 
to classify the test instances with an accuracy level a 75%. A possible future research 
line of this chapter could try to study some pre-processing data mining techniques in 
order to act on the features, instances or values of the attributes.  
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Abstract. The influence of noise and reverberation in Digital Forensic voice 
evidence can conceal the identification, verification and processing of crime da-
ta. Computationally, the efficiency in processing speech signals largely depends 
on the integrity and authenticity of audio/voice recordings. Our interest is on 
improving integrity, vis-à-vis the intelligibility of speech signals. We achieved 
this in four folds. First, a speech quality enhancement technique that cleans and 
rebuilds defective speech data for quality Forensic analysis is proposed by ex-
ploring an optimal estimator for the magnitude spectrum, where the Discrete 
Fourier Transform (DFT) coefficients of clean speech are modelled by a Lapla-
cian distribution and the noise DFT coefficients are modelled using a Gaussian 
distribution. Second, an automatic speech pre-processing algorithm for pho-
neme segmentation of raw speech data, capable of iteratively refining Hidden 
Markov Model (HMM) speech labels for improved intelligibility is introduced. 
Third, a simulation of the distortion from a quantised R-bit and computation of 
the Signal-to-Noise Ratio (SNR) for the signal to quantisation noise is carried 
out for the purpose of managing speech signal distortions. Fourth, an investiga-
tion of the effect of confused phonemic and tone bearing unit features on the  
intelligibility of speech is presented to assist Forensic experts decode voice  
disguise or language “barriers” that may impede proper Forensic voice analysis.  
Results obtained in this investigation reveal a future of prospects in the field of 
Forensic intelligence and is most likely to reduce unnecessary setbacks during 
Forensic analysis. 

Keywords: Forensic science, intelligent system, speech quality evaluation, 
speech synthesis, voice adaptation.  

1 Introduction 

One of the most essential tools in combating crime is information. Information is 
required by law enforcement agencies about the nature of the crime, the time and 
place the crime was committed and the crime suspect(s). Recently, there has been an 
explosion of information such that it becomes pertinent to process information with 
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sophisticated tools other than the erstwhile manual and mechanical methods. Digital 
Forensic is becoming a potential information technology application for investigating 
crimes and related offences. It is the process of uncovering and interpreting electronic 
data for use in the law court or related arena. The main goal is to preserve any evi-
dence in its original form while performing a structured investigation of collecting, 
identifying and validating encoded evidence for the purpose of reconstructing past 
events to aid apprehend the culprits. 

The field of Digital Forensic permeates several topics (in Forensic science) includ-
ing computer Forensics, peripheral/network Forensics, online/real-time Forensics, 
database Forensics, wireless/mobile Forensics and software Forensics. This field can 
be described as precisely expert-driven advances which are developed and subse-
quently applied [1]. Forensic investigation of digital evidence is predominantly em-
ployed as a post-incident response to an action that cannot be described certainly as 
legal or to an incident defying organizational standards and policies. Digital Forensic 
is hoverer challenged by both technical and social issues. These include information 
explosion, information security techniques, intelligence of modern software tools, 
proliferation of mobile devices, lack of Forensic tools and experts, poor legislation 
and low comprehension of computing techniques by jurists.  

Forensic science is however undergoing a paradigm shift, characterised by data 
mining and agent-based approaches [2-3] and database implementing the likelihood 
ratio framework [4], as well as the evaluation of the validity and reliability of results 
[5]. Hence, the implementation of Forensic science is most likely to 

• prevent further malicious attempts against intended “targets” 

• provide successful recall of past events that triggered a crime and assist in the iden-
tification and prosecution of culprits 

• establish the needed mechanisms for improving and preventing unusual events 
from reoccurring 

• enhance standards on corporate networks and security 

• serve as a ‘plug-in’ to the digital environment and improve awareness in a bid to 
prevent future vulnerabilities 

1.1 Gathering, Storing and Presenting Digital Evidence 

Collection and storage of evidence is done after identifying the information needed. 
The evidence must be stored in a manner that only unavoidable minimal alteration is 
made. Alteration to data that is of evidential value must be accounted for and justified 
[6]. For instance, a picture retrieved in a particular file format might require a slight 
modification before its present format could be transformed easily into a readable 
format. Examining the evidence is important to determine if the evidence would on 
conversion preserve the structure and integrity of the original copy, which prompts for 
the analysis of the evidence after close examination. This analysis involves processing 
what has been collected into an interpretable form understood by the common user. A 
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case of extracting an encrypted file, which requires decryption before being presented 
in the law court as evidence is a typical example of such analysis. Another example is 
where the contents of a hard drive image are processed into human understandable 
formats before being presented to a jurist. 

In the presentation of evidence, the method and manner must render it legally ac-
ceptable and within the confines of the law. The expertise of the presenter must there-
fore be brought to bear. Also, the tools used in the extraction and processing of the 
evidence should have some legal acceptable status. For instance, a pirated copy of 
software used in the extraction of evidence might become a technical issue used to 
dismiss a case even when the evidence seems convincing. The evidence presented 
must as well satisfy the legal requirements as conventional evidence and must be [7]: 

• Authentic: the evidence must be original and relate to the alleged crime under 
investigation 

• Reliable: the evidence must have been collected using reliable procedures and 
could be repeated by an independent party where necessary to achieve the same 
result 

• Complete: the evidence must be used to prove guilt as well as innocence 

• Believable: the evidence should be convincing to juries and presented in an un-
ambiguous  way that preserves its content 

• Admissible: the evidence should be collected using the procedures that conform 
to common law and legislative rules 

1.2 Investigation Media and Image Analysis 

The following media may be used to comb for evidences: 

• Data communication media could be monitored for some unruly behaviour of users 
such as unauthorized access and policy violations using intrusion detection sys-
tems. Such violations or malicious activities when detected should be reported to 
the appropriate quarters. Evidence gathered during such operations could be prop-
erly examined, analysed for presentation in a law court. 

• Storage media such as hard disk, removable disks, CD-ROMs, Digital Versatile 
Disk (DVD) etc. are easily examined and analysed with a view to gathering or re-
covering latent data stored. In the process, evidence of criminality could be ga-
thered. 

• Mobile devices including personal digital assistants (PDAs) with memory cards are 
also likely to store incriminating information that could form evidence in a law 
court. 

 
Images on storage media could be physically or logically analysed. Logical analysis 
uses graphical tools like file managers and file viewers, while physical analysis is 
done with a physical viewpoint, not from the perspective of a file system, but using 
the hex editor, for instance. Files hashing may also be carried out to distinguish files 
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with and without evidential values. Images can also be analysed on the strengths of 
their format and the digital signature is one of such images. Although the format of 
the file extension could be changed by a culprit to hide the image identity, a forensic 
expert should first compare the file’s extension with its corresponding file’s signature 
and if a mismatch is found further examination is undertaken.  

1.3 Speaker Identification and Verification 

When investigating voice evidence (gathered or stored), one of the unique features 
used to identify a suspect is his/her voice. Conventionally, there are voice identifica-
tion specialists capable of deciphering different voices and the most common method 
used to accomplish this is by comparing the distinctive speech features of the speak-
ers. Speech technologies (speech synthesis, speech recognition and machine transla-
tion, etc.) have provided excellent approaches for adapting and recognising certain 
voices among varied speech clusters. Speech technology explores specific features of 
the human voice such as the formant frequency, pitch and pitch contours. But some 
constraints such as the speaker’s mood, mimicry, environment and noise must be 
considered in order to obtain accuracy. Forensic experts require devices/software such 
as speech recognisers to assist them in obtaining specific features of the suspect’s 
speech and verify same with what the exhibited device(s) carry. Speaker identification 
plays an important role in Forensic science and embodies the various tasks of discri-
minating persons based on the sound of their voices. It typically requires two audio 
recordings: a questionable recording and a voice sample. The questionable recording 
in most cases constitutes the intercepted or recorded communication (e.g. phone call), 
while the sample recording is usually taken from the suspect’s original statements. 
Lots of approaches to speaker identification have been proposed [8-9]. Except for the 
linguistically-based ones (auditory, psychological, etc.), others involve spectral analy-
sis (voiceprint, formant matching etc.). 

Speaker verification then aims at accepting or rejecting an identity claim based on 
a voice sample [10]. Investigations on the problems of imposture as regards speaker 
verification have been reported over the years and methods to prevent these problems 
proffered in [11]. Furthermore, the vulnerability of speaker verification to voice im-
personation by humans has been examined in [12-13]. However, advancements in 
speech technologies have presented potential challenges for both offline confirmation 
of acquired speech with the original speaker, and online authentication of voices [11]. 

Generally, to obtain high quality voice database for Forensic analysis, usable pho-
netic units must be annotated. These annotations are required to map the distinctive 
linguistic features of an utterance to its acoustic properties. The goal here is to guaran-
tee quality and improved accuracy when comparing Forensic voices. Before the ad-
vent of state-of-the-art approaches to automatic annotation and linguistic features 
alignment, annotations were done manually. This made Forensic analysis of voice 
data laborious and difficult to accomplish. Initially, Forensic Voice Comparison 
(FVC) systems employed the acoustic-phonetic approach, characterised by the identi-
fication and marking of functional tokens of phonetic units (sufficiently) by trained 
phoneticians in both the suspect and offender recordings. The annotations were then 
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analysed statistical. But, a plethora of research works have proved the efficacy of 
automatic approaches to FVC. Specifically, recent FVC research works [14-15] 
present the potentials of hybrid approaches – a combination of automatic systems 
with acoustic-phonetic systems, to improve both validity and reliability. 

1.4 Forensic Intelligence 

It is assumed that during an investigation some level of reasoning is employed. These 
can be classified as basic inferential steps which vary both in structure and levels of 
detail, thus, requiring a broad variety of specialised knowledge, scientific attitude as 
well as the integration of automated tools [16]. Within the last two decades, security 
strategies have drifted toward more intelligence-led and proactive frameworks [17]. 
Beyond the notable achievements of identification databases such as DNA or AFIS, 
there are indications that Forensic case data could provide intelligence [17]. This pi-
votal instrument is efficient for taking informed decisions at the strategic and tactical 
levels with the application of suitable strategies to fight crimes, or the appropriate 
deployment of resources for effective security. Also, criminal intelligence is now 
broadly implemented within law enforcement organisations through the leverage of 
emerging database technologies such as Geographical Information Systems (GISs), 
data mining, biometrics, etc. 

In [17], the seven primitive inferences that form a basic framework for Forensic in-
telligence have been discussed. These inferences which include identity; information 
source: source to trace and trace to source; unanticipated “side effects”; source pro-
file; source classification; list of possible sources; list of possible relatives (to the 
source) are mainly based on analogical reasoning and combines a greater part of exist-
ing approaches and databases. They do not however represent an exhaustive invento-
ry, as certain information regarding Forensic computing and intelligence provided by 
mobile phone analysis and inferences relating to crime reconstruction and process 
modelling are missing. 

In [18], the use of Hidden Markov Models (HMMs) in Digital Forensics is ex-
plored using Embedded Bayesian Network HMMs to investigate interactions between 
multiple suspects in Forensic cases. They compare the output of a coupled HMM to a 
similarly trained single-chain HMMs and to expert knowledge in a simulated digital 
Forensic case with two suspects. Their results demonstrate that there exists some form 
of interaction between suspects of a digital Forensic case and the interaction can be 
effectively modelled using HMMs. 

In [19], a framework for an intelligent natural language interface (NLI) that suits 
the need of an embedded platform using agent-based approach is proposed. The archi-
tecture is based on various forms of action representations and a sequence of trans-
formations that converts users’ inputs into suitable sets of agent-based actions that 
produce response to the input. The approach incrementally eliminates the complexity 
and ambiguity of the input by using predefined sets of interim actions at different 
levels, thereby, increasing the robustness and reliability of the NLI. To optimise this 
architecture for practical dialog systems, Ekpenyong [20] provides a tonal framework 
for building the synthesis component of a voice user interface (VUI) system.  
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The design exploits the HMM framework to achieve speaker-dependent voices for 
Ibibio (ISO 693-3: nic; Ethnologue: IBB), and is adaptable to other tone languages 
with similar structure. 

1.5 Our Approach 

This chapter focuses at enhancing the intelligibility of speech, by proposing a speech 
enhancement model useful for quality Forensic voice analysis. Our model is capable 
of rebuilding defective voices without losing much signal information (e.g., due to 
clipping and reverberation). We also deal with parameters that affect the perceived 
quality of speech using the Hidden Markov Model (HMM) which is known to yield 
high quality synthetic speech suitable for voice adaptation and simulation. The effec-
tiveness of HMM-based speech synthesis approach for Forensic voice analysis is also 
evaluated in this chapter to guarantee comprehensibility, accuracy and precision. 

1.6 Chapter Organisation 

The rest of this chapter offers the following: (i) a discussion on speech signal degra-
dation and assessment, (ii) a presentation of the proposed speech enhancement archi-
tecture and system model for Digital Forensic analysis and an analysis of a defective 
speech sample, (iii) an implementation of the proposed model and evaluation of some 
voices.    

2 Speech Signal Degradation and Assessment 

A speech signal comprises of different parameters which can roughly be split into 
three groups. The first group pertains to quantity and include parameters such as dura-
tion of the voice sample. The second group has to do with quality and include pa-
rameters such as Signal to Noise Ratio (SNR), clipping, frequency range, etc. The 
third group refers to comparability and the speaker’s emotional state falls into this 
category. Speech signals are corrupted by various types of degradation. The most 
common types of degradation include background noise, reverberation and speech 
from competing speakers. Degraded speech is poor, both in terms of perceptual qual-
ity (naturalness) and ability to comprehend the perceived speech (intelligibility). Poor 
speech naturalness often results in listener’s fatigue, while poor intelligibility ulti-
mately degrades performance in speech technology applications. We shall categorize 
these degradations according to how they alter the resultant speech signal as follows: 

1. Uncorrelated additive noise co-existing with the wanted speech signal may arise in 
the acoustic and electronic domain. Its perceived effect is to degrade perceptual 
quality and in extreme cases may completely mask the wanted signal. For some 
types of additive noise, the spectral characteristics are stationary and gradually 
transform over time. This is typically true of amplifier noise as well as of some en-
vironmental acoustic noise sources. Other forms of additive noise are intermittent 
or highly non-stationary; such non-stationary noise sources include media interfe-
rence, unwanted co-talkers and some forms of electrical interference 
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2. Convolutive effects are perceived as reverberation and poor spectral balance be-
cause the added noise is strongly correlated with the wanted signal. Reverberation 
and echo normally arise from acoustic reflections and can seriously degrade intel-
ligibility. The increasing use of distant microphones in hands-free telephony has 
prompted extensive research into mitigating the effects of reverberation. Band-
width restrictions and uneven spectral response may also arise from microphone 
placement and characteristics as well as amplifier limitations.  

3. Non-linear distortions frequently arise from amplitude limiting the microphone 
and amplifier. This is perceived as harsh distortion which varies with the signal 
amplitude. A similar perceptual effect can result from high bit errors in the coded 
signal used by some amplifiers. 

The assessment of speech quality (intelligibility and naturalness) is therefore of 
utmost importance when proposing the deployment of speech products. For intelligi-
bility, there is need to choose an appropriate linguistic level at which to make meas-
urements. This problem arises from the fact that linguistic units possess increased 
redundancy (i.e., not all phonetic sequences form words in the language and not all 
word sequences form meaningful sentences). While the assessment of channel utiliza-
tion to convey meanings of real spoken utterances is necessary, listeners vary widely 
in their perception/understanding of the speech based on their own linguistic compe-
tence. In assessing speech naturalness, the reliability of listeners becomes an issue. 
The mean opinion score test [21], in which listeners assign absolute ratings to indi-
vidual speech stimulus and diagnostic tests [22], where listeners exhibit preference on 
speech stimulus over the other, are the most widely used tests. The advantage of the 
former is that a system can be assigned some absolute score, but this requires a large 
sample size of listeners to achieve satisfactory sensitivity. The advantage of the latter 
is that statistically significant results can be obtained by comparing two systems with 
relatively few listeners.  

In assessing the perceived speech quality, we concentrate on improving speech in-
telligibility and investigate further into the results of a Modified Rhyme Test (MRT) 
obtained in [23]. Specifically, we compare the degree of confused phonemes (vowels 
and consonants) and tone bearing units of two synthesis systems (with and without 
tone evidence) in a discriminant analysis. The reason for comparing both systems is 
to measure their perceived intelligibility levels and suitability for FVC. 

3 Enhancing Speech Quality for Digital Forensics 

3.1 Phoneme Segmentation Algorithm 

Initially, speech annotation required skilful phoneticians and was laborious. Now, 
there exist numerous automatic segmentation approaches to speech annotation. The 
approach (used in this chapter) for phoneme segmentation or speech labelling of the 
HMMs employs machine learning techniques for optimised refinements, and relies on 
cheap features of the intended language. The algorithm is succinctly described as 
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follows: (i) map the utterance text of a given language to the respective sound files, 
(ii) allocate each phone of the utterance mapped same duration. This initial assump-
tion is used to pre-annotate the speech corpus and can be achieved by dividing the 
total utterance’s duration by the total number of phonemes in that utterance. This 
gives each phone an equal range, with a fixed incremental factor. The resultant voice 
from this annotation sounds poor, but the quality was improved through a re-
alignment process implementing the Viterbi algorithm. Viterbi algorithm is the most 
common algorithm for implementing n-gram search. It is an efficient dynamic search 
technique that avoids the polynomial expansion of a breath first search, by ‘trimming’ 
the search tree at each level using the best n Maximum Likelihood Estimates (MLEs). 
The realignment uses a HMM edit (HLEd) tool of the HTS toolkit and can be per-
formed until the desired intelligibility is obtained. 

3.2 System Architecture 

The system architecture adopted in this chapter for enhancing defective speech is 
shown in Fig. 1. The noisy signal )(sn  is sampled at regular time intervals and 

comprises of the clean speech )(sc  and additive noise )(sg . The DFT coefficient 

of the frame and frequency bin is computed in the Fast Fourier Transform (FFT) 
block after widowing, to mitigate the disturbing effects of cyclic convolution. The 
SNR estimation block computes apriori SNR ξ  and posteriori SNR V for each DFT 

bin k . The task of the speech estimation block is to compute the spectral weights for 

the noisy spectral components N , such that the estimated DFT coefficient ĉ  is 
derived. Thereafter, an Inverse Fast Fourier Transform (IFFT) and overlap-add  

method application produces the enhanced (desired) signal )(ˆ sc . 

3.3 System Model 

A noisy signal can be expressed as the sum of the clean speech signal and the additive 
noise, and is represented mathematically as:  

)()()( sgscsn +=                           (1) 

Taking the Fourier Transform of )(sn , we obtain 

)()()( γγγ
kkk

GCN +=                            (2) 

where 

L

k
k

πγ 2= }{ 1,...,2,1 −= Lk  

and L  is the frame length. 
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Fig. 1. Speech enhancement system architecture 

 

Equation (2) can also be expressed in the form: 
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estimator for the magnitude spectrum Ck
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where 

}{.E  denotes the expectation operator, )(k
nk θθ

Δ
=  

),( θ kkCf  is the joint probability density function of the magnitude and phase 

spectra 

),|)(( θγ kkk CNf  is given as [24]: 
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where 

)(k
gλ  represents the variance of the additive noise. 

Following the derivations in [25], ),( θ kkCf  becomes: 
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where )(k
cλ  is the variance of the kth DFT coefficients. Substituting equations (5) 

and (6) into equation (4) we obtain the following estimator: 
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Equation (8) represents the Laplacian Minimum Mean Square Error (MMSE) estima-
tor of the spectral magnitude and is a modified form of Chen and Loizuo’s [26] for-
mulation for the MMSE estimator. Since the derived Laplacian MMSE estimator is 
computationally complex, some approximations can be applied to this equation to 
yield a computationally-feasible estimator. Therefore, applying the derivations in 
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[27], we expressly obtain a better approximation of )(cfc  (the PDF of the spectral 

amplitude and Bessel function) as: 
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and the clean speech component is finally extracted using ISTFT and weighted over-
lap-add method. 

3.4 Analysis of Recorded Speech Sample 

Speech sounds of a male speaker were recorded in noisy and non-noisy backgrounds. 
Fig. 2 shows the waveform and spectrogram of the recorded speech in a noisy back-
ground. The waveform explains the physical signal data, with respect to time. The 
spectrogram reveals that every spoken word form a band of formant and its frequency 
are harmonically ordered neatly into striations or clear bands. From the waveform, the 
silent period of the noisy speech has random energy fluctuations and since noise is an 
error or undesired random disturbance, the energy is placed in frequency and ampli-
tude more randomly rather than being organized neatly into clear bands.  

 

 

Fig. 2. Waveform and spectrogram of speech in noisy background 
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Fig. 3 shows the waveform and spectrogram of speech in a non-noisy background. 
The spectrogram representation also forms bands of formant for each word spoken 
and its frequency harmonically organized. The silent period does not have random 
energy because it appears white in the spectrogram, which shows that the noise level 
is negligible. As can be seen, the pitch plot in the spectrogram section is low, and the 
speech output sounds more intelligible compared to the one in noisy background. 

 

 

Fig. 3. Waveform and spectrogram of speech in non-noisy background 

A Fast Fourier Transform (FFT) was applied to the respective wave files. The FFT 
analysis essentially separates the frequencies and amplitudes of its component waves. 
The results as can be seen in Figs. 4 and 5 are displayed with degrees of amplitude 
(represented light-to-dark) at various frequencies by time. From the graphs we ob-
served that the FFT magnitude of speech in noisy background doubles that of speech 
in non-noisy background.   

 

 
Fig. 4. Extracted FFT of speech in noisy background 
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Fig. 5. Extracted FFT of speech in non-noisy environment 

4 Implementation and Performance Evaluation 

4.1 Speech Quality Enhancement 

The fundamental frequency (F0) of both speech signals were extracted using Praat, a 
speech processing and analysis software. In Fig. 6, we discovered that due to the noi-
sy background, the fundamental frequency was raised by 65Hz (on the average) above 
the speech signal in non-noisy background. The voiced speech of a typical adult male 
has a fundamental frequency between 85 to 180Hz, while that of a typical adult fe-
male falls within 165 to 255 Hz [28-29]. Hence, the fundamental frequency of most 
speech is expected to fall below the voice frequency band as just defined. This indi-
cates that the presence of noise calibrates upward the F0 of speech and contributes to 
reducing its overall intelligibility, thus, resulting in the poor speech quality. 

Next, we simulate the distortion from a quantised R-bit and compute the signal to 
Noise Ratio (SNR) for the signal to quantisation noise. A quantiser maps amplitude 
values into a set of discrete values kQ, where Q is the quantisation interval or stepsize 
and k, a constant. Quantisation is applied here to retain as much signal fidelity as 
possible while eliminating unnecessary precision and to maintain the dynamic range 
of the signal within practical limits (i.e., avoid signal clipping or arithmetic overflow). 
Our simulation ensures negligible loss of signal fidelity and centres on managing the 
approximation error to ensure that very little distortion is introduced. Simulation re-
sults in Figs. 7 and 8 revealed that noisy backgrounds contribute to raising the signal 
to quantisation noise. 
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Fig. 6. F0 plots comparing speech signals in noisy and non-noisy background 

 

 

Fig. 7. Original and quantised speech signals in noisy background 
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Fig. 8. Original and quantised speech signals in non-noisy background 

Quantisation could also be applied to manage distortion within the limits of the bit 
rate supported by a communication channel or storage medium. With quantisation, 
erroneous bits can be corrected and missing bits recovered through the use of a tech-
nique known as forward error correction (FEC). 

Figs. 9 and 10 illustrate the application of the proposed model on the recorded 
speech in noisy and non-noisy backgrounds, respectively. In both figures, we separate  
 

 

Fig. 9. Original and cleaned speech signals (in noisy background) 
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the noisy part of the waveform from the signal. The proposed estimator was applied to 
about 12 seconds duration of speech using a window function with 50% overlap be-
tween frames and apriori SNR. The enhanced speech was then combined using the 
overlap and add approach and the STFT of the speech signal estimated. The STFT 
was finally combined with the complex exponential of the noisy phase. The subplots 
of both speeches confirm the efficacy of our model to eliminate noisy signals. The 
waveforms of both speeches were re-modelled to improve intelligibility and unneces-
sary clips as a result of poor recording sessions.        

 

 

Fig. 10. Original and cleaned speech signals (in non-noisy background) 

4.2 Voice Synthesis 

The field of Forensic speech and audio analysis consist of a wide range of activities of 
which the most astonishing is speaker identification. Other activities include intelligi-
bility enhancement of recorded speech samples, analysis of disputed utterances, and 
the examination of audio recordings authenticity. Voice disguise, depending on the 
extent of use may also pose serious problems in speaker identification. At the extreme 
end of the spectrum we find electronic manipulations even with speech synthesis data, 
which could render speaker identification virtually impossible. In Forensic science, 
however, voice disguise tends to be of a rather unsophisticated nature. Recently, the 
Centre for Speech Technology Research (CSTR), UK, has adopted voice synthesis to 
provide personalised communication aids for those who are losing the ability to 
speak, e.g., persons with the Motor Neurone Disease [30]. The research is a Voice-
bank project and aims at developing clinical applications of HMM-based speech syn-
thesis such as personalised voices for communication aids. This novel research has  
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the potentials of giving not only people with speech disorders a voice, but could also 
benefit Forensic science in different ways. One of the potential benefits is in the area 
of voice adaptation, where a donor’s (e.g., a relation) voice may be adapted to assist 
investigation of physically challenged suspects. 

To further our investigation on speech intelligibility of tone language systems, we 
improve on the research in [23] by performing a discriminant analysis (DA) on the 
MRT results. We study the overall effect of confused linguistic features (vowels, 
consonants and tone bearing units) of synthesised voices, as perceived by listeners. 
The essence of this analysis is to compare the overall performance of the two synthe-
sis systems (with and without tone evidence). After cross-validation, we collated the 
frequency of confusions generated by a statistical tool/software called xlstat2012 into 
tables of wrong and correct guesses. 

In system A (synthesis system without tone), Tables 1, 2 and 3 reveal the frequen-
cy of vowel, consonant and tone confusions, respectively (perceived by listeners). In 
Table 1, a total of 120 vowels were wrongly perceived. Specifically, rare vowels such 
as ǝ and ụ, suffered greatly. Also, the ʌ, e and o vowels had higher confusion tallies. 
These vowels amounted to 30% of the overall vowels and 87% of the wrongly per-
ceived vowels. 

Table 1. Perceived vowel confusion analysis for system A 

Vowel Wrong guess Correct guess Total 
ǝ 20 1 21 
ị 7 28 35 
ọ 5 16 21 
ụ 4 3 7 
ʌ 24 18 42 
a 8 13 21 
e 14 14 28 
i 6 29 35 
o 25 34 59 
u 7 14 21 

Total 120 170 290 

 
In Table 2, a total of 100 consonants were wrongly perceived by listeners. The k, 

m, n, p and w consonants had high tallies, indicating poor system performance. The 
contribution of these consonants amounted to 17.7% of the overall consonants and 
50% of the wrongly perceived consonants. 
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Table 2. Perceived consonant confusion analysis for system A 

Consonant Wrong guess Correct guess Total 
n ̄ 9 17 26 
ʁ 1 6 7 
b 7 21 28 
d 2 19 21 
f 5 16 21 
j 8 6 14 
k 12 9 21 
kp 9 26 35 
m 13 29 42 
n 13 2 15 
p 9 5 14 
s 1 13 14 
t 6 15 21 
w 5 9 14 

Total 100 193 293 

 
The major reasons behind perceived phoneme confusions include swapped pairs – 

a case where phoneme pairs are closely perceived, hearing difficulties and poor re-
cordings/synthesis. We are however investigating to uncover the exact phoneme pairs 
wrongly perceived by listeners. 

In Table 3, we observed that a greater percentage of tone bearing units was wrong-
ly perceived. The result revealed that synthesis systems require sufficient tone  
features to synthesise tone languages optimally. 

Table 3. Perceived tone confusion analysis for system A 

Tone Wrong guess Correct guess Total 
ị́ 12 8 20 
ì 15 6 21 

!o ̣́ 16 13 29 
o ̣́ 41 11 52 
ọ ̂ 6 1 7 
o ̣̀ 17 11 28 
ụ́ 6 7 13 
ụ̀ 11 0 11 
ʌ́ 7 0 7 
ʌ̂ 2 12 14 
!á 24 4 28 
á 31 25 56 
a ̂ 1 6 7 
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Table 3. (continued) 

à 13 29 42 
a ̌ 6 1 7 
é 14 21 35 
e ̂ 14 0 14 
è 5 9 14 
í 12 23 35 
ì 9 12 21 

!ó 1 5 6 
ó 26 17 43 
ò 18 17 35 
ú 2 6 8 
ù 0 10 10 

Total 309 254 563 

 
In system B (synthesis system with tone), a total of 31 vowels, 262 consonants and 

113 tone bearing units were wrongly perceived by listeners, as shown in Tables 4, 5 
and 6, respectively. These results show a remarkable improvement over system A, 
except for Table 4 (consonant confusion analysis). Also, an investigation to reveal the 
exact tone pairs confusions is being carried out. 

Table 4. Perceived vowel confusion analysis for system B 

Vowel Wrong guess Correct guess Total 
ǝ 8 13 21 
ị 4 31 35 
ọ 2 19 21 
ụ 0 7 7 
ʌ 3 39 42 
a 1 20 21 
e 6 22 28 
i 1 34 35 
o 6 53 59 
u 0 21 21 

Total 31 259 290 

Table 5. Perceived consonant confusion analysis for system B 

Consonant Wrong guess Correct guess Total 
n ̄ 26 0 26 
ʁ 7 0 7 
b 24 4 28 
d 18 3 21 
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Table 5. (continued) 

f 21 0 21 
j 13 1 14 
k 19 2 21 
kp 30 5 35 
m 39 3 42 
n 10 5 15 
p 10 4 14 
s 14 0 14 
t 19 2 21 
w 12 2 14 

Total 262 31 293 

Table 6. Perceived tone confusion analysis for system B 

Tone Wrong guess Correct guess Total 
ı ́ ̣ 1 19 20 
ì 9 12 21 

!ọ́ 10 19 29 
ọ́ 12 40 52 
ộ 1 6 7 
ọ̀ 7 21 28 
ụ́ 2 11 13 
ụ̀ 3 8 11 
ʌ́ 7 0 7 
ʌ̂ 0 14 14 
!á 7 21 28 
á 2 54 56 
â 1 6 7 
à 7 35 42 
ǎ 2 5 7 
é 3 32 35 
ê 4 10 14 
è 3 11 14 
í 8 27 35 
ì 0 21 21 

!ó 2 4 6 
ó 9 34 43 
ò 12 23 35 
ú 0 8 8 
ù 1 9 10 

Total 113 450 563 
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The cross validations were done using random validation sets at 0.05 level of signi-
ficance with a 0.0001 tolerance. On the average, it was clear that more feature pairs 
were confused in system A compared to system B, which had less confusion pairs, 
except for the consonant pairs which requires further investigation. Also both systems 
showed significant difference in a Wilcoxon signed-rank test with continuity correc-
tion at 01.0=α .  

5 Conclusion and Future Works 

Existing solutions to the field of digital Forensics are largely ad-hoc, and current Fo-
rensic systems record numerous false data, thereby, complicating the analysis of digi-
tal evidence [31]. The development of standard formalisms useful for performing 
goal-oriented Forensic modelling is therefore necessary for the purpose of ensuring 
accuracy and acceptability of the analysis. Although many open questions on the as-
sessment and quality assurance of digital Forensic evidence remain, the application of 
speech technologies to Forensic analysis should be intensified with better procedure 
and methods in order to increase the acceptability of processed voices. Also, the fu-
ture of Forensic science appears challenging and requires the willingness to risk fail-
ure [32]. However, this field holds lots of prospects in the future. To enjoy the full 
potentials of Forensic science, crime laboratories and related agencies should be pro-
vided with the needed resources such as sophisticated databases and access to state-
of-the-art technology tools.  

In future research, we shall integrate the current design into [20], and unify the 
frameworks so far modelled in [19], bearing components interaction and ‘corporate’ 
intelligence in mind. The resulting design is most likely to guarantee a robust-
intelligent system that is capable of serving as a model for other language systems and 
future Forensic frameworks. 
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