
Sourav S. Bhowmick   Curtis E. Dyreson
Christian S. Jensen   Mong Li Lee
Agus Muliantara   Bernhard Thalheim (Eds.)

 123

LN
CS

 8
42

2

19th International Conference, DASFAA 2014
Bali, Indonesia, April 21–24, 2014
Proceedings, Part II

Database Systems
for Advanced Applications



Lecture Notes in Computer Science 8422
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Alfred Kobsa
University of California, Irvine, CA, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Germany

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbruecken, Germany



Sourav S. Bhowmick Curtis E. Dyreson
Christian S. Jensen Mong Li Lee
Agus Muliantara Bernhard Thalheim (Eds.)

Database Systems
forAdvancedApplications

19th International Conference, DASFAA 2014
Bali, Indonesia, April 21-24, 2014
Proceedings, Part II

13



Volume Editors

Sourav S. Bhowmick
Nanyang Technological University, Singapore
E-mail: assourav@ntu.edu.sg

Curtis E. Dyreson
Utah State University, Logan, UT, USA
E-mail: curtis.dyreson@usu.edu

Christian S. Jensen
Aalborg University, Denmark
E-mail: csj@cs.aau.dk

Mong Li Lee
National University of Singapore, Singapore
E-mail: leeml@comp.nus.edu.sg

Agus Muliantara
Udayana University, Badung, Indonesia
E-mail: muliantara@cs.unud.ac.id

Bernhard Thalheim
Christian-Albrechts-Universität zu Kiel, Germany
E-mail: thalheim@is.informatik.uni-kiel.de

ISSN 0302-9743 e-ISSN 1611-3349
ISBN 978-3-319-05812-2 e-ISBN 978-3-319-05813-9
DOI 10.1007/978-3-319-05813-9
Springer Cham Heidelberg New York Dordrecht London

Library of Congress Control Number: 2014934170

LNCS Sublibrary: SL 3 – Information Systems and Application, incl. Internet/Web
and HCI

© Springer International Publishing Switzerland 2014
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered and
executed on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication
or parts thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location,
in ist current version, and permission for use must always be obtained from Springer. Permissions for use
may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution
under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the
material contained herein.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

It is our great pleasure to present to you the proceedings of the 19th Inter-
national Conference on Database Systems for Advanced Applications, DASFAA
2014, which was held in Bali, Indonesia. DASFAA is a well-established inter-
national conference series that provides a forum for technical presentations and
discussions among researchers, developers, and users from academia, business,
and industry in the general areas of database systems, web information systems,
and their applications.

The call for papers attracted 257 research paper submissions with authors
from 29 countries. After a comprehensive review process, where each paper re-
ceived at least three reviews, the Program Committee accepted 62 of these,
yielding a 24% acceptance rate. The reviewers were as geographically diverse
as the authors, working in industry and academia in 27 countries. Measures
aimed at ensuring the integrity of the review process were put in place. Both the
authors and the reviewers were asked to identify potential conflicts of interest,
and papers for which a conflict was discovered during the review process were
rejected. In addition, care was taken to ensure diversity in the assignment of
reviewers to papers. This year’s technical program featured two new aspects: an
audience voting scheme for selecting the best paper, and poster presentation of
all accepted papers.

The conference program includes the presentations of four industrial pa-
pers selected from thirteen submissions by the Industrial Program Committee
chaired by Yoshiharu Ishikawa (Nagoya University, Japan) and Ming Hua (Face-
book Inc., USA), and it includes six demo presentations selected from twelve
submissions by the Demo Program Committee chaired by Feida Zhu (Singapore
Management University, Singapore) and Ada Fu (Chinese University of Hong
Kong, China).

The proceedings also includes an extended abstract of the invited keynote
lecture by the internationally known researcher David Maier (Portland State
University, USA). The tutorial chairs, Byron Choi (Hong Kong Baptist Uni-
versity, China) and Sanjay Madria (Missouri University of Science and Tech-
nology, USA), organized three exciting tutorials: “Similarity-based analytics for
trajectory data: theory, algorithms and applications” by Kai Zheng (University
of Queensland, Australia), “Graph Mining Approaches: From Main memory to
Map/reduce” by Sharma Chakravarthy (The University of Texas at Arlington,
USA), and “Crowdsourced Algorithms in Data Management” by Dongwon Lee
(Penn State University, USA). The panel chairs, Seung-won Hwang (Pohang Uni-
versity of Science and Technology, South Korea) and Xiaofang Zhou (University
of Queensland, Australia), organized a stimulating panel on database systems
for new hardware platforms chaired by Aoying Zhou (East China Normal Uni-
versity, China). This rich and attractive conference program of DASFAA 2014 is
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accompanied by two volumes of Springer’s Lecture Notes in Computer Science
series.

Beyond the main conference, Shuigeng Zhou (Fudan University, China), Wook-
Shin Han (Pohang University of Science and Technology, South Korea), and Ngu-
rah Agus Sanjaya, (Universitas Udayana, Indonesia), who chaired the Workshop
Committee, accepted five exciting workshops: the Second International DAS-
FAA Workshop on Big Data Management and Analytics, BDMA; the Third
International Workshop on Data Management for Emerging Network Infras-
tructure, DaMEN; the Third International Workshop on Spatial Information
Modeling, Management and Mining, SIM3; the Second International Workshop
on Social Media Mining, Retrieval and Recommendation Technologies, SMR;
and the DASFAA Workshop on Uncertain and Crowdsourced Data, UnCrowd.
The workshop papers are included in a separate proceedings volume also pub-
lished by Springer in its Lecture Notes in Computer Science series.

The conference would not have been possible without the support and hard
work of many colleagues. We would like to express our gratitude to the honorary
conference chairs, Tok Wang Ling (National University of Singapore, Singapore)
and Zainal Hasibuan (University of Indonesia, Indonesia), for their valuable
advice on many aspects of organizing the conference. Our special thanks also
go to the DASFAA Steering Committee for its leadership and encouragement.
We are also grateful to the following individuals for their contributions to making
the conference a success:

– General Chairs - Stéphane Bressan (National University of Singapore,
Singapore) and Mirna Adriani (University of Indonesia, Indonesia)

– Publicity Chairs - Toshiyuki Amagasa (University of Tsukuba, Japan), Feifei
Li (University of Utah, USA), and Ruli Manurung (University of Indonesia,
Indonesia)

– Local Chairs - Made Agus Setiawan and I. Made Widiartha (Universitas
Udayana, Indonesia)

– Web Chair - Thomas Kister (National University of Singapore, Singapore)
– Registration Chair - Indra Budi (University of Indonesia, Indonesia)
– Best Paper Committee Chairs - Weiyi Meng (Binghamton University, USA),

Divy Agrawal (University of California at Santa Barbara, USA), and Jayant
Haritsa (Indian Institute of Science, India)

– Finance Chairs - Mong Li Lee (National University of Singapore, Singapore)
and Muhammad Hilman (University of Indonesia, Indonesia)

– Publication Chairs - Bernhard Thalheim (Christian-Albrechts-University,
Germany), Mong Li Lee (National University of Singapore, Singapore) and
Agus Muliantara (Universitas Udayana, Indonesia)

– Steering Committee Liaison - Rao Kotagiri (University of Melbourne,
Australia)

Our heartfelt thanks go to the Program Committee members and external
reviewers. We know that they are all highly skilled scientists with many demands
on their time, and we greatly appreciate their efforts devoted to the timely and



Preface VII

careful reviewing of all submitted manuscripts. We also thank all authors for
submitting their papers to the conference. Finally, we thank all other individ-
uals who helped make the conference program attractive and the conference
successful.

April 2014 Sourav S. Bhowmick
Curtis E. Dyreson

Christian S. Jensen
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Stéphane Bressan National University of Singapore, Singapore
Mirna Adriani University of Indonesia, Indonesia

Program Committee Co-Chairs

Sourav S. Bhowmick Nanyang Technological University, Singapore
Curtis E. Dyreson Utah State University, USA
Christian S. Jensen Aalborg University, Denmark

Workshop Co-Chairs

Shuigeng Zhou Fudan University, China
Wook-Shin Han POSTECH, South Korea
Ngurah Agus Sanjaya University Udayana, Indonesia

Tutorial Co-Chairs

Byron Choi Hong Kong Baptist University, Hong Kong
Sanjay Madria Missouri University of Science & Technology,

USA

Panel Co-Chairs

Seung-won Hwang POSTECH, South Korea
Xiaofang Zhou University of Queensland, Australia

Demo Co-Chairs

Feida Zhu Singapore Management University, Singapore
Ada Fu Chinese University of Hong Kong, Hong Kong



X Organization

Industrial Co-Chairs

Yoshiharu Ishikawa Nagoya University, Japan
Ming Hua Facebook Inc., USA

Best Paper Committee Co-Chairs

Weiyi Meng Binghamton University, USA
Divy Agrawal University of California Santa Barbara, USA
Jayant Haritsa IISc, India

Steering Committee Liaison

R. Kotagiri University of Melbourne, Australia

Publicity Co-Chairs

Toshiyuki Amagasa University of Tsukuba, Japan
Feifei Li University of Utah, USA
Ruli Manurung University of Indonesia, Indonesia

Publication Co-Chairs

Bernhard Thalheim Christian-Albrechts-University, Kiel, Germany
Mong Li Lee National University of Singapore, Singapore
Agus Muliantara University Udayana, Indonesia

Finance Co-Chairs

Mong Li Lee National University of Singapore, Singapore
Muhammad Hilman University of Indonesia, Indonesia

Registration Chairs

Indra Budi University of Indonesia, Indonesia

Local Co-Chairs

Made Agus Setiawan University Udayana, Indonesia
I. Made Widiartha University Udayana, Indonesia

Web Chair

Thomas Kister National University of Singapore, Singapore



Organization XI

Research Track Program Committee

Nikolaus Augsten University of Salzburg, Austria
Srikanta Bedathur IIIT Delhi, India
Ladjel Bellatreche Poitiers University, France
Boualem Benatallah University of New South Wales, Australia
Bishwaranjan Bhattacharjee IBM Research Lab, USA
Cui Bin Peking University, China
Athman Bouguettaya CSIRO, Australia
Seluk Candan Arizona State University, USA
Marco A. Casanova Pontif́ıcia Universidade Católica do
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Abstract. Ensemble pruning looks for a subset of classifiers from a
group of trained classifiers to make a better prediction performance for
the test set. Recently, ensemble pruning techniques have attracted signif-
icant attention in the machine learning and the data mining community.
Unlike previous heuristic approaches, in this paper we formalize the en-
semble pruning problem as a function maximization problem to strike
an optimal balance between quality of classifiers and diversity within
the subset. Firstly, a quality and pairwise diversity combined framework
is proposed and the function is proved to be submodular. Furthermore,
we propose a submodular and monotonic function which is the com-
position of both quality and entropy diversity. Based on the theoreti-
cal analysis, although this maximization problem is still NP-hard, the
greedy search algorithm with approximation guarantee of factor 1− 1

e
is

employed to get a near-optimal solution. Through the extensive exper-
iments on 36 real datasets, our empirical studies demonstrate that our
proposed approaches are capable of achieving superior performance and
better efficiency.

Keywords: ensemble pruning, pairwise diversity, entropy, submodular-
ity, greedy algorithm.

1 Introduction

Given the ensemble of trained individual learners (classifiers), rather than com-
bining all of them, ensemble pruning tries to select a subset of individual learns
(sub-ensemble) to comprise the ensemble [23].Usually an ensemble is significantly
more accurate than a single classifier [23]. Representative ensemble methods in-
clude AdaBoost [6], Bagging [2], and random decision trees [5], to name a few. In
spite of the significant contributions made by those work, the ensembles gener-
ated by existing techniques such as Bagging are sometimes unnecessarily large,
which can lead to large memory cost, computational costs, and occasional de-
creases in effectiveness [21,23].

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 1–15, 2014.
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Former work on ensemble pruning can be categorized into clustering based
approaches, ordering based methods, and optimization based solutions [21]. In
the last category, the ensemble pruning is viewed as a combinatorial optimization
problem with the goal to find a sub-ensemble to optimize a predefined criterion
[21].

Different from previous optimization approaches, such as those based on semi-
definite programming, we formalize the ensemble pruning as a submodular func-
tion maximization problem to obtain a set of k classifiers from the collection of
trained classifiers that can well generalize to the test set. The submodular func-
tion can be used to characterize diminishing return property that the marginal
gain of adding an element to a smaller subset is higher than that of adding it to
its supersets. Consider a set function F : 2E → R, which maps subsets S ⊆ E of
a finite ground set E to real numbers. F is called submodular if, ∀S ⊆ T ⊆ E,
∀e ∈ E \ T , F (S ∪ {e}) − F (S) ≥ F (T ∪ {e}) − F (T ). Submodular function
maximization technique has been used for problems such as influence maximiza-
tion [9], feature selection [11], active learning [8], and dictionary selection [10].
This paper develops the ensemble pruning as an submodular function
maximization problem.

This subset selection problem is a combinatorial optimization problem and
thus finding the exact optimal solution is NP-hard [19]. So this maximization
problem turns to be a challenging problem, even for some simple submodular
functions, such as mutual information [11]. Fortunately, the greedy algorithm
can be used to find a 1 − 1

e approximation to the optimal solution when the
submodular function is normalized and monotone [17]. To measure the diver-
sity among classifiers from different aspects, the pairwise diversity and entropy
diversity are employed. We also conduct the submodularity analysis and prove
that our object function with entropy diversity is submodular and monotonic.
Based on these theoretical analysises, we are able to get a good approximate
solution efficiently by best-first greedy search algorithm.

The main contributions can be summarized as follows.

1. We formalize the ensemble pruning as a submodular function maximization
problem.

2. We propose two different ensemble pruning framework: (1) quality and pair-
wise diversity combined approach, (2) quality and entropy combined method.
At the same time, we conduct the theoretical submodularity analysis for the
maximization problem with these objective functions.

3. Based on the theoretical analysis, we design the efficient greedy algorithm
to optimize our objectives.

4. We conduct extensive experiments on real datasets, which include perfor-
mance comparisons with state-of-the-arts and time cost. The experimental
results demonstrate the efficiency and effectiveness of our proposed solutions.

The rest of the paper is organized as follows. In Section 2, the related work is
reviewed. Section 3 is devoted to the statement of the problem, the formulation of
the framework and the proposed algorithm. Then we show the ensemble pruning



Ensemble Pruning: A Submodular Function Maximization Perspective 3

process in detail including search strategy and parameter selection in Section 4.
Experimental evaluation using real data are shown in Section 5. We conclude
with future work in Section 6.

2 Related Work

In this section, we review some previous work, which can be categorized into
clustering-based approaches, ordering-based methods and optimization-based so-
lutions.

[15] is the first work to prune AdaBoost on this topic. Instead of pruning
ensembles generated by sequential methods, [25] and [3] respectively studied on
pruning ensembles generated by parallel methods such as Bagging [2] and parallel
heterogeneous ensembles consisting of different types of individual classifiers,
and it was shown that better performance can be obtained at smaller ensemble
sizes [23].

[16] and [14] are two representative ordering-based ensemble methods. Based
on the assumption that near-optimal subensemble of increasing size can be
constructed incrementally by incorporating at each step the classifier that is
expected to produce the maximum reduction in the generalization error, the
ordering-based approach proposed in [16] to ensemble pruning is to modify the
original random aggregation ordering in the ensemble. Ensemble Pruning via
Individual Contribution Ordering (EPIC) is introduced in [14], which orders in-
dividual classifiers in an ensemble in terms of their importance to subensemble
construction.

From optimization perspective, [13] proposes a regularized selective ensemble
algorithm that chooses the weights of the base classifiers through minimizing
a regularized risk function, which can be formulated as a quadratic program
with an �1-norm constraint on the weight vector. In [22], the ensemble prun-
ing problem formulated as a strict mathematical programming problem and the
semi-definite programming relaxation techniques is used to obtain a good ap-
proximate solution. This work is followed by [21] which also formulates ensemble
pruning as an optimization problem. Both individual accuracy and the pairwise
diversity of the subensemble are also combined into their pruning criterion. A
relaxation of the original integer programming is transformed into a constrained
eigen-optimization problem, which can be solved efficiently with an iterative
algorithm with global convergence guarantee [21].

Recently, [12] presents the first PAC-style analysis on the effect of diversity in
voting. Guided by this result, a greedy ensemble pruning method called DREP is
proposed in [12] to explicitly exploit the diversity regularization. However, they
focus on the binary classification. A general framework for the greedy ensem-
ble selection algorithm by abstracting the main 27 aspects of existing methods
is proposed in [18]. These aspects are the direction of search, the evaluation
dataset, the evaluation measure and the size of the final ensemble. In [24], the
authors employ the mutual information I(XS ;Y ) as the objective function which
composes of mutual information between the class label and classifiers and the
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(conditional) multi-information between classifiers. However, as pointed in [11],
the mutual information is not submodular.

Different from the existing work, we present our work through a submodular
function maximization perspective and we design the pairwise diversity regu-
larization into our objective which is proved to be submudular and monotonic.
Based on these theoretical results, we employ the greedy algorithm to optimize
it to get the results with a 1 − 1

e approximation to the optimal solution.

3 Ensemble Pruning as Submodular Function
Maximization

In this section, we review the formal setting of ensemble pruning problem firstly.
Then we propose two unified framework to solve the ensemble pruning problem.
The first one combines the quality and pairwise diversity of classifiers which
is submodular while not monotonic. Then a submodular and monotonic one
combining quality and entropy diversity is developed.

3.1 Ensemble Pruning Definition

Let D = {(xi, yi), i = 1, 2, · · · , N} be a labeled training set where each example
consists of a feature vector xi and a class label yi ∈ {1, · · · , C}. H = {ht, t =
1, 2, · · · , T } is the set of classifiers or hypotheses of an ensemble, where each
classifier ht maps an instance x to a class label y, ht(x) = y. In the following
sections, in some sense of abuse of notation, we use hi ∈ H or i ∈ H . S ⊆ H , is
the current subensemble. After pruning, each example x is classified using the
majority rule y = argmaxc |{i ∈ S : hi(x) = c}|. Let q(h) denote the quality of
the classifier h (i.e.we use the accuracy to measure the quality), and sim(hi, hj)
denote the similarity between two classifiers hi and hj .

Ensemble pruning is to obtain a set of k classifiers from the collection of
trained classifiers that can best predict the test set. There are three questions
need to consider: (1) how to measure the quality q(hi) of each classifier; (2)
how to measure the diversity between classifiers; (3) how to balance between
quality and diversity, and find out the top-k classifiers as the representative ones
efficiently?

In order to get the mathematical formulation of the ensemble pruning prob-
lem, we give one approximation of error or accuracy of the overall ensemble
through the combination of quality of individual classifier and diversity or simi-
larity between them. Minimizing (maximizing) this approximate ensemble error
(accuracy) function is the objective of the optimization formulation.

3.2 Ensemble Pruning with Pairwise Diversity

Firstly we discuss the following ensemble pruning framework through submod-
ular function maximization perspective:

max
S⊆H:|S|=k

fwithin(S) :=
∑
i∈S

q(hi) − λ
∑

i,j∈S,i�=j

sim(hi, hj). (1)
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The intuition is to choose a subset of classifiers with high quality and with
low similarity between the classifiers within the subensemble. The regularization
parameter λ is used to balance the quality and diversity which can be set through
cross-validation. This setting is justified in [12]. Below we show that fwithin(·)
is submodular.

Theorem 1. The function defined in (1) is submodular.

Proof. For any S ⊆ T ⊆ H and i /∈ T we have

fwithin(S ∪ {i}) − fwithin(S)

=
∑

j∈S∪{i}
q(hj) − λ

∑
j,k∈S∪{i}

sim(hj , hk) −
∑
j∈S

q(hj) + λ
∑
j,k∈S

sim(hj , hk)

= q(hi) − λ
∑
j∈S

sim(hi, hj) ≥ q(hi) − λ
∑
j∈T

sim(hi, hj)

= fwithin(T ∪ {i}) − fwithin(T ).

However, the function would not be monotone thanks to the fact that the
marginal gain q(hi) − λ

∑
k∈S sim(hi, hk) would not be nonnegative. Therefore

the greedy algorithm’s constant-factor approximation guarantee of [17] does not
apply in this case.

When implementing this ensemble pruning framework, we employ accuracy as
the quality of individual classifier. For the pairwise diversity between classifiers,

we incorporate two measures: (1) the first one, G̃ij = 1
2

(
Gij

Gii
+

Gij

Gjj

)
, is defined

in [22], where Gii is the total number of errors made by classifier i and Gij

is the number of common errors of classifier pair i and j; (2) the second one is
transformed from a 0/1 loss based disagreement measure, which was proposed by
Ho [7], to characterize the pair-wise diversity for ensemble members [14]. Given
two classifiers hi and hj , let N

(01) denote the number of data points incorrectly
predicted by hi but correctly predicted by hj , and N

(10) is the opposite of N (01).

The diversity of hi and hj , denoted by Divi,j =
N(01)+N(10)

N , is the ratio between
the sum of the number of data points correctly predicted by one of the classifiers
only and the total number of data points. This measure has some resemblance
to G̃i,j . We transform it to a similarity measure as sim(hi, hj) = 1 − Divi,j .

3.3 Ensemble Pruning with Entropy

The above framework with pairwise diversity measures is submodular while not
monotonic. In this subsection, we propose another ensemble pruning method
with entropy as the diversity measure, which is submodular and monotonic.

The joint entropy [4] between subset of classifiers HS = {h1, · · · , h|S|} is
denoted as

Ent(HS) = −
∑

z∈{0,1}|S|

p(z) log p(z) (2)
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where the random variable zi is the indicator variable i.e. zi = 1{hi(x) = y} for
example (x, y).

The entropy is often used to measure the diversity or uncertainty between
random variables. When |S| = 2, it measure the joint entropy between classifiers
such as h1 and h2, where p(0, 0) denotes the probability that both classifiers
make an error on a random example. Now we arrive at the following objective
function composed of the quality of the classifiers and entropy between them:

max
S⊆H:|S|=k

fent(S) :=
∑
i∈S

q(hi) + λEnt(HS). (3)

Theorem 2. The function defined in (3) is monotonic and submodular.

Proof. For any S ⊆ T ⊆ H and i /∈ T we have

fent(S ∪ {i}) − fent(S)

=
∑

j∈S∪{i}
q(hj) + λEnt(HS∪{i}) −

∑
j∈S

q(hj) − λEnt(HS)

= q(hi) + λEnt(hi|HS) ≥ q(hi) + λEnt(hi|HT )

= fent(T ∪ {i}) − fent(T ).

Therefore we know that fent(·) is monotonically increasing thanks to the non-
negativity of both terms, q(hi) and Ent(hi|HS). And the inequality is due to the
fact that Ent(Z|X,Y ) ≤ Ent(Z|X) [4]. The submodularity of fent(·) is followed.

According to Theorem 2, it is feasible to employ the greedy algorithm to solve
this NP-hard problem with a 1 − 1

e approximation to the optimal solution. In
the following section, we design a best-search greedy algorithm to this ensemble
pruning problem.

4 Search Strategy

After proposing two ensemble pruning framework as submodular function max-
imization, we describe the search strategy to optimize the objectives in this
section. As shown that the problem is in general NP-hard, therefore we are only
able to solve them in polynomial time through approximate algorithm.

The whole ensemble pruning process is outlined in Figure 1. In the experi-
ments, we use a bagging ensemble of l decision trees and have a training set to
train and a validation subset to prune. We vary the parameter λ ∈ [0, 1] with
decimal steps. Using the pruning set, we can compute the accuracy of every clas-
sifier and sim(hi, hj) for all hi, hj ∈ H . Then we order the classifiers for every λ
value by using Best-First Search strategy and then we can compute the best λ
for different size(1, 2, ..., l) of S. We use greedy algorithm to obtain the ordered
classifiers list Lλ for every λ (Line 1-8). Then we exhaust every λ to get best Sk

and λk for every size of S (Line 9-13). The whole search process is outlined in
Algorithm 1.



Ensemble Pruning: A Submodular Function Maximization Perspective 7

Pairwise 
diversity or 

Entropy 
measures

h1_S

h2_S

...

hl_S

Ensemble

List_lambda0.0

List_lambda0.1

...

List_lambda1.0

h1

h2

...

hl

Function f(S),
ϵ[0.0,1.0]

Quality calculate 

Training 
Set

e
Pruning 

Set

e

List_lambda:Classifiers of f(S) 
Descending Order List 

div
E

mm

S

S

S

Fu For every size k 
of S (1,2, ,l)

r 

(S),
0]

hi: the ith classifier
l: total number of classifiers

0

1

0

Fo
o

Pruning 
Set

For every k, 
return a best S 

and  

hi_S: the ith classifier with its 
accuracy score

Fig. 1. Ensemble Pruning Process

Algorithm 1. SubmEP approach

Input : Set of classifiers H,f
Output: S1, S2, · · · , Sl ⊆ H and λ|S| for |S| = 1, 2, ..., l

1 for λ = 0.0 to 1.0 do
2 Lλ ← {argmaxhi∈H q(hi)};
3 /*Lλ is a order list of classifiers*/
4 while |Lλ| < l do
5 i ← argmaxi′∈H\Lλ

f(Lλ ∪ {i′})− f(Lλ)
6 Lλ ← Lλ ∪ {i}
7 end

8 end
9 for k = 1 to l do

10 Sk ← select Lλ,k that maxλ accuracy of Lλ,k for pruning set
11 /*Lλ,k is the top k classifiers of Lλ*/
12 λk ← argmaxλ accuracy of Lλ,k for pruning set

13 end
14 return S

5 Experiments

We conduct extensive experiments on real datasets to study the performance of
the proposed frameworks and search algorithms.

5.1 Experimental Settings

We use 36 real datasets selected from the UCI Machine Learning Repository [1].
The detailed statistics of the these datasets are given in Table 1.

We compare the proposed method (named as SubmEP hereafter) against the
three baseline approaches:

1. Bagging[2]. Bagging is used as the original ensemble in previous work;
2. OrderedBagging [16]. OrderedBagging is based on bagging in descending

order of accuracy;
3. Eigcons[21]. We implement this method according to [25].
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Table 1. A breif description of the data sets

Data Set Classes Dimensions Size Data Set Classes Dimensions Size

Anneal 6 38 898 Letter 26 16 20000
Arrhythmia 16 279 452 Lymph 4 18 148
Audiology 24 69 226 Mfeat-fourier 10 76 2000
Autos 7 25 205 Mfeat-pixel 10 240 2000

Balance Scale 3 4 625 Nursery 5 8 12960
Balloons 2 4 76 Optdigits 10 64 5620
Breast-w 2 9 699 Pendigits 10 16 10992
Bridges 6 11 108 Primary-tumor 22 17 339
Car 4 6 1728 Segment 7 19 2310
Cmc 3 9 1473 Sonar 2 60 208

Credit-g 2 20 1000 Soybean 19 35 683
Dermatology 6 34 366 Spambase 2 57 4601

Flag 6 27 194 Splice 3 61 3190
Glass 7 9 194 Tae 3 5 151

Heart-h 5 13 294 Tic-tac-toe 2 9 958
Hypothyroid 4 29 3772 Vehicle 4 18 846
Ionosphere 2 34 351 Vowel 11 13 990
Kr-vs-kp 2 36 3196 Wine 3 13 178

Two pairwise diversity measures and entropy measure are used in the proposed
SubmEP method, and there are :

1. SubmEP G̃. The common error based pairwise diversity measure discussed
in Section 3.2 is used in our proposed SubmEP function;

2. SubmEP div. Another pairwise diversity measure proposed in Section 3.2 is
used in our SubmEP;

3. SubmEP ent. The entropy-based measure discussed in Section 3.3 is used in
the proposed SubmEP.

In the experiments, the base classifier we use is J48, which is a Java implemen-
tation of C4.5 decision tree method in Weka [20]. All the approaches including
the baselines are implemented in Java and run on a PC with Intel Duo-Core
2.66GHz 2 CPUs, one thread and 8GB memory.

The experimental setting follows [14]. Each data set was randomly divided into
three subsets with equal sizes. There are six permutations of the three subsets.
Experiments on each data set consisted of six sets of sub-experiments. Each set
of sub-experiments used one of the subsets as the training set, one of the subsets
as the testing set, and the other one as the pruning set, corresponding to the
order of one of the six permutations. And each set of subexperiments consisted of
50 independent trials. Therefore a total of 500×

(
3
2

)
= 300 trials of experiments

are conducted on each data set. In each trial, a bagging ensemble of 100 decision
trees is trained then pruned, the subensemble is then evaluated on testing set.

There is one parameter λ in our algorithm to be determined. For each λ, we
explore results obtained through varying the parameter in the range [0,1] with
decimal steps and get the best λ by verifying the error rate on pruning set.
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5.2 Performance Evaluation

(1). Efficiency Comparison
In the first set of experiments, we study the efficiency of the proposed SubmEP

approach with different pairwise diversity measures and entropy measure. Two
kinds of experiments are conducted: (1) running time in the same data set with
different number of classifiers; (2) different data sets with the same number of
classifiers. In both experiments, the pruning ratio is set 20% and the average
running time is reported here. For different optimization methods and different
diversity measures, the running time with Eigcons or SubmEP method have
different measurements. The formulas of running time are calculated as follows:

1. For Eigcons method,
Teigcons = teigen opt.

We only consider the time of eigen-optimization algorithm as in [21].
2. For our SubmEP div approach,

Tsubm pw =
∑

λ∈{0.0,0.1,··· ,1.0}
tλ/l+ tselect best λ,

where tselect best λ is the running time of line 9-12,
∑

λ∈{0.0,0.1,··· ,1.0} tλ is the
running time of line 1-7 in Algorithm 1 respectively and l is the number of
classifiers. Here, because we can compute

∑
i,j∈S,i�=j sim(hi, hj) incremen-

tally, we can finish the computation of diversity from 1 to l classifiers one
time. So for the pruning ratio is set 20%, we only need the diversity of l/5
classifiers and have tλ/l running time averagely for every λ. But it is not pos-
sible to use the same method to compute entropy diversity. So the running
time for SubmEP ent is as follows.

3. For our SubmEP ent approach,

Tsubm ent =
∑

λ∈{0.0,0.1,··· ,1.0}
tλ,k + tselect best λ,

where
∑

λ∈{0.0,0.1,··· ,1.0} tλ,k is the running time of line 1-7 in algorithm 1
when we set l = k and k is the size of subset.

And this procedure is repeated 50 times then the average running time is
reported. Table 2 and Table 3 show the running time with different situations. For

Table 2. Running Time(s) with Different Number of Classifiers

Number of
classifiers

50 100 150

Eigcons 0.206 1.029 2.837

SubmEP G̃ 0.015 0.035 0.061
SubmEP div 0.018 0.034 0.053
SubmEP ent 0.404 1.50 3.28
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Table 3. Running Time(s) with Different Data Sets

Data set Sonar Splice Letter

Eigcons 1.029 1.705 3.99

SubmEP G̃ 0.035 0.256 1.523
SubmEP div 0.034 0.246 1.640
SubmEP ent 1.50 23.69 146.2

the first situation, we use only one ”sonar” data set. From Table 2, it can be seen
that the running time of Eigcons grows more fast with more classifiers. While
the others except SubmEP ent have a slower growth trend and the running time
is much less than Eigcons method. For SubmEP ent, the running time is worse
than others. The reason is that the estimation of Ent(HS) is time consuming.
In searching procedure, we calculate entropy of different subsets k ∗ l time, while
we only need to calculate pairwise sim(hi, hj) once.

The running time on three data sets with different sizes are shown in Table 3.
Although the running time of SubmEP method with pairwise diversity measures
is also less than the Eigcons method, the running time will be longer than the
later when the size of data set is large (for example, the size maybe 105 or
106). It means that the running time of SubmEP method with pairwise diversity
measures is growing faster than Eigcons method when the size of dataset become
larger. And the reason is that when we estimate the parameter λ, it spends a lot
of time on voting the class label. So in the future, we should use some methods
to reduce the time of voting. Noting that the running time of SubmEP method
with entropy measure is becoming much longer with larger datasets, such as
”Splice” or ”letter”.

(2). Effectiveness with Different Similarity Measures
Next we study the effectiveness of our proposed methods. We use 36 data

sets from the UCI machine learning for evaluations whose statistics is described
in Table 1. We conduct experiments to evaluate the effectiveness of SubmEP
method with different diversity measures on these 36 UCI data sets.

The effectiveness comparison is shown in Figure 2. It can be seen that the
effectiveness of our method with G̃ and 1 − Div measure is better than with
entropy diversity. When the number of classifiers is very small, the SubmEP ent
method has a good results. However the SubmEP ent performs worse when the
number of classifiers grows. The sizes of data sets in table 1 is less than 20,000,
which leads to error in the estimation of entropy. The value of Ent(HS) is almost
equal to Ent(HS∪{i}) when the size of S is larger than 141, because the average
of every situation2 is less than one and maybe many ones don’t appear at all.
And this situation leads to that uncertainty of classifiers’ results is not large. It
is to say that the entropy diversity of classifiers is not obvious when the number
of classifiers is large. We can find that the computation cost of the entropy is
growing fast as the size of data set becomes very large. So the SumbEP with

1 log 20000 ≈ 14.29.
2 If the size is k, there are 2k situations for joint entropy.
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(a) Anneal (b) Glass

Fig. 2. Comparison of prediction errors on data sets ”Anneal” and ”Glass” with pair-
wise diversity and entropy measures

Table 4. Classification error percentages of bagging, Eigcons and SubmEP G̃ based
on two pairwise diversity measures or entropy measure

Data Set Bagging(full) Eigcons SubmEP G̃ SubmEP div SubmEP ent

Anneal 12.70±3.11 8.86±2.46 8.14±2.32 8.47±2.30 9.06± 2.24
Arrhythmia 28.20±3.44 27.72±3.20 27.37±3.14 27.57±3.07 27.64 ± 3.25
Audiology 30.53±5.74 27.51±5.72 26.54±5.40 26.76±5.44 27.79 ± 5.51
Autos 36.98±7.05 32.58±6.46 32.35±6.55 32.48±6.45 33.05±6.68

Balance Scale 17.05±2.70 16.00±2.37 15.58±2.40 15.72±2.37 16.21± 2.56
Balloons 32.47±8.71 29.77±8.84 28.89±9.01 29.32±8.75 31.53 ± 8.98
Breast-w 6.31±2.18 5.55±1.59 5.24±1.48 5.22±1.47 5.10 ± 1.45
Bridges 41.53±8.52 39.01±7.91 38.59±7.52 38.72±7.81 38.75±7.99
Car 12.57±1.67 11.27±1.61 11.03±1.57 11.15±1.57 11.56 ± 1.59
Cmc 47.83±2.06 48.02±1.99 47.73±1.96 47.76±2.05 47.55 ± 2.01

Credit-g 26.48±2.33 26.32±2.25 26.08±2.10 26.14±2.09 26.13±2.16
Dermatology 7.77±3.81 5.12±2.62 4.79±2.51 5.02±2.52 5.17 ± 2.63

Flag 36.19±6.83 32.81±5.99 32.44±6.03 32.45±5.86 33.68±6.21
Glass 33.07±5.66 30.92±5.04 30.66±5.08 33.30±6.36 31.63±5.06

Heart-h 19.63±3.62 19.14±3.45 19.22±3.58 19.51±3.61 19.51 ± 3.58
Hypothyroid 0.72±0.29 0.63±0.28 0.60±0.24 0.58±0.24 0.60 ± 0.24
Ionosphere 9.06±2.79 7.80±2.50 7.65±2.40 7.78±2.39 8.26 ± 2.51
Kr-vs-kp 1.38±0.57 1.06±0.41 0.97±0.38 0.98±0.39 1.03±0.41
Letter 10.04±0.61 10.13±0.54 10.09±0.54 10.10±0.53 10.24±0.54
Lymph 22.85±5.91 20.80±5.55 20.52±5.60 20.78±5.51 21.86±5.97

Mfeat-fourier 21.56±1.67 21.43±1.57 21.34±1.57 21.41±1.59 21.65±1.60
Mfeat-pixel 18.74±2.84 15.21±2.66 15.13±2.64 15.11±2.64 15.82±2.69
Nursery 4.86±0.42 4.53±0.42 4.46±0.41 4.48±0.40 4.56±0.39
Optdigits 5.07±0.80 4.60±0.62 4.58±0.61 4.63±0.64 4.74±0.64
Pendigits 2.69±0.35 2.44±0.31 2.42±0.30 2.47±0.30 2.51±0.31

Primary-tumor 61.08±4.31 60.46±4.11 60.14±4.11 60.17±4.17 60.23±3.90
Segment 4.67±0.92 4.09±0.86 4.03±0.86 4.08±0.85 4.24±0.85
Sonar 25.63±4.95 24.42±5.02 24.07±4.98 24.25±4.80 25.67±4.94

Soybean 13.34±2.87 10.74±2.54 10.50±2.48 10.74±2.50 11.25±2.56
Spambase 7.01±0.69 6.73±0.67 6.65±0.69 6.71±0.72 6.79±0.66
Splice 7.56±0.85 7.00±0.81 6.85±0.81 6.87±0.81 7.02±0.83
Tae 56.45±7.65 53.76±7.00 53.33±7.01 53.25±6.95 53.76±7.17

Tic-tac-toe 16.20±2.82 13.51±2.50 13.36±2.49 13.72±2.45 14.45±2.48
Vehicle 27.61±2.62 27.01±2.50 27.04±2.54 26.96±2.46 27.24±2.56
Vowel 24.26±3.18 22.88±2.84 22.82±2.93 22.72±3.08 23.64±2.95
Wine 8.83±4.64 5.41±3.30 5.36±3.14 5.41±3.23 8 6.67±3.99
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(d) Kr-vs-kp

Fig. 3. Comparison of prediction errors on data sets “Anneal”,“Autos”, “Balloons”
and “Kr-vs-kp”

entropy measure is not desirable unless we can find a approximate way to solve
the above problems.

(3). Effectiveness Comparison with Eigcons Methods

In this part, we test SubmEP with three measures: G̃ ,1 − Div and Entropy
measures. In these experiments, we set the size of the subensembles to 20%, due
to the observation on the results in Figure 3 and 4. Table 4 shows the mean and
standard deviation of prediction error on 300 trials.

In most cases both Eigcons method and our methods outperform Bagging as
observed in previous ensemble pruning work. It can also been observed that the
results of the SubmEP with different pairwise diversity measures do not differ
too much. On most data sets, our proposed submEP G̃ outperforms all others.

As in [21], we vary the sizes of subensembles from 1 to the size of the full
ensemble, 100, and then plot the error curves of compared algorithms with the
increase of the number of decision trees included in the subensemble in Figure
3 and 4. Figure 3 shows that SubmEP G̃ outperforms other ensemble pruning
methods. Our methods have lower prediction error when the size of subensemble
is small. This is obvious in data sets “Anneal”, “Audiology” and “Kr-vs-kp”. It
can be seen that these data sets have a common phenomenon that when the size
of subensembles is 1, the performance has been good even by the classifier with
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(d) Wine

Fig. 4. Comparison of prediction errors on data sets “Glass”, “Lymph”, “Mfeat-pixel”
and “Wine”

highest accuracy on pruning set. However our methods also show an outstanding
result when the size of subensemble increases, at least is not worse than Eigcons
method. The results in Figure 4 show that the performance by Eigcons and
SubmEP G̃ is almost the same on those data sets.

From the figures, we can also see that our methods have the best performance
when the pruning ratio is set between 8% and 20%. However, the Eigcons method
does the best between 15% and 35%. So in a word, our methods can get a better
performance with less classifiers. And this is the reason that we choose the
pruning ratio 20% for the Table 4 and the efficiency experiments.

(4). Additional Tests: Effectiveness of SubmEP with fixed λ
In the above experiments, our method has a drawback that it is time consum-

ing to exhaust λ when the size of dataset is large. To examine the robustness
of our methods, we also prune the ensembles from 1 to the size of the full en-
semble by only using the λ when the pruning ratio is set 20%. We choose the
dataset “Anneal” and “Audiology”. And the results are showed in Figure 5. It
can be seen that the SubmEP G̃ fixed method has a similar performance with
SubmEP G̃ method. The running time can be much less than Eigcons method
in the ensemble pruning from 1 to the size of the full ensemble even if the size of
dataset is very large. The results demonstrate the effectiveness of our proposed
methods.
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(a) Anneal (b) Audiology

Fig. 5. Comparison of prediction errors on data sets “Anneal” and “Audiology” be-
tween tuning λ and fixed λ

6 Conclusions

In this paper, we formalized the ensemble pruning problem as a submodular
function maximization problem to search a subset of classifiers that had nice
accuracy-diversity trade-off. Using greedy algorithm, we found a good approx-
imate solution efficiently. The extensive experiments on real datasets demon-
strated the effectiveness and efficiency of our approach compared to state-of-
the-art methods for ensemble pruning.

To our best knowledge, this work is the first one to solve ensemble prun-
ing problem via submodular function maximization. We will investigate more
optimization objective function for ensemble pruning.
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Abstract. Aided by the wide deployment of surveillance cameras in
cities nowadays, capturing the video of criminal suspects is much easier
than before. However, it is usually hard to identify the suspects only
according to the content of surveillance video due to the low resolution
rate, insufficient brightness or occlusion. To address this problem, we
consider the information of when and where a suspect is captured by the
surveillance cameras and achieve a spatio-temporal sequence λi. Then
we search the records of mobile network to locate the mobile phones
which have compatible trajectories with λi. In this way, as long as the
suspect is carrying a mobile phone when he is captured by surveillance
cameras, we can identify his phone and trace him by locating the phone.
In order to perform fast retrieval of trajectories, we propose a threaded
tree structure to index the trajectories, and adopt a heuristics based
query optimization algorithm to prune unnecessary data access. Exten-
sive experiments based on real mobile phone trajectory data show that
a suspect’s phone can be uniquely identified with high probability while
he is captured by more than four cameras distributed in different cells of
the mobile network. Furthermore, the experiments also indicate that our
proposed algorithms can efficiently perform the search within 1 second
in the trajectory dataset containing 104 million records.

Keywords: trajectory, search, efficiency, suspect identification.

1 Introduction

Surveillance cameras have been widely used to monitor public places and help the
police in criminal investigation to recognize and trace suspects in the crowd. The
quality of the surveillance video seriously affects the success rate of recognition.
Unfortunately, most of time it is not easy to identify a person only according
to the video content due to the low resolution rate of the image, insufficient
brightness or occlusion.

Different from the traditional research concentrated in pattern recognition
of images, we take the time and location information of a surveillance video
into account to identify a person according to his trajectory. Suppose a criminal
suspect Pk is captured by a camera ρi located in the place Loci at the time Ti,

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 16–30, 2014.
c© Springer International Publishing Switzerland 2014
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we denote this surveillance event as a spatio-temporal tuple (Ti, Loci). If this
suspect is captured by multiple cameras {ρi|i > 1} , we can collect all these
events as a spatio-temporal sequence ζk = {(Ti, Loci)|i > 1}, which is exactly
the suspect’s motion trajectory. At the same time, if the suspect is carrying a
mobile phone, his trajectory is also recorded by the mobile service providers. We
can search in the mobile phone trajectory database for the phones which have a
trajectory compatible with ζk. Ideally, if there is only one matched mobile phone
returned, we can identify the suspect’s phone and trace him through locating
this phone in the mobile network.

There exist two fundamental problems in above trajectory retrieval mecha-
nism:

– Search efficiency problem: How to efficiently search for the mobile phone
trajectories compatible with a given spatio-temporal sequence in a large
scale trajectory dataset?

– Identification precision problem: What is the precision of identifying a sus-
pect? Given a spatio-temporal sequence, is the number of retrieved com-
patible trajectories small enough to facilitate identification of the suspect’s
phone?

To solve the efficiency problem, we propose a threaded tree structure to index
the phone trajectories, which can reduce the time of querying correlated spatio-
temporal tuples. Further more,we develop a heuristics based query optimization
algorithm to prune unnecessary data access. Experiments show that the time to
search for a compatible trajectory in a dataset containing 104 million records is
within one second.

To answer the question about the identification precision, we study which
property has an impact on the precision. We theoretically prove that the number
of retrieved compatible trajectories is a decreasing function of the overlapping
degree of human motion trajectories, and a increasing function of the length
of the searched spatio-temporal sequence. Experiments on real mobile phone
trajectory dataset show that a suspect’s phone can be uniquely identified with
high probability while he is captured by more than four cameras distributed in
different cells of the mobile network.

Recently, trajectory retrieval has attracted a lot of interesting research [9–14]
in this field. This paper differs with those proposed search algorithms in the
following aspects:

– The spatio-temporal points of the trajectories recorded by the mobile net-
work are coarse-grained. The position in each point is presented as an ID
of a cell, which is a land area to be supplied with radio service from one
base station. The size of a cell is about hundreds of meters in the dense city
zone. Furthermore, the temporal information of each point is not a exact
timestamp, but a time interval when a mobile phone appears in the cell.

– Different from the similarity based search, the task in this paper is to retrieve
the compatible trajectories which exactly match a given spatio-temporal
sequence.
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The main contributions of this paper are summarized as follows:

– To the best of our knowledge, we are the first to pioneer a systematic ap-
proach to locate and trace suspects by integrating mobile phone trajectory
retrieval with surveillance spatio-temporal events detection.

– We propose a kind of threaded tree structure to store and index the phone
trajectories to improve the efficiency of searching compatible trajectories.

– We also present a heuristic based query optimization algorithm to further
filter unnecessary data access while executing the search.

– We illustrate the effectiveness and efficiency of this trajectory retrieval sys-
tem based on both theoretical proof and comprehensive experiments on real
trajectory dataset.

The remainder of this paper is organized as follows. Section 2 reviews the
related work. Section 3 offers the clear definition of the trajectory retrieval prob-
lem. Section 4 present the our proposed methods. Section 5 evaluates the perfor-
mance of this system by implement the prototype and conducting experiments
in real dataset. We conclude the work in Section 6.

2 Related Work

The most recent report about identifying individual person in the crowd based
on the motion trajectories is proposed by Montjoye et al. [2]. It showed that
human mobility traces are so highly unique, that four randomly selected spatio-
temporal points are enough to uniquely identify 95% of the individuals. This
analysis result theoretically supports the effectiveness of our research. Beyond
the basic data analysis in [2], we are the first to propose a novel systematic
scheme to apply the identification technique in criminal tracing and develop
efficient retrieval algorithms to solve the problems.

A lot of trajectory retrieval algorithms have been proposed recently. The basis
of the search problem is to define the distance between two trajectories. Several
typical similarity functions for different applications are presented including Eu-
clidean Distance [3], Dynamic Time Warping (DTW) [5], Longest Common Sub-
sequence(LCSS) [6], Edit Distance with Real Penalty (ERP) [7],Edit Distance
on Real Sequences (EDR) [8], and other similarity measurement [4].

Tree-based structures are widely deployed to index trajectories to enhance
retrieval efficiency. The indexing strategy can be roughly classified into two cat-
egories according to [15]. The first class is the structures based on data parti-
tioning, such as R*-tree [13], TPR-tree [16] and its variant the TPR*-tree [17].
The second category of indexes are constructed through space partitioning, such
as the B+-tree based indexes [15, 18] and the grid based proposals [19, 20].

Based on above indexing structures, different trajectory search algorithms [9–
14] are presented to satisfying different constraint conditions in real applications.
Chen et al.[9] study the problem of searching top k best-connected trajectories
connecting the designated locations geographically. A new similarity function is
proposed to measure how well a trajectory connects the query locations while
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considering the spatial distance and order constraint of locations. Sherkat et
al. [10] propose a summary based structure to approximate high dimensional
trajectories for efficient similarity based retrieval. Chen et. al [11] introduced a
novel distance measurement of trajectories called EDR to eliminate unexpected
noises, which bring serious side effect while performing similarity search. Some
pruning techniques were also developed to be combined with EDR to improve
the retrieval efficiency. Vlachos et. al [12] proposed an index structure that sup-
ports multiple distance measures. They organized MBRs extracted from data
sequences in an R-tree and pruned irrelevant data sequences based on the in-
tersection of the query MBRs with those in the index. Lee et al [13] partition
data sequences into sub-sequences, which are approximated as MBRs (minimum
bounding rectangles) and organized in an R*-tree index structure. The query is
also presented as MBR to search the intersected MBRs in the indexing tree. Cai
et al. [14] used the coeffients of chebyshef polynomials as features to approximate
timing series and indexed the coeffient points in the multi-dimensional indexing
trees. The lower bound property of approximate distance based on the coeffi-
cients is used to prune the search results while guaranteeing no false positives.

3 Problem Definition

3.1 Overview

The design goal of the system is to identify and trace a criminal suspect by using
the trajectory information recorded in the mobile network.

Fig. 1 illustrates the architecture of the system. For a person Pi captured by
surveillance cameras while he is moving, a spatio-temporal sequence about his
motion trajectory can be obtained as shown in Fig. 1(a). Specifically, the time
when he is captured by the three cameras is T1 = 2 : 30⊆10⊆⊆,T2 = 2 : 30⊆30⊆⊆ and
T3 = 2 : 31⊆20⊆⊆ in sequence, and the locations of three cameras are Loc1,Loc2
and Loc3.

At the same time, the cellular mobile network records the trajectories of all
mobile phones in the service area. Fig. 1(b) illustrates that the mobile network
divided the land area into cells, each of which is supplied with radio service
from one base station. The size of a cell is about hundreds of meters in dense
city zones. While a mobile phone is moving in a service area, its trajectory is
recorded, which is formed as a sequence of the tuple (Pk, TFk, TEk, Ck, Ak) as
shown in the Table 1. Each tuple indicates the phone Pk is in the cell Ck from the
time TFk to TEk. If the person Pi is carrying a mobile phone while walking, his
phone trajectory must be recorded. We can identify his phone by searching for
the phone trajectory which satisfying the following conditions: at the time Tj ,
the phone appears at the cell zone containing Locj (1 → j → 3). Ideally, if there
is only a few matched trajectories returned, the police can identify and trace the
suspects through looking up the communication records of the corresponding
phones and locating the phones in the mobile network. The example in Table 1
shows the best case that only P2’s trajectory is matched and it is exactly the
target person’s phone.
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(a) (b)

Fig. 1. An example to identify a suspect’s phone with a particular motion trajectory.
a) A moving suspect is captured by three surveillance cameras distributed in three
different areas. b) The distribution of the cells in the mobile network. There are 9 cells
(Ci(1 ⊆ i ⊆ 9)) in the area. The records of mobile phones are illustrated in Table 1.

3.2 Problem Formulation

Below we give the formal definition of the problem solved in this paper. For
clarity, the main notations are summarized in Table 2.

Definition 1 (Surveillance Trajectory). When a person is captured by a surveil-
lance camera at the time Ti and at the location Loci, this event is defined as a
spatio-temporal point (STP for short) λi =< Ti, Loci >. While he is captured
by multiple cameras, all the corresponding STPs are linked into a surveillance
trajectory as ζi = {λi1, λi2, ..., λin} in the order of time.

Definition 2 (Phone Trajectory). The cellular mobile network divides the land
area into cells, each of which is serviced by one base station. While a phone is
moving, its trajectory is recorded as the a sequence of spatio-temporal segment:
ξi = {ζi1, ζi2, ..., ζin}. Here ζij is a spatio-temporal segment(STS for short)
which is formulated as ζi =< Ui, TFi, TEi, Ci, Ai >. It indicates a segment of
time [TFi, TEi] when the phone Ui is staying in a same cell Ci. Ai is some
attached description information recorded in the mobile network.

Definition 3 (Overlapping Degree of STSs.) The overlapping degree of two
STSs is defined as follows:

Φ(ζi, ζj) =

{
0 (if ζi.C ⊆= ζj .C)
|[ζi.TF, ζi.TE] ∀ [ζj .TF, ζj .TE]| (if ζi.C = ζj .C)

(1)

Here ζx.TF , ζx.TE, and ζx.C (x = i, j)mean the start time, end time and the
cell ID of ζx. The operation ∀(�, �) means the intersection of two time segments.
The another operation | � | means the length of a time segment.The equation
indicates the length of the overlapping time of two persons staying in a same
cell.
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Table 1. Records of Phone Trajectories

Pk TFk TFk Ck

P1 2:20’05” 2:40’10” C1

P1 2:40’11” 3:00’20” C2

P2 2:25’08” 2:30’20” C2

P2 2:30’21” 2:31’05” C5

P2 2:31’06” 2:39’17” C9

P3 2:26’09” 3:00’19” C5

P4 2:27’10” 2:30’18” C2

P4 2:30’19” 2:35’21” C3

P4 2:35’21” 2:38’30” C4

P5 2:30’11” 5:04’10” C9

Table 2. Summary of Notations

Notation Description

�i =< Ti, Loci > a spatio-temporal point (STP for short) about a
person captured by a surveillance camera at the
location Loci and at the time Ti

λi = {�i1,�i2, ..., �in} a surveillance trajectory of a person captured by
cameras

σi =< Ui, TFi, TEi, Ci, Ai > a spatio-temporal segment(STS for short) of a
phone which means the phone Ui is at the cell Ci

from the time TFi to TEi. Ai is some attached
description information.

σi = {σi1, σi2, ..., σin} a phone trajectory formed as a sequence of STSs.

|σi| the length of the phone trajectory σi
ξ(σi, σj) the overlapping degree of two STSs.

Φ(σi, σj) the overlapping degree of two phone trajectories

σi � λj The phone trajectory σi is compatible with the
surveillance trajectoryλj

Definition 4(Overlapping Degree of phone trajectories). The overlapping de-
gree of two phone trajectories is defined as follows:

ξ(ξi, ξj) =

∑
σx∈ξi,σy∈ξj

Φ(ζx, ζy)∑
σx∈ξi

(ζx.TE − ζx.TF )
(2)

ξ(ξi, ξj) defined above indicates the ratio of the time interval of the trajectory
ξi overlapped with another one ξj .

Definition 5 (Compatible Trajectory). A phone trajectory ξi is said to be com-
patible with another surveillance trajectoryζj (denoted as ξi σ ζj), if and only if
the following condition is satisfied. For each STP λj =< Tj , Locj > belonging
to ζj , there exists a STS ζi =< Ui, TFi, TEi, Ci, Ai > belonging to ξi that has
the following properties: TFi → Tj → TEi and the location Locj is in the cell Ci.
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When a person moves and passes by several surveillance cameras, a surveil-
lance trajectory ζj can be obtained. If he carries a mobile phone while walking,
a phone trajectory ξi is also recorded in the mobile service provider and it must
be compatible with ζj . If we can find the phone trajectories compatible with ζj
in the massive trajectories recorded by the mobile service provider, it will be
quite helpful for us to determine the target phone and further trace the person.
Thus, the problem raised in this paper can be concentrated on how to search for
the phone trajectories compatible with a given surveillance trajectory ζj .

3.3 Problem Analysis

Input with a surveillance trajectory, the number of returned compatible phone
trajectories decides the precision to identify a suspect. In the following Theorem
1, we try to discuss the factors affecting the retrieval result.

Theorem 1. Given any surveillance trajectory ζx of any person Px composed
of n spatio-temporal points {< Tk, Lock > |1 → k → n}, the expectation of the
number of phone trajectories compatible with ζx is equal to N ∈ E(ξn(a, b)).
Here N is the total number of the phone trajectories, ξ(a, b) is the overlapping
degree of any pair of phone trajectory a and b, and the operation E(�) means
the expectation of value in the brace.

Proof. Suppose that the phone trajectory of Px is ξx, and he is captured by the
cameras at n randomly selected time while he is moving.

For any phone trajectory ξy of another person Py, the overlapping degree
between ξx and ξy is ξ(ξx, ξy). That also means, at the time Tk (1 → k → n),
the probability for the persons Px and Py staying in a same cell is ξ(ξx, ξy).
Thus they stay in same cells at all of the n time points {Tk|1 → k → n} with the
probability ξn(ξx, ξy). Based on Definition 5, we can deduce further that ξy is
compatible with ζx with a probability ξn(ξx, ξy).

While considering all of the phone trajectories, we can calculate the expecta-
tion of the number of compatible trajectories M as follows:

M = E(
∑
ξy∈Ω

ξn(ξx, ξy))

=
∑
ξy∈Ω

E(ξn(ξx, ξy))

= N ∈ E(ξn(a, b) (3)

Here Ω means the collection of all phone trajectories.a and b are any pair of
phone trajectories.

�
Theorem 1 shows that the number of retrieved compatible trajectories is a

increase function of the overlapping degree between trajectories, which indicates
the probability to discriminate the trajectories of different persons. On the other
hand, the more cameras capturing the person, the less compatible trajectories
can be returned to identify the person precisely.
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4 Trajectory Retrieval Methods

4.1 Basic Search Method

In order to support efficient retrieval of the phone trajectories, we can build the
B+ tree index on the STSs of trajectories as illustrated in Fig. 2(a). For each
STS ζi =< Ui, TFi, TEi, Ci, Ai > of the phone Pi, we can build compound key
by linking Ci, TFi and TEi in order. Fig.2(a)shows an example about the data
arranged in the tree. Based on this simple indexing structure, the algorithm
to search phone trajectories compatible with a given surveillance trajectory is
shown in Algorithm 1.

C1,TF1,TE1,U1,A1
C1,TF2,TE2,U2,A2
C2,TF3,TE3,U3,A3... ...

C3,TF4,TE4,U1,A4
C3,TF5,TE5,U4,A5

... ...

C1 < C2 < C3 < C4 
TF1 =TF3< TF2 <TF4 = TF5 < TF6
TE3 <TE1 <TE2 <TE6<TE4 < TF5

C4,TF6,TE6,U1,A6

(a)

C1,TF1,TE1,U1,A1
C1,TF2,TE2,U2,A2
C2,TF3,TE3,U3,A3... ...

C3,TF4,TE4,U1,A4
C3,TF5,TE5,U4,A5

... ...C4,TF6,TE6,U1,A6

TF1,C1
TF4,C3
TF6,C4

... ...
Thread 
 Table

(b)

Fig. 2. (a) The tree structure (b)The threaded tree structure

Algorithm 1. Search phone trajectories compatible with a given surveillance
trajectory

Input:
λi = {�i1,�i2, ..., �in} - A surveillance trajectory of the person Pi. Specifically,
�ij =< Tij , Locij > is a STP about Pi captured by a surveillance camera at the
location Locij and at the time Tij

n - The length of λi.
Output: S - A set of phones with trajectories compatible with the λi.
Method:
1 for j = 1 to n
2 do T = �ij .T //the time of �ij

3 C = cell(�ij .Loc) //the cell covering �ij .Loc
4 Gi ← {σk|σk.TF ⊆ T ⊆ σk.TE, σk.C = C} // search for STSs in the index
tree
5 Si ← {σk.U |σk ∪ Gi} //phone IDs of the STSs in Gi.
6 S =

⋂n
i=1 Si
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In step 4 of Algorithm 1, for each STP λij in the surveillance trajectory, we
search the index tree for STSs overlapping with λij . In step 5, the phone IDs of
the retrieved STSs are gathered into a collection Si. Finally, the phones with com-
patible trajectories are retrieved as the intersection of the sets {Si|1 → i → n}.

Suppose the total number of STSs in the index tree is N and the average
number of STSs matching a given STP is m. The time spent to search the B+
tree index for STSs matching one STP in step 4 is Θ(logN+m). Considering the
n iterations are run in the algorithm, the total time for searching is Θ(n logN +
nm). Moreover, step 6 calculates intersection of n sets with average size m,
so the time is Θ(nm logm). Thus, the total time spent in this algorithm is
Θ(n logN + nm logm).

4.2 Threaded Tree Indexing

In Algorithm 1, it is needed to query the index tree for n times. While the total
number N of STSs may be very large, the cost to frequently query the index is
not trivial. On the other hand, because a lot of people may stay at a same cell
at a same time, the number m of STSs matching a given STP may be large.
That makes the intersection calculation costly. Motivated by above problems,
we design an enhanced threaded tree indexing to improve the search efficiency.

The enhanced index structure is illustrated in Fig. 2(b). For each phone tra-
jectory, a thread table is added to maintain the summaries of STSs on the
trajectory. Each row of the table records the summary εi = (T ⊆

i , C
⊆
i) of each STS

ζi =< Ui, TFi, TEi, Ci, Ai > , where T ⊆
i = TFi, C

⊆
i = Ci. That means the phone

enters the cell C⊆
i at the time T ⊆

i . The rows of the thread table are ranked by T ⊆
i .

We also add one pointer on each STS recording the offset of its summary in the
thread table.

Given a surveillance trajectory ζi = {λi1, λi2, ..., λin}, we can search the
index tree for STSs matching the first STP λi1, and then we can use the thread
tables of the retrieved STSs to efficiently prune the results unmatched with
the left STPs of ζi. Only one-pass search of the tree index is required and no
intersection of large collections is necessary any longer. The detailed procedure
is illustrated in Algorithm 2.

In step 3 of Algorithm 2, we search the index tree for the STSs overlapping
with λi1, which is the first STP on the surveillance trajectory ζi. All the phones
corresponding to the retrieved STSs form the candidate result S in step 4. For
each matched STS ζk of the phone u, we check whether u’s trajectory has STSs
overlapping with the left STPs of ζi in step 7 to 12.

Specifically, in step 10, we locate u’s STS summary having overlapping time
with λij , which is one STP of ζi. The detailed search procedure can firstly follow
the pointer on the STS ζk to locate its summary εk = (T ⊆

k, C
⊆
k) in u’s thread

table. Starting from εk, if λij .T is bigger than T ⊆
k, we search for the summary

forward in the thread table. Otherwise, we search backward. After we find the
proper summary εx, we verify whether εx is at the same location as λij in
step 11. If their locations are different, that means u’s phone trajectory is not
compatible with ζi and we can directly filter it out of the result as step 12.
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Algorithm 2. Search phone trajectories compatible with a given surveillance
trajectory through threaded tree index.

Input: λi = {�i1,�i2, ..., �in} - A surveillance trajectory of a person Pi. The same as
Algorithm 1.
Output: S - A set of phones whose trajectories are compatible with the λi.
Method:
1 T = �i1.T //the time of �i1, the first STP of λi
2 C = cell(�i1.Loc) //the cell of �i1

3 G0 ← {σk|σk.TF ⊆ T ⊆ σk.TE, σk.C = C} // search the index tree
4 S ≈ {σk.U |σk ∪ G0} //the candidate result
5 for each σk ∪ G0 do
6 u = σk.U //the phone ID of σk

7 for j = 2 to n do
8 Tj ← �ij .T //the time of �ij , the No. j STP of λi
9 Cj ← cell(�ij .Loc) //the cell of �ij

10 εx ← u’s summary satisfying εx.T
∈ ⊆ Tj ⊆ εx+1.T

∈ //search thread table
11 if εx.C

∈ ≤= Cj then
12 remove u from S

Compared with Algorithm 1, there is only one-pass search of B+ tree in step
3 of Algorithm 2. The thread tables make the browse of each phone trajectory
efficient. Furthermore, the calculation of intersection of large sets is not needed
any longer. Similar with the analysis of Algorithm 1, the time complexity of Al-
gorithm 2 can be proved to be Θ(logN+nm). Detailed experimental comparison
of the performance will be presented in the following section 5.

4.3 Heuristics Based Query Optimization

In Algorithm 2, the number of STSs returned by the first tree-index based search
determines the number of iterations in step 5. This motivate us to re-examine
the search procedure to reduce the size of the search result in step 3.

In Algorithm 2, we search in the tree index for STSs overlapping with the
first STP λi1 of ζi in step 1 to 4 , and then filter the result by matching the left
STPs in step 5 to 12. In fact, it is not necessary to start the search from the first
STP λi1. We can modify step 1 to 4 to search for the STSs overlapping with
any STP λij ∪ ζi, which may lead smallest search result in step 3, and then
filter the result by matching left STPs.

However, we cannot judge exactly which STP on ζi can produce smallest
search result before performing the search. To solve this problem, we present a
heuristics based method to estimate the search cost. For any STP λij ∪ ζi, the
number of STSs overlapping with λij is the number of the phones in the cell
Cj containing λij .Loc at the time λij .T . We estimate this number based on
the historical statistics about the average number of phones in the cell Cj . This
can be achieved from the records in the mobile network and updated every hour.
The smaller cells servicing less phones may have less chances to find phones with
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STSs overlapping with λij , so we can select the STP corresponding to these cells
to achieve smaller search result.

The detailed enhanced search algorithm is illustrated in Algorithm 3. The
major differences made by Algorithm 3 lie in step 1 to 3, where a STP corre-
sponding to a smallest cell is selected to perform search first. In step 8 to 13, the
left STPs are used to filter the search result. The experimental result to show
the effectiveness of Algorithm 3 will be presented in the following section 5.

Algorithm 3. Search phone trajectories compatible with a given surveillance
trajectory through heuristics based method.

Input: λi = {�i1,�i2, ..., �in} - A surveillance trajectory of a person Pi. The same as
Algorithm 1.
H(Ci) - The average number of phones in the cell Ci.
Output: S - A set of phones whose trajectories are compatible with the λi.
Method:
1 �im = argmin

λx∈ζi

H(cell(�x.Loc)) //select the STP on the cell with minimum phones.

2 T = �im.T //the time of �im

3 C = cell(�im.Loc) //the cell of �im

4 G0 ← {σk|σk.TF ⊆ T ⊆ σk.TE, σk.C = C} // search the index tree
5 S ← {σk.U |σk ∪ G0} //the candidate result
6 for each σk ∪ G0 do
7 u = σk.U //the phone ID of σk

8 for each �ij ∪ λi(j ≤= m) do
9 Tj ← �ij .T //the time of �ij which is the No. j STP of λi
10 Cj ← cell(�ij .Loc) //the cell of �ij

11 εx ← u’s summary satisfying εx.T
∈ ⊆ Tj ⊆ εx+1.T

∈ //search thread table
12 if εx.C ≤= Cj then
13 remove u from S

5 Evaluation

In this section, we conduct experiments on a real dataset which consists of 5.9
million mobile phone trajectories distributed in the urban area containing 24,370
cells in Guangzhou, China. The data is collected from 0:00 to 8:00 at Feb 2,2013
by a mobile service provider and totally 104 million STSs are recorded. The
algorithms are implemented on a windows platform with Intel Core 2 CPU(2.93
GHz) and 2.GB memory.

The main metrics we adopt for measuring the performance are the Number of
Compatible Trajectory that reflects how many retrieved phone trajectories com-
patible with a given surveillance trajectory, and the Query Time that indicates
how fast a query can be returned.

In order to simulate a surveillance trajectory with a length of n, we randomly
selects a phone trajectory and randomly pick out n STSs from it. For each
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STS ζi(i → 5), we randomly construct a STP λi statisfying (ζi.TF → λi.T →
ζi.TE, cell(λi.Loc) = ζi.C). Then we compose the surveillance trajectory as
ζx = {λi|1 → i → n}.

5.1 Effectiveness

The effectiveness of the suspect identification mechanism proposed in this paper
is correlated to the number of returned phone trajectories compatible with an
given surveillance trajectory. The theorem 1 in the section 3.3 shows that the
number is proportional to the overlapping degree between trajectories, which is
a kind of natural property of human society. Fig. 3 illustrates the distribution
of the overlapping degree in the dataset. It shows that more than 99.9% pairs of
trajectories are totally not overlapped, and the average of the overlapping degree
is very low. This is good news to distinguish different persons based their phone
trajectories.

Fig. 3. The distribution of the overlapping degree of trajectories

We divide the dataset into 8 subsets, each of which contains one hour of
records, and test the search performance on each subset. Fig. 4(a) shows the
search result. It indicates that the Number of Comptible Trajectory decreases
while increasing the length of the surveillance trajectory. This verifies Theorem
1 in a visualized manner. More important, Fig. 4(a) shows that a surveillance
trajectory with 3 STPs may leads to a search result with less than 10 compatible
phone trajectories, while more than 4 STPs can lead to only one or two search
results. That means, if a person is captured by 3 cameras, we can achieve a
suspect set including his phone with a size less than 10. Further, if he is captured
by more than 4 cameras in different cells, we can identify his phone uniquely
with high probability.
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(a) (b)

Fig. 4. Search Performance. (a) The number of compatible phone trajectories vs the
length of the surveillance trajectory. (b)Time spent to perform trajectory search.

5.2 Efficiency

In this section, we test the timing efficiency of the search algorithms proposed in
this paper. Fig. 4(b) shows how the Query Time in different algorithms changes
while increasing the length of queried surveillance trajectory. ’Basic Algorithm’
here means Algorithm 1 based on B+ tree proposed in the section 4.1. ’Threaded
Tree based’ is corresponding to Algorithm 2 based on the threaded tree structure
presented in the section 4.2. Moreover, ’Heuristics based’ indicates Algorithm 3
equipped with the Heuristics based optimization presented in the section 4.3.

Fig. 4(b) shows that the ’Threaded Tree based’ algorithm outperform the
’Basic Algorithm’ obviously. This result reveals that the thread table adopted
in the algorithm can effectively reduce the Query Time by pruning unnecessary
search on the index tree. Moreover, compared with the ’Threaded Tree based’
algorithm, the ’Heuristics based’ algorithm can further reduce about half of
the Query Time. This validates the effectiveness of the heuristics based query
optimization. On the other hand, Fig. 4(b) also indicates that the ’Heuristics
based’ algorithm can finish a query efficiently within one second and the time
is not influenced by increasing the length of the surveillance trajectory to be
matched.

5.3 Prototype

Beyond the above simulations, we also develop a prototype to implement the
search mechanism proposed in this paper. As illustrated in the Fig. 5, the proto-
type is a web based application run on the Apache Tomcat web server. The map
information is provided by invoking the google map APIs. Specifically, Fig. 5(a)
shows the locations of the base stations in the map. Fig. 5(b) illustrates in the
map the retrieved phone trajectories compatible with an input surveillance tra-
jectory.
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(a) (b)

Fig. 5. The user interfaces of the web based prototype. a)The distribution of base
stations. b) The result of trajectory retrieval.

6 Conclusions

In this paper, we propose a novel systematic approach to locate and trace a
person by integrating mobile phone trajectory with surveillance spatio-temporal
events. We combine a threaded tree structure with a heuristics based query
optimization algorithm to improve the search performance. Experiments show
that, if a person is captured by three cameras, a candidate set with a size less
than 10 including the target person can be retrieved. Further, if he is captured
by more than four cameras, he can be identified uniquely with high probability.
The search procedure in a dataset including 104 million records can be finished
within one second efficiently. We also develop a web-based prototype to validate
the proposed algorithms and provide friendly visual interfaces.
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Abstract. Automatic image tagging is one of the most important re-
search topics in multimedia. How to achieve accurate image tagging to
bridge the semantic gap between images’ content and users’ semantic
understanding has been widely studied in the last decade. One common
approach is to convert image tagging to a multi-task learning problem.
However, most existing methods ignore tag correlations in the learning
process. In this paper, we show the importance of tag correlations in
conducting multi-task learning. We formulate image tagging as a multi-
output regression problem accounting for tag correlations, which are cap-
tured by the covariance matrix of the regression coefficients and the noise
across all tags respectively. The combination of multi-output regression
with tag correlation analysis takes advantage of the latent dependencies
among tags to overcome limitations of existing work. Extensive experi-
ments have been conducted on two benchmark datasets, and the results
confirm that our approach outperforms the state-of-the-art methods.

Keywords: Image tagging, multi-output regression, correlation analysis.

1 Introduction

With the prevalence of image capture devices and the rapid advancement of com-
puter vision techniques, images have been playing an increasingly important role
in all kinds of social websites in recent decades. One prominent research task
is automatic image tagging. By means of bridging semantic gap [19] between
visual representations and people’s interpretations of the same image, well la-
belled images benefit a lot of multimedia applications, such as image retrieval,
indexing and visual event detection. However, among around 100 billion images
existing on the Internet, only a very limited percentage of them are annotated
[20]. Consequently, developing an efficient and effective automatic image tagging
model is in high demand.

Automatic image tagging is often converted into a multi-label classification
problem, where the image visual features are considered as the input and the
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corresponding tags are the output. A straightforward way to perform multi-label
classification is to decompose the original problem into a number of individual
binary classification problems [4], each of which is considered as one task to
predict one tag. In contrast, multi-task learning (MTL) [3] is another way for
image tagging, which takes the correlations among tasks into consideration and
learns multiple tasks jointly by analyzing data from all tasks at the same time.
One instance of MTL is multi-output regression [2], which has been widely used
in image tagging. However, existing methods have the following two main lim-
itations. Firstly, to the best of our knowledge, only a few literatures (e.g., [1])
consider the high dimensionality issue in the tag feature space, although the
number of dimensions in tag space (i.e., dictionary size) is always very large in
practice. In [1], a predefined tag ontology is used to construct a graph structure
hierarchy to reduce the dimensionality of the tag feature space. However, such
prior knowledge on tag structure is often not available in real applications. Sec-
ondly, some tags are usually correlated with each other, which has not been well
studied and exploited in existing image tagging methods. In [23], the authors
consider four aspects: low-rank, content consistency, tag correlation and error
sparsity when predicating tags for images. However, their method is tag refine-
ment approach which requires a couple of known tags as input while we aim to
propose an image tagging algorithm recommending tags based on pure images
with the consideration of tag correlations. Intuitively, intrinsic tag correlations
are expected to benefit classifier learning by bringing in more information.

Inspired by [17], we devise a novel image tagging approach, named Multi-
output regression with Tag correlation analysis (MorTca), in this paper. [17] is
the first multi-output regression model which takes both unknown output and
task structures into consideration. However, it is proposed for low-dimensional
data, hence the optimization process is very inefficient and space consuming for
high-dimensional data like images and tags. The proposed MorTca analyzes and
utilizes the tag correlations in a multi-output regression model to achieve ef-
fective image tagging. Dimensionality reduction is performed on visual and tag
features respectively to reduce the overall computational cost of the learning pro-
cess. Furthermore, a more efficient optimization algorithm is designed to solve
the problem for high-dimensional data. As illustrated in Figure 1, MorTca can
be divided into an offline classifier training process and an online image tagging
process. At the beginning of the training process, a regularized least squares
regression model and the classical Principal Component Analysis (PCA) [9] are
applied to generate a reduced tag and visual feature subspace respectively. Af-
ter that, a multi-output regression model is employed to learn a joint tagging
classifier on the reduced visual and tag features. With tag correlation analy-
sis, the multi-output regression model takes into account not only the relevance
structure of the regression coefficients of multiple tasks but also the noise covari-
ance learnt from data itself. In brief, we refer these two underlying structures as
task correlation and noise correlation respectively, which will be discussed in
Section 3. The estimation of these two covariance matrices and the regres-
sion coefficients is performed simultaneously in the model training process as
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Fig. 1. The Framework of MorTca. Two main components in the offline training pro-
cess, dimensionality reduction and a multi-output regression model with task and noise
correlations. During online tagging, after PCA, the reduced visual feature is mapped
into corresponding tags based on the learnt multi-output model.

introduced in Section 4. In the online process, given a test image, its visual fea-
ture is firstly mapped into the visual feature subspace by PCA, on which the
learnt classifier from the offline training process is executed to derive the tags
for the test image.

The main contributions of this paper go as follows.

– We devise an effective multi-output regression model for image tagging with
the analysis of tag correlations learnt from the training data and we propose
a very efficient optimization solution for the objective function which signif-
icantly improves the algorithm in [17] in both memory usage and executing
time.

– We propose a new tag feature space dimensionality reduction method by
feature selection to further speed up the training process.

– We have conducted comprehensive experiments on two benchmark image
datasets to prove the superiority of the proposed tagging approach over a
bunch of state-of-the-art methods.

The remainder of this paper is organized as follows. In Section 2, we review
the related work on image tagging and multi-output regression. The proposed
MorTca model is illustrated in Section 3, followed by the optimizations for the
objective functions in Section 4. The evaluation results are presented in Section
5. Finally, we complete this paper in Section 6.

2 Related Work

Our proposed MorTca approach tackles the image tagging problem with a new
multi-output regression model. In this section, we elaborate the related work on
image tagging and multi-output regression respectively.
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2.1 Automatic Image Tagging

The multimedia research community has witnessed a prolific growth of auto-
matic image tagging techniques recently. The majority of these methods can be
categorized as generative or discriminative. The generative method recommends
tags from the joint distribution of image contents and labels [14]. However, it
needs a large quantity of training data to learn the joint probabilities of semantic
concepts and image visual features and cannot guarantee the optimal predic-
tive performance due to data likelihood maximization. Therefore, discriminative
methods are preferred in the literature. TagProp has been proven to outperform
most up-to-date image tagging methods in terms of accuracy [8]. However, it ac-
quires this exceptional performance at the cost of sacrificing scalability on large
data sets. Random Forest for Image Annotation (RFIA) improves efficiency by
adding semantic factors though compromising its accuracy [7]. Nevertheless the
above two approaches use 15 visual descriptors to represent every image, causing
both time and space concerns. In our approach, using only one visual descriptor,
our performance is very competitive compared against most recent approaches.

2.2 Multiple Output Regression

Multiple output regression has been widely used in a variety of domains such as
stock prices prediction, pollution prediction, etc. It was first noticed by Breiman
and Friedman [2] that through utilizing correlations between outputs the regres-
sion accuracy can be improved. Subsequently many research efforts have been
devoted on mining different underlying correlations in outputs. Generally these
methods aim at mining two types of correlations: the task correlation and the
noise correlation. The majority focus on finding only one type of correlation,
either task correlation [10,21] or noise correlation [18]. Considering that only
one type of correlations will inevitably lead to an incomplete model, in [11],
the authors propose an approach including both types of correlations, albeit the
noise correlation is predefined. It is easy to see that this method is rarely prac-
ticable in real data due to the lack of prior knowledge. Instead, a multi-output
regression with output and task structures approach is introduced in [17], which
simultaneously mines two types of correlations and consequently achieved better
regression performance. However its extremely high time complexity limits its
scalability on high-dimensional data. This motives our feature space dimension-
ality reduction that will be discussed in Section 3.3 and our efficient optimization
solution in Section 4.2.

3 Multi-Output Regression with Tag Correlation
Analysis (MorTca)

In this section, we present the proposed MorTca, which mainly consists of two
steps: feature space dimensionality reduction and multi-output regression with
tag correlation analysis. Before that, we first provide the notations used in the
paper and formulate the problem.
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3.1 Notations

Given a set of training data consisting of N images, each image Ii is associated
with a D-dimensional visual feature, denoted as xi = (xi1, xi2, · · · , xiD) ∈ RD

and a C-dimensional tag feature, denoted as yi = (yi1, yi2, · · · , yiC) ∈ {0, 1}C,
where yij = 1 if the j-th tag is assigned to the i-th image and yij = 0 oth-
erwise. Hence X = [x1, x2, · · · , xN ]T is an N × D visual feature matrix and
Y = [y1, y2, · · · , yN ]T is the corresponding N × C tag feature matrix.

3.2 Problem Formulation

As a standard image tagging task, given the visual feature matrix X and the tag
feature matrix Y over all the training images, we aim to discover the correlations
between X and Y , based on which automatic tagging can be achieved for the
unseen images. A multi-output regression model is learnt to predict the tags for
images, which is usually written as follows:

Y = XB + E (1)

where B = [B1, · · · , BC ] is a D × C regression coefficient matrix, each element
Bj denotes the regression coefficient of the j-th tag. E = [ε1, · · · , εN ]T is an
N × C matrix, where εi = (εi1, · · · , εiC) ∈ RC denotes the errors on each tag
prediction introduced by the i-th sample.

The estimation of B can be obtained by minimizing the loss function:

argmin
B1,···,BC

C∑
j=1

(tr((Yj − XBj)(Yj − XBj)
T
) + λ × tr(BjBj

T )) (2)

where tr(·) denotes matrix trace and tr(BjBj
T ) is the regularizer on the re-

gression coefficient matrix B. Usually �2 norm is picked as the regularizer if
we assume the independent, zero-mean Gaussian priors on the regression coef-
ficients. Yj ∈ RN and Bj ∈ RD are the j-th column of Y and B respectively,
which form the j-th task of the total C individual linear regression tasks.

3.3 Feature Space Dimensionality Reduction

To enhance the scalability and efficiency of the multi-output regression model,
the dimensionalities of both visual feature space and tag feature space should be
reduced. This is because in image tagging, the data from both sides are usually
high-dimensional. Thus, we first discuss the issue of dimensionality reduction in
two feature spaces, before we illustrate the multi-output regression model with
tag correlation analysis for image tagging in the next subsection.

We follow the classic approach to reduce the high dimensionality of visual
features by PCA, which utilizes a set of principal components in a subspace to
represent the original data. However, the situation is different for tag feature
space. In our work, we aim to find a subspace from the original tag feature space
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by remaining a set of representative dimensions, each of which represents an in-
dividual tag. The motivation is to remove those insignificant, noisy or redundant
tags. To this end, instead of reducing the dimensionality by projecting the data
into a transformed subspace linearly or nonlinearly, we propose to design a fea-
ture selection method to optimally select a subset of tags from the original tag
feature space. A regularized least squares regression model is employed to com-
pute a matrix A ∈ RC×C for feature selection from the original C-dimensional
tag feature space Y ∈ RN×C , i.e.,

argmin
A

tr((Y − Y A)(Y − Y A)T ) + γ‖A‖1,2 (3)

where

‖A‖1,2
def
=

C∑
i=1

√√√√ C∑
j=1

A2
i,j

The first term tr((Y −Y A)(Y − Y A)T ) is the standard least squares empirical
risk in linear regression models. To avoid the identity matrix I as the ineffective
solution, we apply ‖A‖1,2 as a regularizer, which is the �1 norm of the �2 norm
across the rows of A. This regularizer enforces the joint group sparsity on the
individual rows. The non-zero rows in the optimized A demonstrate the exis-
tence of the corresponding columns in Y , which form the reduced subspace. The
regularization parameter γ controls the sparsity of the representative dimension
selection. The bigger γ is, the less dimensions will be selected to construct the
subspace. More discussions are provided in Section 5.

3.4 Tag Correlation Analysis

In image tagging, there usually exist semantic correlations among tags. For ex-
ample, “sea” and “beach” are two closely related tags, which are often assigned
to the same images. Compared with learning C regression models for all C tags
independently, it is expected to achieve superior effectiveness when taking into
account the implicit relationships among tags, which are reflected on the follow-
ing two underlying structures.

The first one is the relevance structure of the regression coefficients. As shown
in Equation (2), image tagging can be converted into a multi-task learning prob-
lem, where predicting each individual tag is considered as a single task. The
regression coefficient vector Bj for the j-th task represents the relationship be-
tween the sample image visual features and the j-th tag. The relevance structure
of the regression coefficients reveals the relationships among the classification
tasks. The profit of leveraging the information contained in parallel tasks has
been proved [3]. The relevance structure of the regression coefficients is repre-
sented by their covariance matrix.

The second one is the underlying structure among noise, which are also known
as errors. Traditionally, it is always assumed that ε1, · · · , εN in Equation (1) are
independent and identically distributed random variables. In our tagging model,
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we assume that noise is correlated. As proven in [18], jointly estimating all re-
gression coefficient vectors of B, accounting for the correlated noise, outperforms
estimating each of them separately. The underlying structure among noise is cap-
tured by the covariance matrix of the noise across all tags.

Unlike most of the existing work, which do not consider both correlations,
the proposed MorTca aims to simultaneously learn both structures of regression
coefficients and the noise with the estimation of regression coefficients. A group of
regression coefficient vectors B1, · · ·, BC are obtained for all tags after the offline
learning process. Given the fact that tag correlations are not always available as
prior knowledge, we propose to use multiple regularizers in the objective function
to discover the above two correlations from the data itself.

Two covariance matrices Σ ∈ RC×C and Ω ∈ RC×C are derived for capturing
the task correlation and noise correlation respectively. According to the poste-
rior distribution of the regression coefficient matrix, our objective function is
proposed based on the negative log-posterior of regression coefficients, which is
shown as following:

argmin
B,Ω−1,Σ−1

tr((Y − XB)Ω−1(Y − XB)T ) − N log
∣∣Ω−1

∣∣+ λ1tr(BB
T )

+λ2tr(BΣ
−1BT ) − D log

∣∣Σ−1
∣∣+ λ3tr(Ω

−1) + λ4tr(Σ
−1)

(4)

where |.| denotes the determinant of a matrix.
The inverse covariance matrix Ω−1 couples the correlated noise across tags,

and similarly, Σ−1 obtained relationships among the multiple tasks’ regres-
sion coefficients. Apparently, both Ω−1 and Σ−1 are learnt from the training
data rather than pre-defined prior knowledge. The last two terms tr(Ω−1) and
tr(Σ−1) are the regularizers, which impose the matrix variate Gaussian priors
on both Ω−1/2 and Σ−1/2 to solve the overfitting problem that occurs in the
solution of Equation (4) when the tag feature dimensionality is of the same order
as the visual feature dimensionality.

Algorithm 1. MorTca

Input: X ∈ RN×D, Y ∈ RN×C , γ, λ1, λ2, λ3, λ4 and a test image x ∈ RD.
Output: Generated tags y ∈ RC for x.

1 Apply PCA on X to obtain X̄;
2 Update Y to obtain Ȳ according to Section 4.1 ;
3 Learn the multi-output regression model X̄ → Ȳ by Algorithm 2;
4 Generate y for x based on the learnt model after mapping x to x̄;
5 return y;

4 Optimizations

The major steps in MorTca are outlined in Algorithm 1. Basically, it consists of
two major steps, which are dimensionality reduction (lines 1-2) and multi-output
regression model learning (line 3). Given a test image, represented by its visual
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feature x, it is first mapped into the reduced visual feature subspace, followed
by which the multi-output regression model is employed to generate the tags of
the test image (line 4). In this section, we will discuss the detailed optimization
processes for objective functions in Equation (3) and (4).

4.1 Estimation of A

To get the solution of Equation (3), we set the derivative of the objective function
with respect to A as zero, i.e.,

∂

∂A
(tr((Y − Y A)(Y − Y A)T ) + γ‖A‖1,2) = 0

⇒ Y T (Y A− Y ) + γLA = 0

⇒ (Y TY + γL)A = Y TY

(5)

where L is a diagonal matrix with its i-th diagonal element calculated as:

Li,i =
1

2‖Ai‖2
(6)

where Ai denotes the i-th row of matrix A. According to Equation (5), given a
fixed L, A can be calculated as:

A = (Y TY + γL)−1Y TY (7)

Since A and L depend on each other, an iterative algorithm is applied to optimize
Equation (3) by alternatively computing one of the two variables while fixing the
other one, i.e., iteratively updating Equation (7) and Equation (6) alternatively
until convergence.

4.2 Estimation of B, Ω−1 and Σ−1

The objective function (Equation (4)) of the multi-output regression model is not
jointly convex in all variables but individually convex in each variable while oth-
ers are fixed. Hence the optimization problem is divided into three sub-problems,
in each of which, one of the three variables is optimized. The complete optimiza-
tion process is depicted step by step in Algorithm 2. The estimation of each
variable is expatiated one by one as following.

With Ω−1 and Σ−1 fixed, the estimation of B is obtained by setting the
derivative of objective function in Equation (4) to zero. Consequently, we get:

∂

∂B
(tr(YΩ−1YT - XBΩ−1YT − YΩ−1BTXT

+XBΩ−1BTXT ) + λ1tr(BB
T ) + λ2tr(BΣ

−1BT )) = 0

⇒ 2XTXBΩ−1 + 2λ1B + 2λ2BΣ
−1 = 2XTYΩ−1

⇒ XTXB + λ1BΩ + λ2BΣ
−1Ω = XTY

(8)
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Since λ1Ω + λ2Σ
−1Ω is systemic and positive-definite, the Cholesky factor-

ization is performed on it to produce lower triangular matrix P:

λ1Ω + λ2Σ
−1Ω = PPT (9)

Then Equation (8) can be expressed as

XTXB +BPPT = XTY (10)

Let X = U1Σ1V1
T and P = U2Σ2V2

T be the SVD of X and P respectively,
where U1 ∈ RN×N , Σ1 ∈ RN×D, V1 ∈ RD×D, U2 ∈ RC×C , Σ2 ∈ RC×C and
V2 ∈ RC×C . Equation (10) can be expressed as

V1Σ1
TU1

TU1Σ1V1
TB +BU2Σ2V2

TV2Σ2
TU2

T = XTY

⇒ Σ1
TΣ1V1

TBU2 + V1
TBU2Σ2Σ2

T = V1
TXTYU2

(11)

Set
B̃ = V1

TBU2,

S = V1
TXTYU2,

Σ1
TΣ1 = diag(σ1

1, · · · , σ1D) ∈ RD×D,

Σ2Σ2
T = diag(σ2

1, · · · , σ2C) ∈ RC×C ,

Based on Equation (11), B̃ is calculated as:

B̃ij =
Sij

σ1i + σ2j
(12)

Finally, B is obtained as:
B = V1B̃U2

T (13)

Notably, in [17], the Kronecker product is adopted for solving the value of
B. With fixed Ω−1 and Σ−1, the Kronecker product will generate a DC × DC
matrix which has high space complexity if D and C are large. We utilize the
Cholesky factorization and singular value decomposition to solve the problem
and get a much more efficient solution for the proposed objective function. The
optimization time of the original multi-output regression model in [17] and that
of our proposed MorTca are listed in Table 1, which demonstrate the outstanding
efficiency gained by our method.

With Σ−1 and B fixed, the estimation of Ω−1 is obtained by setting the
derivative of objective function in Equation (4) to zero:

∂

∂Ω−1
(tr((Y − XB)Ω−1(Y − XB)T ) − N log

∣∣Ω−1
∣∣+ λ3tr(Ω

−1)) = 0

⇒ (Y − XB)T (Y − XB) − NΩ + λ3IC = 0

⇒ Ω−1 =

(
(Y − XB)

T
(Y − XB) + λ3IC
N

)−1
(14)
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where IC ∈ RC×C is an identity matrix and M−1 denotes the inverse matrix of
the matrix M .

Similarly, with Ω−1 and B fixed, the estimation of Σ−1 is obtained by setting
the derivative of objective function in Equation (4) to zero:

∂

∂Σ−1

(
λ2tr(BΣ

−1BT ) − D log
∣∣Σ−1

∣∣+ λ4tr(Σ
−1)
)
= 0

⇒ λ2B
TB − DΣ + λ4IC = 0

⇒ Σ−1 =

(
λ2B

TB + λ4IC
D

)−1

(15)

Algorithm 2. Weight Coefficients Estimation

Input: X ∈ RN×D,Y ∈ RN×C , λ1, λ2, λ3 and λ4;
Output: The weight matrix B ∈ RD×C ;

1 Initialize Ω and Σ as two C × C identity matrices and t = 0;
2 repeat

3 Compute SVD as X(t+1) = U1Σ1V1
T and P (t+1) = U2Σ2V2

T ;

4 Compute B̃(t+1) by Equation (12);

5 Update B(t+1) by Equation (13);

6 Update Σ−1(t+1)
by Equation (15);

7 Update Ω−1(t+1)
by Equation (14);

8 t = t+ 1;

9 until Convergence;
10 return B;

5 Experiments

In this section, we demonstrate the superiority of our model over a set of state-
of-the-art methods with extensive experiments on two benchmark datasets.

5.1 Datasets

We conduct the experiments on two publicly available benchmark datasets:
Core5k [16] and NUS-WIDE [6]. Corel5k is a widely adopted dataset for key-
words based image retrieval and image annotation, which consists of 4999 images
with 260 tags. The average number of tags per image is 3.4. A fixed set of 4500
images are used for training and the rest are used for testing. As for the vi-
sual feature, we adopt the 1000-dimensional BoW representation provided by
[8], which is constructed on multiscale grid-based densely extracted SIFT fea-
ture. NUS-WIDE is a Web image dataset created by Lab for Media Search in
National University of Singapore for Web image annotation and retrieval. It in-
cludes 269,648 Flickr images associated with 5,018 unique tags and 81 concepts.
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There are 5.8 words for each image averagely. Similar to the previous work [13],
we select those images having at least 5 tags to construct a smaller dataset
named NUS-WIDE-SUB, which consists of 23,818 images. We randomly split
the whole dataset into two equally sized parts, where one part is for training
and the other one is for testing. The 500-dimensional BoW representation based
on SIFT descriptions is used for this dataset.

For each dataset, we firstly use PCA to reduce the visual feature’s dimen-
sionality by preserving 90% of the carried energy, resulting in the reduced 338-
and 241-dimensional visual feature subspaces for Corel5k and NUS-WIDE-SUB
respectively. In the meanwhile, we use the proposed feature selection to reduce
the dimensionality of the tag feature space.

We recommend the top 1 to 5 tags for each image in Corel5k and the top 4 to
10 tags for the images in NUS-WIDE-SUB respectively. Regarding the evaluation
criteria, we use precision and recall as two key performance indicators. The mean
precision and recall over all the testing images are calculated to measure the final
performance.

5.2 Parameters’ Tuning

We first tune the five parameters used in our MorTca model. The first one is γ in
Equation (3). The selection of γ determines the dimensionality of the reduced tag
feature space. As observed from Table 1, which shows the results corresponding
to different dimensionalities of the reduced tag feature space caused by different
γ values, feature selection effectively saves the elapsed time of the optimization
process as the dimensionality decreases without affecting the precision and recall
noticeably. We set γ = 100 for its best precision and recall, which corresponds
to the reduced 188-dimensional tag feature. An extremely small γ value (e.g.,
0.01) suggests that no reduction is performed on the tag feature space. Notably,
due to the proposed optimization algorithm, the proposed MorTca (column 4)
reduces the optimization time greatly compared to the original multi-output
regression model proposed in [17] (column 3), which demonstrates the efficiency
of the proposed optimization process.

The rest four parameters are λ1, λ2, λ3 and λ4 in multi-output regression
model (Equation (4)). The effect of λ1 and λ2 on dataset Corel5k is illustrated
in Figure 2(a) and 2(b) respectively. As can be seen, both precision and recall
are not sensitive to the changes of λ1 and λ2. When λ1 and λ2 change from 10

Table 1. Effect of γ on Time, Precision and Recall

γ Dimensionality Original MOR Time(s) MorTca Time(s) Precision Recall

0.01 260 15395 6.989 0.3154 0.4449

100 188 1661 4.158 0.3158 0.4456

140 174 1304 3.954 0.3150 0.4446

170 158 1098 3.588 0.3146 0.4441

210 134 700 3.283 0.3110 0.4396
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to 100,000, the tagging precision fluctuates slightly between 0.304 to 0.316 and
recall varies from 0.427 to 0.456. Moreover, when these two parameters are less
than 10, the precision and recall remain stable. So we fix both λ1 and λ2 as
1e5, and use two-fold cross-validation with respect to precision and recall for the
selection of λ3 and λ4. The results are in Figure 2(c) and 2(d), indicating that
both λ3 and λ4 have significant impacts on the tagging performance. According
to the results, we set both λ3 and λ4 to be 1e3. We use the same process to tune
parameters for NUS-WIDE-SUB, and get 1e5 for λ1 and λ2, and 1e4 for λ3 and
λ4 in the following experiments.

(a) Precision (b) Recall (c) Precision (d) Recall

Fig. 2. Parameters’ Tuning on Corel5k

5.3 Compared Algorithms

We compare our MorTca method with seven existing state-of-the-art tagging
algorithms, including:

– ML-LGC [22] (Multi-Label Local and Global Consistency) decomposes the
multi-label image annotation problem into a set of independent binary clas-
sification problems, which are solved by a label propagation procedure.

– CNMF [15] (Constrained Non-negative Matrix Factorization) formalizes
the annotation problem as a constrained Non-negative Matrix Factorization
(NMF) problem and optimizes the consistency between image visual (input
patterns) and semantic (class memberships) similarities to label images.

– SMSE [5] (Semi-supervised Multi-label learning via Sylvester Equation)
constructs two graphs on the instance level and the category level respec-
tively and builds a regularization framework to combine two regularization
terms for the two graphs to annotate images.

– TagProp [8] constructs a weighted nearest-neighbour model for annotation
and combines a couple of similarity metrics by integrating metric learning
which leads to a wide coverage of various image contents’ aspects.

– M-E Graph [13] (Multi-Edge Graph) encodes each image as a region bag
and constructs a multi-edge graph for tag propagation.

– TagSearcher [12] performs a tag-related random search process over the
graphical model made up of range-constrained visual neighbours. It takes
advantage of both visual and textual correlations for tag score prediction.
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– RFIA [7] (Random Forest for Image Annotation) generates random trees
based on tags, and designs semantic nearest neighbour and semantic simi-
larity measure for its tag ranking algorithm.

A Näıve MorTca, which refers to our MorTca without considering the regres-
sion coefficients structure and noise structure, is also compared as a baseline.

5.4 Results and Analysis

Table 2 shows the performance comparisons with the above 10 algorithms over
two datasets. From the results in Table 2, we can make the following observations:

– Among all image tagging methods, our proposed MorTca achieves the best
performance in all metrics for both datasets except for precision on Corel5K.
Although TagProp generates 3% higher precision, its recall is 6.7% lower than
MorTca (i.e., 0.42 vs. 0.45).

– The unsatisfactory performance of Näıve MorTca proves the effectiveness of
learning tag correlations in our model. Without considering the regression
coefficients covariance and noise covariance, the precision declines 37.5% and
31% on Corel5k and NUS-WIDE-SUB respectively. Furthermore, there are
bigger declines in the recall, i.e., 47% and 34% on two datasets respectively.

More detailed results of MorTca are illustrated in Figure 3. The precision
and recall at various K values, i.e., the number of recommended tags, (K=1...8
for Core5k and K=4...10 for NUS-WIDE-SUB) are reported in Figure 3(a) and
3(b). The corresponding precision-recall curves are demonstrated in Figure 3(c).
When the number of recommended tags is close to the average number of tags
per image in the training set, we can get relatively good performance for both
precision and recall. This shows that our experimental results are consistent with
the real tag distribution among images.

Considering Näıve MorTca as a baseline method, we present some real tagging
examples to show the advantages of considering tag correlations in MorTca. Take

Table 2. Performance Comparison of Different Methods on Benchmark Datasets

Corel5k NUS-WIDE-SUB

method Precision Recall Precision Recall

ML-LGC [22] 0.22 0.24 0.28 0.29
CNMF [15] 0.24 0.27 0.29 0.31
SMSE [5] 0.23 0.28 0.32 0.32

TagProp [8] 0.33 0.42 - -
M-E Graph [13] 0.25 0.31 0.35 0.37
TagSearcher [12] 0.32 0.35 - -

RFIA [7] 0.29 0.41 - -

Näıve MorTca 0.20 0.24 0.29 0.25
MorTca 0.32 0.45 0.42 0.38
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(a) Precision and Recall on
Corel5k

(b) Precision and Recall on
NUS-WIDE-SUB

(c) Precision-Recall Curve

Fig. 3. Precision and Recall on Corel5k and NUS-WIDE-SUB

Figure 4 (a) as an example. “building” and “window” are two high frequency tags
in the training data set. They are recommended by Näıve MorTca. However, the
proposed MorTca successfully remove these two tags and promote an important
tag “beach” to a higher rank (i.e., from the 6th place to the 3rd place), because
“beach” is highly correlated with some other recommended tags, such as “ocean”
and “water”.

MorTca: ocean, sky, beach, water, clouds, 
animal, person, rocks

MorTca: building, sky, grass, clouds, 
window, road, vehicle, town

Baseline:  sky, clouds, building, water,
 window, grass, lake, ocean

Baseline: sky, building, clouds, window, 
water, grass, house, road

MorTca:  buildings, sky, window, house, 
grass, road, town, plants

MorTca:  sky, grass, clouds, water,
 plants, building, tree, house

Baseline: sky, clouds, water, grass, 
reflection, plants, lake, building

(a)

(b)

(c)

(d)

Baseline: sky, clouds, water, ocean, 
building, beach, window, animal

Fig. 4. Real Tagging Examples from NUS-WIDE Dataset. For each example image, we
provide two lists of tags, recommended by Näıve MorTca and the proposed MorTca
respectively. The underlined words are the irrelevant tags produced by Näıve MorTca
according to the ground-truth. The words in bold are the tags, which are promoted by
MorTca, compared with their ranking in the Näıve MorTca list. The words in red are
correct tags, which cannot be found by Näıve MorTca.

6 Conclusions and Future Work

In this paper, we have presented a novel image tagging approach named MorTca.
The approach converts the challenging annotation problem to a multi-output re-
gression learning problem with task correlation and noise correlation analysis.
Moreover, a feature selection method is designed to reduce the high dimensional-
ity of tag feature space. We demonstrate the competitiveness of our approach to
other state-of-the-art image tagging methods with extensive experimental results
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on two benchmark datasets. For the future work, we plan to directly integrate
the dimensionality reduction step into the multi-output regression step to further
improve the performance.
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Abstract. With the growing size and variety of social media files on
the web, it’s becoming critical to efficiently organize them into clusters
for further processing. This paper presents a novel scalable constrained
document clustering method that harnesses the power of search engines
capable of dealing with large text data. Instead of calculating distance
between the documents and all of the clusters’ centroids, a neighborhood
of best cluster candidates is chosen using a document ranking scheme.
To make the method faster and less memory dependable, the in-memory
and in-database processing are combined in a semi-incremental manner.
This method has been extensively tested in the social event detection
application. Empirical analysis shows that the proposed method is effi-
cient both in computation and memory usage while producing notable
accuracy.

Keywords: constrained clustering, ranking, social event detection.

1 Introduction

With media creation and sharing technology becoming ubiquitous, the current
abundance of media files on the web is giving birth to many challenges and
opportunities. It has become natural to mine social events related information
for knowledge discovery and information retrieval [1–3]. Unsupervised document
clustering is a popular method for grouping document collections based on the
common characteristics that they share; however, this method suffers because
of the sparsity and high dimensionality of the data [4]. Accuracy of this method
can be improved by incorporating background knowledge [5], particularly in the
domain of social media where some prior information is available. Nevertheless,
the computational issue dealing with big data remains an interesting research
challenge for clustering methods.

On the other hand, full-text search engines such as Lucene1, Solr2, and
Sphinx 3 have shown their proficiency in handling large document collections

1 http://lucene.apache.org
2 http://lucene.apache.org/solr
3 http://sphinxsearch.com

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 47–60, 2014.
c© Springer International Publishing Switzerland 2014
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for information retrieval. For example, the open source full-text search server
Sphinx is capable of indexing more than 25 billion documents from over 9TB of
data (6-12 MB of raw text per second per single CPU core) and seeking answers
for queries in milliseconds [6]. Search engine technology, more specifically the
ranking concept, has the potential to be applied to the area of large scale doc-
ument clustering. However, document clustering and ranking in search engines
are two different problems; embedding ranking in the clustering framework may
well solve the scalability problem inherent with clustering methods.

Inspired by the concept of document ranking employed in search engines,
we propose a novel efficient method, Constrained Incremental Clustering via
Ranking (CICR), to improve scalability in semi-supervised document clustering.
During the clustering process, for assigning a document into the appropriate
cluster, a neighborhood of best cluster candidates is chosen using a document
ranking scheme instead of calculating distance between the document and all
of the clusters’ centroids (or the rest of the documents). The method is semi-
supervised because initial cluster centroids are generated using the label infor-
mation available in some documents. Note that the proposed method can work
in an unsupervised manner too by guessing initial centroids instead of being
guided by some labeled data. Instead of putting all of the documents’ informa-
tion in memory as in batch processing, CICR incrementally process sequence of
documents from the database to the algorithm. The proposed method can adjust
the number of clusters as necessary during the clustering process according to
data characteristics.

We tested the efficacy of our proposed method in the real-world social event
detection (SED) task [2] as well as analyzing its performance using synthetic
data. The SED problem is interesting not only because of the size of the dataset,
but also because it has large and unfixed total number of clusters and it contains
multi-domain attributes (a mixture of text and non-text data). In this paper, we
explain the distinct properties of our proposed method that makes it suitable
for clustering large data. Empirical analysis shows that the proposed method is
computational and memory efficient without significant loss of clustering solution
accuracy.

The rest of the paper is organized as follows. In section 2 related work on
clustering and ranking is presented, and the distinction between our proposed
method and existing works is highlighted. Section 3 details the proposed method
including the ranking schemes used. Experimental setup and empirical analysis
on the latest real-world problems from social media are reported in section 4.
Finally, section 5 concludes this paper.

2 Related Work

There has been a long history of research that relates to document clustering and
Information Retrieval (IR) . The bridge between the two is the legacy assumption
that relevant documents should be grouped together in the same cluster [7].
Some studies have shown that clustering improves the relevancy of document
retrieval [8, 9].
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Meanwhile in the data mining community, a considerably newer trend of clus-
tering, semi-supervised clustering has emerged. The semi-supervised clustering
methods use additional prior knowledge for grouping the data, and have been
reported to improve the clustering quality compared to the unsupervised clus-
tering methods [5]. Based on how the prior knowledge is used, a semi-supervised
clustering algorithm can be classified as (1) constrained clustering algorithm
by using the known label information [10]; (2) specific clustering algorithm by
adapting the similarity measures [11]; or (3) a mix of the two [12]. Our proposed
method falls into the category of constrained clustering due to its use of limited
labeled data in generating the initial centroids. We use the labeled data as the
instance level constraint must-link, to decide which documents must belong to
the same cluster.

The constrained KMeans clustering method (CKMeans) [5] has shown its
effectiveness in clustering large, sparse and high dimensional data. However,
the KMeans family of methods is found computationally challenged when the
number of the cluster is large, due to the need of calculating the distance between
the documents and all cluster centroids. Furthermore, this method is unable to
adjust the varied number of clusters during the process, the K needs to be set
in the beginning.

The proposed CICR method utilizes the concept of ranking from IR to de-
velop a scalable incremental semi-supervised clustering method. To the best of
our knowledge, it is the first time that a ranking scheme is used in constrained
document clustering. Furthermore the concept of ranking is utilized in the clus-
tering algorithm in order to make it more scalable without compromising ac-
curacy. The closest work that we can find are Luo et al. [13] and Davidson et
al. [14]. Luo et al. use neighbors to initialize a cluster in unsupervised clustering
problem, and propose a new similarity function using the combination of cosine
and link functions [13]. While, Davidson et al. use constraints incrementally in a
non-distance learning clustering algorithm [14], in contrast CICR uses the neigh-
borhood concept to select a small subset of best cluster candidates to gain better
computational efficiency without having to introduce a new similarity function.
Proposing an efficient method to solve clustering problems with large and un-
fixed total number of clusters is important as it is the common characteristic
and requirement of current real-world databases.

3 Constrained Incremental Clustering via Ranking

In this section we elaborate the proposed method CICR. We will start by stating
the problem formulation. Let the dataset be the collection of N documents:
where D = Dtrain ∪ Dtest and Dtrain ∩ Dtest = ∅. Dtrain denotes the set of
labeled documents (called as training data) and Dtest denotes a set of unlabeled
document (called as test data). Each document is a set of terms:

di = {ti1, ti2, . . . , tini
}, i = 1, 2, 3, . . . , N, (1)

where ni represents the length (number of terms) of document di. A set of
clusters C is notated as C = {c1, c2, . . . , cK}. Initially, we set K equal to the
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number of clusters present in the training data (labeled documents). Since the
documents in the test data is allowed to form new clusters, the value of K might
change to K ′, where K ′ > K. Each cluster is the set of relevant documents,
in which its atomic element is the union of terms from the documents that are
contained within. It is denoted as:

ci = {d1, d2, . . . , dpi} =

pi⋃
j=1

dj =

pi⋃
j=1

{tj1, t
j
2, . . . , t

j
nj

}, (2)

where pi corresponds to the number of documents assigned to cluster ci and nj

is the cardinality of set of terms d1 ∩d2 ∩ . . .∩dpi . The term weight in the cluster
is the average weight of the term appearing in all documents within the cluster.

We use the document length normalized tf -idf (term frequency-inverse doc-
ument frequency) term weighting [15] to represent a document vector. For each
term t ∈ di, i = 1, 2, , N , the weight is calculated as

w(t, di) = wdi
t = (

log(|{t ∈ di}|) + 1∑
t∈di

log(|t ∈ di|) + 1
)(

|uit|
1 + 0.0115|uit|

)log(
N − td

td
), (3)

where |{t ∈ di}| is the number of terms t in di (term frequency), |uit| is the
number of unique terms in document di and td = {d ∈ D : t ∈ d} is the set of all
documents in D that contains the term t. We further normalize all term weights

to unit vector as in [4] such that wdi
t =

w
di
t

||wdi || for all terms in the document.

3.1 Ranking Scheme

In IR, a ranking function is used to determine the relevance level of a doc-
ument according to a query. The CICR method proposes the use of ranking
to determine the subset of relevant clusters neighborhood for a document. Four
ranking schemes, tf-idf, BM25, BM25 with proximity (BM25p), and Sphinx spe-
cific ranking scheme SPH04 [6] have been utilized in CICR and experimented
to find out the most appropriate scheme for CICR. The ranking formula used is
briefly described below.

The BM25 implementation is slightly different from the original BM25 im-
plementation [7]. In the original implementation, if Q = {q1, q2, . . . , qr} is the
given query of r terms then the original BM25 score of a document d given a
query Q is

fBM25(Q, d) =

r∑
i=1

idf(qi)
|{qi ∈ di}|(k + 1)

|{qi ∈ di}| + k(1 − b+ b d
D
)

(4)

where idf(qi) = log(N−|qd|+0.5
|qd|+0.5 ) and |D| is the average document length in D.

The constant b is usually set to 0.75 and k ∈ [1.2, 2.0].
In Sphinx BM25 implementation, document length is ignored. In other words

the constant b is set to zero and k = 1.2. To be precise the following is how the
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BM25 score is calculated in Sphinx

fBM25(Q, d) =
r∑

i=1

|dq|(
log(N−|dq|+1

|dq| )

log(1 +N)
)(|dq| + 1.2)−1. (5)

There are several other differences of BM25 implementation in Sphinx (including
normalization), further details can be found in [6].

The BM25 proximity rank is defined as

fBM25p(Q, d) = 1000dw + �999fBM25(Q, d)�, (6)

where dw is the document phrase weight calculated as the longest common sub-
sequence (LCS) length between the query and the document. This value is the
length of the sub-phrase found in the same order in the document.

The Sphinx specific ranking score SPH04 is based on proximity BM25 and
calculated as

fSPH04(Q, d) = 1000fw + �999fBM25(Q, d)�, (7)

where fw is
∑

∀fields uw(4 ∗ LCS + efm(Q, f)). uw is user field weight (1 by
default) and efm(Q, f) = 3 if there is an exact sub phrase match and equal to
2 if the first keyword matches.

3.2 Finding a Neighborhood of Clusters

We now explain how the neighborhood of clusters is formed. For simplicity BM25
is used as an illustration, however, the same reasoning is applicable for other
ranking schemes. Following the well-established research in IR, we also believe
in the conjecture that documents that are relevant to one another should be
grouped into the same cluster [7].

Let the set of unique terms in the metadata of the events’ images be the query
terms that will represent the document. Note that we consider the metadata in
SED dataset as short-medium documents, in longer documents, terms selection
or document summarization might be used to shorten the query. The relevance
of clusters to a document is decided by the ranking function between the docu-
ment and the clusters. Formally, given an arbitrary document di, f

m
BM25(di, c) is

calculated for all c ∈ C. The m most relevant clusters ranked with fm
BM25(di, c)

are then used as a small subset of best candidates for cluster assignment of di
(instead of all c ∈ C) (as illustrated in Figure 1). This process is repeated for all
di ∈ D. We postulate that, for a given document di and two distinct clusters ca
and cb, if fBM25(di, ca) ≥ fBM25(di, cb) then simcos(di, ca) ≥ simcos(di, cb) in
majority of cases, where simcos(d, c) denotes cosine similarity distance between
a document d and a cluster c.

simcos(di, ca) =
[wi

t∈di
][wj

t∈cj ]
′

||wi||.||wj || = [wi
t∈di

][wj
t∈cj ]

′. (8)

The denominator ||wi||.||wc|| = 1 because we normalized the term weight to unit
length.
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Fig. 1. CICR creates neighborhood of best cluster candidates

3.3 The Proposed Algorithm

In this section we will show how the ranking is incorporated to propose an effi-
cient clustering algorithm. We start by restating the standard KMeans objective
function, which is to locally minimize the sum of squared distances between
documents di and cluster centroids μci :

minimize
{μc1 ,μc2 ,...,μcK

}

∑
ci∈C

∑
di∈D

‖di − μci‖, (9)

In CICR there are some distinctions: the number of cluster is not fixed, docu-
ments in training data are constrained to the label (cluster) assignment given,
and the objective function is a function of text, space, and time data. Let δ(di, cj)
be an assignment of document di to cluster cj , then the objective function of
CICR under the text information only, can be represented as a constrained op-
timization:

minimize
{μc1 ,μc2 ,...,μc

K′ }

∑
ci∈C′

∑
di∈Dtest

‖di − μci‖

subject to δ(di, cj), di ∈ Dtrain, cj ∈ C

(10)

where K ′ > K is the number of cluster that will be found in the clustering
process using a pre-determined threshold value γ and C′ = {c1, c2, . . . , cK′} .

The detailed algorithm of CICR is given in Algorithm 1. The input is pre-
processed documents from the training and test dataset as explained in section
4.1. The labeled training data is used to generate initial cluster centres. Doc-
uments from test data is incrementally assigned to these clusters or form new
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clusters if the distance of a document to available clusters is less than a threshold
value γ. In the assignment phase, a small portion of best cluster candidates is
chosen for each document in test data. A specific similarity function is used to
decide the final cluster assignment. Document assignment to clusters is recorded
to make the cluster centroid re-calculation more efficient.

input : Set of documents D, initial clusters C = {c1, c2, . . . , cK},
neighborhood size m, cluster threshold γ.

output: K′ disjoint partitions of D, where K′ ≥ K and the CICR objective
function is optimized.

Using all the labeled data in Dtrain, initialize clusters C = {c1, c2, . . . , cK}
and set an array to store changed clusters G = ∅;
repeat

for each di ∈ Dtest do
calculate set of clusters neighborhood B = {fm

rank(di, c)};
for each c ∈ B do

calculate c∗ = maxc{sim(di, c), c ∈ B};
if sim(di, c∗) > γ then

Assign document di to cluster c∗;
G = G ∪ {c∗};

else
Form a new cluster with di as its first member;
C = C ∪ {the new cluster}

end

end

end
Recalculate centroid based on G;

until convergence;

Algorithm 1. Constrained Incremental Clustering via Ranking

Assuming that the most outer loop requires R iterations to converge, the
complexity yield by most existing KMeans based clustering methods such as
CKMeans is O(N ×K×R). In CICR under the assumption that a query can be
done in a (near) constant time, then complexity is reduced to O(N×m×R) where
m << K. In big data processing, it is common that the number of clusters (K) is
large, hence even though it is in the same order, the improvement on performance
is significant. An experimental study on synthetic data in the section 4.4 supports
this claim. Moreover, it is much less than the document computing methods that
need pair-wise documents processing resulting in the complexity of O(N2).

3.4 CICR Implementation: Making It Scalable

In this section we elaborate how we implemented CICR to make it scalable for
large data processing. In order to optimally balance performance and memory us-
age, we combine the in-memory and in-database processing in a semi-incremental
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manner. To suppress memory usage, the algorithm received sequences of docu-
ments incrementally instead of all at once as in batch processing. The system
architecture of CICR is explained in Figure 2.

We utilize Sphinx search engine [6] to index the set of texts in all clusters
using the RT in-memory delta index. We would like to mention that once the
in-memory index reaches its threshold size, the index is flushed to disk index,
and the new memory index is created. The flushed disk index is still accessible
for document retrieval and still gives descent performance. Detailed studies on
the performance of Sphinx queries for various size of dataset can be found in [16].

Fig. 2. The system architecture of CICR

4 Empirical Analysis: Application to Social Event
Detection

The proposed algorithm is tested for its efficacy on the recently emerged real-
world problem of Social Event Detection (SED). Social events are defined as
activities that are planned, attended and reported by people [2]. A social event
can be represented with event-related metadata (e.g., title, location, time, venue,
description and performers), example tags or other social information, images,
or a combination of the above. For example, an event or a set of events could
be described as “commonwealth game that took place in Delhi in October 2010”
with appropriate tags India, Games, Competition, etc.

The SED task is detecting media items related to the interesting happenings
within a pool of data (represented by images accompanied with tags, time and
location metadata, social information and many more) [2]. This task is apt for
semi-supervised clustering as some of the events are labeled whereas some events
are unlabeled. The objective of SED task is to identify which group an unlabeled
event belongs to by using the limited information on labeled data.

4.1 Problem Statement and Pre-processing

More than 430,000 images from the social media Flickr were used in the SED
task [2]. Metadata from these images were used to organize the media according
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to some labels given in the training data. Distinct initial cluster numbers in the
training data was found to be more than 14,000. A sample of SED images is given
in Figure 3. The SED data consists of several attributes that record information
of location (latitude and longitude), time (date taken and date upload), and
text (username, description, tag, and title). This task requires semi-supervised
clustering, that is to cluster all images in the test data (around 30%) based on
initial labels given in the training data (70%) using the metadata information.
Further detail of the task and data is given in [2].

The standard text pre-processing were applied. All non-text characters (sym-
bols) were replaced by a single white space and all text data was converted to
lowercase. English stop words removal and stemming were applied to the text
data. For each image, all text attributes such as title, tag, username, and de-
scription were combined into a text field and were treated as short document
that represent an event. The time information attributes (date upload and date
taken) were transformed into day interval between the two dates.

Fig. 3. Example of social event pictures from the MediaEval 2013 SED data

4.2 Similarity Measure

In order to apply CICR to the SED task, a linear combination of similarity
measures between multiple domain (text, time, and space) were used. Cosine
similarity was used for the text information, day interval for the time informa-
tion, and geo-distance for the space information. Spatial distances were calcu-
lated using the Haversine formula [17] from the latitude and longitude attributes
of documents and the mean of latitude and longitude of clusters. The distance
was then normalized to unit value by infinity norm. Formally, let simspace(d, c)
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defined as a space distance between a document d and a cluster c, as follows:

simspace(d, c) = 1 − H(d, c)

||H(d, C∗)||∞
, (11)

where C∗ is set of clusters from the query ranking and H(d, c) is the Haversine
formula (great circle distance formula)

H(d, c) = R cos−1(sin(latd)sin(latc)+cos(latd)cos(latc)cos(lonc−lond)), (12)

where R is the earth radius (approximately 6378.10 km) and latd, lond, latc, and
lonc are the latitude and longitude attribute values of the document and the
cluster. The time similarity value between a document and a cluster is calculated
as a simple difference between the time of an event (document) and the mean
time of events in a cluster.

simtime(d, c) = 1 − |td − tc|
||t||∞

, (13)

where td and tc are the time difference between date upload and date taken
attributes in the document and cluster respectively. The denominator is the
maximum value of absolute differences between date taken and date upload.

The total similarity measure between a document d and a cluster c is then
given by:

sim(d, c) = αsimcos(d, c) + βsimtime(d, c) + βsimspace(d, c), (14)

where 0 ≤ α ≤ 1 and β = 1−α
2 . When time or location information is missing

in the data, parameter α and β were modified such that it will sum to one. We
tested the effectiveness of our similarity measure by comparing the combined
measure to the clustering result based on text information only (as reported in
table 1).

4.3 Accuracy Results

Several clustering solutions were generated based on different ranking methods
and similarity measures. Clustering parameters were fine-tuned based on training
data. For clustering the test data, threshold value was set to γ = 0.3, the size of
the cluster neighborhood m = 5, and similarity weight was set to α = 0.9. By
setting higher similarity weight, we favor our algorithm to the text information
due to three fold reasons: (1). A significant portion of values are missing in the
location (> 50%) and time (> 13%) attributes. (2) The location information
must be precise to be included in calculation to be reliably used as an event
indicator. This was not the case in our dataset. (3) The time information alone
is not reliable enough to recognize events.

The first four experiments use tf-idf, BM25, BM25p and SPH04 ranking for-
mula and the multi-domain similarity measure. The last run in the experiment
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Table 1. CICR results using different ranking schemes

tf-idf BM25 BM25p SPH04 SPH04t

F1-Score 0.804 0.811 0.802 0.812 0.784
NMI 0.949 0.953 0.951 0.954 0.943

(SPH04t) was conducted to test the effectiveness of our similarity measure by
measuring only text information and using the SPH04 ranking formula.

Table 1 shows that the multi-domain similarity measure effectively improves
the clustering quality. It ascertains that the other meta information has also
some effect on grouping the image data. It can also be noted that the selection
of ranking scheme has a minor effect on changing the quality of clustering results.
This is partly due to the use of bag-of-words model in CICR, some important
phrases that might be used by the ranking scheme to find more relevant clusters is
not yet optimally exploited. Nevertheless, the SPH04 ranking scheme, however,
performs the best amongst all schemes.

Fig. 4. Summary of results from participants in SED MediaEval 2013

We benchmarked CICR with other methods that have used the SED task
data. Results are shown in Figure 4. CB is a constraint based method that uses
support vector classifier and query refinement [18]. Topic modeling method using
LDA was done in [19] and another topic modeling by using Chinese Restaurant
Process (CRP ) similarity measure is used in [20]. DD is a data driven method
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using spatio-temporal information and cluster inter-correlations [21]. GB uses
the graph based clustering [22] and SS is clustering through Semantic Similarity
[23]. The superiority of CICR indicates the efficacy of its approach in using query
ranking in constrained document clustering.

4.4 Performance and Memory Usage

To illustrate the significant performance gain with CICR, a numerical study was
done using a synthetic data. One million documents with 1000 text attributes
was generated and several clustering solutions was derived with different number
of clusters K and different neighborhoods size m. As shown in Figure 5, CICR
performance was relatively unchanged with the increasing number of clusters,
whereas, the running time of CKMeans grew exponentially with the number of
clusters. Results also show that CICR is not affected by the neighborhood size
due to its support of in-memory and in-database processing.

Fig. 5. The performance of CKMeans and CICR on the synthetic data

A simple investigation on the memory usage of CICR and its comparison
with LDA was done. Using 50,000 records and about 100,000 text attributes,
we generated 3,000 topics using the Matlab modelling LDA toolbox [24]. Matlab
required more than 30GB of computer memory to generate 3,000 topics auto-
matically. In contrast, the combination of in-memory and in-database process of
CICR only required less than 1GB of memory for one million records with about
200,000 text attributes.
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5 Conclusion

This paper explored the concept of query ranking in clustering large size doc-
ument collections. We presented a novel constrained document clustering via
ranking method that incrementally assigns the documents to clusters. The query
ranking is used to create neighborhoods of cluster candidates to speed up compu-
tations while matching a document to clusters for forming clusters. Experiments
on the real-world problem of social event detection and on synthetic data in-
dicate that the proposed method is not only scalable, but also gives a notable
accuracy and requires less memory.
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Abstract. Location-selection problem underlines many spatial decision-
making applications. In this paper, we study an interesting location-
selection problem which can find many applications such as banking
outlet and hotel locations selections. In particular, given a number of
spatial objects and a set of location candidates, we select some locations
which maximize the influence but minimize the cost. The influence of
a location is defined by the number of spatial objects within a given
distance; and the cost of a location is indicated by the minimum payment
for such location, which is measured by quality vectors. We show that a
straightforward extension of a skyline approach is inefficient, as it needs
to compute the influence and cost for all the location candidates relying
on many expensive range queries. To overcome this weakness, we extend
the Branch and Bound Skyline (BBS) method with a novel spatial join
algorithm. We derive influence and cost bounds to prune irrelevant R-tree
entries and to early confirm part of the final answers. Theoretical analysis
and extensive experiments demonstrate the efficiency and scalability of
our proposed algorithms.

1 Introduction

Location selection has been an emerging problem with many commercial ap-
plications. For example, telecom service providers store huge volumes of loca-
tion data to provide data monetization applications to the third party, such as
banking outlet and hotel locations selections. In many scenarios, additional at-
tributes besides the location are available in a spatial object. For example, a
hotel has a spatial position as well as quality attributes such as star, service, etc.
These attributes can improve the price-performance of selected locations. Un-
fortunately, traditionally location selections only take the spatial distance into
account [7, 22, 25], which ignore non-spatial attributes.

In this paper, we select locations in terms of both spatial distances and qual-
ity vectors. In particular, we select locations to maximize their influences but
minimize their costs. Given a distance threshold δ, a location l’s influence is
measured by the number of existing spatial objects within the distance δ from l.
It indicates how many objects the location can potentially influence. As shown
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in Figure 1(a), there are four location candidates (l1, l2, l3 and l4) and a bunch
of existing spatial objects. Here l2 impacts the most number of objects since its
δ-neighborhood contains four existing spatial objects.

Given a distance threshold δ, a location l’s cost is measured by the payment for
obtaining minimal quality vectors 1 to dominate all the existing objects within
the distance δ from l. The concept of dominance [3] is proposed to compare two
quality vectors. One quality vector vi dominates another vector vj if vi is no
worse than vj on all attributes and better than vj on at least one attribute. As
shown in Figure 1(a), the minimal quality vector to dominate all the objects in
l2’s δ-neighborhood is 〈5, 10, 5〉. Furthermore, we assume there is a monotonic
function which maps a quality vector to a numerical cost. For instance, the cost
of l2 can be defined as f(l2) = f(〈5, 10, 5〉) = 1

2 · (5 + 10 + 5) = 10.
In this paper, we adopt the skyline query [3] to define our location selection

problem. Given a set of objects, the skyline operator returns a subset of objects
such that the object in the subset is not dominated by any other objects. In
particular, we select locations whose influence and cost are not dominated by
any other locations. The skyline points of locations in Figure 1(a) are shown in
Figure 1(b). Suppose that the influence and cost are 〈3, 10〉 for l1, 〈4, 10〉 for l2,
〈2, 5〉 for l3, and 〈1, 6〉 for l4. Then 〈l2, l3〉 is the result of the skyline location
selection.
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Fig. 1. The Example in the Spatial and Skyline Perspective

A straightforward solution to address the skyline location selection problem is
that we compute the influence and the cost for each of the location candidates,
and then use existing skyline query algorithms to generate the skyline points.
For large data sets this is infeasible since it relies on expensive range queries to
compute the influence and the cost for all the locations.

We develop an efficient algorithm to answer a skyline location selection query.
First, we build two R-trees on the location set L and the object set O, denoted

1 Without loss of generality, we assume that larger values are preferred in the domi-
nance comparison throughout the paper.
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as RL and RO, respectively. At high-level, the algorithm descends the two R-
trees in the branch and bound manner, progressively joining RL entries with RO

entries to compute the two bounds of the influence and the cost for each entry
eL in RL; then based on the generated skyline points, the algorithm decides
whether to prune an entry eL, or to access its children until all leaf entries of RL

are accessed. During the two R-trees traversal, we use a min-heap to control the
accessing order of RL entries, which can ensure that an irrelevant R-tree node
is not visited before its dominance skyline point is generated.

The contributions of this paper are summarized as follows.

– We define a type of optimal location selection problem that takes into ac-
count not only spatial distance but also non-spatial quality vectors associated
to locations. Our problem definition returns optimal locations that can po-
tentially influent the largest number of objects in proximity at the lowest
costs. Our approach employs the skyline dominance concept that is popu-
lar for multi-criteria optimization, and therefore it requires no specific user
intervention in selecting optimal locations.

– We propose a novel location selection algorithm. Tight influence and cost
bounds are derived to prune irrelevant R-tree entries and to early confirm
part of the final answers.

– We provide theoretical analysis on the IO cost of our algorithm based on a
spatial join cost model.

– We conduct extensive experiments to evaluate our algorithm under various
settings.

The remainder of this paper is organized as follows. Section 2 gives the defini-
tions and the problem statement. Section 3 proposes our algorithm for the prob-
lem. Section 4 provides the IO cost analysis of our algorithm. Section 5 evaluates
our proposed algorithm experimentally. Section 6 reviews related works. Finally,
section 7 concludes the paper and discusses the future work.

2 Problem Definition

In this section, we formally define the location selection problem. A location is
a point λ = 〈x, y〉 where x and y are coordinate values in a 2-dimensional space.
We assume that there are c quality dimensions and D = D1 × D2 × . . . × Dc is
the quality space. A quality vector is a c-dimensional point p = (d1, d2, . . . , dc),
where di ∈ Di(1 ≤ i ≤ c). Then, a spatial object o is composed of a location
λ and a quality vector ψ associated with that location, i.e., o = 〈λ, ψ〉. We
use o.loc and o.p to denote a location object o’s location and quality vector
respectively. For a spatial object set O, we use πP (O) to denote all the quality
vectors associated with spatial objects in O, i.e. πP (O) = {o.p | o ∈ O}. We
define the key components of our problem as follows.

δ-Neighborhood: Given a location loc, a spatial object set O, and a distance
threshold δ, loc’s δ-Neighborhood, termed as Nδ(loc, O), is the subset of objects
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in O that are within the distance δ from loc. Formally, Nδ(loc, O) = {o | o ∈
O∧ ‖o.loc, o‖ ≤ δ}. The cardinality of a location’s δ-Neighborhood indicates the
location’s potential influence.

Quality Dominance: Given two quality vectors p and p′, p dominates p′ if
p is no worse than p′ on all attributes and p is better than p′ on at least one
attribute. We use p ≺ p′ to denote that p dominates p′. Given a quality vector
p, there can be multiple quality vectors that dominate p. Each of them is called
p’s quality dominator. Given a quality vector set P , we use p ≺ P to indicate
that p is P ’s dominator.

Cost Functions: Given a quality vector q ∈ D, the cost function fg
cost(q)

returns a cost value of real type, i.e. fg
cost : D → R. For example, a cost function

can be defined as the weighted sum of all quality attribute values, i.e., f c
cost(q) =∑c

i=1 wi · q.di. Here, wi is zero if quality dimension Di has no impact on the
dominance cost; wi > 0 if the dominance cost is proportional to the values on
quality dimension Di; otherwise wi < 0. Note that it is natural to define cost
functions that are monotonic with respect to dominance. We say a cost function
fcost is monotonic if and only if fcost(q) ≥ fcost(q

′) for any two quality vectors
that satisfy q ≺ q′. This is consistent with the intuition that better quality is
achieved at a higher cost.

Minimum Quality Dominance Cost: Among all the quality dominators, we
are interested in the one with the minimum cost. Given a quality space D, a set
of quality vectors P ⊆ D, and a cost function fcost , we use D(P ) to denote P ’s
minimum cost quality dominator such that

1. D(P ) ≺ P ;
2. ∀p′ ∈ D and p′ ≺ P , fcost(p

′) ≥ fcost(D(P )).

Then, we define C(P ) = fcost(D(P )) to denote P ’s Minimum Quality Domi-
nance Cost.

Note that D(P ) is a quality vector and C(P ) is a scalar value. As we assume
large values are preferred in the dominance comparison, D(P ).di = min{(p.di) |
p ≺ P}.

Location Dominance: Given a spatial object set O, a distance threshold δ,
and a cost function fcost , a location loc1 location dominates another location
loc2, termed as loc1 ≺ loc2, if and only if

1. |Nδ(loc1, O)| ≥ |Nδ(loc2, O)|;
2. C(πP (Nδ(loc1, O))) ≤ C(πP (Nδ(loc2, O)));
3. |Nδ(loc1, O)| > |Nδ(loc2, O)| or C(πP (Nδ(loc1, O))) < C(πP (Nδ(loc2, O))).

With all definitions formulated above, we give the problem statement of op-
timal location selection as follows.
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Problem 1. Given a location set L, a spatial object set O, a distance threshold δ,
and a cost function fcost , an optimal location selection returns from L a subset of
locations that are not location dominated by any others. Formally, the Optimal
Location Selection (OLS) problem is defined as:

OLS(L,O, δ) = {l | l ∈ L, 
 ∃l′ ∈ L ∧ l′ ≺ l} (1)

3 Algorithms for Optimal Location Selection

In this section, we present algorithms for defined optimal location selection. We
start from the naive loop algorithm, and then describe the spatial join based
algorithm.

Algorithm 1. Loop(Spatial object set O’s R-tree RO, location set L, distance
threshold δ)

1: S ← ∅
2: for each location l ∈ L do
3: Nδ(l, O) ← Range Query(l, δ, RO)
4: p ← (0, . . . 0) 	 c-dimensional point
5: for each object o ∈ Nδ(l, O) do
6: p[i] ← max(p[i], o.p[i])

7: cost ← fcost(p) 	 C(πP (Nδ(l, O)))
8: influence ← |Nδ(l, O)|
9: candidate ← (l, influence , cost)
10: dominanceCheck(S, candidate)

11: return S

Algorithm 2. dominanceCheck(Current skyline S, a candidate candidate)

1: flag ← false
2: for each tuple tp ∈ S do
3: if tp ≺ candidate then
4: flag ← true; break
5: else if candidate ≺ tp then
6: remove tp from S

7: if flag = false then
8: add candidate to S

3.1 The Loop Algorithm

We develop a loop algorithm shown in Algorithm 1 as the baseline algorithm.
The idea is that: for each location l ∈ L, we issue a range query on the object
set O to get l’s δ-neighborhood Nδ(l, O). All objects in the δ-neighborhood are
checked to obtain the minimum cost quality dominator. Then, the influence and
cost of a location candidate are computed. Finally, the candidate is checked
against all generated optimal locations in terms of location dominance. This
dominance check is shown in Algorithm 2.
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3.2 The Join Algorithm

To reduce the computation overhead of influence and cost, we propose a spatial
join based algorithm. The basic idea is that we make use of the R-tree [9] based
spatial join [4] to find the δ-neighborhood for location candidates.

Suppose that spatial attributes of the location set L and the object set O are
indexed by the R-trees RL and RO respectively. The locations in L are joined
with the objects in O based on the two R-trees: an entry eL from RL are joined
with a set of overlapped entries from RO. These relevant entries are defined as
eL’s join list. We use eL.JL to denote eL’s join list. Intuitively, we avoid to find
the joint list from the whole object data set, and make use of the spatial join to
obtain the joint list only from relevant object R-tree entries. Thus the IO cost
of operations on the object set O is significantly reduced.

To further reduce the overhead of influence and cost computations for irrele-
vant location candidates, we derive the influence bound and the cost bound for
all locations in a given location R-tree entry eL. The two bounds are used in the
join algorithm to prune irrelevant RL and RO nodes.

Influence Bound. We introduce the δ-Minkow-ski region [2] to derive the
influence bound. Given a distance threshold δ, a location entry eL’s δ-Minkow-ski
region, denoted by Ξ(eL, δ), is the set of all locations whose minimum distance
from eL is within threshold δ. Formally, we define

Ξ(eL, δ) = {t ∈ R2 | distmin(t, eL) ≤ δ} (2)

We are interested in those objects from O that fall into Region Ξ(eL, δ). Ac-
cordingly, we define eL’s δ-Minkowski region with respect to O as follows.

ΞO(eL, δ) = {o ∈ O | o.loc ∈ Ξ(eL, δ)} (3)

Given a spatial object set O and a distance threshold δ, we define the influence
bound of eL, termed as BIO,δ(eL), to be the number of objects in ΞO(eL, δ).

BIO,δ(eL) = |ΞO(eL, δ)| (4)

If e′L is a descent entry of eL, we have ΞO(e
′
L, δ) ⊆ ΞO(eL, δ). Therefore, we

have the following lemma that guarantees the correctness of the influence bound.

Lemma 1. Given a spatial object set O, a distance threshold δ, and a location
entry eL, any location l’s influence cannot be larger than eL’s influence bound,
i.e. |Nδ(l, O)| ≤ BIO,δ(eL).

Proof. The lemma is proved by the fact that ∀l ∈ eL, Nδ(l, O) ⊆ ΞO(eL, δ).

Cost Bound. Given a spatial object set O and a distance threshold δ, we term
the cost bound of eL as BCO,δ(eL). Intuitively, BCO,δ(eL) can be the cost to
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dominate the most disadvantaged quality vector among all that are associated
to locations in eL. Since we assume large values are preferred in the dominance
comparison, the most disadvantaged quality vector is the one that has the min-
imum value on all attributes. Then, that (virtual) quality vector is defined as
mdq(ΞO(eL, δ)) where mdq.di = min{p.di | p ∈ πP (ΞO(eL, δ))}.

Given a quality cost function fcost, we define the cost bound BCO,δ(eL) as
the cost to dominate this most disadvantaged quality vector.

BCO,δ(eL) = fcost(mdq(ΞO(eL, δ))) (5)

The correctness of this cost bound is guaranteed by the following lemma.

Lemma 2. Given a spatial object set O, a distance threshold δ, and an location
entry eL, eL’s cost bound is larger than or equal to that of its any descent entry
e′L, i.e. BCO,δ(e

′
L) ≥ BCO,δ(eL).

Proof. Suppose the most disadvantaged quality vectors in ΞO(eL, δ) and
ΞO(e

′
L, δ) are mdq and mdq′ respectively. We have mdq.di = min{p.di | p ∈

πP (ΞO(eL, δ))} and mdq′.di = min{p.di | p ∈ πP (ΞO(e
′
L, δ))}. Since e′L ⊆ eL,

we have ΞO(e
′
L, δ) ⊆ ΞO(eL, δ). Therefore, we have mdq′.di ≥ mdq.di. Due

to the monotonicity of the quality cost function fcost, we have fcost(mdq
′) ≥

fcost(mdq), i.e., BCO,δ(e
′
L) ≥ BCO,δ(eL).

As a remark, the cost of a location in the entry eL satisfies C(πP (Nδ(l, O))) =
fcost(D(πP (Nδ(l, O)))) ≥ BCO,δ(eL).

The Join Algorithm. We propose the join algorithm in Algorithm 3 and
Algorithm 4. To make use of the influence bound, we index the object set O with
an aggregate R-tree RO in which each non-leaf node entry e has an additional
filed e.count. Here e.count is the total number of all spatial objects in e. Similarly,
to make use of the cost bound, each non-leaf node entry e in RO has another
additional filed e.ψ, which is a quality vector defined as follows.

e.ψ.di = min{o.p.di | o ∈ e} (6)

Thus, we extend each non-leaf node entry e in object R-tree RO with two extra
fields e.count and e.ψ. Since the calculation of the two bounds is in the course of
the spatial join, no additional IO costs on RO and RL are introduced. Accessing
all location entries in RL is prioritized by a min-heap. A location entry eL is
pushed to the heap with a key which equals to BCO,δ(eL) −

∑
e∈eL.JL e.count,

i.e. the difference between the influence and cost bound. When the value of two
keys are the same, we randomly select one entry as the lower value key. The min-
heap ensures that irrelevant R-tree nodes will not be visited before its dominance
skyline point is generated.

As a remark, our algorithm follows the spirit of the well-established Branch-
and-Bound Skyline (BBS) algorithm [15] that prioritizes R-tree node access to
ensure that skyline points are always generated before their dominating R-tree
nodes are visited. The difference is that we integrate the branch-and-bound to
the spatial join algorithm such that the θ-neighborhood of a location can be
efficiently found.
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Algorithm 3. Join Together(Spatial object set O’s combined R-tree RO, lo-
cation set L’s R-tree RL, distance threshold δ)

1: S ← ∅
2: initialize a min-heap H
3: eroot ← RL.root; eroot.JL ← {RO .root}
4: enheap(H, 〈eroot, eroot.JL, 0, 0, 0〉)
5: while H is not empty do
6: 〈eL, eL.JL, count, cost, v〉 ← deheap(H)
7: if ∃tp ∈ S s.t. tp ≺ (∗, count, cost) then
8: continue
9: if eL is a leaf entry then
10: l ← the location pointed by eL
11: influence ← count
12: candidate ← (l, influence, cost)
13: add candidate to S
14: else
15: read the child node CNL pointed to by eL
16: for each entry ei in CNL do
17: count ← 0; ei.JL ← ∅
18: for each ej in eL.JL do
19: if Ξ(ei, δ) contains ej then
20: add ej to ei.JL; count ← count + ej .count
21: else
22: read the child node CNO pointed to by ej
23: Minkowski(ei, δ, CNO , ei.JL, count)

24: for each entry e ∈ ei.JL do
25: p[i] ← min(p[i], e.ψ[i])

26: cost ← fcost(p)
27: if ∃tp ∈ S s.t. tp ≺ (∗, count, cost) then
28: continue
29: else
30: enheap(H, 〈ei, ei.JL, count, cost, cost− count〉)
31: return S

Algorithm 4. Minkowski(R-tree RL’s entry eL, distance threshold δ, aggre-
gate R-tree RO’s node CNO, aggregate R-tree RO’s entry list JL, count v)

1: for each child entry e in CNO do
2: if Ξ(eL, δ) contains e then
3: add e to JL; v ← v + e.count
4: else
5: read the child node CNP pointed to by e
6: Minkowski(eL, δ, CNP , JL, v)

4 Analysis

In this section, we first prove the correctness of the proposed algorithm. Then,
we provide IO cost analysis for our algorithm.
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4.1 Correctness of the Algorithm

The proof of the correctness is similar to that proposed in [15]. We use Bi and Bc

to denote the influence and cost bound respectively. The difference is that our
algorithm visits entries of the location R-tree RL in ascending order based on
the distance between 〈Bi, Bc〉 and 〈∞, 0〉 on the influence-cost formed coordinate
plane. It is straightforward to prove that our algorithm never prunes a location
entry of RL which contains skyline points.

4.2 IO Cost Analysis

To quantify the IO cost of the proposed algorithm, we extend the concept of
Skyline Search Region (SSR) proposed by [15]. In this paper, the SSR is the
area defined by the skyline points and the two axes of influence and cost. For
example, the SSR area is shaded in Figure 1(b). Our algorithm must access all
the nodes whose 〈Bi, Bc〉 falls into the SSR. In other word, if a node does not
contain any skyline points but its 〈Bi, Bc〉 falls into SSR, it will also be visited
if it has not been pruned.

Lemma 3. If the influence and cost bound of an object entry e does not intersect
the SSR, then there is a skyline point p whose distance to 〈∞, 0〉 is smaller than
the distance between e and 〈∞, 0〉.

Proof. Since the influence and cost bounds of the object R-tree entry dominate
that of all its child node, p dominates all the leaf nodes covered by e.

Theorem 1. An entry of the location R-tree will be pruned if its influence and
cost bounds 〈Bi, Bc〉 fall into the SSR.

Proof. We prove it based on Lemma 3 and the fact that we visit RL in the
order of Bi − Bc. Based on the min-heap structure, if there is a skyline point
that dominates the entry bounded by 〈Bi, Bc〉, the skyline point will be visited
earlier than that entry. Thus the entry will be pruned when it is popped up from
the heap.

Next, we derive IO cost of the Join Together algorithm based on the cost
model proposed in [29]. Let PL(i) be the probability that a level i node’s 〈Bi, Bc〉
is contained by the SSR. The number of node accesses at the ith level of the
location R-tree RL equals:

NAL(i) =
NL

f i+1
L

· PL(i) (7)

where NL is the cardinality of the location candidate data set L and fL is the
node fan-out of RL. Let PL(α, β, i) be the probability that 〈Bi, Bc〉 of a level
i node of RL is contained by the rectangle with the corner points 〈∞, 0〉 and
〈α, β〉. The density of the influence and cost equals:

DL(α, β, i) =
∂2P (α, β, i)

∂α∂β
(8)
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Then we have

PL(i) =

∫ ∫
〈x,y〉∈SSR

DL(x, y, i)dxdy (9)

where x and y is the influence and cost bounds of RL entries respectively. Thus
we obtain the IO cost of location R-tree:

NAL =

hL−1∑
i=1

NAL(i) (10)

where hL is the height of the location R-tree RL.

Lemma 4. To get the join list of an entry in RL, we only expand the join list
of its parent.

Proof. The lemma is proved by the fact that the join list of a entry is computed
based on its parent’s join list from the heap.

Let PO(j) be the probability that a level j node from RO intersects with un-
pruned entries from RL, we have

NAO(j) =
NO

f j+1
O

· PO(j) · fL (11)

where NO is the cardinality of the object data set O and fO is the node fan-out
of RO, and we have

PO(i) =

∫ ∫
〈x,y〉∈Lunpruned

DL(x, y, i)dxdy (12)

where 〈x, y〉 ∈ Lunpruned denotes the location of a level j node intersects with
an unpruned RL node. Thus we obtain the IO cost of the object R-tree RO:

NAO =

hO−1∑
j=1

NAO(j) (13)

where hO is the height of the location R-tree RO.
Finally, the number of node accesses of both RL and RO equals

NA = NAL +NAO (14)

5 Experimental Studies

5.1 Settings

We use both real and synthetic data sets in our experiments. The real world
US hotel (USH) data set consists of 30,918 hotel records with the schema
(longitude, latitude, review, stars, price). For all hotel records, their
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locations (longitude and latitude) are normalized to the domain [0, 10000] ×
[0, 10000], and their quality attributes are normalized to the domain [0, 1]3. We
perform value conversions on quality attributes to make smaller values prefer-
able. We randomly extract 918 hotels from USH and use their locations as the
location set L. The remaining 3000 hotels form the object set O.

We also generate an object set with three independent quality attributes,
and another object set with three anti-correlated quality attributes. All qual-
ity attribute values are normalized to the range [0, 1]. Both object sets con-
tain 100,000 objects whose locations are randomly assigned within the space
[0, 10000] × [0, 10000]. As larger quality attribute values are preferred in our
setting, we employ a cost function f c

cost(q) =
∑c

i=1 q.di in all experiments.
We set the page size to 4 KB when building the R-trees. All trees have node

capacities between 83 and 169. All algorithms are implemented in Java and run
on a Windows platform with Intel Core 2 CPU (2.54GHz) and 2.0 GB memory.

5.2 Performance of Location Selection Algorithms

We report an experimental evaluation of skyline location selection algorithms,
namely Loop (Algorithm 1) and Join Together (Algorithm 3). To study the effect
of each bound separately, we add Join Influence and Join Cost which use either
the influence or the cost bound only.

In the Join Influence algorithm, each non-leaf Object R-tree entry e has an
extra filed e.count that is the total number of all spatial objects in e. Accessing
all location entries in RL is prioritized by a max-heap with a key which equals
to the influence bound

∑
e∈eL.JL e.count. Similarly, in the Join Cost algorithm,

an extra filed e.ψ is added to the object R-tree entry e. Here e.ψ is defined as
e.ψ.di = min{o.p.di | o ∈ e}. eL is pushed to a min-heap with a key which equals
to the cost bound BCO,δ(eL).

The Impact of the Number of Query Locations: In order to study the
impact of the number of query locations, we vary the number of query locations
in L. All locations in each L are generated at random with the spatial domain
[0, 10000]× [0, 10000]. We set the distance threshold δ to 800.

Figure 2 and Figure 3 show the results of the loop and the join algorithms,
respectively. The join algorithms are significantly more efficient than the loop
algorithm under each setting in the experiments. Because the join algorithms
leverage the R-tree based spatial join to prune many irrelevant nodes. Figure 2
and Figure 3 indicate that the response time of the skyline location selection in-
creases as the number of locations increases for all the algorithms. Figure 3 indi-
cates that the Join Together performs better than Join Influence and Join Cost.
This is because that Join Together makes use of both bounds to prune more
irrelevant nodes.

The Impact of the Distance Threshold δ: Next, we evaluate the impact of
distance threshold δ for all the join algorithms. We use 3000 locations on both
real and synthetic data sets. We vary δ using 80, 400, 800, 2000 and 5000.
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Fig. 2. The Loop Algorithm Performance (δ= 800)
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Fig. 3. The Join Algorithm Performance (δ= 800)

The results shown in Figure 4 indicate that the response time of skyline lo-
cation selection increases when the distance threshold δ is increased. Because a
larger distance indicates that more spatial objects will be involved in the spatial
join and subsequent checks.

The Impact of the Query Location Coverage Area: Finally, we evaluate
the impact of the query location coverage area, i.e., the region of all query
locations in L. We set the number of query locations to 3000, and the distance
threshold δ to 800. We first use a set of small query location coverage areas that
varies from 0.4% to 8.0% of the entire space of interest. The result is shown in
Figure 5(a). The Join Cost outperforms the other two algorithms when all query
locations are distributed in a very small part of the entire space. It indicates
that the cost bound is more effective than the influence bound when all query
locations are very close. When locations are close, their Minkowski regions tend
to overlap intensively, which weakens the influence bound based pruning that
counts on the number of objects in Minkowski regions.

We also use a set of large query location coverage areas that vary from 8%
to 50% of the entire space. The result is shown in Figure 5(b). We see that the
Join Together outperforms the other two algorithms. When the query locations
cover a larger area, there is less overlap among their Minkowski regions. Then,
the influence bound become more effective. Therefore, the combination of both
bounds performs the best among all algorithms.

Summary: The experimental results show that our proposed spatial join algo-
rithms outperforms the baseline method in the skyline location selection. The
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Fig. 4. The Effect of δ (3000 query locations)
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Fig. 5. The Query Area, 3000 locations, δ= 800

combined optimization with the influence and the cost bounds achieves the best
performance in most cases in our experiments.

6 Related Work

Spatial Location Selection. A nearest neighbor (NN) query returns the loca-
tions that are closest to a given location. A NN query can be efficiently processed
via an R-tree on the location data set, in either a depth-first search [17] or a
best-first search [10]. In contrast, the optimal location selection query in this
paper considers not only the spatial distances but also quality attributes.

So far in the literature, various constraints have been proposed to extend
the nearest neighbor concept to select semantically optimal locations or objects.
Du et al. [7] proposed the optimal-location query which returns a location with
maximum influence. Xia et al. [22] defined a different top-t most influential
spatial sites query, which returns t sites with the largest influences. Within the
same context, Zhang et al. [25] proposed the min-dist optimal-location query.
However, these proposals do not consider quality attributes of spatial objects.

Skyline Queries. Borzonyi et al. [3] defined the skyline query as a database
operator, and gave two skyline algorithms: Block Nested Loop (BNL) and Divide-
and-Conquer (D&C). Chomicki et al. [5] proposed a variant of BNL called the
Sort-Filter-Skyline (SFS) algorithm. Godfrey et al. [8] provided a comprehensive
analysis of these non-index-based algorithms and propose a hybrid method with
improvements. Bartolini et al. [1] proposed a presorting based algorithm that is
able to stop dominance tests early. Zhang et al. [26] proposed a dynamic indexing
tree for skyline points (not for the data set), which helps reduce CPU costs in
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sort-based algorithms [1, 5, 8]. None of the above skyline algorithms require any
indexing of the data set.

Alternative skyline algorithms require specific indexes. Tan et al. [20] proposed
two progressive algorithms: Bitmap and Index. The former represents points by
means of bit vectors, while the latter utilizes data transformation and B+-tree
indexing. Kossmann et al. [6] proposed a Nearest Neighbor (NN) method that
identifies skyline points by recursively invoking R∗-tree based depth-first NN
search over different data portions. Papadias et al. [15] proposed a Branch-
and-Bound Skyline (BBS) method that employs an R-tree on the data set. Lee
et al. [12] proposed ZB-tree to access data points in Z-order in order to com-
pute/update skylines more efficiently. Recently, Liu and Chan [14] improved the
ZB-tree with a nested encoding to further speed up skyline computation. How-
ever, these skyline query algorithms do not address the computation overhead
of influence and cost of location candidates.

In [27], the authors proposed several efficient algorithms to process skyline
view queries in batch to address the recommendation problem. Hu et al. [28]
proposed a deterministic algorithm to address the I/O issue of skyline query.
However, none of these works can be directly applied to solve the optimal location
selection problem proposed in this paper. The Cost Bound has the same principle
as the pseudo documents in IR-tree [16], but we use a spatial join to answer a
skyline location selection query.

7 Conclusion and Future Work

In this paper, we defined a skyline location selection problem to maximize the
influence and minimize the cost. We proposed a spatial join algorithm that can
prune irrelevant R-tree nodes. We also conducted theoretical analysis about the
IO cost of the algorithm. The extensive experiments demonstrated the efficiency
and scalability of the proposed algorithm. As for the future works, we are extend-
ing the skyline location selection algorithm to achieve the low-cost scalability in
a distributed data management framework.
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Abstract. By leveraging the capabilities of modern GPS-equipped mobile de-
vices providing social-networking services, the interest in developing advanced
services that combine location-based services with social networking services is
growing drastically. Based on geo-social networks that couple personal location
information with personal social context information, such services are facilitated
by geo-social queries that extract useful information combining social relation-
ships and current locations of the users. In this paper, we tackle the problem of
geo-social skyline queries, a problem that has not been addressed so far. Given a
set of persons D connected in a social network SN with information about their
current location, a geo-social skyline query reports for a given user U ∈ D and
a given location P (not necessarily the location of the user) the pareto-optimal
set of persons who are close to P and closely connected to U in SN. We measure
the social connectivity between users using the widely adoted, but very expensive
Random Walk with Restart method (RWR) to obtain the social distance between
users in the social network. We propose an efficient solution by showing how the
RWR-distance can be bounded efficiently and effectively in order to identify true
hits and true drops early. Our experimental evaluation shows that our presented
pruning techniques allow to vastly reduce the number of objects for which a more
exact social distance has to be computed, by using our proposed bounds only.

1 Introduction

In real life, we are connected to people. Some of these connections may be stronger
than others. For example, for some individual the strength of a social connection may
monotonically decrease from their partner, family, friends, colleagues, and neighbours
to strangers. Social connections (or their lack of) define social networks that extend
further than just a person’s acquaintances: There are friends of friends, stepmothers
and contractors that stand in an indirect relation to a person; eventually reaching every
person in the network. Such social networks are used, consciously or unconsciously,
by everybody to find amiable people for a plethora of reasons: To find people to join a
common event such as a concert or to have a drink together or to find help, such as a
handyman or an expert in a specific domain. Yet, the person with the strongest social
connection to may not be the proper choice due to non-social aspects. This person
may not be able to help with a specific problem due to lack of expertise, or the person
may simply be too far away to join. For example, in a scenario where your car has
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broken down, you are likely to accept the help of a stranger. When you are travelling,
for example visiting a conference in Bali, the people you are strongly connected to are
likely to be too far away to join you for a drink.

Also, another interesting problem arises when travelling and you need a place to stay
for the night. Assume you do not want to book a hotel but rather sleep at someone’s
home (aka “couchsurfing”). Of course it’s most convenient if you have a strong social
connection to someone close to your destination, but the farther you travel from home,
the less likely this becomes, as most of your acquaintances are usually spatially close
to you [22]. Trying to find the person best suited to accommodate you, you face the fol-
lowing trade-off: Rather stay with someone you have less social connections to but can
provide shelter close to your destination or you accept longer transfer times and choose
to stay with someone more familiar. Since this trade-off depends on personal prefer-
ences, a skyline query is suitable: By performing a skyline query, a user obtains a list of
people, with each person’s attributes being a pareto-optimum between social distance
to the user and spatial distance to their destination. Driven by such applications, there is
a new trend of novel services enabled by geo-social networks coupling social network
functionality with location-based services. A geo-social network is a graph where nodes
represent users with information about their current location and edges correspond to
friendship relations between the users [3]. User locations are typically provided by mod-
ern GPS-equipped mobile devices enabling check-in functionality, i.e. the user is able to
publish his current location by “checking in” at some place, like a restaurant or a shop.
Example applications based on geo-social networks are Foursquare and novel editions
of Facebook and Twitter that adopted the check-in functionality recently.

Extracting useful information out of geo-social networks by means of geo-social
queries taking both the social relationships and the (current) location of users into ac-
count is a new and challenging problem, first appraoches have been introduced recently
[3]. In this paper we tackle the geo-social skyline query problem. This is the first ap-
proach for this problem. Given a set of persons D connected in a social network SN
with information about their current location a geo-social skyline query reports for a
given user U ∈ D and a given location P (not necessarily the location of the user) the
pareto-optimal set of persons who are close to P and closely connected to U in SN.
In particular we present and study initial approaches to compute the geo-social skyline
efficiently which is challenging as we apply the very expensive Random Walk with
Restart distance to measure the social connectivity between users in the social network.
The basic idea of our approach is that for skyline-queries it is not necessary to calculate
exact social distances to all users, which is very expensive. In a nutshell, we efficiently
determine lower and upper distance bounds used to identify the skyline. The bounds are
iteratively refined on demand allowing early termination of the refinement process.

2 Problem Definition

In the following we will define the problem of geo-social skyline query tackled in this
paper. Furthermore, we discuss methods for measuring the social similarity in social
networks which we apply to compute the geo-social skyline.
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2.1 Geo-Social Skyline Query

The problem of answering a geo-social skyline query is formally defined as follows.

Definition 1. Geo-Social Skyline Query (GSSQ)
Let D be a geo-social database, consisting of a set of users U , where each user u ∈ U is
associated with a geo-location u.loc ∈ R2. Let S = (<U>,<L>) be a social network
consisting of a set <U> of vertices corresponding to users, and a set <L> of weighted
links between users. Furthermore, let distgeo : U × U → R be a geo-spatial distance
measure, and let distsoc : U × U → R be a social distance measure. A geo-social
skyline query (GSSQ) returns, for a given geo-location qgeo ∈ R2 and a given user
qsoc ∈ U the set of users u ∈ GSSQ(qgeo, qsoc) ⊆ U , s.t.

u ∈ GSSQ(qgeo, qsoc) ⇔
¬∃u′ ∈ U : distsoc(qsoc, u

′) < distsoc(qsoc, u) ∧ distgeo(qgeo, u
′) < distgeo(qgeo, u)

Informally, a GSSQ returns, for a given geo-location qgeo and a given user qsoc, the set
of users such that for each user u ∈ GSSQ(qgeo, qsoc) there exists no other user u′ ∈ U
such that user u has both a larger spatial distance to qgeo and a larger social distance to
qsoc than user u′.

By design, we exclude the query node from the result set: In the foreseeable appli-
cations including oneself in the result gives no additional information gain, but may
actually prune and therefore exclude other nodes from the result. This design decision
is without loss of generality; depending on application details the query node itself may
be allowed to be a valid result as well.

Yet, we haven’t specified the distance measures involved in the GSSQ. In the fol-
lowing, we discuss the notion of similarity in the two domains in involved in our query
problem, the geo-spatial domain and the social domain and introduce the two similarity
distance measures, the geo-spatial distance and social distance, respectively.

An example of a GSS-query is shown in Figure 1. The social network, the geo-
location of each user and the social distance of each user to Q (numbers in black boxes)
are shown in Figure 1(a). The resulting skyline-space is illustrated in Figure 1(b), with
users G, E, F and D being the result of the query. The semantics of the result in this
example is also very interesting. Ranked by distance we get the following result: userG
is more or less a stranger but has the closest distance, userE is a friend-of-a-friend, user
F is a close friend and userD is the best friend which however has a very large distance.
The result thus gives the userQ free choice in the trade-off between importance of social
and spatial distance.

2.2 Geo-Spatial Similarity

For the geo-spatial distance, instead of using the common Euclidean distance, we de-
cided to use the geodetic distance which is the shortest distance between two points on
Earth along the Earth’s surface (simplified as a sphere). Given that locations are spec-
ified by longitude and latitude coordinates, this distance measure is more adequate, in
particular for long distance measures, than the Euclidean distance and is depending on
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Fig. 1. The geo-social skyline of a geo-social network

the Earth’s radius r (approx. 6371km). The geo-spatial distance is defined as:

distgeo(u
lat
1 , u

long
1 , ulat

2 , u
long
2 ) = r · arccos(sin(ulat

1 ) · sin(ulat
2 ) + cos(ulong

1 − ulong
2 ))

2.3 Social Similarity

There are two main factors that contribute to someone’s importance in a social graph:
There are on the one hand nodes that have a lot of connections (sometimes referred to
as “hubs” or “influencers”) - on Twitter this may be Justin Bieber or Barack Obama. On
the other hand you have nodes that are close to the query node - these people may be
considered important because they are in close relation to the query. Please note that the
first set of nodes is query-independent: Justin Bieber will always have the same amount
of followers regardless of what node you are looking at. So both measures of importance
for the query have to be taken into account. By how much is defined by a personalisation
factor α. α may be determined by empirical studies and may be application-dependant
or even query-dependant and chosen by the user, so we are considering α as variable
and do not suggest or assume any specific value for it, besides it having to be from the
range of [0, 1].

Random Walk with Restart. To measure similarity between nodes, a widely adopted
model is Random Walk with Restart (RWR). It correlates with how close a node A is
to a query node Q by considering not only direct edges or shortest distance (network
distance), but also taking into account the amount of paths that exist between Q and
A. With RWR, a virtual random walker starts at Q and then chooses any outgoing
link by random. The walker will continue to do this, but with every iteration there is
a probability of α of jumping back to the query node (restart). The similarity between



Geo-Social Skyline Queries 81

A and Q then is the probability of the random walker reaching A when starting at Q.
Thus, the walker will visit nodes “close” to Q more likely than others, giving them a
higher similarity. With the walker not being dependant on a single route betweenA and
Q, modification of the nodes and links in the graph in general affects the similarity of all
the other nodes through the addition or removal of possible paths the walker may choose
from. Therefore, precomputing social similarities will become difficult and unpractical:
In popular social networks links and nodes are added constantly, making precomputed
similarities superfluous.

Bookmark Coloring Algorithm. The Bookmark Coloring Algorithm (BCA) intro-
duced by [4] is mathematically equivalent to RWR, but is more tangible and has other
advantages. In a nutshell, it starts by injecting an amount of color into Q. Every node
has the same color retainment coefficient α; i.e. that for every amount of color c the
node receives, it gets to keep α · c, while the rest is forwarded equally spread across
all outgoing links. This is the same α as for RWR. While BCA as well as RWR both
rely on potentially infinite iterations of a power method to get exact results, one can
terminate early to get quite exact approximations of them. But BCA follows more of a
breadth-first-approach, while RWR may be compared to a depth-first one. This results
in BCA giving all the socially close nodes a first visit much faster than RWR. We will
exploit this feature to improve the search for socially close nodes over distant ones. It
terminates when a stopping criterion is met; usually if the distributed color falls below
a certain threshold or a total minimum sum of color is distributed). The algorithm gives
back a vector, containing for every node its similarity to Q.

To derive the required social distance attribute for the skyline, we simply subtract the
similarity, which lies within the bounds of [0, 1], from 1. This fulfils the requirement that
a nodeA with a similarity higher than that of nodeB (and is therefore considered better
than B) gets a smaller distance than B (so that it is still better than B).

3 Related Work

Similarity Measures in Social-Networks: While colloquially speaking of “socially
close” people, it is necessary to define a method of measuring this proximity. For
this purpose, [15] proposed to use Random Walks with Restart ([24]) to measure so-
cial proximity. This metric, which is commonly adapted by the research community
([3,9,25]) to measure social similarity, considers all walks between two users, rather
than using shortest path distance only ([18]), or using direct friendship relations of a
user only [3].

Geo-Social Networks: [3] formulates a framework for geo-social query processing
that builds queries based upon atomic operations. These queries (like Nearest Friends,
Range Friends) focus on a specific user and his direct friends. [1] focusses on proximity
detection of friends while preserving privacy through the fact that the location of a user
is only known to the user himself and his friends, thus also lacking transitivity, where
friends-of-friends are considered as well. [3] gives a comprehensive overview of the
state-of-the-art in geo-social networks and geo-social queries.
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Empirical Analysis: There are studies that examine the data of geo-social networks
empirically: [7] detects that one’s friends have a high probability of living close to each
other, which emphasizes the importance of our introduced skyline queries when going
further away from home. Similar findings have been made for the Foursquare geo-social
network [22].

Skyline Queries: The skyline operator was introduced in [5]. Additionally, the au-
thors propose block-nested-loop processing and an extended divide-and-conquer ap-
proach to process results for their new method. Since then, skyline processing has at-
tracted considerable attention in the database community. [23] proposes two progressive
methods to improve the original solutions. The first technique employs Bitmaps and is
directed towards data sets being described with low cardinality domains. In other words,
each optimization criterion is described by a small set of discrete attribute values. Other
solutions for this scenario are proposed in [19]. The second technique proposed in [23]
is known as index method and divides the data set into d sorted lists for d optimization
criteria. [16] introduces the nearest-neighbor approach which is based on an R-Tree
[11]. This approach starts with finding the nearest neighbor of the query point which
has to be part of the skyline. Thus, objects being dominated by the nearest neighbor
can be pruned. Afterwards, the algorithm recursively processes the remaining sections
of the data space and proceeds in a similar way. A problem of this approach is that
these remaining sections might overlap and thus, the result has to be kept consistent.
To improve this approach, [20] proposes a branch-and-bound approach (BBS) which is
guaranteed to visit each page of the underlying R-Tree at most once. There exist several
techniques for post-processing the result of skyline queries for the case that the number
of skyline points becomes too large to be manually explored (i.e. [21,17]). Though we
do not focus on reducing the number of results of our algorithm we can utilize the tech-
niques of the above works in a post-processing step. There has already been some work
considering the application of the skyline operator in a setting including road networks
(i.e. [8,13,14]). The main difference to our setting is that the network distance in terms
of the length of the shortest path is taken into consideration. Rather, in our work we
use the RWR distance to compute the score among the individuals in the network graph
which we will show poses new problems and challenges.

4 Social Distance Approximation

The exact evaluation of the social distance between two users using the RWR distance is
computationally very expensive. Thus we rely on the following lower and upper bounds
for the social similarity in order to boost the efficiency of our approach by avoiding
having to calculate the social similarity to a precision not necessary for skyline queries,
while still maintaining correctness of the results.

4.1 Bounds Derived from Network Distance

Starting from the BCA algorithm, consider the maximum amount of color a node can
get: To give a nodeA as much color as possible, the color has to flow directly fromQ to
A on the shortest path (that is the path with the least hops). With every hop, an α-portion
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of the available color is “lost”, because it gets assigned to the intermediate node. If the
flow is not on the shortest path, at least another hop is added where another α-portion
is lost and cannot contribute to A. Assume the shortest path from Q to A contains l
edges. Then there are l − 1 intermediate nodes plus one start node (Q), each of which
gets its α-portion. The maximum amount of color that then can reach A in the best case
is (1 − α)l. This is an upper bound and can be computed for every node before even
starting the BCA. The bound gets lower and “better”, if either A has a larger distance
to Q or α is large (high personalization).

In practice, calculating the network distance at query time (online phase) is not suit-
able. Dijkstra’s algorithm for example gets expensive for a large network with many
nodes. Therefore, we suggest to introduce a preprocessing step that supports approxi-
mating the network distance optimistically. We use graph embedding [10], where the
distance from any node to a small set of reference nodes RN is precomputed and then
stored in a lookup-table. At query-time, we can then easily derive a conservative as
well as an optimistic approximation for the network distance. Let o be the optimistic
approximation (that is o ≤ actual network distance l). Then

(1 − α)o ≥ (1 − α)l ≥ BCA(Q)A

where BCA(Q)A is the actual amount of color node A gets assigned. Therefore, the
approximation derived from precomputed graph embedding provides an upper bound
as well.

4.2 Bounds Derived from BCA

In general, it is possible that a node does not receive any color at all, so its generic lower
bound is 0. But if the node has already received some color, there is no way of it ever
losing this amount of assigned color - so once assigned color can be interpreted as an
ever-improving lower bound. Building upon this, another upper bound can be derived
from this lower bound: The maximum amount of color this node can get is the color it
already has plus the total remaining unassigned color in the BCA-queue.

5 Algorithm

In the following, we propose three algorithms to compute the Geo-Social Skyline:
First we provide a straightforward solution which is simple but not practicable for large
datasets. Then, we propose a baseline solution which utilizes the bounds proposed in
Section 4 and an advanced solution which uses additional pruning criteria to further
improve its performance.

5.1 Naive Algorithm

Assuming no index structure, neither for the social nor for the spatial dataset, a naive al-
gorithm for computing the Geo-Social Skyline is shown in Algorithm 1. This approach
computes spatial distances and social distances of all users in Line 4 and Line 5 respec-
tively. Computation of social distance requires to call the complete Bookmark Coloring
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Algorithm 1. Naive Geo-Social Skyline Computation
Require: SN, qgeo, qsoc, α
1. bca = PerformCompleteBCA(SN, qsoc, α)
2. for each n ∈ SN do
3. if nsoc 	= qsoc then
4. n.spatialDistance = distance(ngeo, qgeo)
5. n.socialDistance = 1− bcan.id

6. end if
7. end for
8. compute skyline using a scan based skyline algorithm
9. return skyline

Algorithm in Line 1, which is the main bottleneck of this approach. Given spatial and
social distances, we represent each user by a two-dimensional vector and apply tradi-
tional approaches to compute two-dimensional skylines in Line 8. This naive algorithm
however is very ineffiecient and not practicable in a setting with large datasets. The main
problem here is that the runtime complexity of BCA has shown to be O(n3). Thus the
following algorithm makes use of the social distance bounds proposed in Section 4 in
order to avoid the complete run of BCA.

5.2 Baseline Algorithm

The baseline algorithm assumes a simple index structure such as a sorted list, a min-
heap or a B-Tree to access users in ascending order to their spatial distance to the
query location qgeo. This algorithm starts by computing spatial distance and initializing
distance bounds in Lines 3-10. In Line 8, the lower bound is initialized by network
distance bounds described in Section 4.1. The upper bound is initiliazed with the trivial
upper bound of 1. Then, nodes are accessed in increasing order of the distance to qgeo
in Line 12. When a new node c is accessed, a check is performed in Line 14 to see if
c’s lower bound social distance is already higher than the upper bound social of the last
object that has been returned as a skyline result. In this case, c can be pruned, as we can
guarantee that the previous result node previous has a lower social distance than c and
due to accessing nodes ordered by their spatial distance, we can guarantee that previous
must also have a lower spatial distance. Another check is performed in Line 16, for the
case where c can be returned as a true hit, by assessing that c must have a lower social
distance than previous. If neither of these two checks allows to make any decision, Line
19 calls Algorithm 3 to perform an additional iteration of the BCA algorithm to further
refine all current social bounds, until c can either be pruned or returned as a true hit.
The main idea of this algorithm is to minimize expensive iterations of the BCA. This
is achieved by first considering the spatial dimension. Furthermore, BCA iterations are
required only in cases where absolutely necessary. For this reason, the social distance
of results may still be an approximation. Nevertheless, this algorithm can guarantee to
return the correct skyline.

Note that in the worst case, where every node is contained in the skyline, this ap-
proach yields no performance gain compared to the trivial solution. A major disadvan-
tage of this approach is its space consumption and the linear scan over the database
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Algorithm 2. Geo-Social Skyline Baseline
Require: qgeo, qsoc, α, SN, RN
1. assigned = [], incoming = [], total = 0, results = ∅
2. queue = ∅ // min-heap sorted ascending by distgeo

3. for n ∈ SN do
4. incoming[n.id] = 0, assigned[n.id] = 0
5. if n 	= qsoc then
6. n.spatialDistance = distgeo(n.point, qgeo)
7. l = maxRi∈RN(|networkDist(qsoc,Ri)− networkDist(n,Ri)|)

// those network distances come from graph embedding
8. n.socialDist.lower = 1− (1− α)l, n.socialDist.upper = 1, queue.add(n)
9. end if

10. end for
11. incoming[qsoc.id] = 1, previous = queue.popMin(), results.add(previous)
12. while queue.size > 0 do
13. candidate = queue.popMin()
14. if previous.socialDist.upper < candidate.socialDist.lower then
15. prune(candidate)
16. else if candidate.socialDist.upper < previous.socialDist.lower then
17. results.add(candidate), previous = candidate
18. else
19. IncrementalBCA(α, ε, incoming, assigned, total) // see Algorithm 3
20. queue.add(candidate) // re-insert
21. end if
22. end while
23. return results

to materialize every single node, for which the spatial distances are calculated and the
sorting takes place. This means that basically the entire graph has to be loaded into
memory for processing. The following algorithm alleviates this problem.

5.3 Improved Algorithm

Our improved algorithm still iterates over nodes from closest to farthest spatially, but
avoids having to store the whole graph in memory. Therefore, we use a spatial index
structure such as an R-Tree, which supports efficient incremental nearest neighbour
algorithms [12] to access nodes sorted by increases distance to the query location qgeo.
This approach allows to avoid loading spatial locations of nodes into the memory if we
can terminate the algorithm early by identifying a time when we can guarantee that all
skyline points have been found.

For this purpose, the improved algorithm uses the bounds presented in Section 4.2
by considering the maximum amount of color these nodes can get in future iterations
of the BCA. These bounds essentially allow to assess an upper bound of completely
unseen, i.e., not yet accessed nodes. Given these bounds, and exploiting that unseen
nodes must have a higher spatial distance than all accessed nodes due to accessing
nodes in ascending order of their spatial distance, we terminate the algorithm early in
Line 3 if the following conditions are met:
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Algorithm 3. IncrementalBCA
Require: α, ε, incoming, assigned, total
1. color = max(incoming[]), k = incoming.indexOf(color)
2. incoming[k] = 0, assigned[k] = assigned[k] + α · color
3. total = total + α · color
4. for each l ∈ k.getLinks() do
5. incoming[l] = incoming[l] + (1− α) · color/k.getLinks().size
6. end for
7. k.suggestLB(total − assigned[k]), k.suggestUB(1− assigned[k])
8. if k.UB − k.LB < ε then
9. k.LB = k.UB = (k.LB + k.UB)/2

10. end if

– The set of candidates contains no entries anymore (i.e. all candidates either became
results or were pruned) and

– all unseen nodes can be pruned, thus there is no possibility an unseen node can be
contained in the skyline.

6 Experiments

For our experiments, we evaluated our solutions on a geo-social network taken from
the Gowalla dataset1. It consists of a social network having 196,591 nodes and 950,327
undirected edges, leaving every node on average with approximately ten links. Further-
more, the dataset contains 6,442,890 check-ins of users. Each user is assigned their
latest (most recent) check-in location as geo-spatial location. Users having no check-in
at all are matched to a special location that has a geo-distance of infinity to any other
place. For all geo-social skyline queries performed in this experimental evaluation, if
not mentioned otherwise, the spatial query components qgeo are obtained by uniformly
sampling (latitude, longitute) pairs in the range ([−90, 90], [−180, 180]). The social
query components qsoc are obtained by uniformly sampling nodes of the social network.

When compared to trending social networks like Facebook or Foursquare, the exam-
ple dataset is rather small when compared in network size. Unfortunately, data of larger
networks is not publicly available. We decided not to run experiments on synthetic data,
because the artificial generation of spatial and social data may introduce a bias into the
experiments, when correlations between spatial and social distances are different in real
and synthetic data. Although there exist indiviual data generators for social-only net-
works (e.g. [2]) and spatial networks ([6]), the naive combination of both generators is
not feasible here.

In Figure 2 we compare all proposed algorithms with a varying value of α. The
improved algorithm allows further optional domination checks in lines 12 and 13, which
were not done for the prune unseen data row. Only the check in Line 12 is done in prune
candidate with hit, while both checks are done in the prune candidates with candidates
rows. For the latter, the frequency of the check in Line 13 is varied for every 1,000
respectively 10,000 iterations.

1 http://snap.stanford.edu/data/loc-gowalla.html

http://snap.stanford.edu/data/loc-gowalla.html
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Algorithm 4. Geo-Social Skyline Improved
Require: qgeo, qsoc, α, SN, RN
1. assigned = [], incoming = [], total = 0, results = ∅, prunedUnseen = false
2. previous = getNearestNeighbour(qgeo), results.add(previous), i = 2, incoming[qsoc.id] = 1
3. while i < |SN.Nodes| and not prunedUnseen do
4. candidate = getNthNearestNeighbour(qgeo, i) // get ith nearest neighbour of qgeo

5. i++
6. if not candidate.isPruned then
7. while [candidate.LB, candidate.UB] ∩ [previous.LB, previous.UB] 	= ∅ do
8. IncrementalBCA(α, ε, incoming, assigned, total) // see Algorithm 3
9. end while

10. if not previous.dominates(candidate) then
11. results.add(candidate)
12. // optional: check if candidate dominates other candidates (remove them)
13. // optional: check if elements in candidates dominate each other (remove them)
14. previous = candidate, prunedUnseen = (candidate.UB < total)
15. else
16. prune(candidate)
17. end if
18. end if
19. end while
20. return results

The experiments show that both optional checks in Algorithm 4 do not result in
better runtimes with our datasets, even when only performed at greater intervals (that
is not after every single iteration of BCA). On the other hand, checking whether all
unseen nodes can be pruned results in an actual performance increase compared with
the baseline algorithm. As a result of this experiment, all following experiments will
use the prune unseen setting, as this algorithm shows the best runtime performance for
almost any α ∈ [0, 1].

6.1 Skyline Results

For varying α, we experience a rapid drop in runtime for a larger α as seen in Figure
3(a). This can be attributed to the fact that a larger value of α allows the BCA to termi-
nate faster, as in each iteration more color is distributed over the social network, thus
yielding tighter bounds in each iteration. This result implies that, since α represents the
personalization factor of the query, highly personalized queries can be performed much
faster than unpersonalized ones. This is evident, since unpersonalized queries represent
an overview of the entire network, thus requiring a deeper and more complete scan of
the graph. Choosing an α-value of zero will cause the BCA not terminating, because
no color gets assigned. An α-value approaching zero causes the BCA to approach the
stationary distribution of the social network, which is completely independent of the
social query node qsoc. A value of α approaching one will give all the colour to the qsoc,
thus returing qsoc himself as his only match. Furthermore, it can be observed in Figure
3(b) that despite a fairly large social network, the number of results in the Geo-Social
Skylines become quite small. We ran several queries for different α-values and in our
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Fig. 2. Runtime Evaluation

(a) Runtime (b) Skyline Size

Fig. 3. Evaluation of α

experiments the number of elements in the skyline remained low - we never encoun-
tered a skyline containing more than approximately 30 elements. This shows that the
spatial-social skyline returns useful result sets for real-world applications by reducing
a large network of approximately 200k nodes down to a feasible number of elements.

(a) Runtime (b) Skyline Size

Fig. 4. Evaluation of the population density of qgeo

6.2 Varying the Spatial Query Point

Considering the motivational example of querying the graph when going on vacation, it
becomes interesting to query areas considered “dense” and “sparse” populated places.
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In our setting, we considered regions to be dense where a lot of social nodes are located
at. In the Gowalla data set, the city of Los Angeles is such a dense place, as the user base
of this geo-social network was mainly U.S.-based. In contrast a place in the southern
Indian Ocean is chosen as a sparse region. This region is located approximately on
the opposite of the U.S. on the Earth, so this region maximizes the spatial distance of
the majority of the user base. In the following experiment, we performed pairs of geo-
social skyline queries, such that each pair had an identical social query user qsoc, but the
spatial location qgeo differes by being either in Los Angeles and in the Indian Ocean.
While we only observed a slight performance gain when querying dense locations (cf.
Figure 4(a)), it is interesting to see in Figure 4(b) that querying a sparse place results
in a larger skyline. The reason is that users in the U.S. have a higher average number
of social links in this data set than users outside of the U.S., since most active users of
this geo-social network origin from the U.S. It is more likely for a random user to have
a socially close person coming from the vicinity of Los Angeles, therefore having both
a small social and a small geographic distance from a query issued in Los Angeles, and
thus pruning most of the database.

(a) Runtime (b) Skyline Size

Fig. 5. Evaluation of the distance between the user and qgeo

In another set of experiments we evaluate the effect of the spatial distance between
a user that performs a geo-social skyline query and the spatial query location qgeo.
Therefore, we performed pairs of geo-social skyline queries, such that each pair had
an identical social query user qsoc, but the spatial location qgeo differed by either being
identical to the user’s location, and by being located in the Indian Ocean. The result
depicted in Figure 5(b) shows that the skyline for the home-based query only contains
roughly half as many elements as the distant one also yielding a lower runtime (cf.
Figure 5(a)). The reason is that in geo-social networks, the spatial distance between
users is known to be positively correlated with their social distance [22]. Thus, it is
likely to have a socially close person in your immediate vicinity - and in the case where a
user’s location equals the query point qgeo, this person dominates most other individuals.
At the same time, the other extreme case where qgeo is located at the other end of the
world, leads to a negative correlation between social distance and distance to qgeo thus
yielding a larger number of skyline results.
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(a) Runtime (b) Skyline Size

Fig. 6. Evaluation of the number of friends of qsoc

6.3 Varying the Number of Friends of qsoc

Next, we evaluated in impact of the degree of qsoc, i.e., the number of direct friends of
the query user, as we expect that social stars may produce skylines shaped differently
than users having a few friends only. The experimental results depicted in Figure 6 show
that, while making almost no difference in terms of run-time, we can observe, for small
values of α, a slight trend towards larger skylines for nodes having a low degree. For
large values of α, this effect reverses.

7 Conclusions

In this work, we have defined the problem of answering Geo-Social Skyline Queries,
a useful new type of query that allows to find, for a specified query user and a speci-
fied spatial query location, a set of other users that are both socially close to the query
user and spatially close to the query location. To answer such queries, we followed
the state-of-the-art approach of measuring social distance using Random-Walk-with-
Restart-distance (RWR-distance), which is more meaningful than simple social dis-
tance measures such as the binary isFriend-distance and the shortest-path distance. Due
to the computational complexity of computing RWR-distances, we have presented ef-
ficient techniques to obtain conservative bounds of RWR-distances which can be used
to quickly prune the search space, thus alleviating computational cost significantly as
shown by our experimental studies.

As a future step, we want to exploit information given by check-in data provided by
users, rather than using their current spatial position only. Such check-in data allows to
automatically return for a given a user, who is going to visit a location such as the island
of Bali, friends that have recently visited Bali. These friends can be recommended to
the user as experts that may help the user to, for example, find good places to visit.
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Abstract. Reverse nearest neighbor (RNN) queries in spatial and spatio-temporal
databases have received significant attention in the database research community
over the last decade. A reverse nearest neighbor (RNN) query finds the objects
having a given query object as its nearest neighbor. RNN queries find applications
in data mining, marketing analysis, and decision making. Most previous research
on RNN queries over trajectory databases assume that the data are certain. In
realistic scenarios, however, trajectories are inherently uncertain due to measure-
ment errors or time-discretized sampling. In this paper, we study RNN queries in
databases of uncertain trajectories. We propose two types of RNN queries based
on a well established model for uncertain spatial temporal data based on stochas-
tic processes, namely the Markov model. To the best of our knowledge our work
is the first to consider RNN queries on uncertain trajectory databases in accor-
dance with the possible worlds semantics. We include an extensive experimental
evaluation on both real and synthetic data sets to verify our theoretical results.

1 Introduction

The widespread use of smartphones and other mobile or stationary devices equipped
with RFID, GPS and related sensing capabilities made the collection and analysis of
spatio-temporal data at a very large scale possible. A wide range of applications benefit
from analyzing such data, such as environmental monitoring, weather forecasting, res-
cue management, Geographic Information Systems, and traffic monitoring. In the past,
however, research focused mostly on certain trajectory data, assuming that the position
of a moving object is known precisely at each point in time without any uncertainty.
In reality, though, due to physical limitations of sensing devices, discretization errors,
and missing measurements, trajectory data have different degrees of uncertainty: GPS
and RFID measurements introduce uncertainty in the position of an object. Further-
more, as RFID sensors are usually set up at a certain position, an RFID-based location
tracker will only be activated if an object passes near its sensor. Between two consec-
utive sensor measurements the position of the object remains unknown. This problem
of incomplete observations in time is a general problem of trajectory databases, and
does not only appear in RFID applications, but also in well-known GPS datasets pub-
lished for research purposes such as T-Drive [28] and GeoLife [29]. As a consequence,
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it is important to find solutions for deducting the unknown and therefore uncertain po-
sitions of objects in-between discrete (certain) observations. The most straightforward
solution for deducting a position between consecutive measurements would be linear
interpolation. However, linear interpolation can cause impossible trajectories, such as
a bike driving through a lake. Other solutions such as computing the shortest path be-
tween consecutive locations produce valid results, but do not provide probabilities for
quantifying the quality of the result.

In this paper, we consider a historical database D of uncertain moving object trajec-
tories. Each of the stored uncertain trajectories consists of a set of observations given
at a some (but not all) timesteps in the past. An intuitive way to model such data is
by describing it as a time-dependent random variable, i.e., a stochastic process. In this
research, we model uncertain objects by a first-order Markov chain. It has been shown
recently that even a first-order Markov chain, if augmented with additional observa-
tions, can lead to quite accurate results [12]. We address the problem of performing
Reverse Nearest Neighbor (RNN) queries on such data. Given a query q, a reverse near-
est neighbor query returns the objects in the database having q as one of its nearest
neighbors. This query has been extensively studied on certain data [9,15,17]. Recent
research has focused on RNN queries in uncertain spatial [3,10] data. Xu et al were the
first to address RNN queries on uncertain spatio-temporal data under the Markov model
and showed how to answer an “interval reverse nearest neighbor query” [24]. This kind
of query has many applications, for example in collaboration recommendation appli-
cations. However, as we will see later, the solution presented in [24] does not consider
possible worlds semantics (PWS). In this work we fill this research gap by proposing
algorithms to answer reverse nearest neighbour queries according to PWS.

The contributions of this work can be summarized as follows:

– We introduce two query definitions for the reverse nearest neighbor problem on
uncertain trajectory data, the P∃RNNQ(q,D, T, τ) and P∀RNNQ(q,D, T, τ)
query. The queries are consistent with existing definitions of nearest neighbor and
window queries on this data.

– We demonstrate solutions to answer the queries we defined efficiently and, most
importantly, according to possible worlds semantics.

– We provide an extensive experimental evaluation of the proposed methods both on
synthetic and real world datasets.

This paper is organized as follows: In Section 2 we review related work on RNN
queries and uncertain spatio-temporal data modeling. Section 3 provides a formal prob-
lem definition. Section 4 introduces algorithms for the queries proposed in Section 3.
An extensive experimental evaluation follows in Section 5. Section 6 concludes this
paper.

2 Related Work

Probabilistic Reverse-Nearest Neighbour Queries. Reverse (k)-Nearest Neighbor
queries, initially proposed by Korn et al. [9] on certain data have been studied exten-
sively in the past [15,25,17,1,19]. Many of the early solutions for RkNN queries rely
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on costly precomputations [9,25,1] and augment index structures such as R-trees or
M-trees by additional information in order to speed up query evaluation. Follow-up
techniques, such as TPL [17], aim at avoiding costly preprocessing at the cost of a more
expensive query evaluation stage; moreover, they do not depend on specialized index
structures. Recently, probabilistic reverse nearest neighbor queries have gained signif-
icant attention [10,3,2]. The solution proposed by Chen et al. [10] aims at processing
PRNN queries on uncertain objects represented by continuous probability density func-
tions (PDFs). In contrast, Cheema et al. [3] provided solutions for the discrete case. In
the context of probabilistic reverse nearest neighbor queries, two challenges have to be
addressed in order to speed up query evaluation. On the one hand, the I/O-cost has to
be minimized; on the other hand, the solution has to be computationally efficient.

Uncertain Spatio-temporal Data. Query processing in trajectory databases has re-
ceived significant interest over the last ten years. (see for example [18,16,26,23,8]).
Initially, trajectories have been assumed to be certain, by employing linear [18] or more
complex [16] types of interpolation to handle missing measurements. Later, a variety
of uncertainty models and query evaluation techniques has been developed for moving
object trajectories (e.g.[11,22,21,7]).

A possible way to approach uncertain data is by providing conservative bounds for
the positions of uncertain objects. These conservative bounds (such as cylinders [22,21]
or beads [20]) approximate trajectories and can answer queries such as “give me all ob-
jects that could have (or definitely have) the query as a nearest neighbor”. However
they cannot provide probabilities conforming to possible worlds semantics. For a de-
tailed analysis of this shortcoming, see [7].

Another class of algorithms employ independent probability density functions (pdf)
at each point of time. This way of modeling the uncertain positions of an object [4,21,11],
can produce wrong results if a query considers more than a single point in time as shown
in [7,12], as temporal dependencies between consecutive object positions in time are ig-
nored. A solution to this problem is modeling uncertain trajectories by stochastic pro-
cesses.

In [13,7,14,24], trajectories are modeled by Markov chains. Although the Markov
chain model is still a model and can therefore only provide an approximate view of the
world, it allows to answer queries according to possible worlds semantics, significantly
increasing the quality of results. Recently, [12] addressed the problem of nearest neigh-
bor queries based on the Markov model. Our work builds upon the results from this
paper.

Regarding reverse nearest-neighbor processing using the Markov model, to the best
of our knowledge, there exists only one work so far which addresses interval reverse
nearest neighbor queries [24]. The approach basically computes for each point of time
in the query interval separately the probability for each object o ∈ D to be the RNN
to the query object. Then for each object o, the number of times where o has the high-
est probability to be RNN is counted. The object with the highest count is returned.
Upon investigation, this approach has certain drawbacks. First, the proposed algorithm
is not in accordance with possible worlds semantics, since successive points of time
are considered independently (a discussion on the outcome of this treatment can be
found in Section 3.2). Second, the paper does not show how to incorporate additional
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observations (besides the first appearance of an object). In this paper, we aim filling
this research gap and solving the two said issues by proposing algorithms following
possible world semantics that allow incorporating observations.

3 Problem Definition

In this paper, following [7,12], we define a spatio-temporal database D as a database
storing triples (oi, time, location), with oi being a unique object identifier, time ∈ T
a point in time and location ∈ S a position in space. Each of these triples describes
a certain observation of object oi at a given time at a given location location, e.g. a
GPS measurement; the location of an object between two consecutive observations is
unknown. Based on this definition an object oi can be seen as a function oi(t) : T → S
that maps each point in time to a location in space; this function is called trajectory.

Following the related literature we assume a discrete time domain T = {0, . . . , n}.
Furthermore, we assume a discrete state space of possible locations (states): S =
{s1, ..., s|S|} ⊂ Rd. Both of these assumptions are necessary to model uncertain trajec-
tories by Markov chains. An object stored in the database can only be located in one of
these states at each point in time.

3.1 Uncertain Trajectory Model

The uncertain trajectory model used in this paper has been recently investigated (e.g., by
[7,12]) in the context of window queries and nearest neighbor queries. In the following,
we recap this model. Let D be a database containing the trajectories of |D| uncertain
moving objects {o1, ..., o|D|}. An object o ∈ D is represented by a set of observa-
tions Θo = {〈to1, θo1〉, 〈to2, θo2〉, . . . , 〈to|Θo|, θ

o
|Θo|〉} with toi ∈ T being the timestamp and

θoi ∈ S the state (i.e. location) of observation Θo
i . Let to1 < to2 < . . . < to|Θo|. This

model assumes observations to be certain, however between two certain observations
the location of an object is unknown and therefore uncertain. To model this uncertainty
we can interpret the uncertain object o as a stochastic process [7]. With this interpreta-
tion, the location of an uncertain object o at time t becomes a realization of the random
variable o(t). Considering a time interval [ts, te], results in a sequence of uncertain lo-
cations of an object, i.e. a stochastic process. With this definition we can compute the
probability of a given trajectory.

In this paper, following [7,6,24,12], we investigate query evaluation on a first-order
Markov model. The advantage of the first-order Markov model is its simplicity. By
employing a Markov model, the position o(t+1) of object o at time t+1 only depends
on the location of o at time t, i.e. o(t). Therefore, transitions between consecutive points
in time can be easily realized by matrix multiplication. However note that by modeling
uncertain objects by a Markov chain, the motion of these objects basically degenerates
to a random walk, clearly not a realistic motion pattern of objects in real life. The
motion of cars for example is better described by shortest paths than by a random walk.
Fortunately, as showed in [12], by incorporating a second source of information into the
model, namely observations of an object, the Markov chain can be used to accurately
describe the uncertainty area of an uncertain object.
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Now, let the state space of the Markov chain be given as the spatial domain S, i.e.
points in Euclidean space. The transition probabilityMo

ij(t) := P (o(t+1) = sj |o(t) =
si) denotes the probability of object o moving from state si to sj at time t. These
transition probabilities can be stored in a matrix Mo(t), i.e. the transition matrix of o at
time t. The transition matrix of an object might change with time, and different objects
might have different transition matrices. The first property is useful to model varying
motion patterns of moving objects at different times of a day, a month or a year: birds
move to the south in autumn and to the north during springtime. Each of these patterns
could be described by a different transition matrix. The second property is useful to
model different classes of objects such as busses and taxis.

Let so(t) = (s1, . . . , s|S|)T be the probability distribution vector of object o at time
t, with soi (t) = P (o(t) = si). An entry soi (t) of the vector describes the probability
of o entering si at time t. The state vector so(t + 1) can be computed from so(t) as
follows: so(t + 1) = Mo(t)T · so(t) Note that simple matrix multiplications can only
be employed in the absence of observations. In the presence of observations, transition
matrices must be adapted, see [12]. Finally note that we assume different objects to be
mutually independent.

Due to the generality of the Markov model, we can model both continuous space
and street networks with this technique. In a continuous space we could sample the set
of discrete states randomly. For street networks the states would represent the street
crossings (see our experiments, Section 5). Transition probabilities can then be learned
from known trajectories. These transition probabilities model the motion patterns of
objects. They basically say “given the object was at crossing a at time t, it will move to
crossing b at time t+ 1 with probability p”.

3.2 Probabilistic Reverse Nearest Neighbor Queries

In the following we define two types of probabilistic time-parameterized RNN queries.
The queries conceptually follow the definitions of time-parameterized nearest neighbor
and window queries in [12,7]. We assume that the RNN query takes as input a set
of timestamps T and either a single state or a (certain) query trajectory q. Still, our
definitions and solutions can be trivially extended to consider RNN queries where the
input states are uncertain.

Definition 1 (P∃RNN Query). A probabilistic ∃ reverse nearest neighbor query re-
trieves all objects o ∈ D having a sufficiently high probability to be the reverse nearest
neighbor of q for at least one point of time t ∈ T , formally:

P∃RNNQ(q,D, T, τ) = {o ∈ D : P∃RNN(o, q,D, T ) ≥ τ}
where P∃RNN(o, q,D, T ) = P (∃t ∈ T : ∀o′ ∈ D \ o : d(o(t), q(t)) ≤ d(o(t), o′(t)))

and d(x, y) is a distance function defined on spatial points, typically the Euclidean
distance.

This query returns all objects from the database having a probability greater τ to have
q as their probabilistic ∃ nearest neighbor [12]. In addition to this ∃ query, we consider
RNN queries with the ∀ quantifier:
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Fig. 1. Example database of uncertatin trajectories

Definition 2 (P∀RNN Query). A probabilistic ∀ reverse nearest neighbor query re-
trieves all objects o ∈ D having a sufficiently high probability (P∀RNN ) to be the
reverse nearest neighbor of q for the entire set of timestamps T , formally:

P∀RNNQ(q,D, T, τ) = {o ∈ D : P∀RNN(o, q,D, T ) ≥ τ}
where P∀RNN(o, q,D, T ) = P (∀t ∈ T : ∀o′ ∈ D \ o : d(o(t), q(t)) ≤ d(o(t), o′(t)))

The above definition returns all objects from the database which have a probability
greater τ to have q as their probabilistic ∀ nearest neighbor [12].

Example 1. To illustrate the differences between the proposed queries consider the ex-
ample in Figure 1. Here for simplicity the query is not moving at all over time and the
two objects o1 and o2 each have 2 possible trajectories. o1 follows the lower trajectory
(tr1,1) with a probability of 0.4 and the upper trajectory (tr1,2) with a probability of
0.6. o2 follows trajectory tr2,1 with a probability of 0.2 and trajectory tr2,2 with a prob-
ability of 0.8. For query object q and the query interval T = [2, 3], we can compute
the probability for each object to be probabilistic reverse nearest neighbor of q. Specif-
ically for o1 the probability P∃RNN(o1, q,D, T ) = 0.4 since whenever o1 follows
tr1,1 then at least at t = 3, o1 is RNN of q. The probability for P∀RNN(o1, q,D, T )
in contrast is 0.32 since it has to hold that o1 follows tr1,1 (this event has a probabil-
ity of 0.4) and o2 has to follow tr2,2 (this event has a probability of 0.8). Since both
events are mutually independent we can just multiply the probabilities to obtain the fi-
nal result probability. Regarding object o2 we can find no possible world (combination
of possible trajectories of the two objects) where o2 is always (T = [2, 3]) RNN, thus
P∀RNN(o2, q,D, T ) = 0. However P∃RNN(o2, q,D, T ) = 0.6 since whenever o1
follows tr1,2 then o2 is RNN either at t = 2 or at t = 3.

An important observation is that it is not possible to compute these probabilities by
just considering the snapshot RNN probabilities for each query time stamp individually.
For example the probability for o2 to be RNN at time t = 2 is 0.12 (the possible world
where objects follow tr1,2 and tr2,1) and the probability at t = 3 is 0.48 (the possible
world where objects follow tr1,2 and tr2,2). However these events are not mutually
independent and thus we cannot just multiply the probabilities to obtain the probability
that object o2 is RNN at both points of time (note that the true probability of this event
is P∀RNN(o2, q,D, T ) = 0).
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4 PRNN Query Processing

To process the two RNN query types defined in Section 3, we proceed as follows. First,
we perform a temporal and spatial filtering to quickly find candidates in the database
and exclude as many objects as possible from further processing. In the second step we
perform a verification of the remaining candidates to obtain the final result. Although
different solutions to this problem are possible, we decided to describe an algorithm
that splits the query involving several timesteps into a series of queries involving only
a single point in time during the pruning phase. The interesting point in this algorithm
is that it shows that spatial pruning does not introduce errors when disregarding tem-
poral correlations. However, disregarding temporal correlation during the probability
computation phase does introduce errors.

ai
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e
do

m
a

sp

q

time domain

(a) Uncertatin trajectories in 1D space

q(t)

(b) space (2D) at one point of time t

Fig. 2. Spatio-temporal filtering (only leaf nodes are shown)

4.1 Temporal and Spatial Filtering

In the following we assume that the uncertain trajectory database D is indexed by an
appropriate data structure, like the UST tree [6].1 For the UST tree, the set of possible
(location,time)-tuples between two observations of the same object is conservatively
approximated by a minimum bounding rectangle (MBR) (cf Figure 2(a)). All these
rectangles are then used as an input for an R*-Tree. For simplicity we only rely on
these MBRs and do not consider the more complicated probabilistic approximations of
each object.

The pseudo code of the spatio-temporal filter is illustrated in Algorithm 1. The main
idea is to (i) perform candidates search for each timestamp t in the query interval T
separately (cf. Figure 2(a)) and (ii) for each candidate find the set of objects which are
needed for the verification step (influence objects Scnd

ifl ). For each t we consider the R-
Tree ItDB which results by intersecting the time-slice t with the R-Tree IDB (cf Figure
2(b)). This can be done efficiently during query processing, by just ignoring pages of

1 Note that the techniques for pruning objects do not rely on this index and thus can also be
applied in scenarios where there is no index present.
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Algorithm 1. Spatio-Temporal Filter for the P∀RNN query
Require: q,T , IDB

1. ∀t ∈ T : St
cnd = ∅

2. ∀t ∈ T : Scnd,t
ifl = ∅

3. for each t ∈ T do
4. init min-heap H ordered by minimum distance to q
5. insert root entry of ItDB into H
6. Sprn = ∅
7. while H is not empty do
8. de-heap an entry e from H
9. if ∃e2 ∈ H ∪ Sprn ∪ St

cnd : Dom(e2, q, e) then
10. Sprn = Sprn ∪ {e}
11. else if e is directory entry then
12. for each child ch in e do
13. insert ch in H
14. end for
15. else if e is leaf entry then
16. St

cnd = St
cnd ∪ {e}

17. end if
18. end while
19. for each cnd ∈ St

cnd do
20. if ∃le : Dom(le, q, e) then
21. continue;
22. end if
23. Scnd,t

ifl = {le : ¬Dom(le, q, e)} ∧ ¬Dom(q, le, e)}
24. end for
25. end for
26. Sref =

⋂
t∈T

St
cnd

27. for each cnd ∈ Sref do
28. Scnd

ifl =
⋃
t∈T

Scnd,t
ifl

29. end for
30. return ∀cnd ∈ Sref : (cnd, Scnd

ifl )

the index, that do not intersect with the value of t in the temporal domain. For each time
t a reverse nearest neighbor candidate search [2] is performed.

Therefore, a heap H is initialized, which organizes its entries by their minimum dis-
tance to the query object q. H initially only contains the root node of ItDB . Additionally
we initialize two empty sets. Scnd contains all RNN candidates which are found during
query processing and Sprn contains objects (leaf entries) or entries which have been
verified not to contain candidates. Then, as long as there are entries in H , a best-first
traversal of ItDB is performed. For each entry e, which is de-heaped from H , the algo-
rithm checks whether e can be pruned (i.e., it cannot contain potential candidates) by
another object or entry e2 which has already been seen during processing. This is the
case if e2 dominates q w.r.t. e, i.e. e2 is definitely closer to e than q which implies that
e cannot be RNN of q. To verify spatial domination we adapt the technique proposed in
[5], as shown in the following lemma.
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Lemma 1 (Spatial Domination [5]). Let A,B,R be rectangular approximations then
the relation

Dom(A,B,R) = ∀a ∈ A, b ∈ B, r ∈ R : dist(a, r) < dist(b, r)

can efficiently be checked by the following term

Dom(A,B,R) =

d∑
i=1

max
bi∈{Bmin

i ,Bmax
i }

(MaxDist(Ai, bi)
2 − MinDist(Qi, bi)

2) < 0

where Xi (X ∈ {A,B,Q}) denotes the projection interval of the rectangular region
of X on the ith dimension, Xmin

i (Xmax
i ) denotes the lower (upper) bound of the

intervalXi, and MaxDist(I, p) (MinDist(I, p)) denotes the maximal (minimal) distance
between a one-dimensional interval I and a one-dimensional point p.

An entry which is pruned by this technique is moved to the Sprn set. If an entry
cannot be pruned it is either moved to the candidate set if it is a leaf entry or put into
the heap H for further processing.

After the index traversal, for each candidate it can be checked if the candidate is
pruned by another object. If the other object it is definitely closer to the candidate than
the query, the candidate object can be discarded (see line 21). To find the set of objects
that could possibly prune a candidate, we can again use the domination relation (see
line 23). An object (leaf entry le) is necessary for the verification step if it might be
closer to the candidate than the query, which is reflected by the statement in this line. A
more detailed description of this step can be found in [2].

After performing this process for each timestamp t we have to merge the results for
each point of time to obtain the final result. In the case of a P∀RNN we intersect the
candidate sets for each point in time. The only difference for the P∃RNN query is that
we have to unify the results in this step.

These influencing objects of each candidate have to be unified for each time t ∈ T
to obtain the final set of influencing objects. The algorithm ultimately returns a list of
candidate objects together with their sets of influencing objects.

4.2 Verification

The objective of the verification step is to compute, for each candidate c, the probabil-
ity P∃RNN(c, q,D, T ) (P∀RNN(c, q,D, T )) and compare this probability with the
probability threshold τ . An interesting observation is, that we were able to prune ob-
jects based on the consideration of each point t ∈ T separately, however as shown in
Section 3.2 it is not possible to obtain the final probability value by just considering the
single time probabilities. Thus our approach relies on sampling of possible trajectories
for each candidate and the corresponding influence objects, as computing exact result
probabilities has a high complexity [12]. For this step, we can utilize the techniques
from [12]. On each sample (which then consists of certain trajectories) we then are able
to efficiently evaluate the query predicate. Repeating this step often enough we are able
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to approximate the true probability of P∃RNN(c, q,D, T ) (P∀RNN(c, q,D, T )) by
the percentage of samples where the query predicate was satisfied; the reasoning be-
hind this can be found in [12]. The algorithm for the verification of the P∀RNN query
is given in Algorithm 2. Note, that it is possible to early terminate sampling of influ-
ence objects, when we find a time t where the candidate is not closer to q than to the
object trajectory just sampled. For the P∃RNN query we can also implement this early
termination whenever we can verify the above for each point of time.

Algorithm 2. Verification for the P∀RNN query

Require: q,T , cnd, Scnd
ifl , num samples

1. num satisfied = 0
2. for 0 ≤ i ≤ num samples do
3. num satisfied = num satisfied + 1
4. cnds = sampleT rajectory(cnd)
5. for all o ∈ Scnd

ifl do
6. os = sampleT rajectory(o)
7. if ∃t ∈ T : dist(cnds(t), os(t)) < dist(cnds(t), q(t)) then
8. num satisfied = num satisfied - 1
9. break

10. end if
11. end for
12. end for
13. return num satisfied/num samples

5 Experiments

In our experimental evaluation, we focus on testing the efficiency of our algorithm
for P∀RNNQ and P∃RNNQ, by measuring (i) the number of candidates and influence
objects remaining after pruning irrelevant objects based on their spatio-temporal MBRs,
and (ii) the runtime of the refinement procedure, i.e. sampling. Similar to [12], we
split the sampling procedure into adapting the transition matrices (building the trajecory
sampler) of the objects and the actual sampling process, as the adaption of transition
matrices can be done as a preprocessing step. All experiments have been conducted in
the UST framework that has also been used in [12]. The experimental evaluation has
been conducted on a desktop computer with Intel i7-870 CPU at 2.93 GHz and 8GB of
RAM.

5.1 Setup

Our experiments are based on both artificial and real data sets. In the artificial dataset
states are drawn from a uniform distribution to model a (discretized) continuous state
space. The real data set uses an OpenStreetMap graph of the city of Beijing to derive
the underlying state space, modeling a street network. Both of the datasets have also
been used in [12], however here we recap their generation for the sake of completeness.
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(a) State Space (Synthetic Data) (b) State Space (Real Data)

Fig. 3. Examples of the models used for synthetic and real data. Black lines denote transition
probabilities. Thicker lines denote higher probabilities, thinner lines lower probabilities. The syn-
thetic model consists of 10k states.

Artificial Data. Artificial data was generated in four steps. First a state space was
generated by randomly drawing N points from the [0, 1]2 space. These points represent
the states of the underlying Markov chain. Second we built a graph from these neigh-
boring states by connecting neighboring points. Given a reference point p, we selected

all points within in a radius of r =
√

b
N∗π from p, connecting each of the resulting

points with p. Here b denotes the average branching factor of the resulting graph struc-
ture. Third we weighted each of the graph’s edges based on the distance between the
corresponding states: The transition probability between two states was set indirectly
proportional to the states’ distance relative to all outgoing distances to other states. The
resulting transition matrix is independent of a specific object and therefore provides
a general model for all objects in the database. An example of such a model can be
found in 3(a). Finally and fourth we had to generate uncertain trajectories from this
data for each object o in the database. Each of these uncertain trajectories has a length
of 100 timesteps. To generate the uncertain object, we first sampled a random sequence
of states from the state space and connected two consecutive states by their shortest
path. The resulting paths contain straight segments (shortest paths), modelling the di-
rected motion of objects, and random changes in direction that can appear e.g. when
objects move from one destination (e.g. home, work, or disco for humans) to another
destination. The resulting trajectories serve as a certain baseline and are made uncertain
by considering only a subset of the trajectory points: every lth node of the trajectory,
l = i ∗ v, v ∈ [0, 1] is used as an observation of the corresponding uncertain object.
Here, i models the time difference between observations and v is a lag factor, making
the object slower. With, for example, v = 0.8, the object moves only with 80% of its
maximum speed. We randomly distributed the resulting uncertain objects over the time
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horizon of the database (defaulting 1000 timesteps). The objects can then be indexed by
a UST tree [6]. For our experiments we determined candidates based on MBR filtering,
i.e. the MBR over all states that can be reached by an object between two consecutive
observations. For our experiments we concentrate on the case of the query q beeing
given as a query state.

Real Data. As a real dataset we used taxi trajectories in the city of Beijing [27], equ-
vivalent to [12]. After an initial cleaning phase, the taxi trajectories were map-matched
to a street graph taken from OpenStreetMap. Then, from the resulting map-matched
trajectories, a general model, i.e. the Markov transition matrix and the underlying state
space was generated with a time interval of 10s between two consecutive tics. The re-
sulting model is visualized in Figure 3(b). In the model, transition probabilities denote
turning probabilities of taxis at street crossings and states model the street crossings.
Due to the sparsity of taxi trajectories only a subset of the real street crossings was
hit by a taxi. Therefore the resulting network consisting of only 68902 states is smaller
than the actual street network. The uncertain object trajectories were taken directly from
the trajectory data. Again, uncertain objects have a lifetime of 100 tics, and uncertain
trajectories were generated by taking each 8-th measurement as an observation. For a
more detailed description of the dataset we refer to [27], for a detailed description of
the model generation from the real dataset we refer to [12].

5.2 Evaluation: P∀RNNQ and P∃RNNQ

The default setting for our performance analysis is as follows: We set the number of
states to N = |S| = 100k, the database size (number of objects) to |D| = 10k, the
average branching factor (synthetic data) to b = 8, probability threshold τ = 0. The
length of the query interval was set to |T | = 10. To compute a result probability, 10k
possible worlds where sampled from the candidate objects.

In each experiment, the left plot shows a stacked histogram, visualizing the cost
for building the trajectory sampler (TS) and the actual cost for sampling (EX for the
P∃RNN query, FA for the P∀RNN query). The right plot first visualizes the number
of candidates (Cx(q)) for the P∃RNN (x = E) and P∀RNN (x = A) query, i.e.
the number of objects for which the nearest neighbor has to be computed. Second it
visualizes the number of pruners or influence objects (Ix(q)), i.e. the number of objects
that can prune candidates. Clearly the number of candidates and pruners is different
for P∀RNN and P∃RNN queries: for the P∃RNN query objects not totally over-
lapping the query interval can be candidates, increasing the number of candidates. For
the P∀RNN query, candidates can be definitely pruned if at least at one point of time
another object prunes the candidate object.

Varying |D|. Let us first analyze the impact of the database size (see Figure 4), i.e. the
number of uncertain objects on the runtime of a probabilistic reverse nearest neighbor
query. First of all note that the number of candidates and influence objects increases
if the database gets large. This is the case because with more objects, the density of
objects increases and therefore more objects become possible results of the RNN query.
Also, clearly, the number of influence objects increases due to the higher degree of in-
tersection of MBRs. Second the the probability computation of candidate objects during
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Fig. 5. Synthetic Data, Varying b

refinement is mostly determined by the computation of the adapted transition matrices,
i.e. building the trajectory sampler. This is actually good news, as this step can also
be performed offline and the resulting transition matrices can be stored on disk. Last
note that evaluating the P∃RNN query during the actual sampling process (EX and
FA for P∃RNN and P∀RNN respectively) is also more expensive than the P∀RNN
query, as more samples have to be drawn for each candidate object: possible worlds of
P∀RNN -candidates can be pruned if a single object at a single point in time prunes
the candidate. For the P∃RNN query, all points in time have to be pruned which is
much less probable. Additionally, more candidates than for the P∀RNN have to be
evaluated, also increasing the complexity of the P∃RNN query.

Varying b. The effect of varying the branching factor b (see Figure 5) is similar but not
as severe as varying the number of objects. Increasing the branching factor increases
the number of states that can be reached during a single transition. In our setting, this
also increases the uncertainty area of an uncertain object, making pruning less effec-
tive, and therefore increasing the number of objects that have to be considered during
refinement. As a result, the computational complexity of the refinement phase increases
with increasing branching factor.

Varying |S|. Increasing the number of states in the network (see Figure 6) while keep-
ing the branching factor b constant shows an opposite effect on the number of candi-
dates: as the number of states increases, objects become more sparsely distributed such
that pruning becomes more effective. Note that for small networks especially the sam-
pling process of the P∃RNN query becomes very expensive. This effect diminishes
with increasing size of the network. Although less objects are involved, building the
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Fig. 7. Real Data, Varying |D|

adapted transition matrices becomes more expensive, as for example matrix operations
become more expensive with larger state spaces.

Real Dataset. Last but not least we show results of the P∀RNN and P∃RNN queries
on the real dataset (see Figure 7). We decided to vary the number of objects as the num-
ber of states and the branching factor is inherently given by the underlying model. The
results are similar to the synthetic data, however more than twice as many objects have
to be considered during refinement. We explain this exemplarily by the non-uniform
distribution of taxis in the network. A part of this performance difference can also be
explained by the slightly smaller network consisting of about 70k states instead of 100k
states in the default setting.

6 Conclusion

In this paper we addressed the problem of probabilistic RNN queries on uncertain
spatio-temporal data following the possible worlds semantics. We defined two queries,
the P∃RNNQ(q,D, T, τ) and the P∀RNNQ(q,D, T, τ) query and proposed pruning
techniques to exclude irrelevant objects from costly propability computations. We then
used sampling to compute the actualP∃RNNQ(q,D, T, τ) andP∀RNNQ(q,D, T, τ)
probabilities for the remaining candidate objects. During an extensive performance
analysis on both synthetic and real data we empirically evaluated our theoretic results.
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Abstract. This paper explores different heuristics to estimate the selectivity of a
reverse k-nearest neighbor query. The proposed methods approximate the number
of results for a given RkNN query, providing a key ingredient of common (rela-
tional) query optimizers. A range of experiments evaluate the quality of these
estimates compared to the true number of results on both real and synthetic data,
analyzing the potentials of the proposed approximations to make accurate predic-
tions that can be used to generate efficient query execution plans.

1 Introduction

Storing and managing multidimensional feature vectors are basic functionalities of a
database system in applications such as multimedia, CAD, molecular biology, etc. In
such applications, efficient and effective methods for content based similarity search
and data mining are required that are typically based on multidimensional feature vec-
tors and on query predicates consisting of metric distance functions such as any Lp-
norm. In order to give full support to applications dealing with multidimensional feature
vectors, the database system needs efficient and effective techniques for query optimiza-
tion. Often, a key step during query optimization is estimating the selectivity of queries
before actually executing them. Selectivity estimation aims at predicting the number of
objects that do meet the query predicate. Knowing about the selectivity of a given query
would help a physical query optimizer to decide which particular algorithm to use. Also,
logical query optimization uses such estimates to minimize intermediate results in order
to find optimal query plans.

While there have been many different proposals how to accurately guess the selectiv-
ity of “classical" similarity queries on multidimensional vector data like range queries
and window queries, to the best of our knowledge, there is no systematic approach
for the concept of RkNN queries. RkNN queries retrieve for a given query object o
all database objects that have o amongst their k-nearest neighbors (kNN). It is worth
noting that RkNN queries and kNN queries are not symmetric and the number of ob-
jects that qualify for a given query are not known beforehand. Due to the importance
of RkNN queries in numerous applications, a lot of work has been published for sup-
porting this query predicate following different algorithmic paradigms. This variety of
approaches have very different properties in different use cases [1], offering a huge
potential for case-based ad-hoc physical query optimization. Let RkNN(q) denote the
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set of RkNNs of object q. Then the aim of this paper is to compute RkNNest(qi), i.e.
estimate |RkNN(q)|, the number of RkNN of the query point q.

Many methods for selectivity estimation in the context of range queries and nearest
neighbor queries are based on sampling or histogram-based techniques. In this paper,
we apply these two techniques for estimating the selectivity of RkNN queries. The first
approach and at the same time a baseline for other solutions is simply taking k as a
selectivity estimate. Second we apply sampling to RkNN selectivity estimation. Third
we evaluate the applicability of histogram-based selectivity estimation in the context
of the RkNN query. For this technique, we employ common RkNN query techniques
on rough approximations of the data space. As an additional technique for selectivity
estimation, we consider a relationship between the RkNN selectivity and an object’s
kNN sphere.

The reminder is organized as follows: In Section 2 we review related work on both
RkNN queries and selectivity estimation. Then, in Section 3 we propose our selectiv-
ity estimation techniques. Finally, in Section 4 we extensively evaluate the proposed
approaches. Section 5 concludes this work.

2 Related Work

In this section we review related work on RkNN queries and selectivity estimation.

RkNN Query Processing. RkNN query algorithms can be roughly cathegorized into
self-pruning and mutual-pruning approaches. In self-pruning techniques [2,3,4,5], ob-
jects, i.e. data objects or entries of an index structure such as an R-tree, prune parts of the
data space based on information stored in the object itself. Therefore, these techniques
often involve costly precomputations. The precomputed information is then stored in
specialized index structures and accessed during query time. Because of these precom-
putations, the computational complexity of such solutions is moved to a preprocessing
stage such that the actual query can be evaluated with high speed. However, this prepro-
cessing makes updates of the data base costly, because preprocessed information has to
be updated as well if items are inserted or deleted.

Mutual-pruning approaches on the other hand do not rely on precomputations and
therefore can be used with traditional index strucutures such as the R*-tree or M-tree.
However by avoiding precomputations, query evaluation can be slower than with self-
pruning approaches. A famous example of such mutual-pruning techniques is TPL [6],
but there exist also other approaches such as [7,8,9].

There exist also approximate solutions aiming at reducing the time of query evalua-
tion for the cost of accuracy [8,10], and solutions for uncertain data [11,12].

There exists also work on reverse nearest neighbor aggregates on data streams where
aggregates over the bichromatic reverse nearest neighbors, such as the count and the
maximum distance are computed in a stream environment [13]; we however address the
monochromatic case. The number of RkNNs has also been used to identify boundary
points in [14].

Selectivity Estimation Approaches. For range and window queries, three different
paradigms of data modelling for selectivity estimation in general can be distinguished:
Histograms, sampling, and parametric techniques.
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Many different sampling methods have been proposed. They share the common idea
to evaluate the predicate on top of a small subset of the actual database objects and to
extrapolate the observed selectivity. The well-known techniques differ in the way how
the sample is drawn as well as in the determination of the suitable size of the sample.
The general drawback of sampling techniques is that the accuracy of the result is strictly
limited by the sample rate. To get an accurate estimation of the selectivity, often a large
sample of the database is required. To evaluate the query on top of the large sample is
not much cheaper than to evaluate it on the original data set which limits its usefulness
for query optimization. Examples of sampling based methods for selectivity estimations
are [15,16].

Histogram techniques, the most prevalent paradigm to model the data distribution in
the one-dimensional case, have a different problem. This concept is very difficult to be
carried over to the multidimensional case, even for low or moderate dimensional data.
One way to adapt one-dimensional histograms to multidimensional data is to describe
the distribution of the individual attributes of the vectors independently by usual his-
tograms. These histograms are sometimes called marginal distributions. In this case,
the selectivity of multidimensional queries can be determined easily provided that the
attributes are statistically independent, i.e. neither correlated nor clustered. Real-world
data sets, however, rarely fulfill this condition. Another approach is to partition the data
space by a multidimensional grid and to assign a histogram bin to each grid cell. This
approach may be possible for two- and three-dimensional spaces. However, for higher
dimensional data this method becomes inefficient and ineffective since the number of
grid cells is exponential in the dimensionality. Techniques of dimensionality reduction
such as Fourier transformation, wavelets, principal component analysis or space-filling
curves (Z-ordering, Hilbert) may reduce this problem to some extent. The possible prob-
lem reduction, however, is limited by the intrinsic dimensionality of the data set. Rep-
resentative methods include e.g. MHIST [17] and STHoles [18].

The idea of parametric techniques is to describe the data distribution by curves (func-
tions) which have been fitted into the data set. In most cases Gaussian functions (normal
distributions) are used. Instead of using one single Gaussian, a set of multivariate Gaus-
sians can be fitted into the data set which makes the technique more accurate. Each
Gaussian is then described by three parameters (mean, variance and the relative weight
of the Gaussian in the ensemble). This approach can exemplarily be transferred into the
multidimensional case as follows. Like described above for histograms, the marginal
distribution of each attribute can be modelled independently by a set of Gaussians. The
multidimensional query selectivity can be estimated by combining the marginal distri-
butions. This approach leads to similar problems like marginal histograms. A popular
example for this class of techniques is ASE [19].

3 Selectivity Estimation for RkNN Queries

In this section, we introduce four different approaches for estimating the selectivity of
RkNN queries. The first approach simply considers k as an estimate of selectivity. Next
we introduce sampling and histograms, and finally we aim at exploiting the correla-
tion between kNN distances and the number of RkNN of a query point for selectivity
estimation.
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3.1 Derivation from k

A simple approach – our baseline – of estimating the RkNN-selectivity of a query q is
based directly on the parameter k, exploting the property that on average the selectivity
of q, RkNNest(q) equals k.

For basic kNN queries, the selectivity can be easily estimated, as a kNN query,
based on its definition, returns exactly k or at least k query results, depending on the
handling of ties during query evaluation. For an RkNN query, we can exploit this prop-
erty to deduce that the expected number of RkNN of a query q is k:

Fig. 1. Selectivity Estimation with k (k = 50)

Let a dataset M consisting of m = |M|
points be given. Let us assume that ties
of a kNN query have a low propabili-
tiy given the underlying data and thus
can be neglected. In general this is the
case, as most distance functions have a
real-valued range, and therefore the prob-
ability of two points having the same
distance to a query point is close to zero,
as long as the database does not con-
tain duplicates. In such a setting, posing
a kNN query of a point p ∈ M onto
the dataset M returns by definition ex-
actly k kNNs. As a result, the resulting
k points from M have p as one of their
RkNN. Now, if we pose a kNN query for
all points p ∈ M, each of these points has
k nearest neighbors, resulting in m ∗ k
RkNN for the dataset M. The average number of RkNN over all points in M therefore
is m∗k

m = k RkNN, concluding the assumption.
Clearly, the advantage of this approach is its constant runtime complexity. However,

only considering the expected number of RkNN does not necessarily provide good
estimates as the actual distribution of the underlying dataset is not considered.

Figure 1 visualizes this problem. It shows a clustered dataset consisting of 55 points
(black) in two-dimensional Euclidean space and a query point q (red). Now let us as-
sume that k is set to 50. The kNN spheres for k = 50 are also drawn in the figure. The
query q which lies outside the cluster is not contained in any kNN spheres of the data
points and therefore does not have any RkNN. However, as the selectivity estimate is
simply k, the result of the selectivity estimation is 50, resulting in a very high error.

3.2 Sampling

As we have seen, while simply taking k as a selectivity estimate provides good results
on average, the absolute error of these selectivity estimates can be high. Another choice
to solve the problem is based on sampling. The idea of this approach is to precompute
the number of RkNN results for a set of sample points from the dataset M. During query
evaluation, the selectivity of a query point is then estimated based on the sample point
closest to the query.
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During the preprocessing stage, a sample S of size n, 0 < n ≤ |M| is drawn from M.
While in general the accuracy of selectivity estimation increases with increasing sample
size, the sample size still has to be kept low in order to minimize the runtime complexity
of this approach, so there is clearly a trade-off. For each p ∈ S, an RkNN query is posed
on the dataset M, and the number of RkNN results is stored as tuples (p, |RkNN(p)|).
To increase the performance at runtime, these result tuples can be stored in an index
structure that provides fast nearest neighbor queries, such as an R-tree.

During query evaluation, given a query point q and the sample set S, the selectivity
|RkNN(q)| has to be estimated. To achieve this, the nearest neighbor of q in S, i.e.
NN(q, S) is determined, and the selectivity of of the result point is used as an estimate
of the selectivity of q.

Fig. 2. Selectivity Estimation via Sampling

Figure 2 illustrates this solution by an
example: Black and green dots visualize
an exemplary two-dimensional dataset
MB . Circles visualize the 1NN spheres of
each database point. Green points denote
the sample used for selectivity estimation.
We would like to estimate the selectivity
of point q based on this sample. There-
fore we find the point closest to q from
the sample, i.e. p and return the size of
its |RkNN(p,MB)| = 1 result set as an
estimate. Clearly, this estimate is not per-
fect, as the actual result for q is 2.

Furthermore note that the accuracy
of an estimate depends significantly on
dist(q,NN(q, S)) - i.e. the distance be-
tween q and its nearest neighbor from the
sample set. If the actual dataset is taken
as a basis of the sample set S, we face the
problem that query points taken from a different distribution will often have a high
distance to their closest sample point such that the estimate for these points is often
insufficient. However, if the query point q lies in a dense area of the database, the selec-
tivity estimate of q is usually good. On the other hand the sample could be drawn from
a different distribution, such as a regular grid, or a uniform distribution. The problem
with this approach is that it might draw samples from volumes in the dataset that are
irrelevant. In conclusion, the choice of the underlying sampling strategy depends signif-
icantly on the user’s needs, and on the properties of both the database and the expected
queries. Another solution to solve the issue of sample selection would be learning from
previous queries. However, we do not focus on this aspect here, but follow the approach
of drawing samples directly from the dataset in our experiments.

3.3 Selectivity Estimation Based on kNN-RkNN Correlations

The next method considers an idea similar to [20]. The authors of [20] exploit a (low)
correlation between the sets NN(q) and RNN(q) to answer reverse nearest neighbor
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queries. Based on this idea, but slightly different, we could build a relationship between
the diameter of a kNN sphere of a point q and the cardinality of its RkNN set. The
intention of this approach is that the computational complexity of kNN queries is lower
than the complexity of RkNN queries: Without an index structure, the complexity of a
kNN query is in O(|M|), while for the RkNN query it is O(|M|2)

To exploit this property, during a preprocessing stage we could compute the kNN-
diameters and |RkNN| cardinalities of each point (or a sample set) in the dataset. During
query evaluation, given a query point q we could then compute the diameter of its kNN
sphere, and estimate its RkNN selectivity by employing the kNN spheres of other points
in the database. To estimate the selectivity, we could use one of three approaches:

1. Take |RkNN(p,M)| from the point p ∈ M with the kNN diameter closest to the
kNN diameter of q by running a NN query on the one-dimensional feature space
of kNN distances.

2. Do not only consider the most similar point concerning the kNN diameter, but
instead the x most similar points by performing an xNN query. To estimate the
selectivity, use the median or average selectivity of the resulting objects.

3. Select the closest objects based on a range query instead of a nearest neighbor
query, and compute the result as the median or the average selectivity of the result
set. As with range queries in general, the problem of this solution is that the result
set might either be empty or very large.

(a) Dataset 1 (b) kNN-RkNN-Plot of (a) (c) Dataset 2 (d) kNN-RkNN-Plot of (c)

Fig. 3. RkNN-Number-/kNN-Sphere-Relationship (k = 50)

A visualization of this approach based on the dataset from Figure 3 (a), showing
several problems of this idea, can be found in Figure 3 (b) (k=50). First of all note
that the shown diagrams contain a long very flat tail (see Figure 3 (b),(d)). Therefore a
high number of points with a similar kNN diameter shows a very large variation in its
selectivity. As a result, the selectivity estimate of a query point q can be very imprecise.
The optimal case for our goal of selectivity estimation would be that a kNN diameter
precisely determinesRkNN(q,M). Second note that a dataset often does not consist of
a simple linearly decreasing curve, but rather of a set of curves with different properties.
The clustered dataset from Figure 3 (c) returns for k = 50 the RkNN/kNN relationship
shown in Figure 3 (d). Each of the three curves represents a single cluster. Especially
in the lower area, these curves overlap. As the RkNN/kNN relationship varies with
the cluster-membership, this makes good selectivity estimates difficult to achieve. A
possible solution to solve this problem would be to run a clustering algorithm, dividing
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the dataset into several clusters with similar properties. Then, given a query point q,
we could first determine the cluster q falls into, and then compute the selectivity of q
only based on the points contained in the same cluster. However, this solution would
not solve the first problem of the long tail. As this solution is very data-specific, we will
not consider it during our experimental evaluation.

3.4 Selectivity Based on Histograms

In this section we want to investigate the applicability of histograms for RkNN se-
lectivity estimation. Based on the RkNN algorithm from [21], the minimum distance
(MinDist) and maximum distance (MaxDist) of objects are used to narrow down the
selectivity of an RkNN query, resulting in a lower Bound and an upper Bound of the
real selectivity; these bounds are conservative, i.e. the actual selectivity is somewhere
between the lower and the upper bound, but never lies outside the corresponding inter-
val.

To reduce the complexity of this algorithm, instead of computing the exact RkNN
result set we split the data space into a equally-sized regions in each dimension, for
each resulting bucket (or bin) storing the number of points falling into them, similar to a
histogram. An example for a two-dimensional Euclidean space can be found in Figure 4;
each dimension is split into a = 4 equally sized regions. Note that with increasing
dimensionality d, the number of buckets increases exponentially (ad), a disadvantage
of this solution.

Fig. 4. Min/Max-Approach

The resulting bins of a histogram can
be easily linearized since the coordinates
of each corner can be reconstructed based
on a bins position in the linearized ar-
ray. As a result, the storage complexiy
for each bin reduces to a single integral
value, i.e. the number of points falling
into the bin. The position of a bucket in
the linearized list of all buckets can be
computed as:

binPosp =
d−1∑
i=0

ai ∗
⌊
(p.xi − xmin

i )

len/a

⌋
(1)

Here, p.xi stands for the coordinate
value xi of point p, xmin

i describes the
smallest coordinate value in the data set
and len = xmax

i − xmin
i (with xmax

i the
largest value in the data set). The runtime
of inserting a point into the list is therefore linear in the number of dimensions of a data
point. Now let upperBound(q) and lowerBound(q) be methods for computing the
upper and lower bound of the selectivity of a query point q. Let minDist(bin1, bin2)
denote the minimum distance, maxDist(bin1, bin2) the maximum distance between
two bins bin1 and bin2.
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Upper Bound. Estimating the selectivity upper bound is based on the exclusion of
bins from the result. A bin is excluded if not a single point in the bin, independent of
its position, could have q as one of its nearest neighbors. To find out whether a point
in bin Bi ∈ Lbin could possibly have q as one of its nearest neighbors we first com-
pute minDist(Bi, q). Then, the maximum distance maxDist(Bi, Bj) of Bi to every
bin Bj ∈ Lbin, including Bi, is computed. If maxDist(Bi, Bj) < minDist(Bi, q)
holds, every point in Bj is closer to every point in Bi than q; therefore the prune count
prune_cntBi can be increased by the number of values in Bj , i.e. data_cntBj .
If prune_cntBi ≥ k, the bucket can not possibly contain a RkNN of q as at least k
points are closer to Bi than to q. Therefore the bucket can be discarded. Otherwise, if
each bucket Bj has been tested against Bi and prune_cntBi < k, all points in Bi are
potential RkNN of q. The upper bound then results from the following formula:∑

{Bi:prune_cnt(Bi)<k}
data_cnt(Bi)

Lower Bound. The lower bound Bi ∈ Lbin returns the number of points in the data
set that are definitely RkNN of a given query point q. To compute this lower bound,
first we compute the maximum distance between q and Bi, maxDist(Bi, q). Then
for each other bin Bj ∈ Lbin, minDist(Bi, Bj) is computed. If maxDist(Bi, q) ≥
minDist(Bi, Bj) points in Bj might be closer to points in Bi than q; hence
prune_cntBi is increased by data_cntBj . On the other hand, if maxDist(Bi, q) <
minDist(Bi, Bj), prune_cntBi is not increased as q is closer to each point from
Bi than any point from Bj . Grid cell Bi can be pruned as soon as its prune count
prune_cnt(Bi) ≥ k. The resulting selectivity estimate follows again as∑

{Bi:prune_cnt(Bi)<k}
data_cnt(Bi)

The accuracy of this approach depends directly on the number of bins used for con-
structing the histograms, and an exact selectivity computation becomes possible as soon
as the number of buckets becomes large enough. However increasing a increases the
number of buckets exponentially in ad. Therfore this solution performs significantly
worse for high-dimensional data.

To reduce errors and tighten the selectivity bounds, we could not only increase the
grid resolution (which increases the computational complexity exponentially), but also
replace theMinDist/MaxDist approach by the decision criterion from [22] that is op-
timal in the sense of pruning irrelevant grid cells based on their bounding box. Another
approach to increase the tightness of the bounds would be to use minimum bounding
rectangles for each of the cells, however this would increase the storage complexity of
the algorithm, as we would have to store the MBR coordinates for each grid cell. In our
solution, the bounds of a grid cell can be derived from its position in the underlying list,
decreasing the memory complexity of the problem.

3.5 Extension to Metric Space

A metric space is defined as a pair (X, d), with X a domain and d : X×X → R a metric
defined on X. By definition, the metric d must be positive definite, symmetric, and it
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must fulfill the triangle inequality [23]. Data types involving metric spaces exemplarily
include graphs and genetic data. The approaches from Section 3.1 and Section 3.2 can
be trivially extended to metric spaces. More difficult is the MIN/MAX approach from
Section 3.4 that can also be used in metric spaces with some modifications: the division
of the data space into bins must be modified. Instead of laying a grid over the data space,
a set of anchor points X can be sampled from the data itself. The remaining points are
then assigned to these anchor points based on heuristics such as the distance to an
anchor point and the number of points already assigned to this point. This assignment
is similar to the M-tree [24] and has been applied to RkNN query processing, recently
[21]. The remaining algorithm is equivalent to vector spaces, however the minDist−
und maxDist− functions have to be defined according to the underlying data.

4 Evaluation
In our experimental evaluation, we compare the sampling based selectivity estimation
approach with the MIN/MAX estimation approach and the simple solution of taking k
as an estimate of selectivity.

4.1 Experimental Setup

The approaches have been evaluated on three synthetic datasets: an equi-distributed
one, a clustered one and a normally distributed dataset. The clustered dataset consists
of four normally distributed clusters in a square with an additional cluster in the center
of the outer clusters. A visualization of this dataset can be found in Figure 5. By default,
experiments are conducted on the normally distributed dataset. Furthermore we studied
the three approaches on a real dataset.

During our experiments, we varied the parameter k and the size of the data set n, the
dimensionality d of the underlying vector space, the distribution of the underlying data,
the sample size s for the sampling approach, and the number of buckets b per dimension
for the MIN/MAX-based approach. The overall number of buckets is therefore bd and
hence grows exponentially with the dimensionality of the data space. We followed the
approach of keeping all but one variable fixed during an experiment to be able to give
insights into the behaviour of our algorithms under a specific change. An overview over
the variable values used during our experiments can be found in Table 1. Default values
are denoted in bold font. Note that the number of bins for the MIN/MAX approach is
relatively low. We chose this setup because this algorithm generally has to approximate
a real RkNN query, which is expensive. Therefore, by using many buckets, the approach
would degenerate to an exact RkNN query which has to be avoided. For the sampling-
based approach we chose the sample size to be 10% of the dataset size by default. The
samples were drawn directly from the database, i.e. follow the distribution of the data.

For the query points we decided to use the same distribution as the underlying data
mixed with 20% uniform noise by default. We chose this approach because it is possible
that queries are posed to areas in the database where the actual density of database
values is low. This is especially of interest for our selectivity estimation, since sparse
areas in the database affect the performance of the sampling based approach.
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Table 1. Experimental Setup: Parameter Values

Parameter Values
k 1, 10, 50, 100
d 2, 4, 6, 8
n 1.000, 10.000, 25.000, 70.000, 100.000
Distribution clustered, normal, uniform
s 1%, 5%, 10%, 50%
b 8, 10, 20, 50, 100, 500

As a result of the test runs we computed the average error over the 1000 RkNN
estimates for the sampling based and k-based approaches, i.e.∑

i<1000

||RkNN(qi)| − RkNNest(qi)|
1000

For the MIN/MAX approach we did not compute the average error but instead plotted
the average over the lower and upper bound of the estimate in order to visualize the
large gap between these two bounds.

4.2 RkNN Distribution

Before stepping to the actual evaluation, let us first take a look at the actual RkNN dis-
tribution in the evaluated datasets. Figure 5 visualizes the distribution of the number
of RkNNs with varying k (50,300,1000)in form of a heat-map. For each point in the
database, an RkNN query was performed and the number of results was counted. Blue
values visualize the lowest number of RkNN, and red values visualize the highest num-
ber of RkNN in the database. Remaining values are interpolated between blue and red.
The visualization shows that especially in the clustered dataset the number of RkNN
diminishes at the cluster boundaries (this has also been realized by [14]), indicating
that the selectivity estimation using k only can not model the dataset sufficiently; this
estimate assumes the same number of RkNN for every point in the dataset, clearly a
major simplification.

4.3 Evaluation Results

Varying k. In the following we will visualize the errors of the sampling and k esti-
mate in a single plot, and the MIN/MAX estimate separately, because results of the
MIN/MAX approach are significantly larger and would therefore obscure the details of
the other approaches if plotted in the same figure.

With varying k, the estimates based on k and sampling behave similar, compare
Figure 6(left). With small k (k = 2 and k = 10), the errors of these approaches are
nearly equivalent and relatively low. However with larger valuse of k, i.e. k = 50 and
k = 100, the error of both approaches increases. Note that the sampling approach shows
a lower increase of the error with increasing k. The observation that errors based on the
value of k increase faster can be explained by the fact that with increasing k the number
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(a) 2D cluster 10.000 (b) 2D normal 10.000 (c) 2D uniform 10.000

(d) 2D cluster, k=50 (e) 2D normal, k=50 (f) 2D uniform, k=50

(g) 2D cluster, k=300 (h) 2D normal, k=300 (i) 2D uniform, k=300

(j) 2D cluster, k=1000 (k) 2D normal, k=1000 (l) 2D uniform, k=1000

Fig. 5. Data visualization (best viewed in color)
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Fig. 7. Varying n

of RkNN can vary more than with lower k. Exemplarily in 2D space, the kissing number
problem reduces the number of R1NN for all p ∈ M to 0 ≤ RNN(p) ≤ 6 [25]. With
higher k, this value becomes significantly higher, such that the estimate based on k
becomes worse. In the sampling-based approach the aberrance of using k is reduced by
incorporating actual information retrieved from the data set.

Figure 6(right) shows the results of the MIN/MAX estimate with varying k. The
upper bound of the selectivity estimated with this aproach is around 6500 while the
lower bound is always 0 in the default setting. Clearly, these results are inappropriate
for estimating the selectivity of RkNN queries due to their high error. Note that the
estimate of this approach also depends on k as the other solutions, however this effect
is hidden by the generally high error. With a higher number of bins used to discretize
the data space, the estimates of the MIN/MAX approach could be increased, however
at the cost of computational complexity. We will address this in one of the following
experiments.

Varying n. When varying the number of points in the database (Figure 7(left)), the
estimate based on k stays worse than the estimate based on sampling. The MIN/MAX
approach (Figure 7(right)) depends significantly on the number of data points in the
database, because with a higher number of points in the database the number of values
aggregated in a single bucket increases as well. As a result, less values can be pruned,
and therefore the upper bound grows with increasing n.

Varying d. Figure 8 shows the impact of changing the dimensionality of the underly-
ing data on the performance of the proposed solutions. With increasing dimensionality
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the error for both the estimate based on k (Figure 8(left)) and the error based on sam-
pling increases. The increasing imprecision with higher dimensionality could be, as
described in [26], related to the Curse of Dimensionality. As a result, to keep the accu-
racy constant in high-dimensional spaces, the sample size would have to be increased
significantly. Note that a similar behaviour is visible for the MIN/MAX approach as
well (Figure 8(right)). With increasing dimensionality the upper bound of this approach
becomes significantly larger.

Varying the Data Distribution. Let us now analyze the impact of the data distribution
on the accuracy of the selectivity estimates, see Figure 9. The estimates based on k and
sampling yield the best results if data is normally or equi-distributed. On clustered data
the precision of these solutions is lower. This behaviour can be explained by the fact
that with equi-distributed data, sparse areas as the ones between different clusters in
the clustered dataset do not apear. However in these sparse areas, the estimates of both
the sampling-based approach as well as the solution based on k produce inaccurate
estimates. Taking k as an estimate would often introduce an error of about k, because
the actual number of RkNN in empty areas is zero. The same holds for the sampling-
based approach. For this approach we have drawn samples from the database. As a
result there exist barely samples in sparse areas. Therefore the closest sample found for
a given query is often contained in the closest cluster, and therfore does not correctly
estimate the number of RkNN of a given query point.

The upper-bound of the MIN/MAX approach (Figure 9(right)) however works best
for the clustered data and the equi-distribution, indicating that for these datasets more
values can be pruned than for the normally distributed data.
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Fig. 10. Real Dataset

Varying s. As shown in Figure 10(a) the sample size has a high impact on the precision
on the sampling-based selectivity estimation. The larger the size of a sample, the lower
the error. Note that with a high enough number of samples the sampling-based approach
becomes better than the approach based on k.

Varying b. Similar to the sampling-based approach, the precision of the MIN/MAX
estimate increases with increasing number of buckets, see Figure 10(b). However, un-
fortunately the runtime of this approach increases significantly with the number of buck-
ets, therefore only a very rough disretization of the data space is feasible in reality. If
we would compute the selectivity estimate with a high number of buckets, we could
directly run an RkNN query, and therefore there would be no utility in estimating selec-
tivity. Note that in general the number of bins needed to discretize the data space grows
exponentially to the number of splits in one dimension, such that for high-dimensional
spaces the number of bins needed to model the data space is even higher.

Real Dataset. We also ran experiments on a real dataset, containing the geographic
positions (coordinates) of 123593 postal addresses in the north eastern united states. As
the dataset contains three conurbations (New York, Philadelphia, Boston), it contains
three larger clusters and a lot of additional noise. The error with this real dataset is
higher than with the synthetic data, however the ordering of the different approaches is
similar: the MIN/MAX approach performs worse, k is similar to the sampling approach
and the sampling approach shows the lowest error.
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5 Conclusions

In this paper we addressed different heuristics for estimating the selectivity of RkNN
queries. First, as a baseline for later comparison, we used k as a trivial selectivity esti-
mate. We then aimed at estimating the RkNN selectivity by sampling. Furthermore, we
evaluated selectivity estimation based on histograms by adapting well-known RkNN
query approaches. We have also addressed approaches linking the notion of RkNN se-
lectivity with the number of kNNs of a query point. The proposed approaches are not
only applicable to Euclidean data, but can also be applied to metric spaces in general.

During an extensive performance analysis we compared our solutions for the RkNN
selectivity estimation problem. The results indicate that approaches based on sampling
and the simple estimate of using k as location-invariant selectivity estimate generally
yield good results. In contrast, the histogram-based approach is not applicable for se-
lectivity estimation, since it leads to very large errors.
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Abstract. Graph has become a widely used structure to model data. Unfortu-
nately, data are inherently with uncertainty because of the occurrence of noise
and incompleteness in data collection. This is why uncertain graphs catch much
attention of researchers. However, the uncertain graph models in existing works
assume all edges in a graph are independent of each other, which dose not re-
ally make sense in real applications. Thus, we propose a new model for uncertain
graphs considering the correlation among edges sharing the same vertex. More-
over, in this paper, we mainly solve the shortest path query, which is a fundue-
mental but important query on graphs, using our new model. As the problem of
calculating shortest path probability over correlated uncertain graphs is #P-hard,
we propose different kinds of sampling methods to efficiently compute an ap-
proximate answer. The error is very small in our algorithm, which is proved and
further verified in our experiments.

1 Introduction

In recent decades, graph has emerged to be a popular structure to model data in database
community. The road network data, social network data, biological network data, RDF
data, etc., are well-known graph data. However, these data are usually uncertain because
noise and incompleteness inevitably exist when collecting data in real applications. For
example, researchers usually use sensors in road networks to test all kinds of data such
as vehicle speed. Due to the limitation of hardware, sensors may delay or miss some data
messages, which causes some inaccuracy to the collected data. Given another example,
in the Protein-Protein Interaction (PPI) network, the proteins obtained from experi-
ments may either contain some nonexisting protein interactions, or miss some existing
ones. So this is the reason why uncertain graphs catch a lot of researches’ attentions in
recent years [1][2][15][17].

As a fundamental and important query on graphs, shortest path query has a wide
application. Taking an example, when a tourist arrives in a new city, he would like to
know how to get to a place of interest from his current location using the least time.
Though the shortest path query has been studied for a long time, there are few works
that cope with it over uncertain graphs.

The existing ones consider the edges of an uncertain graph are independent of each
other [26][30]. Specifically, given an uncertain graph G(V,E,W, Pr), its vertices are
deterministic, and each edge e ∈ E is labeled by a two-tuple pair (w, pr), wherew ∈ W

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 124–140, 2014.
c© Springer International Publishing Switzerland 2014
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is the weight of the edge and pr ∈ Pr is the existence probability of the edge. A possible
world graph g is an instance of G. The probability of a possible world graph equals to,

Pr(g) =
∏
e∈Ei

pri
∏
e�∈Ei

(1 − pri)

The shortest path probability SPr of a path is the sum of the probability of all the
possible world graphs in which it is shortest between the query points. The follows is
an example of calculating the shortest path probability under the independent uncertain
graph model.
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Fig. 1. Independent Uncertain Graph Model

Example 1. Fig. 1(a) shows an uncertain graph G under the independent uncertain
graph model, and Fig. 1(b)-(c) are two possible world graphs of G, g1 and g2 respec-
tively. The probability of g1 equals to

Pr(g1) = 0.6×0.7×0.5×0.8×(1−0.8)×(1−0.4)×0.9×(1−0.8)×0.4 = 0.00145

Among all the possible world graphs, there are some ones in which the path PsBEt is
the shortest path, such as g1, g2, etc. Thus, the shortest path probability of PsBEt is
SPr(PsBEt) = Pr(g1) + Pr(g2) + · · ·

However, in real applications, the edges are usually not independent of each other.
In other words, there are always some hidden correlationships among the edges sharing
the same vertex. For example, assuming Fig. 1(a) represents a road network, if a car is
known to travel fluently on one road esB , it will be more possible to still travel fluently
after it goes across an intersection B to another road eBE . Therefore, whether the car
travels fluently on edge BE, to some extent, depends on whether it travels fluently on
edge sB. However, the independent model cannot present such correlation among edges
such as BE and sB. So the independent uncertain graph model is not good enough to
describe the real life uncertain graphs.

Is There a More Reasonable Model to Describe the Uncertain Graphs? In this pa-
per, we propose a new uncertain graph model. This new model can show the correla-
tionship among the edges sharing the same vertex, which overcomes the shortcoming
of the existing uncertain graph model.

How Can We Get the Query Answers Efficiently and Effectively? It can be seen that
calculating the shortest path probability over correlated uncertain graph is a #P-hard
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problem (in Section 2.2). A naive method is to find out all the possible world graphs,
compute the shortest path in each possible world graph, and sum up the corresponding
probabilities of the possible world graphs whose shortest path is the same. This method
is apparently infeasible since the number of possible world graphs is exponential, which
is impossible to be enumerated.

Thus, in this paper, we first propose a baseline sampling algorithm based on Monte
Carlo theory, and then design an improved sampling algorithm based on Unequal Prob-
ability Sampling. The improved algorithm has a less processing time and can provide a
more accurate result.

Summery of Our Contributions and Organization:
– We propose a new Uncertain Graph Model for the shortest path query.
– We propose a more effective and efficient sampling algorithm for shortest path

query under our model.
– We conduct a comprehensive experiment and verify that our improved algorithm

can answer the shortest path query more efficiently and accurately than the baseline
algorithm.

In the rest of our paper, we introduce our new model and define the problem formally
in Section 2. In Section 3, we introduce the baseline sampling algorithm. In Section 4,
we describe our improved sampling method. In Section 5, we report our experiment
results. Finally, we briefly review the related works in Section 6 and make a conclusion
in Section 7. Some frequently used symbols in this paper are listed in Table 1.

Table 1. Main Symbols

Symbols Description Symbols Description
DAG Directed Acyclic Graph G uncertain graph
gc deterministic graph ignoring uncertainty P path

pmf probability mass function SPr shortest path probability
CPr conditional probability CPT Conditional Probability Table
s the source query vertex t the terminal query vertex
es the edge outgoing s vz a vertex whose in-degree is zero
sz a source vertex whose in-degree is zero MSE Mean Square Error

2 The New Uncertain Graph Model and Problem Statement

In this paper, we use directed graphs due to the wide applications in real life. For ex-
ample, in a road network, it is common to see vehicles stuck in one direction, while
the opposite direction has a very light traffic. What’s more, in other domains, such as
semantic Web (RDF), social networks, and bioinformations, graphs are often directed.
Specifically, we take DAG(Directed Acyclic Graph) typically in our model, since the
cyclic graphs can equivalently be changed into DAGs by merging the strong connected
components into a single vertices [29]. We give the definition of DAG as follows.
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Definition 1 (Directed Acyclic Graph (DAG)). A Directed Acyclic Graph is denoted
as DAG(V,E,W ), where V is the vertex set, E is the edge set, and each edge is given
a weight w ∈ W . For any path P from v1 to v2 in a DAG, there should be no such
paths P ′s from v2 to v1. If there is an edge e(v1, v2) ∈ E, it is called outgoing v1 and
injecting v2, and v1 is called a parent vertex of v2. If there are two edges e1(v1, v2)
and e2(v2, v3), e1 is called a parent edge of e2. The total number of edges outgoing a
vertex is called the out-degree of this vertex, and the total number of edges injecting a
vertex is called its in-degree. The vertices with zero in-degree are called root vertices.

In this section, we first describe our new uncertain graph model in Section 2.1. Then,
in Section 2.2, we formally define our problem.

2.1 Uncertain Graph Model

Definition 2 (Uncertain Graph Model). An Uncertain Graph is denoted as G(gc, P r),
where gc(V,E,W ) is a DAG and Pr is a probability mass function (pmf) showing the
correlation among edges and their parent edges. Similar to Bayesian Network, the pmf
is represented by a conditional probability CPre that edge e exists (or not) on the
condition that its parent edges exist (or not). That is,

CPrstate(e) = Pr(state(e)|state(e1), . . . , state(ei), . . . , state(ein)) (1)

where e1 . . . ein are the parent edges of e, and state(e) is the function presenting
whether e exists. If e exists, state(e) = 1. Otherwise, state(e) = 0.

A conditional probability table CPT is used on e to list all its CPrs.

Example 2 (Uncertain Graph Model). Fig. 2 shows an uncertain graph, and Gi. 2(a) is
its gc. As there are 9 edges in gc, there should be 9 CPTs in total, and Fig. 2(b)-(f) show
5 of them. The edge esA and esB are outgoing a root vertex s, and their conditional
probabilities are shown in Fig. 2(b) and (c). The state of edge eBE depends on the state
of the edge esB . Similarly, the state of edge eCt depends on the states of both eAC and
eBC . For instance in Fig 2(e), the value 0.2 means the probability that eBE exists on
the condition that esS exists.

This correlated uncertain graph model can be used in road network to show the flu-
ency correlationship among neighbor roads. For example, in Fig. 2(a), road eCt is more
possible to be fluent (i.e., eCt exists) if both the roads eAC and eBC are fluent (i.e., eAC

and eBC both exist). Besides, if this model is used in website society, for example, in
Fig. 2(a), if a user visit a website A from its similar website s, he is more probable to
continue visit its another similar website C or D than not to visit them. These correla-
tionships can only be presented by our correlated uncertain graph model other than the
existing independent one.

Given the above uncertain graph model, how to calculate the probability of a possible
world graph? This would apply the following definition of Conditional Independent.

Definition 3 (Conditional Independent). X , Y , Z are three sets of random variables.
Y is conditionally independent of Z given X (denoted as Y ⊥Z|X) in distribution Pr
if ∀ x ∈ X , y ∈ Y and z ∈ Z , that is,

Pr(Y = y, Z = z|X = x) = Pr(Y = y|X = x) × Pr(Z = z|X = x)
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Fig. 2. Uncertain Graph Model

From Definition 3, the probability of a possible world graph g equals to

Pr(g) =
∏

1≤i≤m

CPr(state(ei)) (2)

where m is the number of edges in a graph.
For example, the probability of gc shown in Fig. 2(a) equals to

Pr(g1) = CPr(state(esB) = 1)× CPr(state(eBE) = 1)× · · ·
= Pr(state(esB) = 1)× Pr(state(eBE) = 1)|state(esB) = 1)× · · ·
= 0.7× 0.2× · · · (3)

2.2 Problem Statement

Definition 4 (Shortest Path Probability (SPr)). For any path P of gc, the probability
of the event that P is the shortest path in the uncertain graph G(gc(V,E,W ), P r) is
called its Shortest Path Probability, which is calculated as

SPr(P ) =
∑

P is the shortest path in gi (1 ≤ i ≤ n)

Pr(gi) (4)

Definition 5 (Threshold-based Shortest Path Query). Given a correlated uncertain
graph G(gc(V,E,W ), P r), two vertices s, t ∈ V , and a probabilistic threshold τ ,
the threshold-based shortest path query returns a path set SP = {P1, P2, . . . , Pn}
in which each path Pi has a SPr(Pi) larger than the threshold τ .

Apparently, if we want to quickly answer the threshold-based shortest path query,
we have to efficiently calculate the SPr. However, the calculation of SPr under the
correlated uncertain graph model is #P-hard. This is because calculating the reachabil-
ity probability under the independent uncertain graph model is #P-complete [11][23].
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When considering the correlation among edges, the calculation of the reachability prob-
ability under our model will be harder, whose complexity is at least #P-complete. Ap-
parently, the calculation of the shortest path probability under our model is even harder
than calculating the reachability probability. So our problem is at least #P-complete,
which is #P-hard.

3 Baseline Sampling Algorithm

As discussed in the last section, calculating SPr is a #P-hard problem, so there is
no exact solution in polynomial time unless P=NP. Thus, in the rest of this paper, we
use sampling methods to get an approximate result. In this section, we give a baseline
sampling method based on Monte Carlo theory.

During the sampling process, we sampleN possible world graphs,G1,G2, . . . ,GN ,
according to the pmf of each edge. Then, on each sampled possible world graph, we run
a shortest path algorithm over deterministic graphs to find out its shortest path. Finally,
we set a flag yPi for each path, so that

yPi =

{
1 if Pi is the shortest path in the sampled possible world graph
0 otherwise

Thus, the estimator ŜP rB equals to,

SPrB ≈ ŜP rB =

∑N
i=1 yPi

N
(5)

For any sampling method, The Mean Square Error (MSE) incorporates both the bias
and the precision of an estimator into a measure of overall accuracy. It is calculated as,

MSE(θ̂) = E[(θ̂ − θ)2] = V ar(θ̂) +Bias(θ̂, θ)

The bias of an estimator is given by,

Bias(θ̂) = E(θ̂) − θ

An estimator of θ is unbiased if its bias is 0 for all values of θ, that is, E(θ̂) = θ As the
estimator of Monte Carlo method is unbiased [6], thus,

MSE(ŜP rB) = V ar(ŜP rB) =
1

N
SPrB(1 − SPrB) ≈ 1

N
ŜPrB(1 − ŜP rB) (6)

The pseudo code is shown in Algorithm 1.
If the sampling number N is far smaller than the number of possible world graphs,

the Baseline Sampling Algorithm is more efficient than the naive exact method dis-
cussed in Section 1. But as a consequence, the calculation result is less accurate. Ac-
cording to our experiment result in Section 5, if we want to get a more accurate result,
we need to spend many hours to calculate the result using the Baseline Sampling algo-
rithm. Whereas, if we want to quickly access the result in seconds, the error may be as
large as more than 20%.
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Algorithm 1. Baseline Algorithm

Input: Start Point s, Termination Point t
Output: ŜP rB , V ar(ŜP rB)

1 for i from 1 to N do
2 Sample a possible graph;
3 Dijkstra(PossibleGraph PG);
4 CPi++;

// to count the number of 1 in yPi

5 return (ŜP rB, V ar(ŜP rB)) according to formula (5) and (6);

The total time cost ttotal of the sampling algorithm equals to ttotal = tonce × N
(tonce is the time cost in one sampling). So, there are two bottlenecks we need to
break. The first one is how to get a more accurate result using a smaller sam-
pling size (reduce N ). The other one is whether we can reduce the time cost in
one sampling (reduce tonce). Taking the above consideration, we propose an improved
sampling method based on Unequal Probability Sampling.

4 Improved Sampling Algorithm

In this section, we first introduce some knowledge on Unequal Probability Sampling in
Section 4.1. Then, in Section 4.2, we illustrate our improved sampling algorithm, which
is called DijSampling algorithm.

4.1 Unequal Probability Sampling

Unequal probability sampling is when some units in the population have probabilities
of being selected from others. Suppose a sample of size N is selected randomly from
a population S but that on each draw, unit i is sampled according to any probability
qi, where

∑S
i=1 qi = 1 [14]. Let yi be the response variable measured on each unit

selection, i.e.,

yi =

{
1 if i is selected in one sampling
0 otherwise

Note that if a unit is selected more than once, it is used as many times as it is selected.
There are two classical unbiased estimators, Hansen-Hurwitz (H-H) and Horvitz-

Thompson (H-T) in unequal probability sampling method. The H-H estimator is for
random sampling with replacement, while the H-T estimator is a more general esti-
mator, which can be used for any probability sampling plan, including both sampling
with and without replacement [14]. For H-H estimator, an unbiased estimator of the
population total ξ =

∑S
i=1 yi is given by

ξ̂q =
1

N

N∑
i=1

yi
qi
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The variance of H-H estimator is

V̂ ar(ξ̂q) =
1

N(N − 1)

N∑
i=1

qi(
yi
qi

− ξ̂q)
2

For H-T estimator, the population total ξ =
∑S

i=1 yi is estimated by

ξ̂π =
1

d

N∑
i=1

yi
πi

where πi is the probability that the ith unit of the population is included in the sample
(inclusion probability), and d is the distinct unit number in the sample, which is called
effective sample size. In addition, the variance of H-T estimator is,

V̂ ar(ξ̂π) =

d∑
i=1

(
1 − πi
π2
i

)y2i +

d∑
i=1

d∑
j=1,j �=i

(
πij − πiπj

πiπj
)
yiyj
πij

where πij is the joint inclusion probability of units i and j (the probability that i and j
are sampled at the same time).

As both of the above estimators are unbiased, i.e., Bias(θ̂, θ) = 0, the variance can
be used to evaluate the accuracy of the estimators.

4.2 DijSampling Algorithm

Reviewing the two bottlenecks in Section 3, the underlying cause of the first one is that
the Baseline Sampling algorithm only samples one instance of the sample space in one
sampling. We consider a method to sample a lot of possible world graphs together in
one sampling in order to reduce N . Then, for the second bottleneck, when sampling
once, the Baseline Sampling algorithm samples the whole possible world graph, and
the followed Dijkstra algorithm is run on the whole possible world graph. Thus, we
should think of a method that only samples a part of a possible world graph each
time to reduce tonce. These are the main purposes of our DijSampling algorithm. We
use an example to explain these advantages in detail.

Example 3 (Advantages of Improved Sampling Algorithm). Fig. 3 shows 4 possible
world graphs. These possible world graphs have the same shortest path, PsBEt. (Actu-
ally, there are 16 such possible world graphs, and we only show 4 of them.) We apply
shortest path algorithm to sample edges esB , eBE , and eEt, and the 16 possible world
graphs are totally the possible world graphs that contain PSBEt as the shortest path.
Thus, our DijSampling algorithm only needs one sampling and can sample all these 16
possible world graphs together. But in Baseline Sampling algorithm, it takes 16 times
to sample them. In other words, sampling once in DijSampling algorithm has the same
effect with sampling 16 times in Baseline Sampling. If the Baseline Sampling needs
1600 times of sampling to get an accurate result, the DijSampling algorithm only needs
100 times of sampling. Thus, by together sampling the possible world graphs contain-
ing the same shortest path, the DijSampling algorithm can effectively reduce the sample
size N . Moreover, since the 4 edges, eAC , eAD, eCt and eDt, are not sampled in one
sampling of DijSampling algorithm, the DijSampling algorithm has a smaller teach than
the Baseline Sampling algorithm.
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Fig. 3. Possible World Graphs in which PsBEt is the shortest path

As indicated in the above example, the main idea of our DijSampling algorithm is to
sample the edges at the same time with the process of Dijkstra algorithm. The pseudo-
code is shown in Algorithm 2. The DijSampling is proceeded during the process of
Dijkstra algorithm. When the Dijkstra algorithm needs the messages of an edge such
as its existence or weight, we sample it according to its pmf (Line 3). Note that if this
edge is outgoing the source query point s, we need to determine whether its in-degree
is zero. If it is so (s = sz), we just sample it according to its pmf (Line 5). Otherwise
(Line 7), we sample this edge with the probability estimated by the following formula

Pr(state(es) = 1) =

∑
1≤i...≤min;k=0,1 CPr(state(es) = 1|state(ei) = k, · · · )∑
1≤i...≤min;k=0,1 CPr(state(es) = k|state(ei) = k, · · · ) (7)

This formula means we sample the edge es using the average probability when
state(s) = 1 in its CPT as its existence probability, while using the average proba-
bility when state(s) = 0 as its nonexistence probability. The reason why we treat the
es specially will be explained latter in this subsection.

The following is an example illustrating the process of DijSampling algorithm.

Algorithm 2. DijSampling Algorithm

Input: Start Point s, Termination Point t, sampling times N
Output: ̂SPrH−H , V ar( ̂SPrH−H), ̂SPrH−T , V ar( ̂SPrH−T )

1 for i from 1 to N do
2 running Dijkstra begin
3 if Dijkstra needs the messages of an edge then
4 if s==sz then
5 Sample the edges outgoing s according to their CPTs ;

6 else
7 Sample the edges outgoing s according to formula (7) ;

8 Sample the other edges according to their CPTs ;

9 else
10 continue the Dijkstra algorithm ;

11 return (result shortest path Pi) ;

12 yPi++ ;

13 calculate ̂SPrH−H , V ar( ̂SPrH−H), ̂SPrH−T , V ar( ̂SPrH−T );
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Example 4. Fig. 4 shows the process of DijSampling algorithm. In this figure, we use
dashed lines to denote the unsampled edges, solid lines to denote the existing edges
after sampling, and no lines (empty) to denote the nonexisting edges after sampling.
Specifically, Fig. 4(a) is the gc of the uncertain graph in Fig. 2 before sampling, and
Fig. 4(b)-(d) are the graphs after sampling the designated edges.

Assume the start query point is s and terminal query point is t. We first sample
esA and esB according to Fig. 2(b) and Fig. 2(c) respectively. For example, we sample
the esB with probability 0.7 existing and 0.3 nonexisting. After that, we assume that
esA does not exists and esB exists (Fig. 4(b)). Then, we sample edge eBE and eBC .
For example, for edge eBE , as we have sampled edge esB exists, then state(esB) =
1. So we sample eBE with probability 0.2 existing, and probability 0.8 nonexisting
(Fig. 4(c)). Repeat the above process, after we sample to Fig. 4(d), we can know PsBEt

is the shortest path. Thus, there is no need to sample the other edges (dashed edges in
Fig. 4(d)).
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Fig. 4. DijSampling Process

In addition, if the query is B to t instead, the first edges should be sampled are eBE

and BC. The sampling existence probability of eBE is (0.2 + 0.857)/(0.2 + 0.857 +
0.8+ 0.143) = 0.5285, and similarly the nonexistence probability is 0.4715. Then, the
remained sampling steps are the same with those mentioned above (from s to t).

After describing the algorithm, let us see how to estimate the SPrs. According to
Section 4.1, the H-H estimator of SPr can be calculated as

SPrH−H ≈ ̂SPrH−H =
1

N

N∑
i=1

PrPiyPi

qi
(8)

where N is the sampling times, and PrPi is the probability of the sampled possible
world graph that Pi is the shortest path in it, which can be calculated as

PrPi =
∏

1≤i≤msamp

CPr(state(ei)) (9)

where msamp is the number of sampled edges in one sampling process.
The variance of this estimator equals to

V ar( ̂SPrH−H ) =
1

N(N − 1)

N∑
i=1

qi(
PrPi

qi
− ̂SPrH−H)2 (10)

When qi = PrPi , i.e., we sample each edge according to its pmf [11], it has been
proved that, the variance in formula (10) is minimum. At this moment, the ̂SPrH−H in
formula (8) equals to

min( ̂SPrH−H) =

∑N
i=1 yPi

N
(11)
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and its corresponding variance is

min(V ar( ̂SPrH−H )) =
1

N
̂SPrH−H(1 − ̂SPrH−H) (12)

The H-H estimator and its variance equals to those of the baseline algorithm.
Similarly, we give the formula to compute H-T estimator. Suppose, in the N times

sampling, there are v different sampling results. Thus the probability that each one of
the v results may be sampled is πi = 1 − (1 − qi)

N . So the estimator ̂SPrH−T is,

SPrH−T ≈ ̂SPrH−T =
1

N

N∑
i=1

PrPryPi

πi
(13)

This estimator is unbiased as well [11][14]. πij = 1 − (1 − qi)
n − (1 − qj)

N − (1 −
qi − qj)

N is the probability that πi and πj are in the result set at the same time, and the
variance of this estimator is,

V ar( ̂SPrH−T ) =
∑
i∈v

(
1 − πi
πi

)(PrPi )
2 +

∑
i,j∈v,i�=j

(
πij − πiπj

πiπj
)PrPjPrPj (14)

Again, when qi = PrPi , V ar( ̂SPrH−T ) gets its minimum value. However, at this

time, ̂SPrH−T 
= ŜP rB . Moreover, V ar( ̂SPrH−T ) ≤ V ar(ŜP rB) [11].

The Special es in Line 7 of Algorithm 2. The reason why we treat the es specially
is that the edges outgoing a vertex always depend its parent edges under the uncertain
graph model introduced in Section 2.1. Just like Example 4, we cannot know the sam-
pling probability of eBE if the state of esB is unknown. Actually, we can just randomly
choose a root vertex and sample from it. After it reach the source query point, we con-
tinue our algorithm. However, this method is apparently uneconomical since the long
journey before the source query point has no contribution to the result set except for a
start probability. Thus, we use formula (7) to quickly estimate this probability instead.

Our algorithm can achieve qi = PrPi except for this step in Line 7 of Algorithm 2.
In this situation, if we still use the estimators with the minimum variance, they are no
longer unbiased. But fortunately, we can prove that this bias is close to zero when the
number of sampled edges are large, which is Theorem 1 in follows.

Theorem 1. The bias of estimators equals nearly to zero when the number of sampled
edges are large.

A B C ...
e1e0 e2

Fig. 5. Dependency Schematic Diagram for Derivation of Bias

Proof. We take the situation in which s has only one injection edge as an example to
derivate the bias. The derivation when s has more than one injection edges are simi-
lar. A schematic diagram is shown in Fig. 5. e1 is the first edge we want to sample.
Let Pr(ei|ej) = Pr(state(ei) = 1|stateej = 1), Pr(ei|ej) = Pr(state(ei) =
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1|stateej = 0), Pr(ei|ej) = Pr(state(ei) = 0|stateej = 1), and Pr(ei|ej) =
Pr(state(ei) = 0|stateej = 0), then the real sampling probability of e1 equals to

Pr(e1) = Pr(e1|e0)× Pr(e0) + Pr(e1|e0)× Pr(e0)

= Pr(e1|e0)× Pr(e0) + Pr(e1|e0)× (1− Pr(e0)) (15)

But our estimated probability of e1 equals to,
P̂ r(e1) = Pr(e1|e0)× P̂ r(e0) + Pr(e1|e0)× (1− P̂ r(e0))

Thus, the bias after sampling the first edge Bias(1) equals to,
Bias(1) = P̂ r(e1)− Pr(e1) = (Pr(e1|e0)− Pr(e1|e0))× (Pr(e0)− P̂ r(e0))

Similarly, we can get the bias after sampling the second edge,
Bias(2) = P̂ r(e2)− Pr(e2)

= (Pr(e2|e1)− Pr(e2|e1))× (Pr(e1|e0)− Pr(e1|e0))× (Pr(e0)− P̂ r(e0))

Recursively, we can get the bias after sampling msample edges,
Bias(msample) = ̂Pr(emsample)− Pr(emsample)

=

msample∏
i=1

(Pr(ei|ej)(i) − Pr(ei|ej)(i))× (Pr(e0)− P̂ r(e0))

where Pr(ei|ej)(i) and Pr(ei|ej)(i) are conditional probabilities of ith sampled edge.
Apparently, Bias(msample) → 0 when msample is large enough. �

5 Performance Evaluations

In this section, we will report and analyze our experiment results. All the experiments
are proceeded on a PC with CPU Inter(R) Core(TM)i7-2600, frequency 3.40GHz, mem-
ory 8.00GB, hard disk 500GB. The Operation System is Microsoft Windows 7 Enter-
prise Edition. The development software is Microsoft Visual Studio 2010, using lan-
guage C++ and its standard template library (STL).

The Dataset. The real data used in this paper can be classified into two categories.
One is sparse dataset such as Road Network data1, and the other one is Social Network
data2. The numbers of vertices and edges are listed in Table 2.

In real datasets, the edges are certain, so we need to change the certain graphs into
uncertain graphs. In Road Network Datasets, we use the method which is introduced
in [10]. Use Normal Distribution N(μ, σ) to generate the weights on each edge. Here,
μ is the edge weight in original datasets, and σ is the variance of the generated weights.
σ is different according to different edges, which is normally distributed as N(μσ, σσ).
Here, μσ = xR, and the value range of x is [1%, 5%]. In default condition, μσ = 1%R,
andR is the value range of all weights in original datasets. In the same way, we generate
the weights and probabilities on edges in Social Network datasets.

For all the datasets, we choose 100 pairs of vertices as starting points and termina-
tion points. After the 100 tests, we calculate the average time cost, memory cost, Mean
Square Error (MSE) and relative error as the experiment results. We set the threshold
defaulted to be 0.5 and compare the proformance of baseline sampling algorithm (de-
noted as BS) and our improved DijSampling algorithm (denoted as DS).

1 http://www.cs.utah.edu/˜lifeifei/SpatialDataset.htm
2 http://snap.stanford.edu/data

http://www.cs.utah.edu/~lifeifei/SpatialDataset.htm
http://snap.stanford.edu/data
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Table 2. Real Dataset Parameters

Name of Dataset Vertex Number Edge Number
OLdenburg (OL) Road Network 6,105 7,035

San Francisco Road Network (SF) 174,956 223,001
wiki-Vote 7,115 103,689

Running Time. Fig. 6 shows the running time vs sample size for the two sampling
algorithms on different real datasets. From the results, we can observe that with the
increase of sample size, the time cost for the two algorithms all increases. The time cost
of BS is always largest than that of DS. In addition, we observe that the larger the graph
is, the more time will be cost.
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Fig. 6. Running time vs Sample Size

The results above are reasonable. The running time depends on the number of sam-
pled edges. The more edges sampled, the more time an algorithm will cost. As the BS
Algorithm samples more edges, the whole possible graph, its running time is longer.
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Fig. 7. Memory Cost vs Sample Size

Memory Cost. Fig. 7 shows the memory cost vs sample size on different datasets. It
can be seen that with the increase of sample times, the memory cost of two algorithms
increases. The memory cost of the two algorithms is almost the same.

The phenomena above is reasonable that as sample size increases, the program needs
to explore more space to find the shortest path and calculate estimator with correspond-
ing variance. Thus, the memory cost increases with the increase of sample times. More-
over, both the algorithms need to save the structures of graph data and some queues for
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Dijkstra algorithm, which are the same. The only difference between the two methods
are the flags showing whether each edge is sampled, which takes little memory cost.
Thus, the memory cost of the two algorithms is nearly the same.

Accuracy. We test Mean Square Error (MSE) and relative error of the estimators to
show the accuracy of different algorithms. As the bias caused by formula (7) is always
0 in the experiment result, we do not show it in our result figures. Since the variance of
BS estimator is the same as the H-H estimator of DS, we show them using the same line
in result figure. The method of calculating relative error is the same as that in [11].
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Fig. 8. Mean Square Error vs Sample Size

From Fig. 8, it can be seen that no matter how the size of datasets change, the
variance of estimators decreases as sample size increases. Moreover, the variance of
̂SPrH−T always keeps smaller than that of ̂SPrH−H . This result means the ̂SPrH−T

estimator is better than ̂SPrH−T , which verifies the discussion in Section 4.1.
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Fig. 9. Relative Error vs Sample Size

From Fig. 9, the relative error of BS is always the largest, and H-T of DS is always
the smallest. This means the stability and accuracy of ̂SPrH−T is strongest. This result
verifies our analysis in Section 4.2. That is, we need fewer sampling times by applying
DijSampling Algorithm to get the same accuracy as baseline algorithm.

As we cannot get the distribution of unequal probability sampling, the error cannot be
bounded. However, from Figure 9, in the 4 datasets used in our experiments, the error of
both ̂SPrH−T and ̂SPrH−H is very low. Moreover, with the increase of sample times,
the error fluctuates very gently. Thus, the estimators can approximate the exact answer
well.
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6 Related Works

The most popular shortest path algorithms over deterministic graphs are Dijkstra [3] and
A∗ [7]. These algorithms has a large time complexity. Thus, there are large number of
works focusing on building indexes to speed up the algorithms. To accelerate the exact
shortest path query, Cohen et al. [5] proposed a 2-hop labeling method, and F.Wei [24]
proposed a tree-width decomposition index. Moreover, authors in [9] proposed a land-
mark encoding method to provide an approximate answer for shortest path query. In ad-
dition, there are also some shortest path algorithms over deterministic graphs designed
typically for road networks such as [20][19][18][13], and [25] is a good summary. In
recent years, some shortest path algorithms are also designed to for large graph envi-
ronment, such as [12][4][8].

Essentially, the models of these algorithms above are all different from ours, so it is
impossible to extend these algorithms directly.

Different queries are addressed in uncertain environment for a long time such as [21]
[22][28][27]. Among them, shortest path query over uncertain graph is important. This
query is first proposed by Loui [16]. Many works such as [26][30] considered an inde-
pendent model, which is argued in detail in Section 1. Moreover, Ming Hua et.al [10]
built a simple correlated model. It modeled simple correlation in uncertain graphs be-
tween each two edges sharing the same vertex. But when there are more than two edges
sharing the same vertex, it would be confusing.

In addition, ruoming Jin et.al [11] applied Unequal Probability Sampling method,
which solved the uncertain reachability problem efficiently and effectively. However,
their algorithms cannot be applied into our problem directly for three reasons. First,
their model was independent uncertain graph model, and their algorithms cannot handle
the correlated uncertain graph model. Secondly, their query was reachability, which
is different from our shortest path query. As discussed in Section 2.2, our problem
is harder than theirs. Thirdly, they applied their sampling algorithm in a divided and
conquer framework. If this framework is extended to our problem directly, we cannot
find out the shortest path unless the last edge is sampled. Then, their algorithms would
lose the advantages.

7 Conclusion

In this paper, we first propose a new uncertain graph model, which considers the hid-
den correlation among edges sharing the same vertex. As calculating the shortest path
probability is a #P-hard problem, we use sampling methods to approximately compute
it. We propose a baseline algorithm and an improved algorithm. Our improved algo-
rithm is more efficient than the baseline algorithm with more accurate answers when
sampling the same times. Moreover, we preform comprehensive experiments to verify
the efficiency and accuracy of our algorithms.
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1. Adar, E., Ré, C.: Managing uncertainty in social networks. IEEE Data Eng. Bull. 30(2),
15–22 (2007)

2. Asthana, S., King, O.D., Gibbons, F.D., Roth, F.P.: Predicting protein complex membership
using probabilistic network reliability. Genome Research 14(6), 1170–1175 (2004)

3. Bast, H., Funke, S., Matijevic, D.: Transitultrafast shortest-path queries with linear-time pre-
processing. In: 9th DIMACS Implementation Challenge [1] (2006)

4. Cheng, J., Ke, Y., Chu, S., Cheng, C.: Efficient processing of distance queries in large graphs:
A vertex cover approach. In: SIGMOD, pp. 457–468. ACM (2012)

5. Cohen, E., Halperin, E., Kaplan, H., Zwick, U.: Reachability and distance queries via 2-hop
labels. SIAM Journal on Comp 32(5), 1338–1355 (2003)

6. Fishman, G.S.: A monte carlo sampling plan based on product form estimation. In: Proceed-
ings of the 23rd Conference on Winter Simulation, pp. 1012–1017. IEEE Computer Society
(1991)

7. Fu, L., Sun, D., Rilett, L.R.: Heuristic shortest path algorithms for transportation applica-
tions: State of the art. Computers & Operations Research 33(11), 3324–3343 (2006)

8. Gao, J., Jin, R., Zhou, J., Yu, J.X., Jiang, X., Wang, T.: Relational approach for shortest path
discovery over large graphs. PVLDB 5(4), 358–369 (2011)

9. Gubichev, A., Bedathur, S., Seufert, S., Weikum, G.: Fast and accurate estimation of shortest
paths in large graphs. In: CIKM, pp. 499–508. ACM (2010)

10. Hua, M., Pei, J.: Probabilistic path queries in road networks: Traffic uncertainty aware path
selection. In: EDBT, pp. 347–358. ACM (2010)

11. Jin, R., Liu, L., Ding, B., Wang, H.: Distance-constraint reachability computation in uncer-
tain graphs. PVLDB 4(9), 551–562 (2011)

12. Jin, R., Ruan, N., Xiang, Y., Lee, V.: A highway-centric labeling approach for answering
distance queries on large sparse graphs. In: SIGMOD, pp. 445–456. ACM (2012)

13. Jing, N., Huang, Y.W., Rundensteiner, E.A.: Hierarchical encoded path views for path query
processing: An optimal model and its performance evaluation. TKDE 10(3), 409–432 (1998)

14. Thompson, S.K.: Sampling the Third Edition. Wiley Series In Probability And Statistics.
Wiley (2012)

15. Lian, X., Chen, L.: Efficient query answering in probabilistic rdf graphs. In: SIGMOD, pp.
157–168. ACM (2011)

16. Loui, R.P.: Optimal paths in graphs with stochastic or multidimensional weights.
CACM 26(9), 670–676 (1983)

17. Nierman, A., Jagadish, H.: Protdb: Probabilistic data in xml. In: Proceedings of the 28th
International Conference on Very Large Data Bases, pp. 646–657. VLDB Endowment (2002)

18. Rice, M., Tsotras, V.J.: Graph indexing of road networks for shortest path queries with label
restrictions. PVLDB 4(2), 69–80 (2010)

19. Samet, H., Sankaranarayanan, J., Alborzi, H.: Scalable network distance browsing in spatial
databases. In: SIGMOD, pp. 43–54. ACM (2008)

20. Sankaranarayanan, J., Samet, H., Alborzi, H.: Path oracles for spatial networks. PVLDB 2(1),
1210–1221 (2009)

21. Tong, Y., Chen, L., Cheng, Y., Yu, P.S.: Mining frequent itemsets over uncertain databases.
PVLDB 5(11), 1650–1661 (2012)



140 Y. Cheng et al.

22. Tong, Y., Chen, L., Ding, B.: Discovering threshold-based frequent closed itemsets over
probabilistic data. In: ICDE, pp. 270–281. IEEE (2012)

23. Valiant, L.G.: The complexity of enumeration and reliability problems. SIAM Journal on
Comp. 8(3), 410–421 (1979)

24. Wei, F.: Tedi: Efficient shortest path query answering on graphs. In: Proceedings of SIG-
MOD, pp. 99–110. ACM (2010)

25. Wu, L., Xiao, X., Deng, D., Cong, G., Zhu, A.D., Zhou, S.: Shortest path and distance queries
on road networks: an experimental evaluation. PVLDB 5(5), 406–417 (2012)

26. Yuan, Y., Chen, L., Wang, G.: Efficiently answering probability threshold-based shortest path
queries over uncertain graphs. In: Kitagawa, H., Ishikawa, Y., Li, Q., Watanabe, C. (eds.)
DASFAA 2010. LNCS, vol. 5981, pp. 155–170. Springer, Heidelberg (2010)

27. Yuan, Y., Wang, G., Chen, L., Wang, H.: Efficient keyword search on uncertain graph data.
IEEE Transactions on Knowledge and Data Engineering 25(12), 2767–2779 (2013)

28. Yuan, Y., Wang, G., Wang, H., Chen, L.: Efficient subgraph search over large uncertain
graphs. In: International Conference on Very Large Data Bases (2011)

29. Zhang, Z., Yu, J.X., Qin, L., Chang, L., Lin, X.: I/o efficient: Computing sccs in massive
graphs. In: Proceedings of the 2013 International Conference on Management of Data, pp.
181–192. ACM (2013)

30. Zou, L., Peng, P., Zhao, D.: Top-k possible shortest path query over a large uncertain graph.
In: Bouguettaya, A., Hauswirth, M., Liu, L. (eds.) WISE 2011. LNCS, vol. 6997, pp. 72–86.
Springer, Heidelberg (2011)



Exploiting Transitive Similarity and Temporal

Dynamics for Similarity Search
in Heterogeneous Information Networks

Jiazhen He1,2, James Bailey1,2, and Rui Zhang1

1 Department of Computing and Information Systems, The University of Melbourne
2 Victoria Research Laboratory, National ICT Australia

Abstract. Heterogeneous information networks have attracted much
attention in recent years and a key challenge is to compute the similarity
between two objects. In this paper, we study the problem of similar-
ity search in heterogeneous information networks, and extend the meta
path-based similarity measure PathSim by incorporating richer informa-
tion, such as transitive similarity and temporal dynamics. Experiments
on a large DBLP network show that our improved similarity measure
is more effective at identifying similar authors in terms of their future
collaborations.

Keywords: similarity search, heterogeneous network, meta path.

1 Introduction

Heterogeneous information networks are ubiquitous in many real-world appli-
cations, such as bibliographic networks and healthcare networks. Different from
homogeneous information networks (which only consider one type of object and
link), heterogeneous information networks involve multiple types of objects and
links. For example, heterogeneous bibliographic networks contain authors as well
as other types of objects, such as papers, venues, and terms. In addition, hetero-
geneous information networks contain rich semantic information. For example,
two objects can be connected through different links with different semantic
meanings (i.e. two authors can be connected by co-authoring a paper or pub-
lishing different papers on a same venue). Such networks can more accurately
model complex network data.

Heterogeneous information networks have been studied in many data mining
tasks [6,16,15]. In this paper, we focus on the problem of similarity search in
these networks. Similarity search aims to discover the most relevant objects
with respect to a given query object. In heterogeneous information networks
where multiple types of objects are available, we focus on identifying similar
objects of the same type considering rich semantic information. For example, in
a heterogeneous bibliographic network, given a query author, we can discover
similar authors based on the diversified semantic meanings, such as co-author
relationships and venues of publication.

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 141–155, 2014.
c© Springer International Publishing Switzerland 2014
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Intuitively, two objects are similar if there many paths between them. A major
challenge for similarity search in heterogeneous information networks is how to
exploit the diversified semantic meanings under different paths. Existing similar-
ity measures for homogeneous information networks cannot effectively capture
such meanings since they treat all the paths between two objects equally with-
out distinguishing the different semantic meanings. Some existing studies have
recognised this problem and tackled similarity search in heterogeneous infor-
mation networks based on the concept of meta paths[19,14]. A meta path is a
sequence of links between object types, which can capture a particular semantic
meaning between its starting type and ending type. The meta path-based sim-
ilarity measures treat the concrete paths following a given meta path equally.
However, the impacts of the paths connected through different objects can vary.
The challenge is how to model such impacts. In addition, heterogeneous infor-
mation networks evolve over time, and contain rich temporal information. For
example, the link between two objects is generally formed with a timestamp.
The challenge is how to exploit this temporal information for similarity search.

In this paper, we extend the meta path-based similarity measure PathSim[14]
by incorporating transitive similarity and temporal information. A meta path
can be concatenated by multiple short meta paths. Given a meta path, we first
decompose it into multiple short meta paths with the start type and end type
of the same type. For example, meta path “author-paper-author-paper-author
” (APAPA) describing two authors share same co-authors can be decomposed
into two meta paths APA and APA. Then we add weights to the paths following
a short meta path, according to the similarity between the two end objects of
the short meta path, which is called transitive similarity. The transitive simi-
larity between two objects can be obtained based on the different meta paths
between them with different semantic meanings. The higher the transitive sim-
ilarity between two objects, the more important the paths between them. For
example, suppose two end authors x and y of APAPA are connected through
two common co-authors z1 and z2, if z1 is more similar to x and y compared
with z2, the paths between x and z1, and the ones between y and z1 should be
more important.

In addition, the paths between two objects are generally associated with tem-
poral information, i.e., the building time. Intuitively, the recent paths should
be more important than old ones. The paths are generally built as a result of
an event. For example, the path “Tom − P1 − SIGKDD” with building time
2012 following the meta path “author-paper-venuer” is built due to the event
that Tom published paper P1 in SIGKDD in 2012. To differentiate the im-
portance of different paths, we first decompose a meta path into multiple short
meta paths with the maximum length that an event can affect, for example, meta
path “author-paper-venue-paper-author ” can be decomposed into “author-paper-
venuer” and “venue-paper-author”. Then we add weights to the paths following
the short meta paths according to their building time.

On the other hand, evaluating a new similarity measure is difficult, since
it is difficult to obtain ground truth. We approach this challenge by assuming
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that similar objects will exhibit their similarity by their future behaviour. For
example, in the Flickr image network, similar images are more likely to share the
same tags or be in the same categories in the future. In bibliographic networks,
similar authors are more likely to have collaborations in the future. Under this
assumption, we can obtain a ground truth to evaluate our extended similarity
measure and compare it against existing methods.

The contributions of this paper are summarized as follows:

– We develop a new method that incorporates transitive similarity to capture
the impacts of different paths between two objects given a meta path.

– We incorporate temporal information for similarity search in heterogeneous
information networks, by assigning different weights for the paths with dif-
ferent building time.

– Experiments on DBLP network data demonstrate the effectiveness of our
proposed methods.

The rest of the paper is organized as follows. Section 2 presents related work,
then preliminary concepts and a problem definition are given in Section 3. Section
4 introudces our proposed methods, and Section 5 presents the experimental
results. Finally, Section 6 concludes the paper.

2 Related Work

The key basis for similarity search is a similarity measure, which measures the
similarity between two objects. Similarity measures for traditional data types
have been widely studied, for example the Jaccard coefficient and cosine similar-
ity. For graph data, a number of studies utilize link information to measure the
similarity between two objects. Early similarity measures include co-citation[11]
and co-coupling[7], which were developed for scientific papers. Other similarity
measures based on random walks have also been developed, such as SimRank[4]
and Personalized PageRank [5]. SimRank measures the similarity between two
objects recursively, by averaging the similarity of their neighbours. Personalized
PageRank measures the similarity between two objects by the probability of a
random walk with restart starting from source object to target object.

The similarity measures defined in homogeneous networks ignore the different
types of semantic information that is available under different paths in hetero-
geneous networks. There are several works on similarity search in heterogeneous
information networks. In [14], a meta path framework was proposed for hetero-
geneous information networks, where a meta path corresponds to a sequence of
links between the objects. Based on the framework, a similarity measure called
PathSim was proposed, which aims to find similar objects with the same type.
In [19], the similarity query ambiguity problem was studied, arising from the di-
versified semantic meanings in heterogeneous information networks. For a query
object, users can provide example similar objects for the query as guidance for
choosing related objects. Recently, relevance search in heterogeneous networks
was studied in [10]. A relevance measure called HeteSim, was proposed to mea-
sure the relatedness of the objects in heterogeneous networks, either of the same
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or different type. Overall, these works are based on the meta path framework
and can capture semantic information under a meta path. However, they do not
differentiate the impacts of concrete paths given a meta path, which can affect
the similarity between two objects.

Another line of work related to our problem is link prediction, as the similarity
between two objects can be used to predict the existence of a link between them
(i.e., friendships and co-authorship). In addition, since we evaluate the similar-
ity measures considering the future behaviour between two similar objects, and
such behaviour can be that a link will be formed between them in the future,
our problem is similar to link prediction. However, we focus on developing simi-
larity measures and the future information is only used for evaluation, while link
prediction aims at developing methods to predict the existence of a link between
two objects. The methods for link prediction can be directly using similarity
measures[8] or more sophisticated such as using supervised learning[2].

There are several works on link prediction in heterogeneous information
networks[12,18,13]. The most related work to our problem is co-author rela-
tionship prediction in heterogeneous networks. Sun et al.[12], considering het-
erogeneous meta path-based features, used a logistic regression-based co-author
relationship prediction model, to predict future co-author relationships. Our sim-
ilarity measure can actually serve as a heterogeneous feature for their link pre-
diction model.

3 Preliminaries and Problem Statement

In this section, we briefly introduce concepts related to heterogeneous informa-
tion networks and define the problem.

A Heterogeneous information network is defined as a graph G = (V,E,
T ,R) where V is a set of objects, E is a set of links, T is a set of object types and
R is a set of link types between object types. Since a heterogeneous information
network contains multiple types of objects and links, |T | > 1 and |R| > 1. Each
object v ∈ V is associated with a particular type Ti ∈ T , and each link e ∈ E is
associated with a particular type Rj ∈ R.

The concept of network schema [14] has been proposed to describe the meta
structure of a heterogeneous network for better understanding. It is a graph
defined as SG = (T ,R) where each object is an object type and each link is a
link type between object types.

For example, Fig. 1(a) shows the network schema for a bibliographic informa-
tion network. There are four types of objects: papers (P), venues(conferences/
journals) (C), authors (A) and terms (T) which are the words appearing in the
paper title. Also there are different links between the objects. For example, the
links between authors and papers denote the writing or written-by relations.

A meta path P is a path defined over network schema, and is formalized as

T1
R1−−→ T2

R2−−→ · · · Rl−→ Tl+1, which defines a composite relation between type T1

and Tl+1. The length of P is the number of relations in it. The objects can be
connected through different meta paths. Two examples of meta path are shown
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Paper

Term Venue

Author

(a) Network schema

Venue

Paper

Author

Paper

Author

(b) Meta path: APCPA

Paper

Author Author

(c) Meta path: APA

Fig. 1. (a) A bibliographic network schema; (b) meta path “author-paper-venue-paper-
author” (APCPA) describing authors publish papers in the same conferences; (c) meta
path “author-paper-author” (APA) describing co-author relationship

in Fig. 1(b) and Fig. 1(c). For simplicity, the meta path is denoted by the names
of object types.

PathSim [14] is a meta path-based similarity measure, which aims at finding
similar peer objects for a query object, such as finding similar authors in terms
of research area and reputation. Given a symmetric meta path P , PathSim
computes the similarity between two objects x and y according to

s(x, y) =
2 × |Px�y|

|Px�x| + |Py�y| (1)

where Px�y is the set of paths between x and y following P , Px�x is that
between x and x, and Py�y is that between y and y. The intuition behind
PathSim is that two similar peer objects should not only be strongly connected,
but also share comparable visibility. Their connectivity is defined as the number
of paths between them following P , and the visibility is defined as the number
of paths between themselves[14].

Given a symmetric meta path P = T1T2 · · ·Tl, PathSim similarity be-
tween two objects xi ∈ T1 and xj ∈ Tl with the same type s(xi, xj), can
be computed through the commuting matrix M , which is defined as M =
WT1T2WT2T3 · · ·WTl−1Tl

, where WTiTj is the adjacency matrix between type Ti

and type Tj.Mij denotes the number of paths between object xi ∈ T1 and objects
yj ∈ Tl following meta path P , and Mij = |Pxi�xj |. Similarly, Mii = |Pxi�xi |
and Mjj = |Pxj�xj |.

Problem Statement: The problem studied in this paper is as follows. Given
a heterogeneous information network and a query object, the goal is to find the
top-k objects with the same type and the highest similarity with respect to the
query object.
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4 Proposed Methods

In this section, we introduce our methods to extend PathSim by incorporating
transitive similarity and temporal information.

4.1 Transitive Similarity

Given a meta path P = T1T2 · · ·Tl, where T1 and Tl are the same type (T1 = Tl),
Tm is the set of intermediate types which are the same as T1 and Tl, Tm =
(Tm1, Tm2, · · · , Tmd) where d is the cardinality of Tm. Therefore, P can be con-
catenated by multiple meta paths Pi(i = 1, · · · , d+1), which is shown in Eq.(2).

P = T1 · · ·︸ ︷︷ ︸
P1

Tm1 · · ·Tm2︸ ︷︷ ︸
P2

· · ·Tmd · · ·Tl︸ ︷︷ ︸
Pd+1

(2)

PathSim [14] treats all the paths between object x ∈ T1 and y ∈ Tl connected
through different transitive objects z ∈ Tmh equally. However, intuitively, we are
more likely to trust the paths betweens the objects which are more similar to
each other. We can put different weights on the paths following Pi considering
the transitive similarity between the start type and the end type of Pi. A simple
way of obtaining the transitive similarity is to utilize PathSim over different
meta paths with different semantic meanings. Therefore, for meta path P , its
commuting matrix can be computed as

MP = M s
P1
M s

P2
· · ·M s

Pd+1
(3)

where M s
Pi

is the commuting matrix for meta path Pi with transitive similarity
incorporated, and can be computed as

M s
Pi

=MPi · SP′ (4)

where MPi denotes the commuting matrix of Pi, with each element representing
the number of paths between object x ∈ Ts(Pi) and object y ∈ Te(Pi), where
Ts(Pi) and Te(Pi) represents the start type and the end type of Pi respectively.
SP′ denotes a transitive similarity matrix computed on meta path P ′. P ′ can be
different meta paths such that Ts(P ′) = Te(P ′) = Ts(P) = Te(P). SP′ allows us
to incorporate different meta paths with different semantic meanings.

To better illustrate our method, we give an example in bibliographic networks.
Fig. 2 shows the paths between Rao Kotagiri(Rao) and Jian Pei(Jian) follow-
ing meta path APAPA, and the one between Rao and Kim Marriott
(Kim) according to DBLP between 1990 and 2007. Rao and Jian (Kim) are
not co-authors between 1990 and 2007. But they are connected through their
common co-authors. Suppose Rao is the query author, the PathSim similarity
between Rao and Jian according to Eq.(1) is,

s(Rao, Jian) =
2 × |APAPARao�Jian|

|APAPARao�Rao| + |APAPAJian�Jian |

=
2 × (9 × 2 + 1 × 2 + 18 × 11)

21280 + 15333
= 0.0119



Similarity Search in Heterogeneous Information Networks 147

(a) The paths between Rao Kotagiri and Jian Pei following APAPA

(b) The paths between Rao Kotagiri and Kim Marriott following APAPA

Fig. 2. Example of paths following APAPA with Rao Kotagiri as the query author
and two candidate authors

where the process of computation of |APAPARao�Rao| = 21280 is not shown
due to the space limitation, and the same for Jian (15333). Similarly,
s(Rao,Kim) = 0.0134. However, according to our improved similarity measure,

s′(Rao, Jian) =
2 ×
∑

c∈Co(|APARao�c| × SRao,c + |APAc�Jian| × Sc,Jian)

19357.04+ 12594.43

=
2 × 3.59

19357.04+ 12594.43
= 2.25E − 04

where c denotes a common co-author of Rao and Jian, Co = {JinY an Li,
Limsoon Wong,Guozhu Dong} denotes the set of common co-authors of Rao
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and Jian, SRao,c denotes the transitive similarity between Rao and c (in this
example, S is computed based on APA), and similarly for Sc,Jian. The number
of paths (weighted) between Rao and Rao (19357.04) is given directly due to the
space limitation, and the same for Jian (12594.43). Similarly, s′(Rao,Kim) =
1.43E − 04. We assume that more similar authors are more likely to collaborate
with the query author in future. In this example, based on the DBLP data
between 2008 and 2013, Jian has collaboration with Rao, while Kim does not.
We can see that our improved similarity measure can rank Jian higher compared
with Kim.

4.2 Temporal Dynamics

Heterogenous information networks evolve over time, and also the similarity be-
tween two objects can change over time. We are more interested in finding similar
objects now or even in the future. Intuitively, two objects are more similar if there
are more recent connections between them. Instead of treating the paths given
a single snapshot equally, we differentiate the impacts of paths formed at differ-
ent timestamps. A simple way is to put different weights on the paths formed
in different timestamps. Essentially, the older paths make less contribution to
similarity than recent ones, and should be given lower weights.

Given a meta path P = T1T2 · · ·Tl, its commuting matrix can be computed
as

MP = M t
P1
M t

P2
· · ·M t

Pg
(5)

whereM t
Pi

is the commuting matrix for meta path Pi with temporal information
incorporated, and such that

∑g
i=1 l(Pi) = l(P), where l(Pi) is the length of meta

path Pi. Pi is a meta path on which an event happens in a particular timestamp.
For example, it can be APC in bibliographic networks which represents author
publish paper in conference in a particular year. M t

Pi
can be computed as

M t
Pi

= MPi · YPi (6)

where YPi is the temporal matrix on Pi, with each element represents the weight
of the path between object x ∈ Ts(Pi) and object y ∈ Te(Pi). The weight can
be assigned according to the timestamp of the path formed. Here, we define a
function f(t) of timestamp t to decide the weights,

f(t) = α(t1−t)(t0 ≤ t ≤ t1) (7)

where t0 and t1 represent the start time and end time of the data used for
computing similarities. α(0 < α < 1) can be varied. The path formed most
recently in t1 has the largest weight 1. The smaller α is, the more rapidly the
weight of the less recent path drops. Different f(t) can be defined. In this paper,
we focus on the importance of incorporating temporal information instead of
studying the impacts of different f(t).

Based on the above proposed methods, we can improve PathSim by incorpo-
rating transitive similarity and/or temporal dynamic, and find the top-k similar
objects for a give query object based on our improved similarity measure.
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5 Experiments

In this section, we compare the effectiveness of our improved similarity measure
using the PathSim measure as a baseline.

5.1 Evaluation Measure

Assessing similarity is challenging since it is difficult to obtain ground truth
providing a quantitative measure for the similarity between two objects. Most
existing methods to evaluate the performance of similarity measures rely on user
studies or on an reliable external measure of similarity. The study in [14] used
case studies and manually labeled the results for a handful of queries, evalu-
ating using domain knowledge based on these queries. In this paper, since we
assume that similar objects will show similar behaviour in some way in the fu-
ture, we can obtain ground truth to evaluate the similarity measure and provide
a comprehensive experimental assessment using thousands of test queries.

We use NDCG (Discounted Normalised Cumulative Gain), a widely used mea-
sure in information retrieval [1][3], to evaluate the ranking performance. It re-
wards relevant objects in the top ranked results more heavily than those ranked
lower. In particular, we use NDCG@n, which computes NDCG over the top n
ranked objects, and which can be computed as

NDCG@n =
DCG@n

IDCG@n

DCG@n = rel(1) +
n∑

i=2

rel(xi)

log2(i)

(8)

where IDCG@n denotes the Ideal DCG for a perfect ranking and rel(xi) denotes
the relevance score for an object xi at position i.

5.2 Experiment Setup

The DBLP dataset downloaded on 25th April 2013 is used in our experiments.
The network schema of DBLP network is same as Fig. 1(a). The data from 1990
to 2007 (denoted as T1990−2007) is used to compute similarity, while the data
from 2008 to 2013(denoted as T2008−2013) is used for evaluation. The number
of authors, papers, conferences (including journals) and terms (after removing
stopwords in paper titles) between 1990 and 2007 are shown in Table. 1.

Table 1. DBLP data between 1990 and 2007

Data Author Paper Conference Term

1990-2007 698,507 1,114,726 4,949 139,613
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We focus on computing the similarity between two authors given a meta path
between them. In particular, we use meta path APAPA which implies two au-
thors share the same co-authors. Given a query author q, the top n similar
authors are returned with similarity computed based on the data in T1990−2007.
We assume that similar authors will exhibit their similarity by their future be-
haviour. For meta path APAPA, two similar authors might collaborate in the
future (T2008−2013). To easily capture such behaviour for evaluation, we only re-
turn the top n similar authors who have not collaborated with the query author
in T1990−2007. To evaluate the ranking performance, we need the relevance score
rel(xi) for each returned similar author w.r.t. q. According to the number of
co-authored publications between xi and q in T2008−2013, rel(xi) can be set as

rel(xi) =

{
0 if N(q, xi)=0
ϕ (N(q, xi)) if N(q, xi) 
= 0

(9)

where N(q, xi) denotes the number of papers that q and xi publish together
in T2008−2013. We use C to denote the set of all the candidate authors. The
candidate authors are ranked in ascending order according toN(q, x)(x ∈ C), and
each candidate is assigned a ranking value according to its ranking position. For
those who have same value of N(q, x), the same ranking value will be assigned.
ϕ(·) is a mapping function from N(q, xi) to the ranking value for xi.

The query authors can be chosen from the set of authors who exist in
T1990−2007, and have new collaborations with authors exist in T1990−2007 in fu-
ture time interval T2008−2013. We randomly select 3000 authors as query authors,
and compute the averaged results over the 3000 authors. We compare our im-
proved similarity measure with PathSim using paired t-test with p = 0.05. This
process is repeated 10 times, and the results reported in this paper are the aver-
aged results over 10 runs. In addition, we show the effectiveness of our similarity
measure on two sets of query authors, highly productive authors with more than
15 publications in T1990−2007 (denoted as HP ), and less productive authors with
between 5 and 15 publications in T1990−2007 (denoted as LP ).

5.3 Experimental Results

Transitive Similarity Incorporated. In this group of experiments, we in-
corporate different kinds of transitive similarity into meta path APAPA. We
compare our methods with the baseline method, PathSim applied on APAPA.
The results are shown in Fig.3, where (APA)2 represents the baseline method,
and (APA)2 − SAPA, (APA)

2 − SAPCPA and (APA)2 − SAPTPA represents
our methods on APAPA with incorporated transitive similarity based on APA,
APCPA and APTPA respectively. All the results have statistical significance
with p-value<0.05.

It can be seen from Fig.3 that after incorporating different similarity infor-
mation, the performances of our methods are improved over all the varying n on
both HP and LP queries. Basically, the similarity incorporated based on APA
gives better performance compared with APCPA and APTPA. In addition, the



Similarity Search in Heterogeneous Information Networks 151

 0.16

 0.17

 0.18

 0.19

 0.2

 0.21

 0.22

10 20 30 40 50 60 70 80 90 100 150 200

N
D

C
G

@
n

n

(APA)2

(APA)2-SAPA

(APA)2-SAPCPA

(APA)2-SAPTPA

c
(a) HP queries

 0.16

 0.17

 0.18

 0.19

 0.2

 0.21

 0.22

10 20 30 40 50 60 70 80 90 100 150 200

N
D

C
G

@
n

n

(APA)2

(APA)2-SAPA

(APA)2-SAPCPA

(APA)2-SAPTPA

(b) LP queries

Fig. 3. NDCG@n of (APA)2 denoting the baseline method (PathSim) on APAPA
and our methods (APA)2−SAPA, (APA)2−SAPCPA and (APA)2−SAPTPA denoting
APAPA with incorporated transitive similarity based on APA, APCPA and APTPA
respectively, for (a)HP queries and (b)LP queries

performances of all the similarity measures in terms of NDCG@N are low. The
main reason is that ranking is generally difficult, especially in the case of similar
authors in terms of future collaborators, and only using the raw similarity pro-
duced by the similarity measures. Actually, two authors can collaborate due to
many external factors that cannot be captured using the similarity measures in
this paper. Another reason is that for each run, among the 3000 queries, there
are a number of queries with 0 for NDCG@n , which degrade the average results.
Such queries do not have future collaborations with their 2-hop authors.

In addition, the overall performance of both the baseline method and our
methods on LP queries is worse than that on HP queries. The reason is that
for each run, among the 3000 queries, only about 1500 queries have new col-
laborations with their 2-hop authors for LP queries, while about 2200 for HP
queries. Meanwhile, it indicates that HP authors are more likely to collaborate
with their 2-hop authors compared with LP authors.

Since the absolute improvements can be misleading, we mainly report the
relative improvements of NDCG@n (which is also used in studies in information
retrieval[9,17]) in the following experiments. The relative improvements of our
methods over PathSim on meta path APAPA are given in Fig. 4. We can see
that the relative improvements of our method with transitive similarity SAPA

and SAPCPA, are more than 4% and 3% respectively over all the values of varying
n on HP queries. Furthermore, the relative improvements for SAPTPA on HP
queries is less than that on LP queries. The reason might be that HP authors
are generally active in diverse research topics, which yields diverse terms.

Temporal Information Incorporated. In this group of experiments, we
show the effectiveness of incorporating temporal information. We incorporate
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Fig. 4. Relative improvements of our methods (APA)2 − SAPA, (APA)2 − SAPCPA

and (APA)2 − SAPTPA over PathSim on APAPA

temporal information into meta path APAPA, and use Eq.(7) to decide the
weights of the paths following APA. Here, t0 = 1990, t1 = 2007.

First we study the impact of parameter α. Fig.5 shows the relative improve-
ments of our method (APA)2 Tα with varying α over PathSim on APAPA,
where (APA)2 Tα denotes incorporating the temporal information (with vary-
ing α) into APAPA. It can be seen that when α = 0.8, our method can yield
good performance on bothHP and LP queries. In addition, the relative improve-
ments on HP queries are much higher than LP queries. The reason might be
that the links associated with LP authors are relatively sparse, and are formed in
a relatively short time interval, which do not contain much diversified temporal
information to be exploited.
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Fig. 5. Relative improvements of our method (APA)2 Tα denoting the temporal in-
formation (with varying α) incorporated to APAPA over PathSim on APAPA
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Furthermore, we compare the relative improvements over PathSim when in-
corporating temporal information and/or transitive similarity into APAPA. Fig.
6 shows the results when incorporating only transitive similarity ((APA)2 SAPA),
only temporal information ((APA)2 T0.8), and both of them (APAPA T0.8 −
SAPA T0.8) to APAPA.
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Fig. 6. Relative improvements of our method (APA)2 SAPA, (APA)2 T0.8 and
APAPA T0.8 − SAPA T0.8 over PathSim on HP queries and LP queries

It can be seen that there is little difference for the relative improvements of
incorporating transitive similarity on HP queries and LP queries. But incorpo-
rating temporal information makes huge differences, and basically it works better
for HP queries. In addition, the more information incorporated, the higher the
performance is, which can be seen from Fig.6 that, APAPA T0.8 − SAPA T0.8

achieves the best performance with relative improvements more than 15% on
HP queries and more than 7% on LP queries.

Impacts on Different Length of Meta Path. In this group of experiments,
we check the impacts of transitive similarity on different length of meta path.
Fig. 7 shows the relative improvements of incorporating transitive similarity
(based on APA) into different length of meta path APA over PathSim applied
on corresponding length of meta path APA, where (APA)4 − SAPA represents
the relative improvements of incorporating transitive similarity (based on APA)
into (APA)4 over PathSim on (APA)4, and similarly for (APA)3 − SAPA and
(APA)2 − SAPA.

It can be seen that the relative improvement on longer paths is much higher
than shorter paths. This is because PathSim does not distinguish the impor-
tance of different paths given a meta path. When increasing the length of a meta
path, PathSim will treat more remote (and possibly irrelevant) neighbours as
similar, whilst our methods which take into account transitive similarity can
alleviate this effect.
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Fig. 7. Relative improvement on NDCG@n for different length of APA with transitive
similarity based on APA incorporated

6 Conclusion and Future Work

We have studied the problem of similarity search in heterogeneous information
networks and we have proposed an improved meta path-based similarity measure
which incorporates transitive similarity and temporal information. Experimen-
tal results show that our improved similarity measures outperforms the baseline
existing method. We also found that using temporal information can provide
greater gains on highly productive authors than less productive authors. Fur-
thermore, using transitive similarity and temporal information simultaneously
can produce the best performance. In future, we plan to consider in more detail
other types of objects and networks.
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Abstract. Graphs have been widely used in social networks to find interesting re-
lationships between individuals. To mine the wealthy information in an attributed
graph, effective and efficient graph matching methods are critical. However, due
to the noisy and the incomplete nature of real graph data, approximate graph
matching is essential. On the other hand, most users are only interested in the
top-k similar matching, which proposed the problem of top-k similarity search in
large attributed graphs. In this paper, we propose a novel technique to find top-
k similar subgraphs. To prune unpromising data nodes effectively, our indexing
structure is established based on the nodes degrees and their neighborhood con-
nections. Then, a novel method combining graph structure and node attributes
is used to calculate the similarity of matchings to find the top-k results. We in-
tegrate the adapted TA into the procedure to further enhance the similar graph
search. Extensive experiments are performed on a social graph to evaluate the
effectiveness and efficiency of our methods.

1 Introduction

With the fast development of online social networks, an increasing number of peo-
ple are getting involved to communicate with friends and colleagues, which leads to
more and more relationships being recorded in various networks, such as Email net-
works like Gmail, online social networks like Facebook, and role play game networks
like WOW , etc. Graph has been widely used to model the structure of online social
networks, where nodes standing for individuals and edges represent the relationships
among individuals, and attributes of individuals such as address, occupation, etc are
also attached to nodes in graph. Therefore, graphs abstracted from online social net-
works fascinate many researchers from different fields such as computer science, so-
ciology and psychology. Generally speaking, there exists a common problem for all
researchers is to find a substructure in a large graph, where nodes with attributes are
connected with others. Nevertheless, due to the noisy or imprecise information in a
query, approximate graph matching is of paramount important rather than exact match-
ing. Furthermore, top-k answers are interested by users in most situations. Therefore, it
is a crucial problem to find top-k similarity matching of a query in a large graph with
attributes.

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 156–170, 2014.
c© Springer International Publishing Switzerland 2014
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To calculate the similarity between two graphs, many measurements have been pro-
posed, and most of them are based on the mismatch of nodes or edges. [25] proposed the
maximum common subgraph between a graph and its matching which is used in [17],
and it is further enhanced to connected substructure in [24] [18]. Graph edit distance,
the number of edit operations making a graph reach another graph, is used in [21] [20]
[19]. Random walk is also employed as the similarity measurement in [15] [14]. All of
the above works not only proposed the reasonable measurements, but also discussed the
approximate matching in different situations. Most existing works, G-Ray [14], TALE
[23], TraM [15], TreeSpan [26] and the star representations of a graph [21], build an
index structure to accelerate the approximate matching in labeled graphs. In all works,
however, a node in the query graph either match or mismatch a node in the data graph,
is boolean.

In real social graph, a query node may similar to a data node based on a given mea-
surement, which is neither match nor mismatch with each other. As an example, one
researcher attempts to find a substructure consisting of two linked individuals, (12, F )
and (13,M), in the graph G in Fig. 1. Clearly, there does not exist an exact matching
for that query in G. However, it is very reasonable to return an approximate match-
ing, {(17, F ), (15,M)}. Therefore, it is much more interesting and practical to find the
top-k similarity matching in a large attributed graphs for a query graph.

It is challenging to find top-k similarity matching since find one matching (sub-
graph isomorphism) of a query graph is well known as NP-Complete [12], which can
be treated as a special case of approximate matching. A straightforward method, which
is called Bruteforce, is to search all matches for the query in a data graph, calculate
the similarity for each pair and find the top-k similarity matching. However, the naive
method is too costly and inefficient. To overcome this drawback, we employ the index
structure, NH-index, which was used in TALE [23] to prune unpromising data nodes
for each query node and the theory of TA [11] to find the top-k similarity matching in a
large attributed graph.

As far as we are concerned, this is the first paper that focuses on the top-k similarity
matching in a large graph with attributes. The main contributions of this paper can be
summarized as follows:

– The top-k similarity matching problem which combines structural information and
attribute information in large attributed graph is firstly motivated and formalized.

– We employ the index structure, NH-index, to prune unpromising nodes of data
graph according to the query node degree and its neighborhood connections. Mean-
while, we propose the search algorithm adapted from TA [11] to dramatically re-
duce search space to improve efficiency.

– Comprehensive experiments are performed on a large graph with attributes, the
DBLP dataset. The results verified the effectiveness and efficiency of our index
structure and the search algorithm.

The rest of this paper is organized as follows. In Section 2, we introduce the concepts
about approximate matching in a large attributed graph. Section 3 presents the index
structure, NH-index, which is followed by the search algorithm adapted from TA in
Section 4. Experimental results are provided in Section 5 to reveal the performance of
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our techniques. We present related work in Section 6. Finally, we conclude the paper in
section 7.

2 Problem Statement

Based on the definition of social networks [1], we define a social graph as follows,

Definition 1. Let A1, ...., AI is a collection of attributes. A social graph is defined as
G = (V,E,R), where V = {v1, ...., vN} is the set of individuals, E ⊆ (V2 ) is the edge
set of G describing the relationships among individuals in V , and R = {R1, ...., RN},
where Rn ∈ A1 × ... × AI , 1 ≤ n ≤ N , and Ai, 1 ≤ i ≤ I , which denotes the value
of i-th attribute, are the description of individuals in V .

Here, Rn = {val(A1)n, ...., val(AI)n}, where val(Ai)n represents the value of the
i-th attribute of Rn, which is null or an element in Ai. We define Rn ⊆ Rm if and
only if val(Ai)n = val(Ai)m or val(Ai)n = null. We say Rn = Rm if val(Ai)n =
val(Ai)m. Hereafter, we denote a social graph as an undirected node-attributed con-
nected graph, a graph for short. Besides the attributes, we assign an unique ID to each
node to distinguish them.

Definition 2. Given two graphs g1 = (V1, E1, R1) and g2 = (V2, E2, R2), a subgraph
mapping f from g1 to g2 is an injective function f : V1 → V2 such that:

– For any u ∈ V1, there is a v = f(u), such that v ∈ V2;
– For any (u, u

′
) ∈ E1, (f(u), f(u

′
)) ∈ E2.

If there is a subgraph mapping from g1 to g2, we denote g1 ⊆ g2. Note that the attributes
of vertices are not taken into consideration during the subgraph mapping calculation.

Given a data graph G and a query graph q, there is a subgraph mapping f from the
node set of q to the node set of G. f(q) = (Vf(q), Ef(q)) is called a matching of q in G,
where Vf(q) = {f(u)|u ∈ Vq} and Ef(q) = {(f(u), f(v)) ∈ EG|u ∈ Vq ∩ v ∈ Vq}.
The matching is an induced subgraph consisting of the vertices mapped from q. Based
on the graph edit distance in [21] and the subgraph mapping in Definition 2, two basic
concepts about the matching are presented as follows. In this paper, an edit operation is
an insertion or deletion of an edge not including others such as node or edge relabelling.
Based on the description about edit operations, the structure similarity is defined.

Definition 3. The structure similarity between q and G under a subgraph mapping f
is defined as as

SIMstr(q,G, f) =
1

|E(f(q)) − E(q)| + |E(q) − E(f(q))| + 1
(1)

Here, f(q), an induced subgraph of G, is a matching of q in G under mapping f . The
structure similarity between a query graph and its matching in the data graph is defined
based on the number of missing edges. We add 1 to the number of missing edges to
avoid |E(f(q)) − E(q)| + |E(q) − E(f(q))| = 0.
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Definition 4. The attribute similarity between q and G under a subgraph mapping f is
calculated by

SIMattr(q,G, f) =
1∑

u∈V (q) dist(attr(u), attr(f(u))) + 1
(2)

Here, attr(u) represents the attributes of vertex u and dist(attr(u), attr(f(u))) is
the attribute distance between u and f(u). We convert the attributes of a node into
a vector, then the distance can be calculated by vector distances such as Euclidean
distance or Cosine distance. Similar to Eqn. 1, we also add 1 to the attribute distance to
avoid

∑
u∈V (q) dist(attr(u), attr(f(u))) = 0. In this paper, the Euclidean distance is

employed.
Based on the definitions of structure similarity and attribute similarity, we define the

matching similarity between a data graph and a query graph as below.

Definition 5. A matching similarity between q and G under a subgraph mapping f is
defined by

SIM(q,G, f) = β × SIMattr(q,G, f) + (1 − β) × SIMstr(q,G, f) (3)

Here, β is a parameter to adjust the weight between structure similarity and attribute
similarity.

Problem Definition. Given a data graph G, a query graph q, a structure similarity
threshold θ, the problem is to identify k subgraphs of G, whose matching similarity is
the maximum among all possible matchings of q in G. In other words, we find the top-k
approximate matching measured by the matching similarity within a structure similarity
threshold. Here, k is a parameter assigned by users.

u1 u2 u5 u6

u3 u4 u7 u8

(a) (G) (b) (q) (c) (q
′
)

Fig. 1. The Data Graph and Query Graphs

Example 1. Given a data graph G and a query graph q, as shown in Fig. 1, ui is the ID
of data node and vi is the ID of query node. The attributes are also attached to the nodes
in all graphs.

Based on the above definitions, we can find serval mappings from the query to the
data graph, such as f0 = {v1 → u1, v2 → u2, v3 → u3, v4 → u4}, f1 = {v1 →
u5, v2 → u2, v3 → u7, v4 → u4}, f2 = {v1 → u5, v2 → u6, v3 → u7, v4 → u8},
and f3 = {v1 → u6, v2 → u5, v3 → u8, v4 → u7}. Note that, different mappings may
generate the same induced subgraph as matchings such as f2 and f3, both of them will
be returned as matchings because of different mappings.
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It is obvious that the structure similarity between q and G under f0 is 1. The struc-
ture similarity under f1 is 0.25 since one edge (u4, u5) in G and two edges (v1, v2),
(v2, v3) in q are missed. Similarly, we get the structure similarity 0.33 for f2 and
0.33 for f3. On the other hand, the attribute similarity under f can be calculated as
SIMattr(q,G, f0) = 0.2 for mapping f0, SIMattr(q,G, f1) = 0.207 for mapping f1,
SIMattr(q,G, f2) = 0.065 for f2 and SIMattr(q,G, f3) = 0.071 for f3. Given the
parameter β = 0.5, we calculate the subgraph similarity of the four given mappings by
Eqn 3, SIM(q,G, f0) = 0.6, SIM(q,G, f1) = 0.229, SIM(q,G, f2) = 0.198 and
SIM(q,G, f3) = 0.2. If we set the parameter, k = 1, the subgraph of G, consisting of
{u1, u2, u3, u4}, and the mapping f0 will be returned among the four mappings.

3 Indexing Structure

In this section, we introduce the index structure to prune unpromising data nodes for
approximate matching in a large data graph. We construct the index based on NH-index
which was proposed in [23].

In particular, the node degree is used to denote the number of neighbors in a graph,
and the neighbor connection of a node is used to denote the counts of edges exist-
ing among the neighbors of the node. Both degree and neighbor connection of nodes
capture the feature of a graph structure in some extents. Similar to B+-tree, the NH-
index was build on degree and neighbor connection to prune these unpromising nodes,
which are impossible to be the matching nodes. In our index, each key is a pair, <
degree, neighborconnection >, and each key in the leaf node points to a list consist-
ing of nodes whose degree and neighbor connection equal to the key.

Fig. 2. An Index Tree

The index tree of data graphG in Fig. 1 is shown in Fig. 2. As an example, the graph
node, u2, has 3 neighbors, {u1, u3, u4}, and there exists 2 edges among its neighbors,
{(u1, u3), (u3, u4)}. Consequently, u2 is pointed by the key (3, 2). Then, the key is
used to establish the index tree.

We define the partial order for the set of key pairs. Given two key pairs, P1 and P2,
we say P1 ≤ P2 if and only if

– P1.degree ≤ P2.degree;
– P1.degree = P2.degree and P1.connection ≤ P2.connection;
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Based on the partial order on the set of key pairs, we establish a NH-index for a data
graph. Firstly, we count the degree and neighbor connection for each data node. Nodes
with same degree and same neighbor connection are gathered together and pointed by
the same pair, < degree, neighborconnection >. Based on the set of key pairs, we
build the NH-index by hierarchically clustering [13]. Other operations, such as inser-
tion, deletion, update, are the same as the operations on B+-tree.

4 Search Procedure

In this section, we describe how to pruning unpromising data nodes using NH-index
and how TA strategy is applied to find the top-k similarity matching.

4.1 Algorithm Framework

It is too expensive to calculate the candidate list for every query node. Firstly, we intro-
duce some observations as [23] describes:

– Observation 1. Some nodes play more important roles in the graph structure than
others. In other words, these nodes capture the mainly feature of the graph structure.

– Observation 2. A good approximate matching should be more tolerant to missing
unimportant nodes in the query than missing important nodes. In other words, we
should match the important nodes and satisfy their constraints firstly. Then, unim-
portant nodes are taken into consideration.

Generally speaking, in social graphs, users submitting queries are more concerned
about node attributes than graph structure in most cases. In other words, users pay more
attentions to how individuals with certain attributes connect with each other, rather than
what the attributes are attached to individuals with certain connections. It can be treated
as Observation 3.

Based on the former two observations, we can reduce the constraints of a query to
shrink the search space. The third observation leads us to divide the combination of
attribute similarity and structural similarity into two steps: Firstly, we find the most
top-k similar matching under the condition that the structure similarity is no more than
the threshold. Then, the k results are returned which are ordered by the combination of
structure similarity and attribute similarity.

Given a query, we retrieve candidate data nodes for each important query node using
the NH-index. The candidate nodes are listed by descending order according to attribute
similarity. Then, the principle of TA [11] is employed to find the top-k similarity match-
ing for the query.

4.2 Step 1: Structural Pruning

To reduce the search space, we prune unpromising data nodes for each important query
node using NH-index.
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As in [23], we introduce a parameter, qimp, the fraction of the important nodes in a
query. Given qimp, we select the important nodes according to a certain measurement.
In this paper, degree is used as the measurement.

After getting the set of important nodes, we compute candidate nodes for each im-
portant node based on its degree and neighborhood connection using NH-index.

Given a query node, the number of missing neighbors is denoted by Degmiss. Then,
the maximum neighbor connection missing can be calculated byNCmiss = Degmiss×
(Degmiss −1)/2+(Deg(nq)−Degmiss)×Degmiss, where Deg(nq) is the degree of
a query node nq . The maximum neighbor connection missing happens when Degmiss

neighbors connect with each other and Degmiss neighbors connect with all the remain-
ing Deg(nq) − Degmiss neighbors. Then, we can prune some data nodes according
to Degmiss and NCmiss. Based on the relationship between the number of missing
neighbors and their connection, we can search the data nodes for each query node on
the index tree according to the structure similarity threshold.

After getting the candidate nodes for a query node, we sort these nodes based on the
attribute similarity by descending order. Then, TA strategy is applied for retrieving the
top-k similarity matching.

4.3 Step 2: TA Strategy

In this section, we present how to find the top-k similarity matching using the principle
of TA strategy on the candidate node list.

Based on the structure of data graph and query graph, we join the candidate nodes
from different candidate lists retrieved by different important query nodes. According to
observation 3, we select the most similar data node for each query node in parallel, and
extend the mapping until obtaining a matching for the query or proving this mapping
fails. Repeat this procedure until the search halts.

Which data node is selected for a query node is crucial to get maximum attribute
similarity during our extension. We select a data node which is the most similar to the
unmatched query node. If the data node has been matched with another query node, we
select the better one from these two pairs. The extension was stopped as TA strategy,
i.e. when the top-k similarity matching have been found with the attribute similarity
above the attribute similarity summation in the current row.

Given a data graph G and a query graph q in Fig. 1, we select the fraction, qimp,
as 0.5. The set of important query nodes can be calculated based on the node degree,
{v2, v3}. We use NH-index to prune unpromising data nodes for each important query
node based on the structure of query graph, the degree of query node and its neighbor-
hood connection, and the given structure similarity threshold, 1 edge missing. Then, two
data nodes, u6 and u8, are pruned for both important quer nodes. We sort the candidate
nodes based on the attribute similarity by descending order. A matrix can be calculated
in Fig. 3, where each entry is the attribute similarity between the query node and the
data node. TA strategy is applied to calculated the top-k similarity matching based on
the matrix.

To find the top-k matching, we extend the partial match beginning from the
first row in parallel. Firstly, we select candidate nodes based on the attribute similar-
ity with the constraint of structure similarity threshold for every other query nodes
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Fig. 3. TA Matrix

according to the matrix. After computing the TA matrix for G and q in Fig. 1, we
extend the partial match (v2, u2) and (v3, u3), then we get a complete mapping f =
{(v1, u1), (v2, u2), (v3, u3), (v4, u4)}, since both of them calculate the same mapping
f . After getting the matching for a given pair, we adjust the top-k heap. After all pairs
in a row were computed, we stop search if k matchings have been found, and the min-
imum attribute similarity in the top-k heap is above the attribute similarity summation
in the current row.

The procedure of TA strategy to find the top-k similarity matching for a query Gq in
a data graph Gd is presented in Algorithm 1.

Algorithm 1. extendMatch(Gq, Gd)
Require: A query graph Gq , A data graph Gd

Ensure: TK is a heap containing the top-k similarity matching.
1. calculate TA matrix; //pruning unpromising data nodes for important nodes using NH-index

and ordering candidate nodes based on the attribute similarity;
2. Mc is a temporary variable containing matched pairs;
3. for each row of TA matrix do
4. for each entry (Nq , Nd) in a row do
5. put (Nq , Nd) into Mc;
6. extendMatch(Gq , Gd,Mc);
7. heapAdjust(Mc); //adjusting the top-k heap
8. clear Mc;
9. calculate τ which is the summation of attribute similarity in the current row;

10. if getHeapSize()≥ k and getMinSim()> τ then
11. break;
12. return TK;

In Algorithm 1, extendMatch(Gq, Gd,Mc) was called to extend similar match-
ing based on the current mapping in Mc which is implemented in Algorithm 2.
heapAdjsut(Mc) was employed to adjust the heap to calculate the top-k similar-
ity matching and getHeapSize() returns the number of elements in the heap TK .
getMinSim() returns the minimum attribute similarity in the heap.
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Algorithm 2. extendMatch(Gq, Gd,Mc)
Require: A query graph Gq , A data graph Gd, Mc contains the match pair on which the exten-

sion is based
Ensure: Mc presents a similar matching for important query nodes
1. put the given match (Nq , Nd) into a priority queue Q ordered by attribute similarity;
2. while Q is not empty do
3. pop up the head match (Nq , Nd) from Q;
4. if M

′
c satisfies the threshold //M

′
c is calculated by trying to push (Nq , Nd) into Mc then

5. push (Nq, Nd) into Mc;
6. extendNodesBFS(Gq , Gd, Nq , Nd,Mc, Q); //extending the matching based on the cur-

rent matching.
7. return Mc;

Algorithm 2 describes the extension match based on given matches contained in Mc.
Akin to breath first search to a graph, a queue is employed to extend the current match-
ing. In each loop, a best match is selected from candidate match queue. Then, we will
continue to extend the last match from the nearby nodes of Nq and Nd. This algorithm
is similar to the extension algorithm in [23]. We present the extendNodesBFS() in
Algorithm 3.

Algorithm 3. extendNodesBFS(Gq, Gd, Nq, Nd,Mc, Q)

Require: A query graph Gq , A data graph Gd, (Nq, Nd) present the basic match, Mc contains
the current matches, Q is the queue of candidate matches

Ensure: Mc presents a similar matching for important query nodes
1. calculate NB1q , the immediate neighbors of Nq not in Mc;
2. calculate NB2q , the neighbors two hops away from Nq not in Mc;
3. calculate NB1d, the immediate neighbors of Nd not in Mc or Q;
4. calculate NB2d, the neighbors two away from Nd not in Mc or Q;
5. MatchNodes(Gq , Gd, NB1q , NB1d,Mc, Q);
6. MatchNodes(Gq , Gd, NB1q , NB2d,Mc, Q);
7. MatchNodes(Gq , Gd, NB2q , NB1d,Mc, Q);

Both Algorithm 3 and Algorithm 4 are the same with extension algorithms in [23].
In Algorithm 3, we first calculate the immediate and two-hop-away neighbors of

a given query node and its corresponding data node. Based on the neighborhoods, we
compute the candidate mappings. It is reasonable that two-hop neighborhoods are taken
into consideration. As an example, for the query graph q

′
in Fig. 1, {u1, u8} is the best

matching according to the attribute similarity under the mapping, {(v1, u1), (v2, u8)},
with the constraint of 1 edge missing. However, u1 is too far away from u8 in the
data graph G. {u1, u4} under the mapping {(v1, u1), (v2, u4)} and {u1, u3} under the
mapping {(v1, u1), (v2, u3)} are returned as the results of top-2 similarity matching.

Algorithm 4 is employed to calculate candidate mappings based on the neighbors
computed in 3. For each candidate query node Nq , find the best match data node Nd.
If Nd has not been matched, add mapping (Nq, Nd) to the candidate queue. Otherwise,
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Algorithm 4. extendNodesBFS(Gq, Gd, Sq, Sd,Mc, Q)
Require: A query graph Gq , A data graph Gd, Sq is the set of query nodes, Sd is the set of data

nodes, Mc contains the current matches, Q is the queue of candidate matches
Ensure: Mc presents a similar matching for important query nodes
1. for each node Nq in Sq do
2. calculate Nd, the best mapping of Nq in Sd;
3. if Nq has not been matched in Q then
4. put (Nq , Nd) into Q;
5. remove Nd from Sd;
6. else
7. if (Nq , Nd) is a better match except for Mc[0] then
8. remove the existing match of Nq from Q;
9. put (Nq , Nd) into Q;

10. remove Nd from Sd;

if there is another pair (Nq, N
′
d) for Nq and (Nq, Nd) is a better match than (Nq, N

′
d),

we replace (Nq, N
′
d) by (Nq, Nd) except that (Nq, N

′
d) is in Mc[0] which is the initial

pair. Repeat this procedure until each query node in Sq have a match data node.

5 Experimental Evaluation

In this section, we show the experimental results to reveal the effectiveness and the
efficiency of our method on a social graph. Our technique is implemented by C++ and
run on an Intel Celeron 2.4GHz machine with 4GB RAM.
Data Graph. DBLP collaboration graph is used in our experiments. It consists of 356K
distinct authors and 1.9M co-author edges among the authors, can be downloaded from
the internet1. We abstract a subgraph making up to 100K vertices from DBLP graph.
Attribute Data. Besides the graph structure, we also need an attribute database. We
choose adult database published in internet2, consisting of 49K items, as the attribute
database to describe the vertices. We extract the descriptive data from the adult dataset
and make it consist of 5 attributes, including age, salary, education level, gender and
work hour. For each vertex in the data graph, we assign an item from adult database to a
vertex randomly. For each remaining vertex which has not been assigned the attributes,
it was allocated with attributes adding a random number to the attribute selected from
the dataset. Up to now, a social graph with attribute is obtained.
Query Graphs. We select a random node from the real dataset as a seed. Breadth first
search is employed to obtain query graphs according to the size and the number of
vertices. We range the size from 5 to 15 with an interval of 1. For each query size, we
generate a set of 50 queries. During the generation of queries, we add a random integer
to the attributes of data nodes to get the attributes of queries. At the same time, one edge
is deleted or added randomly. The mainly used parameters were in Table 1.

1 http://www.informatik.uni-trier.de/˜ley/db/
2 http://archive.ics.uci.edu/ml/datasets.html

http://www.informatik.uni-trier.de/~ley/db/
http://archive.ics.uci.edu/ml/datasets.html
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Table 1. The Description of Parameters

Parameter Description
k the number of returned results

TH the threshold of missing edges
β the weight of structure similarity

qimp the fraction of important nodes in a query
|V | the number of nodes in a graph
|q| the number of nodes in a query

5.1 Effectiveness

In our experiments, we set the parameter β = 0.5, to make the weights of structure sim-
ilarity and attribute similarity equal. To demonstrate the effectiveness of our methods,
experiments are randomly conducted on a |V | = 10K graph with constraints of 2 miss-
ing edges. We set qimp = 50%. A sample query and its top-2 results were shown in Fig.
4, where attributes are attached to nodes and important nodes are in black. Since our
random modification, no exact matchings happen in the data graph. Two approximate
matchings are retrieved based on our measurements.

(a) A Query (b) First Answer (c) Second Answer

Fig. 4. A Sample Query and Top-2 Answers

5.2 Efficiency

We use various subsets of the whole DBLP database to test the scalability of our meth-
ods. In the following experiments, the parameters are set at β = 0.5, |V | = 10K ,
k = 2, TH = 2 and qimp = 50% by default. For each subgraph, we return top-2 results
according to the set of query graphs. We run the experiments serval times and report
average time for each type of queries.

Fig. 5 shows the response time increases with the increasing number of query size
(the number of nodes), which ranges from 10 to 20 with an interval of 2. For a larger
query size, it takes more time since more constraints contained in the query need to be
examined. Note that,NH−TA in Fig. 5 describes the performance of our method using
NH-index to prune unpromising nodes and TA-strategy to halt the search procedure,
BF represents the Bruteforce method.

Fig. 6(a) describes the time to build NH-index for different graph size. It takes more
time for a larger data graph since it clusters more pairs, more degree and neighborhood
connections, into the NH-index. In Fig. 6(b), response time increases along with the
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Fig. 6. Index Build Time and Response Time
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Fig. 8. Different β and Different qimp

growth of data graph size for a query with certain size |q| = 10. It is because more
matches need to be checked when the data graph size increases.
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In Fig. 7, we reveal the impacts of the parameters k and Th. Both experiments are
conducted on a |V | = 10K data graph and the query size is set as |q| = 10. It is
reasonable that more candidate results need to detect along with k or Th increasing.

Fig. 8(a) shows the response time on a |V | = 10K graph under different β. The
query size is |q| = 10. The increasing of β leads to attribute similarity becomes more
important, which makes the TA algorithm halt in shorter time. On the other hand, it
reveals the β has little effect on the response time. Fig. 8(b) reveals the impacts of qimp.
More nodes need to be approximately matched when qimp increases.

6 Related Work

Subgraph search has been widely studied in recent years. For subgraph isomorphism
problem, many algorithms such as Ullmann algorithm [2], VF algorithm [3], VF 2.0 al-
gorithm [4] and QuickSI [5] have been proposed. Various techniques has been proposed
for exact subgraph containment search on a graph database. GraphGrep [6] established
an index structure on the feature set of frequent pathes. Both gIndex [8] and FG-Index
[7] build the index structures on the subgraph feature set which captures more graph
features compared to path feature. Tree+Delta [9] established an index based on the
feature set in which most features are trees and others are subgraphs. All of the above
techniques build an index structure to prune unpromising data graphs for calculating the
candidate set. On the other hand, Closure-tree [10] is designed by clustering data graphs
to establish tree-index to prune search spaces. Moreover, SEGOS [19] build two-level
index, where the lower-level index is used to return top-k sub-units and the upper-level
index is employed to retrieve graphs based on the returned top-k sub-units.

All of the above techniques are designed for subgraph isomorphism search on graph
databases. However, approximate subgraph search also has been studied due to the
noisy and incomplete nature of graph data. [25] build an index structure, the feature-
graph matrix, to search data graphs based on the maximum common subgraph, which
is also used in SIGMA [17]. [24] introduced connected substructure to search graph
containing a query, which is used in [18] to retrieve data graph contained by a query. G-
tree [28] is established to prune unpromising nodes to get the top-k subgraph matching
based on attribute information which does not tolerate the edge missing. G-Ray [14] is
proposed to find the best matches, exact-matches or near-matches, for a query pattern
in a large attributed graph based on random walk score as TraM [15] to find the top-k
similar subgraph matching from a large data graph. TreeSpan [26] is designed to com-
pute similarity all-Matching for a query according to a given threshold of the number of
missing edges. [21] introduced the star representation of a graph to calculate the graph
edit distance for graph similarity. [16] established an index based on κ − AT to index
large sparse graphs for similarity search, and C-tree [10] can be also used for similarity
search, since both κ − AT and C-tree tackle the subgraph isomorphism using an ap-
proximate method called pseudo subgraph isomorphism, which uses level-n adjacent
tree as an approximation of graph. TALE [23] is designed as a tool to retrieve a subset
where each entry is similar to the query graph. [29] proposed some general subgraph
matching kernels for graphs with labels or attributes which is however not involved in
the problem of top-k.
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7 Conclusion

In this paper, we introduced the problem of top-k similarity matching in a large graph
with attributes. It is a NP-complete problem since subgraph isomorphism test is an
extreme case, which is well known as NP-complete.

Different from other approximate matching problems, we take attribute similarity
into consideration. For simplicity, we firstly employ NH-index in TALE to prune the
unpromising data nodes. Then, TA strategy is applied to reduce the search space to find
the top-k similarity matching based on attribute similarity with the constraints on struc-
tural similarity. Experiments performed on the DBLP collaboration graphs confirmed
the effectiveness and the efficiency of our method.

In the future, we are plan to extend this work to a billion-node graph in distributed
environment, which can improve the efficiency from another point of view. On the other
hand, to protect the privacy of individuals in the published large graph, it is interesting
to support effective top-k queries while guarantee differential privacy.

Acknowledgements. This work was supported by the National Natural Science
Foundation of China under grant 61100060 and the Australia ARC discovery grant
DP110103142, DP130104090.
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Abstract. It is fundamental to compute the most “similar” k nodes
w.r.t. a given query node in networks; it serves as primitive operator for
tasks such as social recommendation, link prediction, and web searching.
Existing approaches to this problem do not consider types of relation-
ships (edges) between two nodes. However, in real networks there exist
different kinds of relationships. These kinds of network are called multi-
relational networks, in which, different relationships can be modeled by
different graphs. From different perspectives, the relationships of the ob-
jects are reflected by these different graphs. Since the link-based similar-
ity measure is determined by the structure of the corresponding graph,
similarity scores among nodes of the same network are different w.r.t.
different perspectives. In this paper, we propose a new type of query,
perspective-aware top-k similarity query, to provide more insightful re-
sults for users. We efficiently obtain all top-k similar nodes to a given
node simultaneously from all perspectives of the network. To accelerate
the query processing, several optimization strategies are proposed. Our
solutions are validated by performing extensive experiments.

Keywords: Random walk, Multi-relational network, Graph, Proximity.

1 Introduction

Recent years have seen an astounding growth of networks in a wide spectrum
of application domains, ranging from sensor and communication networks to bi-
ological and social networks [1]. At the same time, a number of important real
world applications (e.g. link prediction in social networks, collaborative filtering
in recommender networks, fraud detection, and personalized graph search tech-
niques) rely on querying the most “similar” k nodes to a given query node. The
measure of “similarity” between two nodes is the proximity between two nodes
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Fig. 1. A coauthor
network G

Fig. 2. The graph
GDB from perspec-
tive of DB

Fig. 3. The graph
GDM from perspec-
tive of DM

Fig. 4. The graph
GIR from perspec-
tive of IR

based on the paths connecting them. For example, random walk with restart
(RWR) [2], Personalized PageRank (PPR) [3], SimRank [4], and hitting time
[5] are all such kinds of measures. These measures are computed based on the
structure of graphs.

The question, computation of the most “similar” k nodes to a given query
node, has been studied in these researches [2,6,7,8]. Although their works are
excellent, they did not consider the query under a specific viewpoint. A
query, top k similar authors w.r.t. Jiawei Han in the database field, is more
interesting and useful than the query, that without the viewpoint, for people
who are interested in the research of database.

Actually, as mentioned in [9,10,11,12,13], there may exist different kinds of
relationships between any two nodes in real networks. For example, in a typical
social network, there always exist various relationships between individuals, such
as friendships, business relationships, and common interest relationships [10]. So
different relationships can be modeled by different graphs in multi-relational
networks. And these different graphs reflect relationships among objects from
different perspectives. Correspondingly, the top k similarity query based on these
graphs will return different answers.

Here an example is given:
Example 1. A network G of coauthor relationships is showed in Figure 1. In
the figure, relationships are extracted based on the publish information from
database (DB), data mining (DM), and information retrieval (IR) fields. Rela-
tionships of coauthor in different fields are denoted by different colors (DB, DM,
and IR are denoted by red, green, and black edges respectively in Figure 1).
The graph showed in figure 2 is modeled based on coauthor relationships of DB
field. Similarly, Figure 3 and Figure 4 show the graphs from DM and IR per-
spective respectively. G = GDB

⋃
GDM

⋃
GIR is also considered as the graph

from perspective of DB or DM or IR. Obviously, the corresponding structure
from different perspective is different for G. The graph G′ in figure 5 reflects the
coauthor relationship among authors without considering the specific research
field, on which the traditional top-k query is performed. G′ is the corresponding
simple graph of G.

Given a query node q, if we want to know the most “similar” nodes w.r.t.
q from DB perspective, the result will be determined by the graph in figure 2
(rather than G or G′). Given the query node 4, Table 1 shows its top-3 similar
nodes from different perspectives. The result of the traditional query based on
G′ (without considering a specific viewpoint) is (5, 10, 1), while the result is
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Fig. 5. The graph G′ without con-
sidering perspectives in the net-
work G

Fig. 6. All Perspectives

(1, 5, 8) from perspective DB, from perspective DM result is (10, 9, 11), and
from perspective DB or DM or IR the result is (10, 9, 5 ). ��

From the example, the perspective-aware top-k search provides more insight-
ful information to users. It is used in a lot of applications. For example, in
e-commerce activities, if product a is frequently co-purchased with product b,
then we construct a product co-purchasing network which contains an edge (a, b).
For a young customer who bought a product a, recommending top-k most sim-
ilar products w.r.t a from the perspective of young people to the customer is
a targeted marketing effort in contrast with that without considering the view-
point. Sometimes people desire to query the most “similar” k nodes w.r.t. a
query node from different perspectives rather than under a specific viewpoint.
For the network G of coauthor relationship in figure 1, its perspectives and the
relationships among them are showed in figure 6. It is more interesting and use-
ful how the result of the query varies as the perspectives change from bottom
to top along the relationship showed in figure 6. For instance, the corresponding
results of the query w.r.t. node 5 are showed in table 1 when the perspectives
changed along DB→(DB DM),(DB IR)→(DB DM IR). The corresponding query
results are almost same although perspectives are different. This information is
interesting and it motivates us to think that the person (node 5) may be a
pure database researcher. The assumption can be further verified by comparing
GDB (figure 2) with G (figure 1): the person (node 5) collaborates merely with
other researchers in database field, and most of his coauthors also collaborate
with other researchers in database field. Therefore, by computing the query from
different perspectives, we can explore the relationship between query node and
perspectives.

From the above discussion, the advantages of perspective-aware top-k search
are the following:

Table 1. Top 3 query from different perspective on G using RWR measure

Query node Perspective Top-3 nodes Query node Perspective Top-3 nodes

4

DB 1, 5, 8

5

DB 4, 1, 2
DM 10, 9, 11 DB DM 4, 1, 2

DB DM IR 10, 9, 5 DB IR 4, 1, 2
G′ 5,10,1 DB DM IR 4, 1, 2
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– We can retrieve the most “similar” k nodes to a given query node from any
specific viewpoint. Some results of the query can not be achieved by the
traditional top-k query.

– We can discover the relationship between query node and perspectives. By
exploring results of the query from different perspectives, we can find how
the results change with perspectives. These are useful to comprehend both
the query node and corresponding results for users.

In the paper we choose RWR as our proximity measure. RWR is a given node’s
personalized view of the importance of nodes on the graph. This is compliant
with our problem: given a query node we want to find k most similar nodes
based on the view of the query node.

To the best of our knowledge, our work is the first one to propose the
perspective-aware top-k query in multi-relational networks. Due to the com-
plexity for the computation of similarity and the huge size of the graphs, the
challenge of the problem is whether we can traverse once to efficiently obtain all
top-k nodes about all perspectives simultaneously to the query node. To address
the challenge, we design a concise structure of graphs which contains information
of all perspectives, then we accelerate speed of the query by merely searching
the neighborhood of the query node.

The contributions of this paper are summarized as below:

1. We define a new type of query, perspective-aware top-k query, in multi-
relational networks. The query can provide more meaningful and rich infor-
mation than the traditional top-k query.

2. RWR is adopted as the measure of similarity. To accelerate the query pro-
cessing, the corresponding bounding of proximity is given.

3. We propose an efficient query processing algorithm. By designing a concise
data structure of graphs and with the help of boundings of the proximity,
we merely traverse once the neighborhood of a query node to obtain all its
top-k nodes simultaneously from all perspectives. Also, we can achieve top-k
nodes from any specific perspective.

Related Work. Recently there are several works [2,6,7,8] based on link-based
similarity measures to compute the most “similar” k nodes to a given query
node. Theses algorithms are excellent but they did not consider the situations
that perspective-aware top-k query.

Graph OLAP [14,15] provide a tool which can view and analyze graph data
from different perspectives. The idea of Graph OLAP inspired our works. How-
ever Graph OLAP is fundamentally different from our problem. Vertex-specific
attributes are considered as the dimensions of a network for Graph OLAP. We
consider features of whole graph as perspectives. From different perspectives the
structure of graph is different.

As dicussed in [11], the multi-relational network is not new. Some researches
about multi-relational networks mainly focus on the community mining [9,10,12]).
[13] gave the basis for multidimensional network analysis.
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2 Problem Formulation

Multi-relational networks are modeled by multigraphs. For the sake of simplicity,
we only consider undirected multigraphs and these can be easily extended to
directed multigraphs. In the paper, all discussions are based on the following
model and definitions.

A multigraph is denoted as G =< V,E, F̃ > where V is a set of nodes; E
is a set of labeled edges; F̃ is a set of base perspectives: F̃ = {f1, f2, ..., fm}.
(u, v, f) ∈ E (u, v ∈ V and f ∈ F̃ ) means there is a relationship between u and v

from perspective f . Each pair of nodes in G is connected by at most |F̃ | possible
edges.
Definition 1. From any perspective F(F ⊆ F̃ and F 
= ∅), the corresponding
graph is an edge-induced subgraph G(S) where S = {(u, v, f)|f ∈ F ∧ (u, v, f) ∈
E}. The subgraph G(S) is called perspective graph of F .
If |F | = 1, the corresponding subgraph is a base perspective graph. The graph
G is called top perspective graph.

For a base perspective f ∈ F̃ , the corresponding base perspective graph is
denoted by Gf . Based on definition 1 we conclude that G =

⋃
f∈F̃ Gf .

Given a query node q and a number k, from perspective of F (F ⊆ F̃ and F 
=
∅), the result of query, the top-k similarity nodes of q , is Tk(q) = {t1, . . . , tk}
iif similarity score P (q, ti) ≥ P (q, t) (∀t ∈ V (G(S))/Tk(q)) on the graph G(S)
where S = {(u, v, f)|f ∈ F ∧ (u, v, f) ∈ E}.

Problem statement (On Perspective-Aware Top-k Similarity Search): Given
a query node q and a number k, return all lists of top-k similar nodes of q from
all the different perspectives.

From above statements and analyses, the number of corresponding perspective
graphs is 2m−1 wherem is the number of base perspectives. So the size of results
of the query is 2m − 1 from all different perspectives.

In practice, the set of base perspectives F̃ is determined by domain experts.

3 Proximity Measure

A multigraph is consider as a weighted graph where weight Auv is the number
of edges (u, v). So similarity measures based on random walk can be defined in
multigraphs which are represented by weighted graphs. RWR is same as PPR
when the preference set of PPR contains merely one node q. According to the
work [3], the RWR score between q and v, denoted by r(q, v), is:

r(q, v) =
∑
t:q∼v

P (t)c(1− c)l(t) (1)

where c ∈ (0, 1) is called a constant decay factor, the summation is taken over
all paths t (paths that may contain cycles) starting at q to random walk and
ending at v, the term P (t) is the probability of traveling t, and l(t) is the length
of path t.
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Random Walks on Multigraphs: random walking on a multigraph is consid-
ered as random walking on the corresponding weighted graph where weight Aij

is the number of edges (i, j ). Given a multigraph G(V,E), A is its adjacency ma-
trix, where Aij is the number of edges (i, j) if edge (i, j) ∈ E otherwise Aij = 0.
di =

∑
iAij is the degree of node i on the multigraph.

Based on the work [16], the transition probability of from node i to node j is:

p′(i, j) = Aij/di . (2)

So given any path t : (w1, w2, ...., wn), the probability of random surfer traveling

t, P(t), is
∏n−1

i=1

Awiwi+1

dwi
.

4 Näıve Method

As discussed in the previous section, each perspective graph is considered as a
weighted graph. Given a query node q, the näıve method of perspective-aware
top-k search consists in the computation of the similarity scores between query
node and other nodes on each perspective graph respectively.

The näıve method is an inefficient method due to heavy overheads in both
time and space. The time of fast executing a top-k query on a single graph is
O(n2) and expensive [2]. Given a query node, we must execute the top-k query on
each perspective graph and need to store the 2m−1 perspective graphs adopting
the method described in the work [2].

5 Top-k Algorithm

The näıve method is infeasible in practice because of heavy overheads in both
time and space. So at this section we devise a concise data structure and give
the bounding of the proximity to address the challenge. With aid of the data
structure and bounding, we propose a new method to obtain all lists of top-k
similarity nodes w.r.t a query node by merely searching the neighborhood of the
query node.

5.1 Data Structure of Graph with All Perspectives Information

The goal of the data structure is: starting from a query node we traverse once
the multigraph to compute RWR scores about all perspectives simultaneously,
avoiding storing and traversing each perspective graph separately.

Given an edge we distinguish which perspective graph the edge belongs to.
Since the size of base perspectives ism, we adoptm bits to denote the perspective
graph the edge belongs to. Iff an edge (a, b) only belongs to a base perspective
graph of Gfi , ith bit of the bits is one and the rest is zero. If an edge (a, b) belongs

to several base perspective graphs: (a, b) ∈
⋂it

i=i1
Gfi , each corresponding ith

(i = il, 1 ≤ l ≤ t) bit of the bits is one and the rest is zero. So edges (src, dst)
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are denoted by a triplet (src, dst, perspectiveF lag), where src and dst are nodes
in the multigraph, and perspectiveFlag is the bits.

Analogously, we also adopt m bits to represent perspective graph
⋃it

i=i1
Gfi ,

each corresponding ith (i1 ≤ i ≤ it) bit of the bits is one and the rest value of the
bits is zero. The bits is denoted by persIdent which represents corresponding
perspective graph.

Therefore, given an edge (a, b, e), any perspective graph
⋃it

i=i1
Gfi and corre-

sponding value of persIdent is p we have:

(a, b, e) ∈
⋃it

i=i1
Gfi , if (e BITAND p) != 0

(a, b, e) /∈
⋃it

i=i1
Gfi , otherwise

(3)

, where BITAND is bitwise AND operator. The weight of the edge is the number
of non-zero bit in (e BITAND p) on the perspective graph

⋃it
i=i1

Gfi .
A graph G contains information of all perspective graphs when each edge of

G is represented by the triplet format.

5.2 Bounding RWR

Using Eq.(1), we must traverse all paths which start from q and end at v to
obtain the similarity. However to obtain all the paths is time consuming. At the
same time, P (t)(1 − c)l(t) decreases exponentially with increasing of l(t). This
means when a random-walk path is more longer it contributes less to value of
r(p, v) in Eq.(1). Based on the observation, the following formula is utilized to
approximate r(q, v):

rd(q, v) =
∑
t:q∼v
l(t)≤d

P (t)c(1− c)l(t) . (4)

Obviously rd(q, v) ≤ r(q, v) and r(q, v) = lim
d→∞

rd(q, v). It is unpractice to

accurately compute r(q, v). Therefor we compute rz(q, v) instead of r(q, v):

|rz(q, v)− r(q, v)| < ε (5)

where ε controls the accuracy of rz(q, v) in estimating r(q, v), and z is the min-
imum value that satisfies the inequation.

We fast compute rd+1(q, v) from rd(q, v) by the following iteration :

rd+1(q, v) = rd(q, v) + c(1− c)d+1
∑
t:q∼v

l(t)=d+1

P (t) . (6)

Using Eq.(6), we efficiently compute rd+1(q, v) expanding one step from paths,
whose length is d, when rd(q, v) has been obtained. The summation

∑
t:q∼v

l(t)=d+1
P (t)

is computed by the algorithms 2 at section 5.
E.q. (6) is the lower bound of r(q, v). It was shown in [17], that at dth iteration

the upper bound of RWR is
rd(q, v) + εd (7)
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, where εd = (1 − c)d+1. The upper bound is very coarse because it is obtained
in the extreme case that

∑
t:q∼v
l(t)=i

P (t), which is the probability that a surfer at

q can reach v at the ith step, is 1. In most cases,
∑

t:q∼v
l(t)=i

P (t) is far less than 1.

To attain more tight upper bound we assume that at the ith (i ≥ d + 1) step
there is only one path along which a surfer at q can reach v and the probability
of the path is estimated by a large value, which is less than 1.

Upper bound of RWR is introduced by the following proposition:
For all paths t : (w1, w2, ...., wn) which are obtained by breadth-first traversing

from w1, at dth iteration the maximum transition probability is pd =
MAX{p′(wd, wd+1)} where p′(wd, wd+1) is the transition probability from node
wd to node wd+1.

Proposition 1. At dth iteration the upper bound of RWR is:

rd(q, v) + εd (8)

, where εd = (1− c)d+1 ∏d
i=1 pi and pi = MAX{p′(wi, wi+1)}.

Proof. According to Eq.(1): r(q, v) =
∑

t:q∼v P (t)c(1 − c)l(t)=
∑

t:q∼v
l(t)≤d

P (t)c(1 −

c)l(t)+
∑∞

t:q∼v
l(t)≥d+1

P (t)c(1−c)l(t) = rd(q, v)+
∑∞

t:q∼v
l(t)≥d+1

P (t)c(1−c)l(t) . For any path

t =< w1, . . . , wn−1, wn > which is obtained by breadth-first traversing from w1

where q = w1 and v = wn, P (t) =
∏n−1

i=1 p′(wi, wi+1) ≤
∏d

i=1 pi
∏n−1

i=d+1 p
′(wi, wi+1) ≤∏d

i=1 pi at dth iteration because the transition probability p′(wi, wi+1) ≤ 1.
Thus at dth iteration:

∑∞
t:q∼v

l(t)=d+1
P (t)c(1− c)l(t) ≤

∑∞
t:q∼v

l(t)=d+1
((
∏d

i=1 pi)c(1− c)l(t))

= c(
∏d

i=1 pi)(
∑∞

t:q∼v
l(t)=d+1

(1−c)l(t)) = (1−c)d+1 ∏d
i=1 pi = εd according to

∑∞
t:q∼v

l(t)=d+1
(1−

c)l(t) = (1−c)d+1

c
. ��

rd(q, v) and rd(q, v)+εd is lower bound and upper bound of r(q, v) respectively
at dth iteration. Given two nodes v and v′, r(q, v) < r(q, v′) if rd(q, v) + εd <
rd(q, v

′). So using bounding of RWR we accelerate the top-k query in the paper.

5.3 On Perspective-Aware Top-k Similarity Search

Given a set of base perspectives F̃ = {f1, f2, ..., fm} and a multigraph G =<
V,E > which is represented by the data structure described in section 5.1,
starting at a query node q, we do a breadth-first traverse to visit remaining
nodes. At dth iteration, when a node v is visited, which perspective graphs the
node belongs to is judged. Then we compute rd(q, v) and its upper value on each
corresponding perspective graph. Each node v is associated with a list to store
the values of rd(q, v) and its upper values.

After dth iteration, we then find a set of k nodes with the highest scores of
lower bounds. Let Tk be the kth largest score on the corresponding perspective
graph which the query node belongs to. We terminate the query and obtain the
final result of the top-k query on the corresponding perspective graph based on
following theorem:
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Theorem 1. At dth iteration, R is a set of k nodes with the highest scores rd
of lower bounds w.r.t. the query node q on any respective graph G′, Tk is the
kth largest rd, and P is a set of nodes which already are visited by traversing
on the G′. R is the exact theoretical top-k set w.r.t q on G′ if one of following
conditions is true:

– the value of its upper bound is less than Tk for any node p ∈ P \ R and
Tk > εd

– εd ≤ ε.

Proof. For any p ∈ P \R, r(q, p) < Tk and p is not in the set of the top-k nodes
because its upper bound value is less than TK . For any v ∈ V (G′) \ P , v is still
not visited so rd(q, v) = 0. According to proposition 1, r(q, v) ≤ rd(q, v) + εd =
εd < Tk and v is not in the set of the top-k nodes. Therefore R is the result.

If εd ≤ ε, according to inequality (5), rz(q, v)(∀v ∈ P ) is achieved and con-
sidered as final value of r(q, v). While rz(q, v

′) (∀v′ ∈ V (G′) \P ) is estimated as
0. So R is the result. ��

Our method merely considers the neighborhood of the query node and avoids
searching the whole graph.

5.4 Optimization Strategies

By relaxing terminating condition of traversing we improve the query speed at
the expense of accuracy. In contrast to theorem 1, we terminate the query on
the corresponding respective graph if Tk > εd or εd ≤ ε is true. Although the
new conditions do not guarantee accuracy in theory, in practice results of the
query are almost accurate due to εd approaches 0 drastically as the increasing
of d.

On the other hand, based on the general idea of the algorithm, we must
sort the visited nodes for trying to obtain top-k nodes on each corresponding
perspective graphs at each iteration. These would lead to overhead. So we adopt
following strategy: at each iteration we merely try to obtain top-k nodes on top
perspective graph until the corresponding Tk is greater than εd before we try
to obtain top-k on other perspective graphs.

The bound of RWR accelerates the top-k query. We desire a more tight bound
of RWR with the purpose of getting more faster response time. As discussed
in subsection 5.2, for all paths t : (w1, w2, ...., wn) we can achieve transition
probability p′(wi, wi+1) (1 � i � d− 1) at i iteration, and we approximate the
transition probability p′(wi, wi+1) (d � i � n−1) by average value, p̃, of values
p′(wi, wi+1) (1 � i � d − 1). Then at dth iteration, the upper bound of RWR
is:

rd(q, v) + εd (9)

, where εd = cp̃(1−c)d+1

1−p̃(1−c)

∏d
i=1 pi .
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Algorithm 1. Top-k similarity queries from different perspectives
input : Graph g,c,v, k
output: 2m − 1 top-k ranking lists of v corresponding to each perspective

1 Set pathProb←{1.0,1.0,. . .,1.0};
2 push pair (v, pathProb) into queue que;
3 push (−1, pathPob) into queue que;
4 degree←g.getDegree(v);i←1;
5 for m ← 1 to sizeOfPerspectives do
6 if degree[m] �= 0 then
7 actualSize←actualSize + 1;
8 perspective[m]←1;

9 while obtained.size()<actualSize do
10 (currentNode, pathProb)←que.front();
11 que.pop();
12 if currentNode == −1 then
13 i←i + 1;
14 rwrScore ←calRWR(g,que,queTemp,c);
15 if obtained.has(top perspective) is false then
16 sort rwrScore[top perspective] to obtain top k nodes;
17 if its Tk > εi or εi < ε then
18 obtained.insert(top perspective)

19 if obtained.has(top perspective) is true then
20 try to obtain top-k on other perspective graphs, and insert a identify of a graph into

obtained if the top-k result obtained on corresponding graph ;

21 push (−1, pathProb) into que;
22 clear queTemp;
23 continue;

24 else
25 walkToNeighbors(g,currentNode,pathProb,
26 perspective,queTemp); // update queTemp

27 return result;

5.5 The Details of the Algorithm

In this subsection we examine the details of the algorithm adopting optimization
strategies.

Algorithm 1 describes the main framework of the algorithm. Starting at a
query node v we do a breadth-first traversal to obtain perspective-aware top-k
nodes w.r.t v on a graph G.

In the algorithm, the current visiting node is allocated a list pathProb where
each entry of the list is the probability of paths from the query node to the
visiting node on corresponding perspective graph. In line 1, we first initialize
each entry of pathProb to be one. In lines 5∼8 we judge which perspective graph
the query node belongs to. actualSize is the total size of perspective graphs the
query node belongs to.

In line 12, if current node popped from queue is -1 : we call method calRWR
(line 16) to compute RWR scores of the nodes visited at ith iteration and update
the queue, at each iteration we merely try to obtain top-k nodes on the top
perspective graph until the corresponding Tk is greater than εi or εi ≤ ε, then
we try to obtain top-k nodes on the others perspective graphs (lines 15∼20). If
the result is achieved on a corresponding graph, then the identity of the graph
is inserted into obtained.
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Algorithm 2. walkToNeighbors
input : Graph g,currentNode,pathProb,perspective
output: queTemp
// update queTemp

1 i←currentNode; degree←g.getDegree(i);
2 foreach a neighbors j of i do
3 for m′ ← 1 to sizeOfPerspectives do
4 if perspective[m′ ] �= 0 and (eflag(j) & m′) and pathProb[m′] �= 0 then

5 probV alue ← pathProb[m′]×Aij

degree[m′] ;

6 queTemp[j][m′ ]←queTemp[j][m′ ] + probV alue; // update queTemp

7 return;

If the current node is not -1 we call method walkToNeighbors (line 24) to
visit its neighbors and calculate probability of paths from query node to the
neighbors.

Algorithm 3. calRWR
input : g,que,queTemp,v,c
output: que, rwrScore
// update que, rwrScore

1 foreach element i of queTemp do
2 foreach element j of queTemp[i] do
3 rwrScore[j][i] ← rwrScore[j][i] + queTemp[i][j] × c× (1 − c)step;
4 temp[j]←queTemp[i][j];

5 push (i, temp) into que;
6 clear temp;

7 return;

Algorithm 2 is the method walkToNeighbors mentioned above. The con-
ditions (line 4) are key factors that we can traverse once on the graph to
simultaneously compute RWR scores about all perspectives starting from the
query node. The condition perspective[m′] 
= 0 is tested to judge whether or
not the query node belongs to corresponding perspective graph whose identi-
fier is m′. The condition eflag(j) & m′ refers to Eq.(3). The last condition,
pathProb[m′] 
= 0, is true means there exits at least one path from query node
to node i on the perspective graph of m′. We compute the probability of paths
that start at the query node and via the current node end at its neighbors on
perspective graph of m′. Then we accumulate the probability of the paths whose
length is current iteration number (line 6). In a word the algorithm compute
the summation

∑
t:q∼v

l(t)=k+1
P (t) of the Eq.(6) on each corresponding perspective

graph the query node belongs to. And queT emp contains all nodes visited at
current iteration and the probability of paths from query node to those nodes.

Algorithm 3 (the method calRWR in the algorithm 1) compute RWR score
between query node and each node of queT emp on each corresponding respective
graph based on Eq.(6), and then update the queue.
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Time complexity of the algorithm is max{O(DNM), O(DN ′log2N ′)} where
D is maximum iterations, N is average number of visited nodes at each iteration,
M is total number of perspective graphs which the query node belongs to, and
N ′ is the average number of all visited nodes.

6 Experimental Study

In this section, we report our experimental studies to evaluate the effectiveness
and efficiency of the proposed perspective-aware top-k query. We implemented
all experiments on a PC with i3-550 CPU, 4G main memory, running windows
7 operating system. All algorithms are implemented in C++. The default values
of our parameters are: c = 0.2, and ε = 10−6. In the experiments the accurate
method, which is described at section 5.3 and adopts εd in Eq.(7), is used to test
effectiveness of our query, the method adopting εd in Eq.(8) and the method
adopting the optimization strategies are denoted as RWR-approxity1 and RWR-
approxity2 respectively .

6.1 Experimental Data Sets

Table 2. Major conferences chosen for constructing the co-authorship network

Area Conferences
DB SIGMOD, PVLDB, VLDB, PODS, ICDE, EDBT
DM KDD, ICDM, SDM, PAKDD, PKDD
IR SIGIR, WWW, CIKM, ECIR, WSDM
AI IJCAI, AAAI, ICML, ML, CVPR, ECML

We conduct our experiments on two real-world data sets. The DBLP1 Bibliog-
raphy data is downloaded in September, 2012. Four research areas are considered
as base perspectives: database (DB), data mining (DM), information retrieval
(IR) and artificial intelligence (AI). We construct the network based on publi-
cation information from major conferences in the four research areas which are
showed in table 2. The number of nodes and edges in the network is 38,412
and 110,486 respectively. The IMDB2 data was extracted from the Internet
Movies Data Base (IMDB). Movies contained in the data were released at the
time between 1990 and 2000. We construct the network as following: we choose
eight types of genres as base perspectives, including Action, Animation, Com-
edy, Drama, Documentary, Romance, Crime and Adventure. Assuming T is any
one of the eight genres, one of the relationships of two movies is T if the two
movies have same genre T and they also have a same actor/actress or a same
writer or a same director at least. There are 51,532 vertices and 2,220,321 edges
in the network.

1 http://www.informatik.uni-trier.de/~ley/db/index.html
2 http://www.imdb.com/interfaces

http://www.informatik.uni-trier.de/~ley/db/index.html
http://www.imdb.com/interfaces
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Table 3. Top-5 similar query from different perspectives on DBLP

Query author Perspective Top-5 authors

Jennifer Widom

IR
Robert Ikeda

Semih Salihoglu,Glen Jeh
Beverly Yang,Hector Garcia-Molina

DM Glen Jeh

DB DM IR AI
Robert Ikeda

Semih Salihoglu,Glen Jeh
Hector Garcia-Molina,Jeffrey D. Ullman

without perspectives
Hector Garcia-Molina

Jeffrey D. Ullman,Shivnath Babu
Robert Ikeda,Arvind Arasu

Jiawei Han

IR
Tim Weninger

Xin Jin,Jiebo Luo
Yizhou Sun,Ding Zhou

DB DM IR AI
Zhenhui Li

Xiaofei He,Deng Cai
Jian Pei,Xifeng Yan

without perspectives
Xifeng Yan

Jian Pei,Yizhou Sun
Hong Cheng,Philip S. Yu

Jim Gray DB * * *
Alexander S. Szalay

Peter Z. Kunszt,Ani Thakar
Betty Salzberg,Michael Stonebraker

We also generate a series of synthetic data sets to evaluate the performance.
All the top-k queries are repeated 200 times and the reported values are

average values.

6.2 Effectiveness Evaluation

We evaluate the effectiveness of perspective-aware top-k query by comparing it
with the traditional query. The difference between our query and the traditional
query lies in structure of networks. Although the principle of their proximity
measure is the same, our query contains viewpoints while traditional query does
not.

In table 3 top-5 similar authors w.r.t given authors based on RWR from
different perspectives are showed. And in the table the corresponding query
results of without perspectives actually are the results obtained by the traditional
query that without considering any specific viewpoint.

From perspective of DM, the similar authors w.r.t Jennifer Widom are Glen
Jeh. However Glen Jeh is not in the top-5 candidates list that without consid-
ering any specific viewpoint (table 3). From perspective of (DB DM IR AI) the
corresponding first three similar authors all collaborated with Jennifer Widom
in two different fields. In contrast, the authors in the results of the traditional
query merely collaborated with Jennifer Widom in DB field. The top-5 similar
authors from perspective of IR are important for peoples interested in IR because
the first three authors collaborate with Jennifer Widom in IR field whereas no
one in the result of the traditional query collaborate with Jennifer Widom in IR
field.

There is similar situation for querying Jiawei Han as showed in table 3. From
perspective (DB DM IR AI) the corresponding first three similar authors col-
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laborated with Jiawei Han in the all four field whereas the authors in the result
of traditional query collaborated with Jiawei Han in three fields at most.

Let the order of basic perspectives is (DB DM IR AI), * means the corre-
sponding base perspective exist or does not exist and 0 means the corresponding
base perspective does not exist. From table 3 we conclude Jim Gray focus on
the research of only one field DB because the top-5 candidate list is almost same
from a group of perspectives (DB * * *).

Therefore our perspective-aware top-k query can provide more meaningful
and insightful results in contrast to traditional query.

Examples mentioned above are based on only several authors, so we further
evaluate the effectiveness of the perspective aware top-k query randomly choos-
ing 200 query nodes. The two real data sets are used in this subsection. For
IMDB, we choose first four types of genres as base perspectives. For the query
node q, R is its top-k result on the top perspective graph.

Let NP (q, p) denote the Number of Pespective relationships between q and p.
For example, NP (q, p) = 3 means q and p co-published papers in 3 different area

in DBLP. Given a metric ANP =
∑

p∈R NP (q,p)

|R| . We test whether results of our

query reflect more perspectives information than the results of the traditional
query by comparing ANP of our query on top perspective graph with ANP
of the traditional query. The larger ANP is, the more perspective information
our query can reflect. As illustrated in figure 7(a), our query considers more
perspectives information than the traditional query does.

Given a query node q, R′ (R′ 
= R) is its top-k result on any perspective
graph. Then we evaluate whether the new query can provide rich and insightful
results by the following metric: #N = |{R′| (|R′| − |R ∩ R′|) ≥ 1

3 |R′|}| . #N
is the number of perspective graphs, on which at least one third nodes in the
results are different with the nodes in the results on top perspective graph for
a given query node. For example showed in table 3, the nodes in query results
from perspective IR almost are different with the nodes in the results on the
top perspective graph for Jiawei Han, then we know who are most similar to
Jiawei Han in IR field while these peoples are not contained in the results on top
perspective graph. The experimental result based on 200 query nodes is showed
in figure 7(b) and it verified the effectiveness of the new query.

6.3 Efficiency Evaluation

In this section, we evaluate the efficiency of our perspective-aware top-k query.
First we assess the query time of our method in different situations. Then We use
P@k (Precision at k) to measure the accuracy of top-k lists based on approximate
mehtod by comparing it with the accurate top-k lists. At last we evaluate the
efficiency of bounding of our proximities on synthetic data because bounding of
RWR is adopted to accelerating speed of the query. Figure 8(a) shows the query
time of the top-k query for different k values on the two real networks, where we
choose the first four types of genres as base perspectives for IMDB. As illustrated
in figure 8(a) approximate methods are much faster than the accuracy method,
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while approximate method achieves a very high precision (>96.5%) as showed
in figure 8(b) .

We also test how the number of base perspective affects the runtime of the
RWR-approxity2 method on IMDB data set. As showed in figure 9 the runtime
becomes large as the number of base perspective increases. Our method is effi-
cient for the data set with a small number of base perspectives (<8). Our future
work will focus on the top-k query when the number of base perspectives is large
(≥8).
εd in Eq.(8) and (9) are denoted as bound-tight and more-bound-tight respec-

tively. The bound of PPR (Eq.(4) in [17]) is a baseline and denoted as bound to
compare with our bounds, where RWR is same as PPR because its preference
set of PPR is itself for a query node q.

For simplicity we evaluate the efficiency of bounding of our proximities on
simple graphs. Three type synthetic graphs that are used to test the bounds
are scale-free graph [18], Erdős Rényi graph [19] and random regular graph [19]
respectively. The average degree of the three graph is 6, 3 and 5 respectively.
And their number of nodes all is 1000. As analyzed in theorem 1, εd can quicken
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the speed of the query if εd decreases drastically as iteration number increases.
Figures from 10 to 12 show the results of bounds on the three synthetic graphs.
The results show that bounds εd sharply decline as iteration number increases
although the types of graphs are different. Our method is efficient because εd
becomes very small after 3th iteration based on the results.

7 Conclusions

We have proposed a novel and practical perspective-aware top-k query in multi-
relational networks. We not only achieve the most “similar” k nodes to a given
query node from any specific viewpoint, but also can observe how the results
change with perspectives to full understand query node and the results. With
aid of the concise data structure of graphs and bounding of RWR, starting from
a query node we can traverse once on the graphs and merely search the neighbor-
hood of the query node to obtain all top-k nodes about all perspectives. Then
we accelerated speed of the query by adopting several optimization strategies
including tighter bounding of proximity. At last we showed the effectiveness and
efficiency at the section of experimental study.
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Abstract. We present a novel framework for set-valued data anonymiza-
tion by partial suppression regardless of the amount of background knowl-
edge the attacker possesses, and can be adapted to both space-time and
quality-time trade-offs in a “pay-as-you-go” approach. While minimizing
the number of item deletions, the framework attempts to either preserve
the original data distribution or retain mineable useful association rules,
which targets statistical analysis and association mining, two major data
mining applications on set-valued data.

1 Introduction

Set-valued data sources are valuable in many data mining and data analysis
tasks. For example, retail companies may want to know what items are top
sellers (e.g., milk), or whether there is an association between the purchase of
two or more items (e.g., people who buy flour also buy milk). According to our
observation there are two main categories of set-valued data analysis: one is
statistical analysis such as computing max, min and average values; the other
is mining of association rules between items. In many cases, analysis tasks are
outsourced to other external companies or individuals, or simply published to the
general masses for scientific and public research purposes.

Publishing set-valued, and especially transactional data, can pose significant
privacy risks. Set-valued transactions consist of one or more data items, which
can be divided into two categories: non-sensitive and sensitive. Privacy is in
general associated with the sensitive items. Table 1(a) shows an example of retail
transactions in which each record (row) represents a set of items purchased in a
single transaction by an individual. All the items are non-sensitive, except the
condom which is sensitive. An individual’s privacy is breached if he or she can be
re-identified, or associated with a record in the data which contains one or more
sensitive items. Past research has shown that such breach is possible through
linking attacks [7], e.g. linking milk with condom in Table 1(a).

The privacy model we want to achieve is called ρ-uncertainty, where no sen-
sitive association rules can be inferred with a confidence higher than ρ [3]. The
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Table 1. A Retail Dataset and Anonymization Results

(a) Original Dataset

TID Transaction

1 bread, milk, condom

2 bread, milk

3 milk, condom

4 flour, fruits

5 flour, condom

6 bread, fruits

7 fruits, condom

(b) Global Suppression

TID Transaction

1 bread, milk, condom

2 bread, milk

3 milk, condom

4 flour, fruits

5 flour, condom

6 bread, fruits

7 fruits, condom

(c) Our Approach 1

TID Transaction

1 bread, milk, condom

2 bread, milk

3 milk, condom

4 flour, fruits

5 flour, condom

6 bread, fruits

7 fruits, condom

(d) Our Approach 2

TID Transaction

1 bread, milk, condom

2 bread, milk

3 milk, condom

4 flour, fruits

5 flour, condom

6 bread, fruits

7 fruits, condom

most popular approach to achieve ρ-uncertainty is called “global suppression”
[3] in which once an occurrence of an item t is determined to be removed from
one record, all occurrences of t are removed from the whole dataset. We instead
opt to partially suppress the data set so only some occurrences of item t are
deleted. Table 1 shows the example dataset and three anonymized datasets pro-
duced by global suppression and our approaches. The orginal dataset is not safe
because sensitive rules such as {bread, milk} → condom can be inferred with
confidence great than 1/3 (1/2 in this case), which is our threshold. Table 1(b) is
the anonymized dataset where all the occurrences of the sensitive item condom
are deleted due to global suppression. Table 1(c) shows the anonymized dataset
produced by our first approach, which is optimized to preserve data distribu-
tion, so different items (condom and flour) are deleted to make the dataset safe.
Table 1(d) is the result of our second approach, which is optimized to preserve
important data association in the original dataset, so only two occurrences of
the item condom are deleted for safety. Even in such a small dataset, both our
approaches outperform global suppression in the number of deletions (2 vs. 4)
while retaining useful information at the same time.

To the best of our knowledge, the partial suppression technique has not been
studied in the context of set-valued data anonymization before. We choose to
solve the set-valued data anonymization problem by partial suppression be-
cause global suppression tends to delete more items than necessary, and the
removal of all occurrences of the same item not only changes the data distribu-
tion significantly but also makes mining association rules about the deleted items
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impossible. The problem of anonymization by suppression (global or partial) is
very challenging [1,18], exactly because, (i) the number of possible inferences
from a given dataset is exponential, and (ii) the size of the search space, i.e. the
number of ways to suppress the data is also exponential to the number of data
items. We therefore propose two heuristics in this paper to anonymize input data
in two different ways, giving rise to the two kinds of output in Table 1.

The main contributions of this paper are as follows.

1. To the best of our knowledge, we are the first to propose an effective partial
suppression framework for anonymizing set-valued data (Section 2 and 3).

2. We adopt a “pay-as-you-go” approach based on divide-and-conquer, which
can be adapted to achieve both space-time and quality-time trade-offs (Sec-
tion 3 and 4). Our two heuristics can be adapted to either preserve data
distribution or retain useful association in the data (Section 3).

3. Experiments show that our algorithm outperforms the peers in preserving
the original data distribution (more than 100 times better than peers) or
retaining mineable useful association rules while reducing the item deletions
by large margins (Section 4).

2 Problem Definition

This section introduces the privacy model and data utility before formally de-
scribing the problem of partial suppression.

2.1 Privacy Model

X → Y is a sensitive association rule iff Y contains at least one sensitive item.
The principle privacy model in this paper maintains that a table is safe iff no
sensitive rules can be inferred with a confidence higher than threshold ρ [3]. It
is easy to show that, if all sensitive association rules with one-item consequent
from T are safe then all sensitive association rules are safe and hence T is safe.

Formally, we define quasi-identifier (also qid) to be any itemset (including
sensitive items) drawn from any record in table T . A qid q is safe w.r.t. ρ iff
conf(q → e) ≤ ρ, for any sensitive item e in T . We say T is safe w.r.t. ρ iff q is
safe w.r.t. ρ for any qid q in T . A suppressor is a function S : T �→ T ′ where T ′

is a suppressed table which is safe w.r.t. ρ. There are many different ways to
suppress a table. The goal is to find a suppressor that maximizes the utility of
the suppressed table.

2.2 Data Utility

In this paper, we identify two major uses of an anonymized table: statistical anal-
ysis and association rule mining. In the first case, we want the anonymized table
to have a distribution as close to the original table as possible; in the second case,
we would like the anonymized data to retain all non-sensitive association rules
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while introducing few or no spurious rules. In both scenarios, the common goal
is to minimize the information loss, i.e., the total number of items suppressed.

With these two scenarios in mind, we define two variants of an objective
function f(T, T ′) as:

f(T, T ′) =

⎧⎪⎨⎪⎩
NS(T, T ′) · KL(T ′ || T ) (data distribution)

NS(T,T ′)
J(nr(T ),nr(T ′)) (rule mining)

(1)

where

NS(T, T ′) =

∑
e∈D(T )(supT (e) − supT ′(e))∑

e∈D(T ) supT (e)
(2)

KL(P || Q) =
∑
i

Q(i)log
Q(i)

P (i)
(3)

J(A,B) =
|A ∩ B|
|A ∪ B| . (4)

Here D(T ) denotes the domain of items in T , supT (e) denotes the support of
item e in T , nr(T ) denotes the set of all non-sensitive associations rules mineable
from T with sufficient support and confidence, the functions NS, KL and J
represent total number of suppressions (normalized to 1), K-L divergence[11]
and Jaccard similarity[10], respectively. K-L divergence measures the distance
between two probability distributions, while Jaccard similarity measures the
similarity between two sets.

2.3 Optimal Partial Suppression Problem

The optimal partial supression problem is to find a Partial Suppressor S which
anonymizes an input set-valued table T to minimize the objective function:

min
S

f(T, S(T ))

such that S(T ) is safe w.r.t. to our privacy model.

3 Partial Suppression Algorithm

The Optimal Suppression Problem defined in Section 2 is an NP-hard problem.
We therefore present the partial suppression algorithm as a heuristic solution to
the Optimal Suppression Problem. To simplify the discussion of the algorithm,
we make the following definitions.

Definition 1 (Number of Suppressions). To disable an unsafe rule q → e,
the number of items of type t ∈ q ∪ {e} that need to be suppressed is

Ns(t, q → e) =

{
sup(q ∪ {e}) − sup(q)ρ t = e
sup(q∪{e})−sup(q)ρ

1−ρ t ∈ q



192 X. Jia et al.

In other words, for each sensitive rule r, we need to delete mintNs(t, r) items
of type t to make it safe. In this work, we select these items randomly for deletion.

Definition 2 (Leftover Items). The leftover of item type t is defined as

leftover(t) = supT ′({t})/supT ({t})

T is the original data and T ′ is the intermediate suppressing result. The ratio
shows the percentage of remaining items of type t in the intermediate result T ′.

The key intuition of our algorithm is that although the total number of “bad”
sensitive association rules maybe, in the worst case, exponential in the original
data, incremental “invalidation” of some of the rules through partial suppression
of a small number of affected items can massively reduce the number of these
bad rules, which leads to quick convergence to a solution, that is, a safe data
set. Next we present the basic algorithm of this framework.

3.1 The Basic Algorithm

PartialSuppressor (Algorithm 1) presents the top-level algorithm. The par-
tial suppressor iterates over the table T , and for each record T [i], the algorithm
first generates qids from T [i] and sanitizes the unsafe ones. The suppressor ter-
minates when the whole table is scanned and there is no unsafe qid .

Algorithm 1. PartialSuppressor(T, bmax)

1: T0 ← T (original table)
2: loop
3: Initialize the sup of all qids to 0
4: while |B| < bmax and i ≤ |T | do
5: Fill B with qids generated by T [i]
6: Update sup of all qids
7: i ← i+ 1
8: end while
9: if B contains an unsafe qids then
10: SanitizeBuffer(T0, T,B)
11: safe ← false
12: end if
13: if i ≥ |T | and safe then
14: break
15: else if i ≥ |T | then
16: i ← 1
17: safe ← true
18: end if
19: end loop

A qid is a combination of different items, and the number of distinct qids to
be enumerated is exponential. We therefore introduce a qid buffer of capacity
bmax to balance the space consumption with the generation time. The value of
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bmax is significant. Small bmax values cause repetitive generation of qids, while
large bmax values cause useless generation of qids which do not exist by the time
to process them in the queue.

3.2 Buffer Sanitization

Each time qid buffer B is ready, SanitizeBuffer (Algorithm 2) is invoked to
start processing qids in B and make all of them safe. DS(T ) denotes the domain
of all sensitive items in T . We first partition qids in B into two groups, safe and
unsafe. Then in each iteration (Lines 2-18), SanitizeBuffer picks the “best”
(according to heuristic functions H) unsafe sensitive association rule to sanitize
(Lines 6 and 8). SuppressionPolicy in SanitizeBuffer uses one of the the
following two heuristic function.

Algorithm 2. SanitizeBuffer(T0, T, B)

1: P ← SuppressionPolicy()
2: repeat
3: pick an unsafe qid q from B
4: E ← {e | conf(q → e) > ρ ∧ e ∈ DS(T )}
5: if P = Distribution then
6: (d, q, e) ← argmax

d∈q∪E,q,e∈E
Hdist(d, q, e, T0, T )

7: else if P = Mine then
8: (d, q, e) ← argmin

d∈q∪E,q,e∈E
Hmine(d, q, e)

9: end if
10: X ← q ∪ {e}
11: k ← Ns(d, q → e)
12: while k > 0 do
13: pick a record R from T where R ⊆ C(X)
14: R ← R− {d}
15: Update sup of qids contained in R
16: k ← k − 1
17: end while
18: until there is no unsafe qid in B

Preservation of Data Distribution. Consider an unsafe sensitive association
rule q → e where conf(q → e) > ρ, and q ∈ B. To reduce conf(q, e) below ρ,
we suppress a number of items of type t ∈ q ∪ {e} from C(q ∪ {e}).1 We hope to
minimize KL(T || T0) (see Equation (3)). From Equation (3), we observe that
by suppressing some items of type t where T (t) > T0(t),

2 the KL divergence
tends to decrease, thus we define the following heuristic function

Hdist(t, q, e, T0, T ) =
T (t)log T (t)

T0(t)

Ns(t, q → e)
. (5)

1 We define C(X) = {T [i]|X ⊆ T [i], 1 ≤ i ≤ |T |}.
2 We denote the probability of item type t in T as T (t), which is computed by supT (t)

|T | .



194 X. Jia et al.

The maximizing this function aims at suppressing item type t which maximally
recovers the original data distribution and minimizes the number of deletions.

Preservation of Useful Rules. A spurious rule (q → e) is introduced when the
denominator of conf(q → e), sup(q), is sufficiently small so that the confidence
appears large enough. However, if sup(q) is too small, the rule would not have
enough support and can be ignored. Therefore, our objective is to suppress those
items which have been suppressed before to minimize the support of the potential
spurious rules. Therefore, we seek to minimize

Hmine(t, q, e) = leftover(t) · Ns(t, q → e)

3.3 Optimization with Divide-and-Conquer

When data is very large we can speed up by a divide-and-conquer (DnC) frame-
work that partitions the input data dynamically, runs PartialSuppressor on
them individually and combines the results in the end. This approach is cor-
rect in the sense that if each suppressed partition is safe, so is the combined
data. This approach also gives rise to the parallel execution on multi-core or
distributed environments which provides further speed-up (this will be shown in
Section 4).

Algorithm 3. DNCSplitData(T, tmax)

1: if Cost(T ) > tmax then
2: Split T equally into T1 , T2

3: DNCSplitData(T1, tmax)
4: DNCSplitData(T2, tmax)
5: else
6: PartialSuppressor(T, bmax)
7: end if

Algorithm 3 splits the input table whenever the estimated cost of suppressing
that table is greater than tmax. Cost is estimated as:

Cost(T ) =
|T | · 2

N
|T |

|D(T )| (6)

where N is the total number of items in T .

4 Experimental Results

We conducted a series of experiments on 4 main datasets in Table 2. BMS-
POS and BMS-WebView are introduced in [20] and are commonly used for
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Table 2. Five Original Datasets

Dataset Description Recs Dom. Sensitive Non-Sens.
Size items items

BMS-POS Point-of-sale data from 515597 1657 1183355 2183665
(POS) a large electronics retailer

BMS-WebView Click-stream data from 77512 3340 137605 220673
(WV) e-commerce web site

Retail Retail market basket data 88162 16470 340462 568114

Syn Synthetic data with max 493193 5000 828435 1242917
record length = 50

data mining. Retail is the retail market basket data [2]. Syn is the synthetic
data in which each item is generated with equal probability and the max record
length is 50. We randomly designate 40% of the item types in each dataset as
sensitive items and the rest as non-sensitive. To evaluation the performance of
rule mining, we produce four additional datasets by truncating all records in the
original datasets to 5 items only, and denote such datasets as “cutoff = 5”.

We compare our algorithm with the global suppression algorithm (named
Global) and generalization algorithm (named TDControl) of Cao et al. [3].3 Our
algorithm has two variants, Dist and Mine, which optimize for data distribution
and rule mining, respectively. Experiments that failed to complete in 2 hours is
marked as “N/A” or an empty place in the bar charts. We run all the experiments
on Linux 2.6.34) with an Intel 16-core 2.4GHz CPU and 8GB RAM.

In what follows, we first present results in data utility, then the performance
of the algorithms, and then the effects of changing various parameters in our
algorithm. Finally, we compare with a permutation method which utilizes a
similar privacy model but with different optimization goals. Unless otherwise
noted, we use the following default parameters: bmax = 106 , tmax = 500.

4.1 Data Utility

We compare the algorithms in terms of information loss, data distribution, and
association rule mining.

Figure 1 shows thatMine is uniformly better among the other four techniques.
It suppresses only about 26% items in POS and WV and about 35% items in
Retail, while the other four techniques incur on average 10% more losses than
Mine and up to 75% losses in the worst case. We notice that Dist performs
worse than Global even though it tries to minimize the information loss at each
iteration. The reason is that it also tries to retain the data distribution. Further,
we argue that for applications that require data statistics, the distribution, that
is, summary information, is more useful than the details, hence losing some
detailed information is acceptable. Note that Global and TDControl failed to
complete in some datasets, because these methods don’t scale very well.

3 The source code of these algorithms was directly obtained from Cao.
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(a) ρ = 0.3 (b) ρ = 0.7

Fig. 1. Comparisons in Information Loss

(a) ρ = 0.3 (b) ρ = 0.7

Fig. 2. Comparisons in Symmetric K-L Divergence

To determine the similarity between the item frequency distribution of original
data and that of the anonymized data, we use the Kullback-Leibler divergence
(also called relative entropy) as our standard. To prevent zero denominators, we
modified Equation (4) to a symmetric form [6] defined as

S(H1||H2) =
1

2
KL(H1||H1 ⊕ H2) +

1

2
KL(H2||H1 ⊕ H2)

where H1 ⊕H2 represents the union of distributions H1 and H2. Figure 2 shows
that Dist outperforms the peers as its output has the highest resemblance to
the original datasets. On the contrary, TDControl is the worst performer since
generalization algorithm creates a lot of new items while suppressing too many
item types globally. Since the symmetric relative entropy of Dist is very small,
y-axis is in logrithmic scale to improve visibility. Therefore, the actual difference
in K-L divergence is two or three orders of magnitude.

The most common criticism of partial suppression is that it changes the sup-
port of good rules in the data and introduces spurious rules in rule mining.
In this experiment, we test the algorithms on data sets with the max record
length=5 (cutoff=5), and check the rules mined from the anonymized data with
support equals to 0.05% 4 and confidence equals to 70% and 30%. Figure 3 gives

4 We choose this support level just to reflect a practical scenario.
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(a) ρ = 0.3 (b) ρ = 0.7

Fig. 3. Association Rules Mining with Support 0.05%

the results. Both TDControl and Global perform badly in this category, with
negligible number of original rules remaining after anonymization. Conversely,
all of the partial suppression algorithms manage to retain most of the rules and
the Jaccard Similarity reaches 80% in some datasets which shows our heuristic
works very well. Specifically, Mine performs the best among partial algorithms.
The rules generated from TDControl are all in general form which is totally
different from the original one. To enable comparison, we specialize the more
general rules from the result of TDControl into rules of original level of abstrac-
tion in the generalization hierarchy. For example, we can specialize a rule {dairy
product → grains} into: milk → wheat, milk → rice, yogurt → wheat, etc. Take
WV as an example, there are 4 rules left in the result of TDControl when the
ρ is 0.7 and the number becomes 28673 after specialization, which makes the
results almost invisible.

4.2 Performance

Next we evaluate the time performance and scalability of our algorithms.

Table 3. Comparison in Time Performance (ρ = 0.7, tmax = 300)

Algorithm POS WV Retail Syn

TDControl 183 30 156 476

Global 1027 81 646 N/A

Dist 395 151 171 130

Mine 1554 478 256 132

From Table 3, TDControl is the clear winner for two of the four datasets.
Mine does not perform well in BMS-POS. The reason is that Mine incurs the
least information loss among all the competiting methods. This means most
of the original data remains unsuppressed. Given the large scale of BMS-POS,
checking whether the dataset is safe in each iteration is therefore more time
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(a) With DnC (b) Without DnC

Fig. 4. Scale-up with Input Data (ρ = 0.7)

consuming than other methods or in other datasets. Results for Global are not
available for Syn because it runs out of memory.

Next experiment illustrates the scalability of our algorithm w.r.t. data size.
We choose Retail as our target dataset here because Retail has the maximum
average record length of 10.6. We run partial algorithms on 1/5, 2/5 through 5/5
of Retail respectively. Figure 4 shows the time cost of our algorithm increases
reasonably with the input data size with or without DnC. Furthermore, increased
level of partitioning causes the algorithm to witness superlinear speedup in Fig-
ure 4(a). In particular, the dataset is automatically divided into 4, 8, 16 and 32
parts at 1/5, 2/5, 3/5 and the whole of the data, respectively.

4.3 Effects of Parameters on Performance

In this section, we study the effects of tmax, bmax on the quality of solution (in
terms of information loss) and time performance.

We choose Retail as the target dataset again since Retail is the most time-
consuming dataset that can terminate within acceptable time without DnC strat-
egy. The value of tmax determines the size of a partition in DnC. Here, we eval-
uate how partitioning helps with time performance and its possible effects on
suppression quality. Figure 5(a) shows the relationship between partitions and
information loss. The lines of Dist is flat, indicating that increasing tmax doesn’t
cost us the quality of the solution. Mine shows a slight descending tendency at
first and then tends to be flat. We argue that a reasonable tmax will not cause
our result quality to deteriorate. On the other hand, Figure 5(b) shows that time
cost increases dramatically with the increase of tmax. The reason is that parti-
tioning decreases the cost of enumerating qids which is the most time-consuming
part in our algorithm. Moreover, parallel processing is also a major reason for
the acceleration.

Next experiment (See Figure 6) illustrates the impact of varying bmax on
performance. We choose WV as our target dataset since the number of distinct
qids are relatively smaller than other datasets and our algorithm can terminate
even when we set a small bmax.
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(a) Information Loss (b) Time Performance

Fig. 5. Variation of tmax (ρ = 0.7)

(a) Information Loss (b) Time Performance

Fig. 6. Variation of Buffer Size bmax (ρ = 0.7)

Note first that varying bmax has no effect on the information loss which in-
dicates that this parameter is purely for performance tuning. At lower values,
increasing bmax gives almost exponential savings in running time. But as bmax

reaches a certain point, the speedup saturates, which suggests that given the
fixed size of the data, when B is large enough to accommodate all qids at once
after some iterations, further increase in bmax is not useful. The line for Mine
hasn’t saturdated because Mine suppresses fewer items and retains more qids,
hence requires a much larger buffer.

4.4 A Comparison to Permutation Method

In this section, we compare our algorithms with a permutation method [8] which
we call M . The privacy model of M states that the probability of associating
any transaction R ∈ T with any sensitive item e ∈ DS(T ) is below 1/p, where
p is known as a privacy degree. This model is similar to ours when ρ = 1/p,
which allows us to compare three variants of our algorithm against M where
p = 4, 6, 8, 10 on dataset WV which was reported in [8]. Figure 7(a) shows
the result on K-L divergence. All variants of our algorithm outperform M in
preserving the data distribution. Figure 7(b) shows timing results. Even though
M is faster, our algorithms terminate within acceptable time.
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(a) K-L Divergence (b) Time Performance

Fig. 7. Comparison with Permutation

5 Related Work

Privacy-preserving data publishing of relational tables has been well studied
in the past decade since the original proposal of k-anonymity by Sweeney et
al. [12]. Recently, privacy protection of set-valued data has received increasing
interest. The original set-valued data privacy problem was defined in the con-
text of association rule hiding [1,15,16], in which the data publisher wishes to
“sanitize” the set-valued data (or micro-data) so that all sensitive or “bad” as-
sociate rules cannot be discovered while all (or most) “good” rules remain in the
published data. Subsequently, a number of privacy models including (h, k, p)-
coherence [18], km-anonymity [14], k-anonymity [9] and ρ-uncertainty [3] have
been proposed. km-anonymity and k-anonymity are carried over directly from
relational data privacy, while (h, k, p)-coherence and ρ-uncertainty protect the
privacy by bounding the confidence and the support of any sensitive association
rule inferrable from the data. This is also the privacy model this paper adopts.

A number of anonymization techniques were developed for these models.
These generally fall in four categories: global/local generalization [14,9,3], global
suppression [18,3], permutation [8] and perturbation [19,4]. Next we briefly dis-
cuss the pros and cons of these anonymization techniques.

Generalization replaces a specific value by a generalized value, e.g., “milk” by
“dairy product”, according to a generalization hierarchy [7]. While generalization
preserves the correctness of the data, it compromises accuracy and preciseness.
Worse still, association rule mining is impossible unless the data users have
access to the same generalization taxonomy and they agree to the target level
of generalization. For instance, if the users don’t intend to mine rules involving
“dairy products”, then all generalizations to “dairy products” are useless.

Global suppression is a technique that deletes all items of some types so that
the resulting dataset is safe. The advantage is that it preserves the support of
existing rules that don’t involve deleted items and hence retains these rules [18],
and also it doesn’t introduce additional/spurious association rules. The obvious
disadvantage is that it can cause unnecessary information loss. In the past, par-
tial suppression has not been attempted mainly due to its perceived side effects
of changing the support of inference rules in the original data [18,3,15,16]. But
our work shows that partial suppression introduces limited amount of new rules
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while preserving many more original ones than global suppression. Furthermore,
it preserves the data distribution much better than other competing methods.

Permutation was introduced by Xiao et al. [17] for relational data and was
extended by Ghinita et al. [8] for transactional data. Ghinita et al. propose two
novel anonymization techniques for sparse high-dimensional data by introducing
two representations for transactional data. However the limitation is that the
quasi-identifier is restricted to contain only non-sensitive items, which means
they only consider associations between quasi-identifier and sensitive items, and
not among sensitive items. Manolis et al. [13] introduced “disassociation” which
also severs the links between values attributed to the same entity but does not set
a clear distinction between sensitive and non-sensitive attributes. In this paper,
we consider all kinds of associations and try best to retain them.

Perturbation is developed for statistical disclosure control [7]. Common per-
turbation methods include additive noise, data swapping, and synthetic data gen-
eration. Their common criticism is that they damage the data integrity by adding
noises and spurious values, which makes the results of downstream analysis unre-
liable. Perturbation, however, is useful in non-deterministic privacy model such
as differential privacy [5], as attempted by Chen et al. [4] in a probabilistic
top-down partitioning algorithm based on a context-free taxonomy.

The most relevant work to this paper is by Xu et al. [18] and Cao et al. [3].
The (h, k, p)-coherence model by Xu et al. requires that the attacker’s prior
knowledge to be no more than p public (non-sensitive) items, and any inferrable
rule must be supported by at least k records while the confidence of such rules
is at most h%. They believe private items are essential for research and there-
fore only remove public items to satisfy the privacy model. They developed an
efficient greedy algorithm using global suppression. In this paper, we do not re-
strict the size or the type of the background knowledge, and we use a partial
suppression technique to achieve less information loss and also better retain the
original data distribution.

Cao et al. [3] proposed a similar ρ-uncertainty model which is used in this pa-
per. They developed a global suppression method and a top-down generalization-
driven global suppression method (known as TDControl) to eliminate all sensitive
inferences with confidence above a threshold ρ. Their methods suffer from same
woes discussed earlier for generalization and global suppression. Furthermore, TD-
Control assumes that data exhibits some monotonic property under a general-
ization hierarchy. This assumption is questionable. Experiments show that our
algorithm significantly outperforms the two methods in preserving data distribu-
tion and useful inference rules, and in minimizing information losses.

6 Conclusion

We proposed a partial suppression framework including two heuristics which
produce anonymized data that is highly useful to data analytics applications.
Compared to previous approaches, this framework generally deletes fewer items
to satisfy the the same privacy model. We showed that the first heuristic can
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effectively limit spurious rules while maximally preserving the useful rules mine-
able from the original data. The second heuristic which minimizes the K-L diver-
gence between the anonymized data and the original data helps preserve the data
distribution, which is a feature largely ignored by the privacy community in the
past. Finally the divide-and-conquer strategy effectively controls the execution
time with limited compromise in the solution quality.
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Abstract. Defining access control policies in a data integration scenario
is a challenging task. In such a scenario typically each source specifies
its local access control policy and cannot anticipate data inferences that
can arise when data is integrated at the mediator level. Inferences, e.g.,
using functional dependencies, can allow malicious users to obtain, at the
mediator level, prohibited information by linking multiple queries and
thus violating the local policies. In this paper, we propose a framework,
i.e., a methodology and a set of algorithms, to prevent such violations.
First, we use a graph-based approach to identify sets of queries, called
violating transactions, and then we propose an approach to forbid the
execution of those transactions by identifying additional access control
rules that should be added to the mediator. We also state the complexity
of the algorithms and discuss a set of experiments we conducted by using
both real and synthetic datasets. Tests also confirm the complexity and
upper bounds in worst-case scenarios of the proposed algorithms.

1 Introduction

Data integration offers a convenient way to query different data sources while
using a unique entry point that is typically called mediator. Although this abil-
ity to synthesize and combine information maximizes the answers provided to
the user, some privacy issues could arise in such a scenario. The authorization
policies governing the way data is accessed are defined by each source at local
level without taking into consideration data of other sources. In relational and
other systems, data constraints or hidden associations between attributes at the
mediator level could be used by a malicious user to retrieve prohibited informa-
tion. One type of such constraints are the functional dependencies (FDs). When
FDs are combined with authorized information, they may allow the disclosure of
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some prohibited information. In these cases, there is a need for providing addi-
tional mechanisms at the mediator level to forbid the leakage of any prohibited
information.

In this work we aim at assisting administrators in identifying such faults and
defining additional access control rules at the mediator level to remedy the infer-
ence problem. Given a (relational) schema of the mediator, the sources’ policies
and a set of FDs, we propose a set of algorithms that are able to identify vio-
lating transactions. These transactions correspond to sets of queries that violate
the sources’ policies if used in conjunction with FDs. To avoid the completion
of a transaction, and therefore the violation of any source’s policy, we propose a
query cancellation algorithm that identifies a minimum set of queries that need
to be forbidden. The identified set of queries is then used to generate additional
rules to be added to the existing set of rules of the mediator.

The reminder of the paper is organized as follows. Section 2 gives an overview
of research effort in related areas. Section 3 provides definitions of the main (tech-
nical) concepts we use in the paper. Section 4 introduces a motivating scenario,
the integration approach and challenges posed by functional dependencies. In
Section 5 we describe our methodology. Section 6 describes the detection phase
that identifies the policy violations. Section 7 describes the reconfiguration phase
that deals with flaws identified in the detection phase. Section 8 describes the
experiments. Finally, we conclude in Section 9.

2 Related Work

Access control in information integration is a challenging and fundamental
task to be achieved [7]. In [3], the authors consider the use of metadata to model
both purposes of access and user preferences. Our work does not consider these
concepts explicitly, but they could be simulated by using predicates while defin-
ing the authorization rules. The authors of [14] analyzed different aspects related
to access control in federated contexts [25]. They identified the role of adminis-
trators at mediator and local levels and proposed an access control model that
accommodates both mediator and source policies. In [21], the authors propose
an access control model based on both allow and deny rules and algorithms that
check if a query containing joins can be authorized. This work, like the previous
one, does not consider any association/correlation between attributes or objects
that can arise at global level when joining different independent sources.

Sensitive associations happen when some attributes, when put together,
lead to disclosure of prohibited information. Preventing the access to sensitive
associations became crucial (see, e.g., [2,11]) in a distributed environment where
each source could provide one part of it. In [2], the authors proposed a dis-
tributed architecture to ensure no association between attributes could be per-
formed while in [11] fragmentation is used to ensure that each part of sensitive
information is stored in a different fragment. In [12], the authors propose an
approach to evaluate whether a query is allowed against all the authorization
rules. It targets query evaluation phase while our goal is to derive additional
authorization rules to be added to the mediator.
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In [28], the authors provide an anonymization algorithm that considers FDs
while identifying which portion of data needs to be anonymized. In our case, we
focus on defining access control policies that should be used to avoid privacy
breaches instead of applying privacy-preserving techniques [16].

Inferences allow indirect accesses that could compromise sensitive informa-
tion (see [15] for a survey). A lot of work has been devoted to the inference
channel in multilevel secure database. In [13] and [26] for each inference chan-
nel that is detected, either the schema of the database is modified or security
level is increased. In [13], a conceptual graph based approach has been used
to capture semantic relationships between entities. The authors show that this
kind of relationships could lead to inference violations. In [26], the authors con-
sider inference problem using FDs. This work does not consider authorization
rules dealing with implicit association of attributes; instead, the authors assume
that the user knows the mapping between the attributes of any FD. Other ap-
proaches such as [9,27] analyze queries at runtime and if a query creates an
inference channel then it is rejected. In [27], both queries and authorization
rules are specified using first order logic. While the inference engine considers
the past queries, the functional dependencies are not taken into account. In [9],
a history-based approach has been considered for the inference problem. The
authors have considered two settings: the first one is related to the particular
instance of the database. The second is only related to the schema of both re-
lations and queries. In our work, we focus on inferences to identify additional
access rules to be added to the mediator. In [17], we investigated how join queries
could lead to authorization violations. In this current paper, we generalize the
approach in [17] by considering the data inference problem.

3 Preliminaries

Before describing our approach, a number of introductory definitions are needed:

Definition 1 (Datalog rule). [1] A (datalog) rule is an expression of the form
R1(u1):−R2(u2), ..., Rn(un), where n ≥ 1, R1, ..., Rn are relation names and
u1, ..., un are free tuples of appropriate arities. Each variable occurring in u1
must also occur in at least one of u2, ..., un.

Definition 2 (Authorization policy). An authorization policy is a set of au-
thorization rules. An authorization rule is a view that describes the part of data
that is prohibited to the user. An authorization rule will be expressed using an
augmented datalog rule. This augmentation consists in adding a set of predicates
characterizing the users to whom the authorization rule applies.

Definition 3 (Violating Transaction). A violating transaction T is a set of
queries such that if they are executed and their results combined, they will lead
to disclosure of sensitive information and thus violating the authorization policy.

Definition 4 (Functional Dependency). [23] A functional dependency over
a schema R (or simply an FD) is a statement of the form:
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R : X → Y (or simply X → Y whenever R is understood from the context),
where X, Y ⊆ schema(R). We refer to X as the left hand side (LHS) and Y as
the right hand side (RHS) of the functional dependency X → Y.

A functional dependency R : X → Y is satisfied in a relation r over R,
denoted by r |= R : X → Y , iff ∀ t1, t2 ∈ r if t1[X ] = t2[X ], then t1[Y ] = t2[Y ].

Definition 5 (Pseudo transitivity rule). [23] The pseudo transitivity rule is
an inference rule that could be derived from Armstrong rules [5]. This rule states
that if X → Y and YW → Z then XW → Z.

Without loss of generality we consider functional dependencies having only
one attribute in their RHS. A functional dependency of the form X → Y Z could
always be replaced by X → Y and X → Z by using the decomposition rule [23]
which is defined as follows: if X → YZ, then X → Y and X → Z.

4 Motivating Scenario

We consider a healthcare scenario inspired by one of our previous works while
developing an Electronic Health Record (EHR) in Italy [4]. The EHR represents
the mediator which provides mechanisms to share data and to enforce the ap-
propriate authorizations [21]. From that scenario we extract an example that
describes how FDs can impact access control and can be challenging to tackle
at the mediator level.

Global as View Integration. We consider a data integration scenario where
a Global As View (GAV) [22] approach is used to define a mediator over three
sources. Particularly, we consider the sources S1, S2 and S3 with the follow-
ing local schemas: S1(SSN,Diagnosis,Doctor) contains the patient social se-
curity number (SSN) together with the diagnosis and the doctor in charge
of her/him, S2(SSN,AdmissionT ) provides the patient admission timestamp,
S3(SSN, Service) provides the service to which a patient has been assigned.

The mediator virtual relation, according to the GAV integration approach, is
defined by using relations of the sources. We consider a single virtual relation
to simplify the scenario but the same reasoning applies for a mediator’s schema
composed by a set of virtual relations. In our example, the mediator will combine
the data of the sources joined over the SSN attribute as shown by rule (1).

M(SSN,Diagnosis,Doctor, AdmissionT, Service) : −
S1(SSN,Diagnosis,Doctor), S2(SSN,AdmissionT ), S3(SSN, Service).

(1)

Authorization Policies are specified by each source on its local schema
and propagated to the mediator. In our example, we assume two categories
of users: doctors and nurses. For S1, doctors can access SSN and Diagnosis
while nurses can access either SSN or Diagnosis but not their association (i.e.,
simultaneously). The rule (2) expresses this policy in form of a prohibition.

R1(SSN,Diagnosis) : −S1(SSN,Diagnosis), role = nurse. (2)
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The other sources allow accessing to their content without restrictions both for
doctors and nurses, therefore there are no more authorization rules to specify.

At the Mediator, authorization rules are propagated by the sources aiming
at preserving their policies. The propagation can lead to policy inconsistencies
and conflicts [14]. These issues are out of the scope of this paper. In our example
there is only one rule defined by S1 to be propagated at the mediator.

We then assume that at the mediator the following FDs are identified, either
manually during the schema definition or by analyzing the data with algorithms
such as TANE[20]:

(AdmissionT, Service) → SSN (F1)
(AdmissionT,Doctor) → Diagnosis (F2)

F1 holds because at each service there is only one patient that is admitted
at a given time AdmissionT . Note that AdmissionT represents the admission
timestamp including hours, minutes and seconds. F2 holds because at a given
timestamp, a doctor could make only one diagnosis.

Let see how FD could be used by a malicious user to violate the rule (2). Let
us assume the following queries are issued by a nurse: Q1(SSN,AdmissionT,
Service) and then Q2(Diagnosis, AdmissionT, Service). Combining the results
of the two queries and using the functional dependency F1, the nurse can obtain
SSN and Diagnosis simultaneously, which induces the violation of the autho-
rization rule (2). To do so, the nurse could proceed as follows: (a) join the result
of Q1 with those of Q2 on the attributes AdmissionT and Service; (b) take
advantage of F1 to obtain the association between SSN and Diagnosis.

From now on, we refer to a query set like {Q1, Q2} as a violating transaction.
Indeed, both F1 and F2 do not hold in any source. They both use attributes
provided by different sources. Thus, the semantic constraints expressed by these
functional dependencies could not be considered by any source while defining
its policy. This example highlights the limitation of the näıve propagation of
the policies of the sources to the mediator. In the next section, we propose an
intuitive approach for solving this problem.

5 Approach

We propose a methodology that aims at detecting all the possible violations that
could occur at the mediator level by first identifying all the violating transactions
and then disallowing completion of such violating transactions.

Our approach relies on the following settings: we consider the relational model
as the reference model, both user queries and datalog expressions denoting au-
thorization rules (see Section 3) are conjunctive queries and the mediator is
defined following the GAV (Global As a View) data integration approach. This
means that each virtual relation of the mediator is defined using a conjunctive
query over some relations of the sources.

Currently we do not consider other types of inferences or background, external
or adversarial knowledge that refer to the additional knowledge the user may
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Fig. 1. The proposed methodology to identify violating transactions and define addi-
tional rules

have while querying a source of information [24,10]. These aspects are important
but they are out of the scope of this paper.

The proposed methodology, as shown in Figure 1, consists of a sequence of
phases and steps involving appropriate algorithms. It takes as input a set of
functional dependencies (FD), the policy (P) and the schema (S) of the mediator
and applies the following phases:

1. Detection phase: aims at identifying all the violations that could occur
using FD. Each of the resulting transactions represents a potential violation.
Indeed, as shown previously, the combination of all the queries of a single
transaction induces an authorization violation. This phase is performed by
the following steps:

– Construction of a transition graph (G): this is done for each authorization
rule by using the set of provided functional dependencies (FD).

– Identification of the set of Minimal1Violating Transactions (VT ): it con-
sists in identifying all the different paths between nodes in G to generate
the set of minimal violating transactions.

2. Reconfiguration phase: it proposes an approach to forbid the completion
of each transaction in VT identified in the previous phase. By completion of
a transaction we mean issuing and evaluating all the queries of that trans-
action. A rule is violated only if the entire transaction is completed. This
phase modifies/repairs the authorization policy in such a way that no VT
could be completed.

6 Detection Phase

In the detection phase we enumerate all the violating transactions that could
occur considering the authorization rules as queries that need to be forbidden.
The idea is to find all the transactions (i.e., all sets of queries) that could match
the query corresponding to the authorization rule.

1 The concept of minimality is detailed in Section 6.2.
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P FD)

Fig. 2. Graph construction and violating transactions identification

6.1 Building the Transition Graph

The aim of the transition graph is to list all the queries that could be derived
from an authorization rule using functional dependencies. For each authorization
rule we use FD to derive a transition graph (G) as shown in Figure 2. To build
G we resort to Algorithm 1 as follows:

1. Consider the set of attributes of an authorization rule as the initial node.
2. For each FD in FD that has the RHS attribute inside the current node

(starting from the root):
(a) Create a new node by replacing the RHS attribute of the node with the

set of attributes of the LHS of FD.
(b) Create an edge between the two nodes and label it with FQ (see Defini-

tion 6) corresponding to the FD that has been used.
3. Apply the same process for the new node.

6.2 Identifying Violating Transactions

The set of minimal violating transactions (VT ) is constructed as follows. First
a path between the initial node (the node representing the authorization rule)
and every other node is considered. As shown in Figure 2, from this path a
transaction (i.e., a set of queries) is constructed. Each query that is used as a
label on this path is added to the transaction. Finally, the query of the final
node of the path is also added to the transaction. This is done for all nodes and
paths in G. Before showing how minimality of the VT is ensured let us introduce
the following definitions.

Definition 6 (Building a query from a functional dependency). Let F
be a functional dependency. We define FQ as the query that projects on all the
attributes that appear in F , either in the RHS or in the LHS. For example, let
R(A1, A2, A3, A4) be a relation and let F be the functional dependency A1, A2 →
A3 that holds on R. In this case FQ is the query that projects on all the attributes
that appear in F . FQ is the query FQ(A1, A2, A3):−R(A1, A2, A3, A4).



210 M. Haddad et al.

Algorithm 1. BuildTransitionGraph (BuildG)

input : ri the rule ri ∈ P ,
FD the set of functional dependencies.

output: G(V,E) the transition graph

1 V := {v(ri)}; // create the root v with the attributes of ri
2 W := {v(ri)}; // add v also to a set W of vertexes to visit

3 foreach w ∈ W do
4 W := W − {w};
5 foreach FD(LHS → RHS) ∈ FD do
6 if RHS ∈ w then // RHS is one attribute

7 x := w − {RHS}+ LHS; // create new vertex

8 if x /∈ V then
9 V := V + {x};

10 W := W + {x};
11 e := (w, x, LHS + {RHS}); // e is a new edge from w to x

with as transition the attributes LHS + {RHS}
12 if e /∈ E then // if not already in E add it

13 E := E + {e};

14 return G(V,E) ;

Definition 7 (Minimal Query). A query Q is minimal if all its attributes
are relevant, that is ∀Q′ ⊂ Q : Q′ cannot be used instead of Q in a violating
transaction.

Definition 8 (Minimal Violating Transaction). A violating transaction T
(see Section 3) is minimal if: (a) all its queries are minimal, and (b) all its
queries are relevant i.e. ∀Q ∈ T : T � {Q} is not a violating transaction.

To generate the minimal set of transactions (VT ) that is compliant with the
definition 8, we use the recursive Algorithm 2. The initial call to the algorithm
is: VT := FindV T (G, root, ∅, ∅)

The example in Figure 2 contains three nodes Q1, Q2 and Q3 in addition to
the initial node R1. If we apply Algorithm 2, it will generate, for each node Qi, a
transaction containing each FQ on the path betweenR1 andQi, andQi itself. For
example, to generate T3 that represents the path between R1 and Q3, we start by
adding each Fi on the path fromR1 toQ3. Here, F1 and F2 are translated into FQ

1

and FQ
2 respectively. Finally, we add Q3. Thus, we obtain T3 = {FQ

1 , F
Q
2 , Q3}.

In the example the returned VT is: VT = {T1 = {Q1, F
Q
1 }, T2 = {Q2, F

Q
2 }, T3 =

{Q3, F
Q
1 , FQ

2 }}.At this stage we emphasized the fact that FD could be combined
with authorized queries to obtain sensitive information. In our example, this
issue is illustrated by the fact that if all the queries of any transaction Ti are
issued then the authorization rule R1(SSN,Diagnosis) is violated. To cope with
this problem and prohibit transaction completion, we propose an approach that
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Algorithm 2. FindViolatingTransactions (FindVT)

input : G(V,E) the transition graph, v current vertex, ct current path, VT
current set of transactions.

output: VT the set of minimal violating transactions.

1 foreach e ∈ outgoing edges of v do
2 t := ct + e.transition+ e.to ;

// e.transition is the set of attributes of the transition

while e.to is the destination node

3 if �k ∈ V T | k ⊆ t then //if t is minimal with respect to ∀k ∈ VT
4 VT := VT + {t} ;
5 foreach k ∈ VT do
6 if t ⊆ k then // if k is not minimal with respect to t
7 VT := VT − {k} ;

// reducing further V T

8 return FindV T (G, e.to, ct + e.transition,VT );
// recursive call with the v reached by e (e.to) by adding the

e.transition to the current V T

repairs the set of authorization rules with additional rules in such a way that no
violation could occur.

7 Reconfiguration Phase

This phase aims at preventing a user from issuing all the queries of a violating
transaction. If a user could not complete the execution of all the queries of any
violating transaction then no violation could occur.

The reconfiguration phase revises the policy by adding new rules such that
no violating transaction could be completed. A näıve approach could be to deny
one query for each transaction. Although this näıve solution is safe from an
access control point of view, it is not desired from an availability point of view.
To achieve a trade off between authorization enforcement and availability, we
investigate the problem of finding the minimal set of queries that denies at
least one query for each violating transaction. We refer to this problem as query
cancellation problem. We first formalize and characterize the complexity of the
query cancellation problem for one rule. Then, we discuss the case of a policy
(i.e., a set of rules).

7.1 Problem Formalization

Let VT = {T1, . . . , Tn} be a set of minimal violating transactions and let Q =
{Q1, . . . , Qm} be a set of queries such that ∀i ∈ {1, . . . , n} : Ti ∈ P(Q)� ∅. We
define the following Query Cancellation (QC) recognition (decision) problem as
follows:
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– Instance: a set VT , a set Q and a positive integer k.
– Question: is there a subset Q ⊆ Q with |Q| ≤ k such that ∀i ∈ {1, . . . , n} :
Ti �Q 
= Ti ? Here, |Q| denotes the cardinality of Q.

Algorithm 3. QueryCancellation

input : VT is the set of minimal violating transactions.
Q is the set of all the queries that appear in VT

output: S is the set of all solutions

1 foreach q ∈ Q do
2 if ∀t ∈ VT , t ∩ q 	= ∅ then
3 S := S ∪ q ;

4 return S ;

Thus, the optimization problem, which consists in finding the minimum num-
ber of queries to be cancelled is called Minimum Query Cancellation (MQC).

7.2 Problem Complexity

In this section, we show the NP-completeness of QC. We propose a reduc-
tion from the domination problem in split graphs [8]. In an undirected graph
G = (V,E), where V is the node (vertex) set and E is the edge set, each node
dominates all nodes joined to it by an edge (neighbors). Let D ⊆ V be a subset
of nodes. D is a dominating set of G if D dominates all nodes of V � D. The
usual Dominating Set (DS)[8] decision problem is stated as follows:

– Instance: a graph G and a positive integer k.
– Question: does G admits a dominating set of size at most k ?

This problem has been proven to be NP-complete even for split graphs [8].
Recall that a split graph is a graph whose set of nodes is partitioned into a clique
C and an independent set I. In other words, all nodes of C are joined by an edge
and there is no edge between nodes of I. Edges between nodes of C and nodes
of I could be arbitrary.

Theorem 1. QC is NP-complete.

Proof. QC belongs to NP since checking if the deletion of a subset of queries
affects all transactions could be performed in polynomial time. Let G be a split
graph such that C is the set of nodes forming the clique and I is the set of nodes
forming the independent set. We construct an instance QC of query cancellation
problem from G as follows: Q = C, VT = I and each transaction Ti is the set
of queries that are joined to it by an edge in G. We then prove that G admits
a dominating set of size at most k if and only if QC admits a subset Q ⊆ Q of
size at most k such that ∀i ∈ {1, . . . , n} : Ti �Q 
= Ti.
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Assume QC admits a subset Q ⊆ Q of size at most k such that ∀i ∈
{1, . . . , n} : Ti � Q 
= Ti. Q is also a dominating set of G. In fact, all nodes
of I are dominated since all the transactions are affected by Q and all remaining
nodes in the clique C are also dominated since they all are connected with nodes
of Q. Assume G admits a dominating set D of size at most k. Observe that D
could be transformed into a dominating set D′ of same size and having all its
nodes in C. To ensure this transformation it is sufficient to replace all nodes
of D that are in I by any of their neighbors in C. Note that the obtained set
D′ is also a dominating set of G. The subset of queries to be canceled is then
computed by setting Q to D′.

Thus, we can deduce the following:

Corollary 1. MQC is NP-hard.

To generate the set of queries that need to be canceled we use Algorithm 3.
It returns all the (candidate) sets of queries that have a non-empty intersection
with each violating transaction. We can use different metrics to determine which
set to choose. The first metric is the cardinality of the smallest set. Other metrics
could be defined by the administrator. Indeed, some queries can be identified as
more relevant to the application. In this case, the set of queries to be chosen
could be the one that does not contain any relevant query. The minimal set of
queries MQ is defined using one of the previous metrics. For each query Q in
MQ a new authorization rule is added to prevent from the evaluation of Q.

In our example, the QC algorithm will return three different candidate sets
of solutions to be added to P . These sets are: {r(Q1), r(F

Q
2 )}, {r(Q2), r(F

Q
1 )},

{r(FQ
1 ), r(FQ

2 )}. If we choose the first candidate set then we will have P =
{R1(SSN,Diagnosis), R2(AdmT, Service,Diag.), R3(AdmT,Doctor,Diag.)}.

Algorithm 4. GenerelizationForPolicy

input : P the set of authorization rules.
output: P augmented with new rules.

1 foreach ri ∈ P do
2 G := BuildG(ri);
3 VT := FindV T (G, root, ∅, ∅);
4 S := QueryCancellation(VT , Q); // Q is obtained listing VT
5 NR := ∅; // NR is the set of new rules

6 foreach q ∈ S do
7 NR := NR ∪ {r(q)}; // Generate a new authorization rule r

from q

8 if NR is not empty then
9 NR := GenerelizationForPolicy(NR);

10 P := P ∪NR;
11 return P ;
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7.3 Generalization for a Policy

Algorithm 4 deals with query cancellation for the whole policy. We denote by
P the policy (i.e., the set of rules). We denote by NR the set of new rules that
has been generated. The new policy set (P) will be the union of P and NR

(P = P ∪NR). A new rule could generate other new rules and so on until no rule
is added. Let NS be the set of attributes of the mediator schema. Since NS is
finite then the maximum number Nr of rules that could be defined is also finite.
Let NP be the number of rules in P . Let n be the difference between Nr and
NP . At each recursive call of the algorithm either no rule has been generated or
n decreases since Nr increases. Thus, the algorithm terminates.

8 Experiments

We have conducted a number of experiments on real and synthetic datasets
to validate each of the steps of our methodology. With synthetic datasets we
generated particular configurations (e.g. worst-case scenarios) while with the
real datasets (downloaded from the UCI ML Repository [6]) we first extracted
FD by using a well-known algorithm called TANE [20] and then we run our
algorithms with sets of rules having different number of attributes (from 2 to
10). We also tested the algorithms on specific subsets of FD (i.e., 100 and 200
extracted from the Bank dataset) that were not present in real datasets (Sub 1
and 2 in Table 1). The source code of the algorithms is released under GPL v3
free software licence and is available at the following address [18].

Table 1. Features data sets together with results of the experiments

Dataset desc. Identified FD Performed experiments and results

Name |S| |FD| FDl |G(V)| |G(E)| BuildG |VT | FindV T |P ′|
Yeast 8 10 3.88 6 10 5 5 4 7
Chess 20 22 9.14 21 20 3 20 14 21
Breast W. 11 37 4.13 41 165 26 37 65 20
Abalone 8 44 3.79 87 835 60 17 42 23
Sub 1 17 100 4.41 217 1312 193 130 197 54
Sub 2 17 200 4.92 453 8152 1502 1737 16596 263
Bank 17 433 6.47 14788 879241 3826 9137 335607 513

The reports about measures performed on each dataset shown in Table 1 are
as follows:

1. Detection Phase: FDl is the average number of attributes that appear in
FD, |G(V)| is the number of nodes and |G(E)| is the number of edges of the
generated graph, BuildG is the time in ms to build G, |VT | is the number
of generated VT and FindV T is the time in ms to construct VT .

2. Reconfiguration Phase: |P ′| is the number of rules that need to be added
to the policy in order to forbid the completion of any transaction in VT .
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For each of the tests reported in Table 1 we calculated the mean value for 100
different executions generating rules with a number of attributes ranging from
2 to 10.

While Table 1 reports on the approach practicability on real datasets, the
graphs in Figures 3, 4, 5 and 6 show tests performed on synthetic datasets. Also
in this case we run multiple tests while varying parameters that are not subject
to the evaluation. In particular, Figure 3 shows the relation between the number
of nodes and the cardinality of randomly generated FD. We report different tests
while varying the number of attributes at the mediator schema. The tests show
that by increasing the cardinality of FD, the number of nodes increases very
fast until, at a certain point, it starts slowing and approaching its upper bound
as expected theoretically. Figure 4 shows the relation between the number of
nodes and the time needed for building G with fixed attributes in the mediator
schema. As we can see, the time to build G increases proportionally with respect
to the number of nodes. This is mainly because we use binary trees to manage
the nodes. The dots in figures represent single executions while the line has been
generated using the Spline algorithm [19]. Figure 5 reports the performances
on identifying VT from previously built graphs. The time grows proportionally
with respect to the number of transactions. With the discovered VT we extract
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the additional rules by applying Algorithm 4 to forbid transaction completion.
Figure 6 shows the relation between the number of transactions and the number
of additional rules that are extracted. In particular, at each cycle, we pick as
decision metric the new rule that appear more often in VT . We observe that the
more FDs are discovered the more rules need to be added. This is due to the
fact that more FDs induce more alternatives to policy violations.

The experiments show the practicability of our methodology on different
datasets with different characteristics. The approach showed some limitation
only when the cardinality of FD becomes very large (e.g., greater than 1500 for
a single relation) being not able to discover transactions in an acceptable amount
of time. We believe that this amount of FDs does not represent a typical scenario.
Nevertheless, we will further investigate such situations.

9 Conclusions

In this work we have investigated the problem of illicit inferences that result
from combining semantic constraints with authorized information showing that
these inferences could lead to policy violations. To deal with this issue, we pro-
posed an approach to detect the possible violating transactions. Each violating
transaction expresses one way to violate an authorization rule. Once the violat-
ing transactions are identified, we proposed an approach to repair the policy.
This approach aims at adding a minimal set of rules to the policy such that no
transaction could be completed.

As future work we are extending this approach to partial FDs (i.e., the FDs
that are not satisfied by all tuples but can lead to policy violations). We also plan
to investigate other kinds of semantic constraints such as inclusion dependen-
cies and multivalued dependencies. Finally, we could consider other integration
approaches such as LAV and GLAV where same issues can arise.
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Abstract. While recommender systems based on collaborative filtering have be-
come an essential tool to help users access items of interest, it has been indicated
that collaborative filtering enables an adversary to perform passive privacy at-
tacks, a type of the most damaging and easy-to-perform privacy attacks. In a
passive privacy attack, the dynamic nature of a recommender system allows an
adversary with a moderate amount of background knowledge to infer a user’s
transaction through temporal changes in the public related-item lists (RILs). Un-
like the traditional solutions that manipulate the underlying user-item rating ma-
trix, in this paper, we respond to passive privacy attacks by directly anonymizing
the RILs, which are the real outputs rendered to an adversary. This fundamen-
tal switch allows us to provide a novel rigorous inference-proof privacy guaran-
tee, known as δ-bound, with desirable data utility and scalability. We propose
anonymization algorithms based on suppression and a novel mechanism, permu-
tation, tailored to our problem. Experiments on real-life data demonstrate that our
solutions are both effective and efficient.

1 Introduction
In recent years, recommender systems have been increasingly deployed in diverse ap-
plications as an effective tool to cope with information overload. Among various ap-
proaches developed for recommender systems, collaborative filtering (CF) [1] is prob-
ably the most successful technique that has been widely adopted. As a standard practice,
many CF systems release related-item lists (RILs) as a means of engaging users. For
example, e-commerce service providers like Amazon and Netflix have incorporated CF
as an essential component to help users find items of interest. Amazon provides RILs as
the “Customers who bought this item also bought” feature, while Netflix presents RILs
as the “More like” feature. These RILs serve the role of explanations of sorts, which
can motivate users to take recommendations seriously.

Though successful as a means of boosting user engagement, it has been recently
shown by Calandrino et al. [2] that release of RILs brings substantial privacy risks w.r.t.
a fairly simple attack model, known as passive privacy attack. In a passive privacy at-
tack, an adversary possesses a moderate amount of background knowledge in the form
of a subset of items that a target user has bought/rated and aims to infer whether a
target item exists in the target user’s transaction. In the sequel, we use the terms buy
and rate interchangeably. The adversary monitors the public RIL of each background
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(a) A sample user-item rating matrix (b) Public RILs at different timestamps

Fig. 1. A sample user-item rating matrix and its public RILs

item (i.e., items in the background knowledge) over a period of time. If the target item
appears afresh and/or moves up in the RILs of a sufficiently large subset of the back-
ground items, the adversary infers that the target item has been added to the target user’s
transaction. Here is an example that illustrates the idea of passive privacy attacks.

Example 1. Consider a recommender system associated with the user-item rating ma-
trix in Fig. 1(a). Suppose at time T1 an attacker knows that Alice (user 5) has bought
items i2, i3, i7 and i8 from their daily conversation, and is interested to learn if Alice
has bought a sensitive item i6. The adversary then monitors the temporal changes of the
public RILs of i2, i3, i7 and i8. Let the new ratings made during (T1, T2] be the shaded
ones in Fig. 1(a). At time T2, by comparing the RILs with those at T1, the attacker ob-
serves that i6 appears or moves up in the RILs of i2, i3, i7 and i8, and consequently
infers that Alice has bought i6.

Example 1 demonstrates the possibility of a passive privacy attack. In a real-world
recommender system, each change in an RIL is the effect of thousands of transactions.
The move-up or appearance of a target item in some background items’ RILs may not
even be caused by the target user. Thus, one natural question to ask is “how likely will
a passive privacy attack succeed in a real-world recommender system?”. Calandrino
et al. [2] perform a comprehensive experimental study on four real-world systems, in-
cluding Amazon, Hunch, LibraryThing and Last.fm, and show that it is possible to infer
a target user’s unknown transaction with over 90% accuracy on Amazon, Hunch and
LibraryThing and 70% accuracy on Last.fm. In particular, passive privacy attacks are
able to successfully infer a third of the test users’ transactions with no error on Hunch.
This finding is astonishing as it suggests that the simple passive privacy attack model is
surprisingly effective in real-world recommender systems. Therefore there is an urgent
need to develop techniques for preventing passive privacy attacks.

Privacy issues in CF have been studied before. With the exception of very few
works [3, 4], most proposed solutions [5–11] resort to a distributed paradigm in which
user information is kept on local machines and recommendations are generated through
the collaboration between a central server and client machines. While this paradigm
provides promising privacy guarantees by shielding individual data from the server, it
is not the current practice of real-world recommender systems. The distributed solution
requires substantial architectural changes to existing recommender systems. Worse, the
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distributed setting does not prevent passive privacy attacks because the attacks do not
require access to individual user data, but instead rely on aggregate outputs.

Unfortunately, the only works [3, 4] in the centralized setting do not address passive
privacy attacks either. Polat and Du [3] suggest to add uniform noise to the user-item
rating matrix. However, no formal privacy analysis is provided. In fact, we show in
Section 6 that adding uniform noise does not really prevent passive privacy attacks and
cannot achieve meaningful utility for RILs. McSherry and Mironov [4] ground their
work on differential privacy [12], which is known for its rigorous privacy guarantee.
They study how to construct a differentially private item covariance matrix, however
they do not consider updates to the matrix, an intrinsic characteristic of recommender
systems. Furthermore, we argue that differential privacy is not suitable for our prob-
lem because recent research [13] indicates that differential privacy does not provide
inferential privacy, which is vital to thwart passive privacy attacks.

Our Contributions. To our best knowledge, ours is the first remedy to passive privacy
attacks in CF, a type of the most damaging and easy-to-perform privacy attacks. Our
contributions are summarized as follows.

First, we analyze the cause of passive privacy attacks, and accordingly propose a
novel inference-proof privacy model called δ-bound to limit the probability of a suc-
cessful passive privacy attack. We establish the critical condition for a user-item rating
matrix to satisfy δ-bound, which enables effective algorithms for achieving δ-bound.

Second, deviating from the direction of existing studies that manipulates the under-
lying user-item rating matrix, we address the problem by directly anonymizing RILs.
This departure is supported by the fact that, in real-life recommender systems, an ad-
versary does not have access to the underlying matrix, and is critical to both data utility
and scalability. We propose two anonymization algorithms, one based on suppression
and the other based on a novel anonymization mechanism, permutation, tailored to our
problem. We show that permutation provides better utility.

Third, our anonymization algorithms take into consideration the inherent dynamics
of a recommender system. We propose the concept of attack window to model a real-
world adversary. Our algorithms ensure that the released RILs are private within any
attack window in that they satisfy δ-bound w.r.t. passive privacy attacks.

Finally, through an extensive empirical study on real data, we demonstrate that our
approach can be seamlessly incorporated into existing recommender systems to provide
formal protection against passive privacy attacks while incurring slight utility loss.

2 Related Work

Centralized Private Recommender Systems. There are very few studies on providing
privacy protection in centralized recommender systems [3, 4]. Polat and Du [3] suggest
users to add uniform noise to their ratings and then send the perturbed ratings to a central
recommender system. However, this approach neither provides a formal privacy guar-
antee and nor prevents passive privacy attacks. McSherry and Mironov [4] show how to
generate differentially private item covariance matrices that could be used by the leading
algorithms for the Netflix Prize. However, it is not known how to apply their approach
to a dynamic setting. In contrast, our method aims to support a dynamic recommender
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system. With a different goal, Machanavajjhala et al. [14] study the privacy-utility trade-
offs in personalized social recommendations. The paper shows that, under differential
privacy, it is not possible to obtain accurate social recommendations without disclosing
sensitive links in a social graph in many real-world settings. These findings motivate us
to define a customized privacy model for recommender systems.

Distributed Private Recommender Systems. A large body of research [5–11] resorts
to distributed storage and computation of user ratings to protect individual privacy.
Canny [5] addresses privacy issues in CF by cryptographic techniques. Users first con-
struct an aggregate model of the user-item rating matrix and then use local computation
to get personalized recommendations. Individual privacy is protected by multi-party
secure computation. In a later paper [6], Canny proposes a new method based on a
probabilistic factor analysis model to achieve better accuracy. Zhang et al. [7] indicate
that adding noise with the same perturbation variance allows an adversary to derive
significant amount of original information. They propose a two-way communication
privacy-preserving scheme, where users perturb their ratings based on the server’s guid-
ance. Berkvosky et al. [8] assume that users are connected in a pure decentralized P2P
platform and autonomously keep and maintain their ratings in a pure decentralized man-
ner. Users have full control of when and how to expose their data using three general
data obfuscation policies. Ahn and Amatriain [10] consider a variant of the traditional
CF, known as expert CF, in which recommendations are drawn from a pool of domain
experts. Li et al. [11] motivate their approach by an active privacy attack model. They
propose to identify item-user interest groups and separate users’ private interests from
their public interests. While this method reduces the chance of privacy attacks, it fails
to provide a formal privacy guarantee.

A related research area is privacy-preserving transaction data publishing [15] whose
goal is to release anonymized transaction databases that satisfy certain privacy models.
However, anonymizing the underlying database (e.g., the rating matrix) leads to unde-
sirable data utility and scalability in our problem.

3 Preliminaries

3.1 Item-to-Item Recommendation

A common recommendation model followed by many popular websites is to provide,
for every item, a list of its top-N related items, known as item-to-item recommenda-
tion [2]. Item-to-item recommendations take as input a user-item rating matrix M in
which rows correspond to users and columns correspond to items. The set of all users
form the user universe, denoted by U ; the set of all items form the item universe, de-
noted by I . Each cell in this matrix represents a user’s stated preference (e.g., ratings for
movies or historical purchasing information) on an item, and its value is usually within
a given range (e.g., {1, · · · , 5}) or a special symbol “-”, indicating that the preference
is unknown. A sample user-item rating matrix is illustrated in Fig. 1(a).

To generate a list of related items for an item i, we calculate item similarity scores be-
tween i and other items. The similarity scores can be calculated based on some popular
approaches, such as Pearson correlation and vector cosine similarity [16]. The related
item list (RIL) of an item i is then generated by taking the top-N items that have the
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largest similarity scores. We call all RILs for all items published at a timestamp Tk an
RIL release, denoted by Rk . We denote a single RIL of an item j at timestamp Tk by
Rj

k. Two sample RIL releases are given in Fig. 1(b).

3.2 Attack Model

In this section, we briefly review passive privacy attacks [2] in CF. In the setting of
passive privacy attacks, an adversary possesses some background knowledge in the form
of a subset of items that have been rated by a target user, and seeks to infer whether
some other item, called a target item, has been rated/bought by the user, from the public
RIL releases published by the recommender system.

As mentioned in Section 3.1, in item-to-item recommendations, for each item, the
recommender system provides an RIL according to item similarity scores. Let an ad-
versary’s background knowledge on a target user ut be B and the target item be it /∈ B.
The adversary monitors the changes of the RIL of each background item in B over time.
If it appears afresh and/or moves up in the RILs of a sufficiently large number of back-
ground items, indicating the increased similarities between background items and it,
the adversary might infer that it has been added to ut’s transaction, i.e., ut has bought
it, with high accuracy.

In reality, an adversary could launch passive privacy attacks by observing the tem-
poral changes between any two RIL releases. However, it is unrealistic to assume that
an adversary will perform privacy attacks over an unreasonably long timeframe (e.g.,
several months or even several years). Therefore, we propose the concept of attack
window to model a real-world adversary. Without loss of generality, we assume that
the RIL releases are generated at consecutive discrete timestamps and an adversary
performs attacks at a particular timestamp. We note that this reflects the behavior of
real-world recommender systems as RILs are indeed periodically updated. At time Tk,
an adversary’s attack window WTk

contains the RIL releases generated at timestamps
Tk, Tk−1, · · · , Tk−|WTk

|+1, where |WTk
| is the size of WTk

, namely the number of
RIL releases within WTk

. The adversary performs privacy attacks by comparing any
two RIL releases within his attack window.

4 Our Privacy Model

To thwart passive privacy attacks in CF, a formal notion of privacy is needed. In the con-
text of privacy-preserving data publishing, where an anonymized relational database is
published, a plethora of privacy models have been proposed [17]. In contrast, in our
problem, recommender systems never publish anonymized rating matrices but only ag-
gregate RILs. In this paper, we propose a novel inference-proof privacy notion, known
as δ-bound, tailored for passive privacy attacks in CF. Let Tran(u) denote the transac-
tion of user u, i.e., the set of items bought by u.

Definition 1. (δ-bound) Let B be the background knowledge on user u in the form of a
subset of items drawn from Tran(u), i.e.,B ⊂ Tran(u). A recommender system satisfies
δ-bound with respect to a given attack window W if by comparing any two RIL releases
R1 and R2 within W , maxu∈U,i∈(I−B) Pr(i ∈ Tran(u) | B,R1,R2) ≤ δ, where
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i ∈ (I − B) is any item that either appears afresh or moves up in R2, and 0 ≤ δ ≤ 1
is the given privacy requirement.

Intuitively, the definition of δ-bound thwarts passive privacy attacks in item-to-item
CF by limiting the probability of a successful attack on any user with any background
items to at most δ. A smaller δ value provides more stringent privacy protection, but may
lead to worse data utility. This unveils the fundamental trade-off between privacy and
data utility in our problem. We will explore this trade-off in designing our anonymiza-
tion algorithms in Section 5.

We now analyze the cause of passive privacy attacks and consequently derive the
critical condition under which a recommender system enjoys δ-bound. The fundamental
cause of passive privacy attacks is that the target user ut’s rating a target item it will
increase the similarity scores between it and the background itemsB, which might lead
to its move-up or appearance in some background items’ RILs. So essentially B acts as
the quasi-identifier, which could potentially be leveraged to identify ut. ut’s privacy is
at risk if B is possessed by only very few users. Consider an extreme example, where
ut is the only user who previously rated B. Suppose that no user who previously rated
just part of B rated it during the time period (T1, T2]. Then observing the appearance
or move-up of it in the RILs of B at T2 allows the adversary to infer that ut has rated
it with 100% probability.

Based on this intuition, one possible way to alleviate passive privacy attacks is to
require every piece of background knowledge to be shared by a sufficient number of
users. However, this criterion alone is still not adequate to ensure δ-bound. Consider an
example where, besides ut, there are another 9 users who also ratedB. Suppose, during
(T1, T2], all of them rated it. By observing the appearance or move-up of it in B’s
RILs, an adversary’s probability of success is still 100%. So, to guarantee δ-bound, it is
critical to limit the portion of users who are associated with the background knowledge
B and also rated it. Let Sup(B) ≥ 1 be the number of users u associated with B (i.e.,
B ⊂ Tran(u)) at time T2, Sup(B ∪ {it}) be the number of users who are associated
with both B and it at T2. We establish the theorem below.

Theorem 1. Consider an adversary with background knowledge B on any target user
ut. The adversary aims to infer the existence of the target item it ∈ (I−B) in Tran(ut)
by comparing two RIL releases R1 and R2 published at time T1 and T2, respectively.
If Sup(B∪it)

Sup(B) ≤ δ, then Pr(it ∈ Tran(ut) | B,R1,R2) ≤ δ.

Theorem 1 bridges the gap between an attacker’s probability of success and the un-
derlying user-item rating matrix, and enables us to guarantee δ-bound by examining the
supports in the matrix.

5 Anonymization Algorithms

Achieving δ-bound deals with privacy guarantee. Another equally important aspect of
our problem is preserving utility of the RILs. For simplicity of exposition, in this paper
we consider the standard utility metric recall [18] to measure the quality of anonymized
RILs. Essentially, an anonymization algorithm results in better recall if the original RILs
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and the anonymized RILs contain more common items. It is straightforward to extend
our algorithms to other utility metrics.

Our solution employs two anonymization mechanisms: suppression, a popular mech-
anism used in privacy-preserving data publishing [17], and permutation, a novel mech-
anism tailored to our problem. Suppression refers to the operation of suppressing an
item from an RIL, while permutation refers to the operation of permuting an item that
has moved up in an RIL to a position equal to or lower than its original position.

Before elaborating on our algorithms, we give the terminology and notations used in
our solution. Recall that an RIL release at timestamp Tk is the set of RILs of all items
published at Tk, denoted by Rk. The RIL of an item j at Tk is denoted by Rj

k. Given
two timestamps T1 and T2 with T1 < T2 (i.e., T1 is before T2), we say that an item i
distinguishes between Rj

1 and Rj
2 if one of the following holds: 1) i appears in Rj

2 but
not in Rj

1, or 2) i appears in both Rj
1 and Rj

2 but its position in Rj
2 is higher than its

position in Rj
1 (i.e., i moves up in Rj

2).

5.1 Suppression-Based Anonymization

Static Release. We start by presenting a simple case, where we are concerned with
only two RIL releases (i.e., the attacker’s attack window is of size 2). We refer to such
a scenario as static release. Our goal is to make the second RIL release satisfy δ-bound
w.r.t. the first release. We provide an overview of our approach in Algorithm 1.

Algorithm 1. Suppression-based anonymization algorithm for static release
Input: User-item rating matrix M , RIL release R1 at time T1, privacy parameter δ
Output: Anonymized RIL release R2 at time T2

1: Generate R2 from M ;
2: for each item i ∈ I do
3: Generate the set of items Si whose RILs are distinguished by i;
4: for each item i ∈ I with Si 	= ∅ do
5: Vi = GenerateViolatingBorder(Si, δ,M)
6: Li = IdentifySuppressionLocation(Vi);
7: for each location l ∈ Li do
8: Suppress(i, l,M);
9: return Suppressed R2;

Identify Potential Privacy Threats (Lines 2-3). Since an adversary leverages the tempo-
ral changes of the RILs to make inference attacks, the first task is to identify, for each
item i, the set of items whose successive RILs at time T1 and T2 are distinguished by
i. This set of items are referred to as potential violating items of i, denoted by Si. For
example, for the two RIL releases in Fig. 1(b), the set of potential violating items of
i6 is Si6 = {i2, i3, i7, i8}. An adversary could use any subset of Si as his background
knowledge to infer the existence of i in a target user’s transaction.

Determine Suppression Locations (Lines 5-6). Not all these potential violating items
(or their combinations, i.e., itemsets) will cause actual privacy threats. Among potential
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violating items, we identify the itemsets where real privacy threats arise, that is, when
an adversary uses the itemsets as his background knowledge, he is able to infer the
target item with probability> δ. We eliminate the threats by suppressing the target item
from some RILs while achieving minimum utility loss. There are two major technical
challenges in doing this, which Algorithm 1 addresses: 1) how to calculate a set of
suppression locations s.t. the resultant utility loss is minimized (Lines 5-6); 2) how to
suppress an item from an RIL without incurring new privacy threats (Line 8).

For the first challenge, we show that the problem is NP-hard (see Theorem 3 below)
and provide an approximation algorithm. For a target item it, an adversary’s background
knowledge could be any subset of Sit . Therefore, we have to guarantee that the prob-
ability of inferring the presence of it in any target user’s transaction from any itemset
B ⊆ Sit , viewed as background knowledge on the target user, is ≤ δ. We refer to this
probability as the breach probability associated with the background knowledge (i.e.,
itemset) B. We point out that the problem structure does not satisfy any natural mono-
tonicity: indeed, the breach probability associated with an itemset may be more or less
than that of its superset. Thus, in the worst case, we must check the breach probability
for every itemset (except the empty set) of Sit , which has exponential complexity. Note
that every item i ∈ I could be a target item.

To help tame the complexity of checking all subsets of Sit , where it is any candidate
target item, we develop a pruning scheme. Define an itemset s ⊂ Sit to be a minimal
violating itemset provided s has a breach probability > δ and every proper subset of
s has a breach probability ≤ δ. Let Vit be the violating border of it, consisting of
all minimal violating itemsets of it. By definition of minimality, to thwart the privacy
attacks on Vit , it is enough to suppress it from the RIL of one item in v, for every
minimal violating itemset v ∈ Vit . The reason is that, for any v ∈ Vit , no proper subset
of v can be used to succeed in an attack. We next show that it is sufficient to guarantee
δ-bound on all itemsets in Sit by ensuring δ-bound on Vit .
Theorem 2. For two RIL releases R1 and R2, a target user ut and a target item it,
∀v ∈ Vit , suppressing it from the RIL of one item in v ensures ∀s ⊆ Sit , P r(it ∈
Tran(ut)|s,R1,R2) ≤ δ.

The general idea of GenerateViolatingBorder (Line 5) is that if an itemset violates δ-
bound, then there is no need to further examine its supersets. We impose an arbitrary to-
tal order on the items in Si to ensure that each itemset will be checked exactly once. We
iteratively process the itemsets with increasing sizes. The minimal violating itemsets
with size k come from a candidate set generated by joining non-violating itemsets of
size k− 1. Two non-violating itemsets, c1 = {i11, i12, · · · , i1l } and c2 = {i21, i22, · · · , i2l },
can be joined if for all 1 ≤ m ≤ l−1, i1m = i2m and Order(i1l ) > Order(i2l ). The joined
result is c1 �� c2 = {i11, i12, · · · , i1l , i2l }.

For a target item it whose potential violating items do not cause any privacy threat,
we still need to consider all 2|Sit | − 1 itemsets before concluding that there is no threat.
To alleviate the computational cost of these items, we make use of a simple pruning
strategy. Let the number of users who rated it at time T2 be Sup(it), the number of
users rated Sit at T2 be Sup(Sit), and the number of users who rated both Sit and it

at T2 be Sup(Sit ∪ {it}). Since Sup(Sit∪{it})
Sup(Sit )

≤ Sup(it)
Sup(Sit)

, to guarantee that the breach

probability Sup(Sit∪{it})
Sup(Sit )

≤ δ, it is enough to ensure that Sup(Sit) ≥ Sup(it)
δ . Notice
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that, for any subset s ⊂ Sit , Sup(s∪{it})
Sup(s) ≤ Sup(it)

Sup(s) ≤ Sup(it)
Sup(Sit )

≤ δ. Thus, there is no
need to make any checks for subsets of Sit .

Achieving δ-bound on Vit requires to find a set of items from whose RILs we sup-
press the target item it, so that after the suppression, for each potential background
knowledge (i.e., itemset) B, either the breach probability associated with it is ≤ δ or it
does not distinguish the successive RILs of at least one item in B. From a recall point
of view, we would like to minimize the number of items to be suppressed, since each
item suppression leads to a utility loss of 1. This problem can be defined as follows.

Definition 2. (IdentifySuppressionLocation) Given the violating border Vit , select a
set of items Lit such that ∀v ∈ Vit(∃l ∈ Lit(l ∈ v)) and |Lit | is minimized.

The problem is identical to the minimal hitting set (MHS) problem [19], and there-
fore we have the following theorem.
Theorem 3. IdentifySuppressionLocation is NP-hard. There is an O(ln |Vit |)-approxi-
mation algorithm to the optimal solution, which runs in O(|Vit ||I|) time.
Algorithm 2 shows a simple greedy algorithm, which repeatedly picks the item that
belongs to the maximum number of “uncovered” itemsets in Vit , where an itemset is
said to be “covered” if one of the items in the current hitting set belongs to it.

Algorithm 2. IdentifySuppressionLocation
Input: The violating border Vi of item i
Output: A set of locations (items) to suppress Li

1: Li = ∅;
2: C ← the set of items in Vi;
3: while Vi 	= ∅ do
4: for each item j ∈ C do
5: nj = |{v ∈ Vi : j ∈ v}|;
6: Add the item j with the maximum nj to Li;
7: Vi = Vi − {v ∈ Vi : j ∈ v}
8: C ← the set of items in Vi;
9: return Li;

Perform Suppression (Algorithm 1, Line 8). To thwart privacy attacks, we suppress the
target item it from the RILs of the items identified by Algorithm 2. Suppressing it from
a RIL will make items with a position lower than Pos(it) (i.e., the position of it in the
RIL) move up one position and introduce a new item into the RIL. Note that the move-
up or appearance of these items might cause many new privacy threats, resulting in both
higher complexity and lower utility. To alleviate this problem, instead of changing the
positions of all items below Pos(it) and introducing a new item to the RIL, we directly
insert a new item at Pos(it) and check its breach probability.

Even inserting a new item i directly at Pos(it) in j’s RIL might lead to substantial
computational cost, because, in the worst case, it demands to examine every possible
combination of the itemsets derived from Si with j, which is of O(2|Si|) complexity.
So we are only interested in items with Si = ∅. In this case, we can perform the check
in constant time. More specifically, we iteratively consider the items not in the RIL in



Thwarting Passive Privacy Attacks in Collaborative Filtering 227

the descending order of their similarity scores until we find an item to be inserted at
Pos(it) without incurring new privacy threats. If an item i not in the RIL has Si 
= ∅,
we skip i and consider the next item. This process terminates when a qualified item is
found. When i is inserted into j’s RIL, Si is accordingly updated: Si = {j}.

Multiple Release. We next deal with the case of multiple releases. As discussed in
Section 3.2, at any time Tk, an adversary performs passive privacy attacks by comparing
any two RIL releases within the attack window WTk

. Hence, whenever a recommender
system generates a new RIL release, it has to be secured with respect to all previous
|WTk

| − 1 releases. We assume that the attack window size of an adversary is fixed
at different timestamps. In reality, this assumption can be satisfied by setting a large
enough window size.

We explain the key idea of extending Algorithm 1 for this case. Anonymizing the RIL
release Rk at time Tk works as follows. First, we should generate the potential violating
items of every item i in Rk with respect to each of Rk−1,Rk−2, · · · ,Rk−|WTk

|+1.

Let SRj

i be the potential violating items of i generated by comparing Rk and Rj ,
where k − |WTk

| + 1 ≤ j ≤ k − 1. We calculate the violating border over each
S
Rj

i , denoted by V
Rj

i . To make Rk private for the entire attack window, we need to
eliminate all itemsets from these |WTk

|−1 borders. We take the union of all the borders

Vi = V
Rk−1

i ∪ · · · ∪ V
Rk−|W|+1

i . We prune all itemsets that are the supersets of an
itemset in Vi, i.e., retain only minimal sets in Vi. The rationale of this pruning step is
similar to that of Theorem 2. Second, when we bring in a new item to an RIL, its breach
probability needs to be checked with respect to each of the previous |WTk

|−1 releases.

5.2 Permutation-Based Anonymization

In the suppression-based solution, we do not distinguish between an item’s appearance
and move-up. For items that newly appear in an RIL, we have to suppress them. How-
ever, for items that move up in an RIL, we do not really need to suppress them from
the RIL to thwart passive privacy attacks. To further improve data utility, we introduce
a novel anonymization mechanism tailored to our problem, namely permutation. The
general idea of permutation is to permute the target item to a lower position in the RIL
so that it cannot be used by an adversary to perform a passive privacy attack. If we can-
not find a position to permute without generating new privacy threats, we suppress the
target item from the RIL. So our permutation-based anonymization algorithm employs
both permutation and suppression, but prefers permutation whenever a privacy threat
can be eliminated by permutation.

Static Release. Similarly, we first generate the potential violating items Si for each
item i. Unlike in the suppression-based method, we label each item in Si with either
suppress or permute. If an item gets into Si due to its appearance in an RIL, it is labeled
suppress; otherwise it is labeled permute. For example, in Fig. 1, we label the occur-
rences of i6 in the RILs of i2, i7 and i8 with suppress and its occurrence in i3’s RIL
with permute.

The violating border of Si can be calculated by the GenerateViolatingBorder pro-
cedure described in Section 5.1. For recall, it can be observed that permutation does
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not incur any utility loss. For this reason, we take into consideration the fact that sup-
press and permute are associated with different utility loss when identifying items to
anonymize. We call this new procedure IdentifyAnonymizationLocation. We model
IdentifyAnonymizationLocation as a weighted minimum hitting set (WMHS) prob-
lem. IdentifyAnonymizationLocation chooses at every step the item that maximizes
the score, namely the ratio between the number of uncovered itemsets containing it and
its weight. The weight of an item is calculated based on its utility loss. For an item
labeled suppress, its weight is 1. For an item labeled permute, it does not result in any
utility loss and should receive a weight value 0. However, this leads to a divide-by-zero
problem. Instead, we assign the item a sufficiently small weight value 1

|Vi|+1 . This is
sufficient to guarantee that items labeled permute are always preferred over items la-
beled suppress, because the maximum score of an item labeled suppress is |Vi| while
the minimum score of an item labeled permute is |Vi| + 1.

To tackle the anonymization locations identified by IdentifyAnonymizationLocation,
we start by suppressing items labeled suppress because these privacy threats cannot be
solved by permutation. Similar to the Suppress procedure described in Section 5.1, we
look for the first item i outside an RIL with Si = ∅, which does not incur any new
privacy threat, as a candidate to replace the suppressed item. One exception is that
in the permutation-based solution we can stop searching once we reach the first item
that was in the previous RIL (for this type of items there is no need to check their
breach probability because our following steps make sure that they cannot be used in
passive privacy attacks, as is shown later). For the moment, we do not assign a par-
ticular position for i and wait for the permutation step. After suppressing all items
labeled suppress, we perform permutation on the RILs that contain locations returned
by IdentifyAnonymizationLocation. In an RIL, for all items that were also in the RIL
at the previous timestamp T1, we assign them the same positions as those at T1; for all
items that were not in the RIL at T1, we randomly assign them to one of the remaining
positions.

We next show the correctness of our permutation-based solution. For an item that
needs to be suppressed, it is replaced by a new item, whose appearance is examined to
be free of privacy threats, and thus randomly assigning a position does not violate the
privacy requirement. For an item that needs to be permuted, we freeze its position to
be the same as before, i.e., as in the previous RIL release, and therefore it cannot be
used by the adversary to perform passive privacy attacks. So the anonymized RILs are
resistant to passive privacy attacks.

Multiple Release. Finally, we explain our permutation-based algorithm for the multiple
release scenario. Algorithm 3 presents our idea in detail. We compare the true Rk at
time Tk with each of the previous |WTk

| − 1 RIL releases within the attack window
WTk

to generate the corresponding potential violating items for each item i, denoted
by S

Rj

i (Lines 2-4). In addition to labeling each potential violating item by suppress
or permute, for an item i labeled permute, we record its position in the RIL in which it
moves up (Line 5).

For each S
Rj

i , we calculate its violating border V Rj

i (Line 6). Since we have to
make Rk private with respect to all previous |WTk

| − 1 releases, we perform a union
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Algorithm 3. Permutation-based anonymization algorithm for multiple release
Input: User-item rating matrix M , the attack window WTk at time Tk, previous |WTk | − 1 RIL
releases, privacy parameter δ
Output: Anonymized RIL release Rk at time Tk

1: Generate Rk from M ;
2: for each previous RIL release Rj do
3: for each item i ∈ I do
4: Generate the set of items S

Rj

i whose RILs are distinguished by i between Rk and Rj ;

5: Label items in S
Rj

i by suppress or permute and record permute position;

6: V
Rj

i = GenerateViolatingBorder(S
Rj

i , δ,M);
7: for each item i ∈ I do

8: Vi = V
Rk−1

i ∪ · · · ∪ V
Rk−|WTk

|+1

i ;
9: Vi = Label(Vi);

10: Vi = Prune(Vi);
11: for each item i ∈ I with Vi 	= ∅ do
12: 〈Li, Ci〉 = IdentifyAnonymizationLocation(Vi);
13: for each location-code pair 〈l, c〉 ∈ 〈Li, Ci〉 do
14: if c = suppress then
15: SuppressMR(i, l,M);
16: else
17: PermuteMR(i, l,M);
18: return Anonymized Rk;

over all V Rj

i (Line 8). In the case of multiple release, the same item might be labeled

both suppress and permute in different V Rj

i and by different positions. To resolve this
inconsistency, we let suppress take precedence over permutation. That is, if an item i

is labeled suppress in any V
Rj

i , it will be labeled suppress in Vi (Line 9), because a
new item’s entering in an RIL cannot be hidden by permuting its position. Also, the
position associated with an item labeled permute is updated to the lowest position of
all its positions in different V Rj

i . We call this lowest position the safe position. It is not
hard to see that only if the item is permuted to a position lower than or equal to its safe
position, it can be immune to passive privacy attacks within the entire attack window. A
similar pruning strategy can be applied on Vi, which removes all supersets of an itemset
in Vi (Line 10).
Vi is then fed into IdentifyAnonymizationLocation (Line 12). The outputs are a set

of items (i.e., locations) in whose RIL i should be anonymized, their corresponding
anonymization codes (either suppress or permute), and safe positions for items labeled
permute. For items labeled suppress, they are processed with the same procedure as
the suppression-based solution for the multiple release scenario (SuppressMR). Here
we focus on PermuteMR (Line 17). In static release, we can restore the items labeled
permute to their previous positions to thwart privacy attacks. However, this is not suf-
ficient for multiple release, because changes of the underlying user-item rating matrix
are different in different time periods.

The key observation is that we have to permute the target item it to a position lower
than or equal to its safe position. We iteratively switch it with the items in the RIL
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with position lower than or equal to it’s safe position and check if the switch incurs any
new privacy threat with respect to all previous |WTk

| − 1 releases. If we cannot find a
permutation without violating the privacy requirement, we suppress it instead.

6 Experiments
In this section, we study the performance of the proposed anonymization algorithms
over the public real-life datasets MovieLens and Flixster. We compare our suppression-
based anonymization algorithm (SUPP) and permutation-based anonymization algo-
rithm (PERM) with the randomized perturbation approach (RP) [3]. Due to the reason
explained in Section 2, we cannot perform a meaningful comparison with the approach
in [4]. All implementations were done in Python, and all experiments were run on a
Linux machine with a 4 Core Intel Xeon CPU and 16GB of RAM.

The objectives of our experiments are: 1) evaluate the utility of various anonymiza-
tion algorithms under different parameters; 2) examine the probability of successful
passive privacy attacks after performing different anonymization algorithms; and 3)
demonstrate the efficiency of our proposed algorithms.

The first dataset MovieLens (http://www.movielens.org) is a popular recommenda-
tion benchmark. It contains 1 million ratings over 4K movies and 6K users. The second
dataset Flixster was crawled from the Flixster website [20], and contains 8.4 million
ratings over 49K movies and 1 million users. Both datasets are time-stamped, and in all
experiments, we follow the classical item-based recommendation framework studied in
[18] to calculate item similarity scores. For RP, we use zero-meaned uniform noise with
small variances. Experimental results obtained under different variances exhibit similar
trends. Due to space limit, we only report the results with the variance equal to 1.

For all experiments, we select the initial timestamp such that the initial RIL release
is generated based on approximately 10% of all ratings in the dataset. For the time gap
between two consecutive RIL releases, we consider it to be a time period for generating
a multiple of 1% of total ratings, e.g., if the time gap is 5, then the number of ratings
generated between the two consecutive RIL releases will be approximately 5% of all
ratings. Results obtained from other settings of these two parameters are very similar,
and hence omitted here. In all experiments, we consider the effect of four tunable pa-
rameters: the attack window size, the time gap between two consecutive RIL releases,
the privacy requirement δ, and the number of items in an RIL N . The following default
values are used unless otherwise specified: 4 for the attack window size, 5 for the time
gap, 0.1 for δ, and 5 for N .

Utility Study. As discussed before, SUPP and PERM only anonymize a few RILs in
which real privacy risks for passive privacy attacks arise. Thus, they will leave most of
the RILs intact. This is confirmed by overall recall, which is defined as the percentage
of items in all original RILs that are retained after the anonymization. We show in Fig. 2
the overall recall of different algorithms on both datasets by varying the four parameters,
namely attack window size, time gap between two consecutive RIL releases, δ, and N .
It can be observed that both SUPP and PERM consistently achieve high overall recall,
while RP cannot provide desirable utility in terms of RILs.

To further examine the utility loss just on the anonymized RILs (by ignoring RILs
which are intact after the anonymization), we also consider targeted recall, which is
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Fig. 2. Utility results on: MovieLens (a)–(d); Flixster (e)–(h)
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Fig. 3. Number of items suppressed by different algorithms: MovieLens (a)–(d); Flixster (e)–(h)

defined as the percentage of items retained in the anonymized RILs (i.e., the RILs in
which suppression and/or permutation are performed). This utility metric is of impor-
tance because we do not want to have anonymized RILs that are substantially different
from the original ones. The experimental results on both datasets, as shown in Fig. 2,
suggest that our algorithms do not significantly destroy the usefulness of any RIL. We
can also observe that PERM achieves better utility than SUPP. We present the numbers
of suppressed items by both PERM and SUPP under varying parameters in Fig. 3. The
results confirm that PERM is more preferable than SUPP in all cases.

Privacy Study. In Fig. 4, for both datasets, we demonstrate that RP cannot prevent
passive privacy attacks: the worst case breach probability over the RILs generated from
the perturbed user-item rating matrix is still extremely high (e.g., 100% for some target
user). In contrast, our algorithms ensure that the breach probability over anonymized
RILs is always less than the given privacy parameter δ.

Efficiency Study. Finally, we show the run-time of our proposed anonymization algo-
rithms under various settings over both datasets in Fig. 5. As can be observed, both
proposed algorithms are efficient, and in most situations, PERM is at least twice as fast
as SUPP. The reason is that the cost of permutation is often much smaller than suppres-
sion, since the latter may need to explore many items beyond an RIL before finding a
qualified replacement. Therefore, we conclude that empirically PERM is a better choice
than SUPP in terms of both utility and efficiency.
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Fig. 4. Attack success probability results on: MovieLens (a)–(d); Flixster (e)–(h)

 0
 5

 10
 15
 20
 25
 30
 35
 40

3 4 5

T
im

e 
(s

)

Att. window size

(a)

SUPP
PERM

 0
 5

 10
 15
 20
 25
 30
 35
 40

5 6 7

T
im

e 
(s

)

Time gap

(b)

SUPP
PERM

 0
 5

 10
 15
 20
 25
 30
 35
 40

0.1 0.15 0.2

T
im

e 
(s

)

δ

(c)

SUPP
PERM

 0
 20
 40
 60
 80

 100
 120
 140

5 10 15

T
im

e 
(s

)

N

(d)

SUPP
PERM

 0
 50

 100
 150
 200
 250
 300

3 4 5

T
im

e 
(s

)

Att. window size

(e)

SUPP
PERM

 0
 100
 200
 300
 400
 500
 600
 700

5 6 7

T
im

e 
(s

)

Time gap

(f)

SUPP
PERM

 0
 50

 100
 150
 200
 250
 300

0.1 0.15 0.2

T
im

e 
(s

)

δ

(g)

SUPP
PERM

 0
 100
 200
 300
 400
 500
 600
 700

5 10 15

T
im

e 
(s

)

N

(h)

SUPP
PERM

Fig. 5. Efficiency results on: MovieLens (a)–(d); Flixster (e)–(h)

7 Conclusion

The recent discovery of passive privacy attacks in item-to-item CF has exposed many
real-life recommender systems to a serious compromise of privacy. In this paper, we
propose a novel inference-proof privacy notion called δ-bound for thwarting passive
privacy attacks. We develop anonymization algorithms to achieve δ-bound by means of
a novel anonymization mechanism called permutation. Our solution can be seamlessly
incorporated into existing recommender systems as a post-processing step over the RILs
generated using traditional CF algorithms. Experimental results demonstrate that our
solution maintains high utility and scales to large real-life data.
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Abstract. As the number of schema repositories grows rapidly and several web-
based platforms exist to support publishing schemas, schema reuse becomes a
new trend. Schema reuse is a methodology that allows users to create new schemas
by copying and adapting existing ones. This methodology supports to reduce not
only the effort of designing new schemas but also the heterogeneity between them.
One of the biggest barriers of schema reuse is about privacy concerns that discour-
age schema owners from contributing their schemas. Addressing this problem, we
develop a framework that enables privacy-preserving schema reuse. Our frame-
work supports the contributors to define their own protection policies in the form
of privacy constraints. Instead of showing original schemas, the framework re-
turns an anonymized schema with maximal utility while satisfying these privacy
constraints. To validate our approach, we empirically show the efficiency of dif-
ferent heuristics, the correctness of the proposed utility function, the computation
time, as well as the trade-off between utility and privacy.

1 Introduction

Schema reuse is a new trend in creating schemas by allowing users to copy and adapt
existing ones. The key driving forces behind schema reuse are the slight differences
between schemas in the same domain; thus making reuse more realistic. Reusing ex-
isting schemas supports to reduce not only the effort of creating a new schema but
also the heterogeneity between schemas. Moreover, as the number of publicly available
schema repositories (e.g. schema.org[2], Factual[3]) grows rapidly and several web-
based platforms (e.g. Freebase [14], Google Fusion Tables [27]) exists to support pub-
lishing schemas, reusing them becomes a great interest in both academic and industrial
worlds.

One of the biggest barriers of reuse is about privacy concerns that discourage con-
tributors from contributing their schemas [11]. In traditional approaches, all original
schemas and their own attributes are presented to users [17]. However, in practical sce-
narios, the linking of attributes to their containing schemas, namely attribute prove-
nance, is dangerous because of two reasons. First, providing the whole schemas (and
all of their attributes) leads to privacy risks and potential attacks on the owner database.
Second, since some attributes are the source of revenue and business strategy, the
schema contributors want to protect their sensitive information to maintain the com-
petitiveness. As a result, there is a need of developing new techniques to cope with
these requirements.

In this paper, we develop a privacy-preserving schema reuse framework that pro-
tects the attribute provenance from being disclosed. To this end, our framework enables
schema owners to define their own protection policies in terms of privacy constraints.
Unlike previous works [17,20,36], we do not focus on finding and ranking schemas
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relevant to a user search query. Instead, our framework takes as input these relevant
schemas and visualizes them in a unified view, namely anonymized schema, which sat-
isfies pre-defined privacy constraints. Constructing such an anonymized schema is chal-
lenging because of three reasons. First, defining the representation for an anonymized
schema is non-trivial. The anonymized schema should be concise enough to avoid over-
whelming but also generic enough to provide comprehensive understanding. Second,
for the purpose of comparing different anonymized schemas, we need to define a utility
function to measure the amount of information they carry. The utility value must re-
flect the conciseness and the completeness of an anonymized schema. Third, finding an
anonymized schema that maximizes the utility function and satisfies privacy constraints
is NP-complete.

The main goal of this paper is to construct an anonymized schema with maximal
utility while preserving the privacy constraints, which are defined to prevent an adver-
sary from linking the shown attributes back to the original schemas (and to the schema
owners). Our key contributions are summarized as follows.

– We model the setting of schema reuse with privacy constraints by introducing the
concept of affinity matrix (represents a group of relevant schemas) and presence
constraint (is a privacy constraint that translates human-understandable policies
into mathematical standards).

– We develop a quantitative metric for assessing the utility of an anonymized schema
by capturing two important aspects: (i) attribute importance—which reflects the
popularity of an attribute—and (ii) completeness—which reflects the diversity of
attributes in the anonymized schema.

– We show the intractability result for the problem of finding an anonymized schema
with maximal utility, given a set of privacy constraints. We propose a heuristic-
based algorithm for this problem. Through experiments on real and synthetic data,
we show the effectiveness of our algorithm.

The paper is organized as follows. Section 2 gives an overview of our approach. Sec-
tion 3 formally introduces the notion of schema group, anonymized schema and privacy
constraint. Section 4 demonstrates the intractability result and the heuristic-based algo-
rithm to the maximizing anonymized schema problem. Section 5 empirically shows the
efficiency of our framework. Section 6 and 7 present related work and conclusions.

2 Overview

System Overview. Fig. 1 illustrates a schema reuse system, in which there is a repos-
itory of schemas that are willingly contributed by many participants in the same do-
main. We focus on the scenario in which end-users want to design a new database and
reuse the existing schemas as hints, by exploring the repository through search queries
[17,20,36] to find schemas of relevance to their applications. In traditional approaches,
all the relevant schemas and their whole attributes are shown to users. Nevertheless, it
is important to support the contributors to preserve the privacy of their schemas [18]
because of several privacy issues. One possible issue is the threats of being attacked
and unprivileged accesses to the owner database systems. For example, knowing the
schema information (e.g. schema name, attribute names), an adversary can use SQL in-
jection [28] to extract the data without sufficient privileges (details are described in the
report [41]). Another possible issue is the policies of schema owners that require hiding
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a part of schemas under some circumstances. For instance, a hospital needs to hide the
personal information of its patient records due to legal concerns [49], or an enterprise
makes an agreement with its clients about the privacy of business practices [7]. Since
schema reuse only shares schema information, the scope of this paper is to preserve the
privacy of schema only.

Solution Overview. To encourage schema reuse while preserving privacy, we propose
a novel approach that shows a unified view of original schemas, namely anonymized
schema, instead of revealing all of the schemas. In our approach, schema owners are
given the rights to protect sensitive attributes by defining privacy constraints. The re-
sulting anonymized schema has to be representative to cover original ones but opaque
enough to prevent leaking the provenance of sensitive attributes (i.e. the linking to con-
taining schemas). Towards our approach, we propose a framework that enables privacy-
preserving schema reuse. The input of our framework is a group of schemas (which is
relevant to user query as returned by a search engine) and a set of privacy constraints.
Respecting these constraints, the framework returns an anonymized schema with maxi-
mal utility, which reflects the amount of information it carries. The problem of construct-
ing such an anonymized schema is challenging and its details will be described in Sec-
tion 4. Fig. 2 depicts the simplified process of our solution for this problem, starting with
a schema group and generated correspondences (solid lines) that indicates the semantic
similarity between attributes. First, we represent a schema group by an affinity matrix.
In that, attributes in the same column belongs to the same schema, while attributes in
the same row have similar meanings. Next, we derive various affinity instances by elim-
inating some attributes from the affinity matrix. For each affinity instance, we construct
an anonymized schema with many abstract attributes. Each abstract attribute is a set
of original attributes in the same row. Among constructed anonymized schemas, we se-
lect the one that maximizes the utility function and then present this “best” anonymized
schema to user as final output. Table 1 summarizes important notations, which will be
described in the next section.

3 Model

In this section, we describe three important elements of our schema reuse approach:
(i) schema group – a set of schemas relevant to a user search query, (ii) anonymized
schema – a unified view of all relevant schemas in the group, and (iii) privacy con-
straint – a mean to represent human-understandable policies by mathematical standards.
All these elements are fundamental primitives for potential applications built on top of
our framework. Right after defining the anonymized schema, we also propose a single
comprehensive notion to quantify its utility in Section 3.3.
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3.1 Schema Group

We model a schema as a finite set of attributes As = {a1, ..., an}, which is generic enough
for various types of schemas [43]. Let S = {s1, ..., sn} be a schema group that is a set
of schemas relevant to a specific search query. Let AS denote the set of attributes in
S, i.e. AS =

⋃
i Asi . Two schemas can share a same-name attribute; i.e. Asi ∩ As j �∅ for some i, j. Given a pair of schemas s1, s2 ∈ S, an attribute correspondence is

an attribute pair (a ∈ As1 , b ∈ As2) that reflects the similarity of the two attributes’
semantic meanings [12]. The union of attribute correspondences for all pairs of schemas
is denoted as C, each of which can be generated by state-of-the-art schema matching
techniques [8,45]. Note that the quality of generated correspondences is not our concern,
since there is a large body of research on reconciling and improving schema matching
results [29,44,42]. In the context of schema reuse, the generated correspondences are
useful for users to see possible variations of attributes among schemas.

Table 1. Summary of Notations

Symbol Description

S = {si} a group of schemas
As a set of attributes of the schema s
C a set of attribute correspondences
M, I affinity matrix, affinity instance
Ŝ , Â anonymized schema, abstract attribute
u(Ŝ ) utility of an anonymized schema
Γ = {γi} a set of privacy constraints

To model a schema group as well as gener-
ated correspondences between attributes of its
schemas, we define an affinity matrix Mm×n. Each
of n columns represents an original schema and
its attributes. Each of m rows represents the set
of equivalent attributes, each pair of which have
correspondences between them. An entry being
null means that the schema-column of that entry
does not have an equivalent attribute against the at-
tributes of other schema-columns in the same row.

Definition 1 Affinity Matrix. Given a schema group S and a set of correspon-
dences C, an affinity matrix is a matrix Mm×n such that: (i) ∀i, j : Mij ∈ A ∪ {null},
(ii) ∀i, j : Mij ∈ Asj , (iii) ∀i, j1 � j2,Mij1 � null,Mij2 � null : (Mij1 ,Mij2 ) ∈ C, and (iv)
�i1 � i2, j1, j2 : (Mi1j1 ,Mi2j2 ) ∈ C.

In order to construct a unique affinity matrix, we define an order relation on AS.
We consider each attribute a ∈ AS as a character. The order relation between any two
attributes is the alphabetical order between two characters. Consequently, a row Mi. of
the affinity matrix M is a string of n characters. An affinity matrix is valid if the string
of row r1 is less than the string of row r2 (r1 < r2) w.r.t. the lexicographical order. Since
the alphabetical and lexicographical order are unique, a valid affinity matrix is unique.

Example 1. Consider a group of 3 schemas S = {s1,s2,s3} and their attributes As1 ={a1, a2}, As2 = {b1, b2, b3}, As3 = {c1, c2, c3}. We have 8 correspondences C = {(a1, b1),
(a1, c1), (b1, c1), (a2, b2), (a2, c2), (b2, c2), (b3, c3)}. Assume that the lexicographical or-
der of all attributes is a1 < a2 < b1 < b2 < b3 < c1 < c2 < c3. Then we can construct
a unique affinity matrix M as in Fig. 2. The string of the first, second, third row of M
is “a1b1c1”, “a2b2c2”, “b3c3” respectively. M is valid because “a1b1c1” < “a2b2c2” <
“b3c3” w.r.t. the assumed lexicographical order.

3.2 Anonymized Schema

An anonymized schema should meet the following desirable properties: (i) representa-
tion, and (ii) anonymization. First, the anonymized schema has to be representative to
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cover the attributes of a schema group. It should show to end-user not only all possi-
ble attributes but also the variations of each attribute. Second, the anonymized schema
should be opaque enough to prevent adversaries from reconstructing a part or the whole
of an original schema.

Our approach is inspired by the generalization technique [10], with some modifica-
tions, to protect the owners of original schemas. The core idea is that by not showing
all the attributes but only a subset of them (e.g. remove one or many cells of the affin-
ity matrix), we preserve the privacy of important attributes. However, hiding too many
attributes would lead to poor information presented to end-users. Thus, the problem of
selecting which attributes and how many of them is challenging and will be formulated
in Section 4. Here we provide the basic notion of an anonymized schema by represent-
ing it as an affinity instance. An affinity instance Im×n is constructed from an affinity
matrix Mm×n by removing one or many cells; i.e. ∀i, j : Iij = Mij ∨ Iij = null. Formally,
an anonymized schema Ŝ is transformed from an affinity instance Im×n as follows.

Ŝ = {Â1, . . . , Âm | Âi =
⋃

1≤ j≤n

Ii j} (1)

where Â is an abstract attribute (a set of attributes at the same row). In other words, an
abstract attribute of an anonymized schema is a set of equivalent attributes (i.e. any pair
of attributes has a correspondence). Following the running example in Fig. 2, a possible
affinity instance is I1 and the corresponding anonymized schema is Ŝ1 = {Â1, Â2, Â3}
with Â1 = {c1}, Â2 = {a2, c2}, and Â3 = {b3, c3}.

With this definition, the anonymized schema meets two aforementioned properties—
representation and anonymization. First, the representation property is satisfied because
by showing abstract attributes, users can observe all possible variations to design their
own schemas. Second, the anonymization property is satisfied because it is non-trivial
to recover the original affinity matrix from a given anonymized schema. By knowing
only the anonymized schema (as a set of abstract attributes), brute-force might be the
only way for an adversary to disclose the ownerships of contributors, their schemas, and
schema attributes. In Section 3.4, we will illustrate this property in terms of probability
theory.

3.3 Anonymized Schema Utility

The utility of an anonymized schema Ŝ is measured by a function u : S → R, where
S is the set of all possible anonymized schemas. The utility value reflects the amount
of information Ŝ carries. To define this utility function, we first introduce two main
properties of an anonymized schema: importance and completeness.

Importance. The importance of an anonymized schema is defined as a function σ :
S̄ → R. We propose to measure σ(Ŝ ) by summing over the popularity of attributes
it contains; i.e. σ(Ŝ ) =

∑
a∈Ŝ t(a), where t(a) is the popularity of attribute a. The

higher popularity of these attributes, the higher is the importance of the anonymized
schema. Intuitively, an attribute is more popular than another if it appears in more orig-
inal schemas. At the same time, an original schema is more significant if it contains
more popular attributes. To capture this relationship between attributes and their con-
taining schemas, we attempt to develop a model that propagates the popularity along
attribute-schema links. We notice some similarities to the world-wide-web setting, in
which the significance of a web page is determined by both the goodness of the match
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of search terms on the page itself and the links connecting to it from other important
pages. Adapting this idea, we apply the hub-authority model [32] to quantify the popu-
larity of an attribute and the significance of related schemas, whose details are described
in our report [41] for the sake of brevity.

Completeness. The completeness reflects how well an anonymized schema collectively
covers the attributes of original schemas, where each abstract attribute is responsi-
ble for original attributes it represents. This coverage is necessary to penalize trivial
anonymized schemas that contain only one attribute appearing in all original schemas.
To motivate the use of this property, we illustrate some observations in Fig. 2. In this
running example, Ŝ 2 has more abstract attributes than Ŝ 3 (Ŝ 2 has three while Ŝ 3 has
two). As Ŝ 3 lacks information about CCNum or CC attributes, users would prefer Ŝ 2

in order to have a better overview of necessary attributes for their schema design. Intu-
itively, an anonymized schema is more preferred if it covers more information of origi-
nal schemas. In this paper, we measure the completeness of an anonymized schema by
the number of abstract attributes it contains. The more abstract attributes, the higher is
the completeness. Technically, the completeness is defined as a function λ : S̄ → R and
λ(Ŝ ) = |Ŝ |.
Put It All Together. As mentioned above, there are two properties (importance and
completeness) that should be considered for the purpose of comparing different
anonymized schemas. We attempt to combine these properties into a single compre-
hensive notion of utility of an anonymized schema. Formally, we have:

u(Ŝ ) = w · σ(Ŝ ) + (1 − w) · λ(Ŝ ) (2)
where w ∈ [0, 1] is a regularization parameter that defines the trade-off between com-
pleteness and importance. In terms of comparison, an anonymized schema is more pre-
ferred than another anonymized schema if its utility is higher. Back to the running ex-
ample in Fig. 2, consider three anonymized schemas Ŝ 1, Ŝ 2 and Ŝ 3. By definitions, we
have σ(Ŝ 1) = 5, σ(Ŝ 2) = σ(Ŝ 3) = 4 and λ(Ŝ 1) = λ(Ŝ 2) = 3, λ(Ŝ 3) = 2. Assuming
w = 0.5, we have u(Ŝ 1) > u(Ŝ 2) > u(Ŝ 3). Ŝ 1 is more preferred than Ŝ 2 since Ŝ 1 con-
tains more original attributes (importance property). While, Ŝ 2 is more preferred than
Ŝ 3 since Ŝ 2 contains more abstract attributes (completeness property).

3.4 Privacy Constraint

Privacy constraint is a mean to represent human-understandable policies by mathemati-
cal standards. In order to define a privacy constraint, we have to identify two elements:
sensitive information and privacy requirement. In our setting, the sensitive information
is attributes of a given schema. Each attribute has different levels of sensitivity (e.g.
credit card number is more sensitive than phone number) and some of them are the
source of revenue and business strategy and can only be shared under specific condi-
tions. Whereas, the privacy requirement is to prevent adversaries from linking sensitive
attributes back to original schemas. To capture these elements, we employ the concept
of presence constraint that defines an upper bound of the probability Pr(D ∈ s|Ŝ ) that
an adversary can disclose the presence of a set of attributes D in a particular schema s,
if he sees an anonymized schema Ŝ . Formally, we have:

Definition 2 Presence Constraint. A presence constraint γ is a triple 〈s,D, θ〉, where s
is a schema, D is a set of attributes, and θ is a pre-specified threshold. An anonymized
schema Ŝ satisfies the presence constraint γ if Pr(D ∈ s|Ŝ ) ≤ θ.
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Intuitively, the presence constraint protects a given schema from being known what
attributes it has. The more chances of knowing the exact attribute(s) a schema contains,
the riskier an adversary can attack and exploit the owner database of that schema. Hence,
the presence threshold θ is given to limit the possibilities of linking the attributes back
to original schemas by hiding the attributes whose provenances (i.e. attribute-schema
links) can be inferred with probabilities higher than θ. Choosing an appropriate value
for θ depends on the domain applications and beyond the scope of this work.

Checking Presence Constraint. Given an anonymized schema Ŝ constructed from the
affinity instance I and a presence constraint γ = 〈s,D, θ〉, we can check whether Ŝ
satisfies γ by computing the probability Pr(D ∈ s | Ŝ ) as follows:

Pr(D ∈ s | Ŝ) =

{ 1
∏k

i=1 |Âi| , if Â1, . . . , Âk � ∅
0, otherwise

(3)

where D = {a1, . . . , ak} is a subset of attributes of s and Âi ∈ Ŝ is the abstract attribute
(a group of attributes at the same row of I) that contains ai. In case there is no abstract
attribute which contains ai, we consider Âi = ∅. Eq. 3 comes from the assumption
that to check an attribute ai belongs to s, an adversary has to exhaustively try every
attribute of Âi, thus the probability of a successful disclosure is Pr(ai ∈ s|Ŝ ) = 1/|Âi|.
Consequently, the probability of checking a subset of attributes is simply a product of
elemental probabilities, since the anonymized schema generated by our model does not
imply any dependence between abstract attributes.

Example 2. Continuing our running example in Fig. 2, we consider an anonymized
schema Ŝ = {Â1, Â2}, where Â1 = {a1, c1} and Â2 = {a2, b2}. An adversary wants to
check if two attributes a1 and a2 belongs to s1 but he can only see Ŝ . Based on Eq. 3,
we have Pr({a1, a2} ∈ s1 | Ŝ ) = 1

|Â1 |·|Â2| = 0.25. If we consider a presence constraint

γ = 〈s1, {a1, a2}, 0.6〉, the anonymized schema Ŝ can be accepted as system output.

Privacy vs. Utility Trade-Off. It is worth noting that there is a trade-off between privacy
and utility [35]. In general, anonymization techniques reduce the utility of querying
results when trying to provide privacy protection [15]. On one hand, the utility of an
anonymized schema is maximal when there is no presence constraint (i.e. θ = 1). On
the other hand, when a contributor set the threshold θ of a presence constraint 〈s,D, θ〉
very small (closed to 0), D will not appear in the anonymized schema. Consequently,
the utility of this anonymized schema is low since we loss the information of these
attributes. As a result, privacy should be seen as a spectrum on which contributors can
choose their place. From now on, we use two terms—privacy constraint and presence
constraint—interchangeably to represent the privacy spectrum defined by contributors.

4 Maximizing Anonymized Schema

Maximizing anonymized schema is the selection of an optimal (w.r.t. utility function)
anonymized schema among potential ones that satisfy pre-defined privacy constraints.
Formally, the maximization problem of our schema reuse setting is defined as follows.

Problem 1. (Maximizing Anonymized Schema) Given a schema group S and a set
of privacy constraints Γ, construct an anonymized schema Ŝ such that Ŝ satisfies all
constraints Γ, i.e. Ŝ |= Γ, and the utility value u(Ŝ ) is maximized.
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Theorem 1. Let S be a schema group and Γ be a set of privacy constraints. Then, for
a constant U, the problem of determining if there exists an anonymized schema Ŝ |= Γ,
whose utility value u(Ŝ ) is at most U, is NP-complete.

The key of the proof is to transform the problem to Maximum Independent Set prob-
lem, which is known to be NP-complete [31]. For brevity sake, further details are re-
ferred to our report [41]. In this section, we consider the heuristic-based approach to
relax optimization constraints and find the approximate solution in polynomial time.

4.1 Algorithm

In light of Theorem 1, we necessarily consider heuristic approaches to the maximizing
anonymized schema problem. Our heuristic-based algorithm takes two parameters as
input: a schema group modeled by an affinity matrix M and a set of presence constraints
Γ. It will efficiently return an approximate solution—an anonymized schema Ŝ which
satisfies Γ—with the trade-off that the utility value u(Ŝ ) is not necessarily maximal.
The key difficulty is that during the optimization process, repairing the approximation
solution to satisfy one constraint can break another. At a high level, our algorithm makes
use of greedy and local-search heuristics to search the optimal anonymized schema in
the space of conflict-free candidates (i.e. anonymized schemas without violations). The
details are illustrated in Algorithm 1 and described in what follows.

Technically, we begin by constructing a valid affinity instance from the original affin-
ity matrix (line 2 to line 7). The core idea is we generate an initial affinity instance
I = M and then continuously remove the attributes of I until all constraints are satis-
fied (Γs = Γ). The challenge then becomes how to choose which attributes for deletion
such that the resulting instance has maximal utility. To overcome this challenge, we
use a repair routine (line 3 to line 7) which greedily removes the attributes out of I
to eliminate all violations. The greedy choice is that at each stage, we remove the at-
tribute â with lowest utility reduction (line 5); i.e. choose an attribute a such that the
utility of I after removing a is maximized. However, this greedy strategy could make
unnecessary deletions since some constraints might share common attributes, thus mak-
ing the utility not maximal. For example in Fig. 2, consider the anonymized schema
Ŝ = {{a1, c1}, {a2, b2}} with two predefined constraints γ1 = Pr(a1 ∈ s1 | Ŝ ) ≤ 0.4 and
γ2 = Pr({a1, a2} ∈ s1 | Ŝ ) ≤ 0.1. The best way to satisfy these constraints is remov-
ing only attribute a2, but the algorithm will delete a1 first and then a2. Hence, we need
to insert a2 back into Ŝ to increase the utility. For this purpose, Adel stores all deleted
attributes (line 6) for the following step.

The above observation motivates the next step in which we will explore neighbor in-
stances using local search and keep track of the instance with highest utility (line 9 to
line 20). Starting with the lower-bound instance from the previous step (Iop = I), the
local search is repeated until the termination condition Δstop is satisfied (e.g. k iterations
or time-out). In each iteration, we incrementally increase the utility of the current in-
stance I by reverting unnecessary deletions from the previous step. The raising issue is
how to avoid local optima if we just add an attribute with highest utility gain; i.e. choose
an attribute a such that the utility of I is maximized after adding a. To tackle this issue,
we perform two routines. (1) Insertion: Each attribute a ∈ Adel is a possible candidate
to insert into I (line 11). We use Roulette-wheel selection [26] as a non-deterministic
strategy, where an attribute with greater utility has higher probability to add first (line
12). (2) Repair: When a particular attribute is inserted, it might make some constraints
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Algorithm 1. Heuristics-based Algorithm
input : 〈M, Γ〉 // An affinity matrix M and a set of predefined constraints Γ
output :Iop //Maximal Affinity Instance
denote : u(I−a ): utility of I after removing attribute a out of I

u(I+a ): utility of I after adding attribute a into I
1 Adel = ∅ // Set of deleted attributes; Γs = ∅ // Set of satisfied constraints
2 I = M
3 while Γs � Γ do
4 /* Violation Repair: greedy deletion until satisfying constraints */
5 â = argmaxa∈{Ii j} u(I−a )

6 I.delete(â); Adel = Adel ∪ {â}
7 Γs = I.checkConstraints()

8 Iop = I; T = Queue[k] // a queue with fixed size k
9 while Δstop do

10 /* Local search by non-deterministic insertion */
11 Ω = {〈a, u(I+a )〉 : a ∈ Adel}}
12 â = Ω.rouletteS election()
13 I.add(â) ; T.add(â)
14 Γs = I.checkConstraints()
15 while Γs � Γ do
16 /* Violation Repair: greedy deletion until satisfying constraints */
17 â = argmaxa∈{Ii j}\T u(I−a )

18 I.delete(â)
19 Γs = I.checkConstraints()

20 if u(I) > u(Iop) then Iop = I

21 return Iop

unsatisfied (Γs � Γ). Thus, the repair routine is invoked again to eliminate new violations
by removing the potential attributes out of I (line 15 to line 19).

In an iteration of local-search, an attribute could be inserted into an affinity instance
and then removed immediately by the repair routine, making this instance unchanged
and leading to being trapped in local optima. For this reason, we employ the Tabu search
method [25] that uses a fixed-size “tabu” (forbidden) list T of attributes so that the
algorithm does not consider these attributes repeatedly. In the end, the maximal affinity
instance Iop is returned by selecting the one with the highest utility among explored
instances (line 20).

4.2 Algorithm Analysis

Our algorithm is terminated and correct. Termination follows from the fact that the
stopping condition Δstop can be defined to execute at most k iterations (k is a tuning
parameter). The correctness follows from the following points. (1) When a new attribute
a added into I (line 13) violates some constraints, I is repaired immediately. This repair
routine takes at most O(|M|), where |M| is the number of attributes of the schema group
represented by M. (2) The newly added attributes are not removed in the repair routine
since they are kept in the “tabu” list T . The generation ofΩ takes at most O(|M|). (3) Iop

always maintains the instance with maximal utility (line 20). Sum it up, the worse-case
running time is O(k × |M|2)—which is reasonably tractable for real datasets.

Looking Ahead for Repair Cost. We have a heuristic to improve the repair technique.
The idea of this heuristic is to avoid bad repairs (that cause many deletions) by adding
some degree of lookahead to the repair cost (i.e. number of deletions). In Algorithm 1,
the utility value u(I−a) is used as an indicator to select an attribute for deletion. Now
we modify this utility value to include a look-ahead approximation of the cost of delet-
ing one further attribute. More precisely, when an attribute a is considered for deletion
(first step), we will consider a next attribute a′ given that a is already deleted (second
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step). Our look-ahead function will be the utility of the resulting instance after these
two steps. In other words, we prevent a bad repair by computing the utility of the re-
sulting instances one step further. Due to space limit, further heuristics for improve
the algorithm performance are omitted and can be found in the report version of this
work [41].

5 Experiments

To verify the effectiveness of the proposed framework in designing and constructing
the anonymized schema, following experiments are performed: (i) effects of different
heuristics for the maximizing anonymized schema problem, (ii) the correctness of utility
function, (iii) the computation time of our heuristic-based algorithm in various settings,
and (iv) the tradeoff between utility and privacy. We proceed to report the results on real
datasets and synthetic data.

5.1 Experimental Settings

Datasets. Our experiments are conducted on two types of data: real data and synthetic
data. While the real data provides a pragmatic view on real-world scenarios, the syn-
thetic data helps to evaluate the performance with flexible control of parameters.

– Real Data. We use a repository of 117 schemas that is available at [1]. To generate
attribute correspondences, we used the well-known schema matcher COMA++ [8].

– Synthetic Data. We want to simulate practical cases in which one attribute is used
repeatedly in different schemas (e.g. ‘username’). To generate a set of n synthetic
schemas, two steps are performed. In the first step, we generate k core schemas,
each of which has m attributes, such that all attributes within single schema as well
as across multiple schemas are completely different. Without loss of generality,
for any two schemas a and b, we create all 1-1 correspondences between their
attributes; i.e. (ai, bi)1≤i≤m. In the second step, n−k remaining schemas are permuted
from k previous ones. For each schema, we generate m attributes, each of which is
copied randomly from one of k attributes which have all correspondences between
them; i.e. attributes at the same row of the affinity matrix.

Privacy Constraints. To generate a set of privacy constraints Γ for simulation, we need
to consider two aspects:

– The number of attributes per constraint. To mix the constraints with different size,
we set a parameterαi as the number of constraints with i attributes. Since the chance
for an adversary to find the correct provenance of a group of four or more attributes
is often small with large abstract attributes (Eq. 3), we only consider constraints
with less than four attributes (i.e. αi≥4 = 0). For all experiments, we set α1 = 50%,
α2 = 30%, and α3 = 20%.

– Privacy threshold. We generate the privacy threshold θ of all constraints according
to uniform distribution in the range [a, b], 0 ≤ a, b ≤ 1. In all experiments, we set
a = (1/n)i and b = (2/n)i, where n is the number of schemas and i is the number of
attributes in the associated constraint.

In general, the number of constraints is proportional to the percentage of the total num-
ber of attributes; i.e. |Γ| ∝ m · n). In each experiment, we will vary the percentage value
differently.
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Evaluation Metrics. Beside measuring the computation time to evaluate proposed
heuristics, we also consider two important metrics:

– Privacy Loss: measures the amount of disagreement between the two proba-
bility distributions: actual privacy and expected privacy. Technically, given an
anonymized schema Ŝ and a set of presence constraints Γ = {γ1, . . . , γn} where
γi = 〈si,Di, θi〉, we denote pi = Pr(Di ∈ si|Ŝ ). Privacy loss is computed by
the Kullback-Leiber divergence between two distributions P = {pi} (actual) and
Θ = {θi} (expected):

Δp = KL(P ‖ Θ) =
∑

i

pi log
pi

θi
(4)

– Utility Loss: measures the amount of utility reduction with regard to the existence of
privacy constraints. Technically, denote u∅ is the utility of an anonymized schema
without privacy constraints and uΓ is the utility of an anonymized schema with
privacy constraints Γ, utility loss is calculated as:

Δu =
u∅ − uΓ

u∅
(5)

We implement our schema reuse framework in Java. All the experiments ran on an Intel
Core i7 processor 2.8 GHz system with 4 GB of RAM.

5.2 Effects of Heuristics

This experiment will compare the utility loss of the anonymized schema returned by dif-
ferent heuristics. In this experiment, we study the proposed algorithm with two heuris-
tics: without lookahead (Greedy) and with lookahead (Lookahead). We use a synthetic
data with a random number of schemas n ∈ [50, 100] and each schema has a random
number of attributes m ∈ [50, 100]. In that, the copy percentage is varied from 10% to
20%; i.e. k/n ∈ [0.1, 0.2]. The number of constraints is varied from 5% to 50% of to-
tal number of attributes. The results for each configuration are averaged over 100 runs.
Regarding utility function, we set w = 0.5 which means the completeness is equally
preferred as the importance.

Fig. 3 depicts the result of two described heuristics. The X-axis shows the number of
constraints, while the Y-axis shows the utility loss (the lower, the better). A noticeable
observation is that the Lookahead heuristic performs better than the Greedy heuristic.
Moreover, when there are more constraints, this difference is more significant (up to
30% when the number of constraints is 50%). This is because the Lookahead heuristic
enables our algorithm to foresee and avoid bad repairs, which cause new violations
when eliminating the old ones, thus improves the quality of the result.

5.3 Correctness of Utility Function

In this experiment, we would like to validate the correctness of our utility function by
comparing the results of the proposed algorithm with the choices of users. Technically,
we expect that the ranking of anonymized schemas by utility function is equivalent to
their ranking by users. Regarding the setting, we construct 20 different schema groups
from the real data by extracting a random number of schemas and attributes. For each
group, we present five of constructed anonymized schemas (ranked #1, #2, #3, #4, #5
by the decreasing order of utility) to 10 users (users do not know the order). These
presented anonymized schemas are not top-5, but taken from the highest such that the
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utility difference between two consecutive ranks is at least 10% to avoid insignificant
differences. Each user is asked to choose the best anonymized schema in his opinion
(200 votes in total). We fix the number of constraints at 30% of total attributes. Since
the Lookahead strategy is better than the Greedy strategy as presented in the previous
experiment (Section 5.2), we use it to construct anonymized schemas.

The results are depicted in Fig. 4. X-axis shows top-5 anonymized schemas returned
by our algorithm. Y-axis presents the selection rate (percentage of users voting for an
anonymized schema), averaged over all schema groups. A key finding is that the order
of selection rate corresponds to the ranking of solutions by the utility function. That
is, the first-rank anonymized schema (#1) has highest selection rate (55%) and the last-
rank anonymized schema (#5) has lowest selection rate (1%). Moreover, most of users
opt for the first-rank solution (55%) and second-rank solution (33%), indicating that
our algorithm is able to produce anonymized schemas similar to what users want in
real-world datasets.

5.4 Computation Time

In this experiment, we design various settings to study the computation time with two
above-mentioned strategies (Greedy vs. Lookahead) using synthetic data. In each set-
ting, we measure the average computation time over 100 runs.

Table 2. Computation Time (log2 of msec.)

Size of M * Greedy LookAhead

10 × 20 2.58 5.04
10 × 50 5.13 10.29
20 × 50 7.30 13.36
20 × 100 9.95 17.60
50 × 100 12.62 21.58

* m × n: m attributes (per schema) and n schemas

Effects of Input Size. In this setting, the com-
putation time is recorded by varying the in-
put size of the affinity matrix; i.e. the num-
ber of schemas and the number of attributes
per schema. A significant observation in Ta-
ble 2 is that the Greedy strategy outperforms
the Lookahead strategy. This is because the
cost of looking-ahead utility change is expen-
sive with the trade-off that the utility loss is
smaller as presented in Section 5.2.

Effects of Constraints Size. In this setting, the computation time is recorded by varying
#constraints from 5% to 50% of total number of attributes. Based on results of the
previous setting, we fix the input size at 20×50 for a low starting point. Fig. 5 illustrates
the output, in which the X-axis is the constraint size and the Y-axis is the computation
time (ms.) in logarithmic scale of base 2. A noticeable observation is that the Lookahead
strategy is much slower than the Greedy strategy. In fact, adding degrees of look-ahead
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into utility function actually degrades the performance. The running time of those extra
computations increases due to the large number of combinations of privacy constraints.

5.5 Trade-Off between Privacy and Utility

In this experiment, we validate the trade-off between privacy and utility. Technically,
we relax each presence constraint γ ∈ Γ by increasing the threshold θ to (1 + r)θ,
where r is called relaxing ratio and varied according to normal distributionN(0.3, 0.2).
Based on previous experiments, we use the Lookahead strategy on the synthetic data
with different input size and fix the number of constraints at 30% of total attributes.
For a resulting anonymized schema, privacy is quantified by privacy loss (Eq. 4), while
utility is quantified by utility loss (Eq. 5). For comparison purposes, both utility loss
and privacy loss values are normalized to [0, 1] by the thresholding technique: Δu =
Δu−minΔu

maxΔu−minΔu
and Δp = Δp−minΔp

maxΔp−minΔp
, where maxΔu, minΔu, maxΔp, minΔp are the maximum

and minimum values of utility loss and privacy loss in this experiment.
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Fig. 6. Trade-off between privacy and utility

Fig. 6 shows the distribution of all the
points whose x and y values are privacy loss
and utility loss, respectively. Each point rep-
resents the resulting anonymized schema in
a specific configuration of the relaxing ratio
and the input size. One can easily observe a
trade-off between privacy and utility: the util-
ity loss decreases when the privacy loss in-
creases and vice-versa. For example, the max-
imal privacy (privacy loss = 0) is achieved when the utility is minimal (utility loss = 1).
This is because the decrease of presence threshold θwill reduce the number of presented
attributes, which contributes to the utility of resulting anonymized schemas.

6 Related Work

We now review salient work in schema reuse, privacy models, anonymization tech-
niques, and utility measures that is related to our research.

Schema Reuse. There is a large body of research on schema-reuse. Some of the works
focus on building large-scale schema repositories [38,17,47,27], designing management
models to maintain them [24,13], and establishing semantic interoperability between
collected schemas in those repositories [12,19,8]. While, some of the others support to
find relevant schemas according to a user query [20,16,36], techniques to speed-up the
querying process [39], and visualization aspects [51,46]. Unlike these works, we study
the problem of preserving privacy of schema information when presenting the schema
attributes as hints for end-users to design new schemas.

Privacy Models. Privacy model is a mean to prevent information disclosure by rep-
resenting human-defined policies under mathematical standards. Numerous types of
information disclosure have been studied in the literature [33], such as attribute disclo-
sure [22] and identity disclosure [23], and membership disclosure [40]. In the context
of schema reuse, the linking of attribute to its containing schema can be considered as
an information disclosure. There is a wide body of work have proposed privacy models
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at data level, including differential entropy [5], k-anonymity [48], l-diversity [37], and
t-closeness [34]. Different from these works, the model proposed in this paper employs
the concept of presence constraint defined at schema-level.

Anonymization Techniques. To implement privacy models, there are a wide range
of techniques have been proposed in literature such as generalization, bucketization,
randomization, suppression, and differential privacy. In terms of schema reuse, these
techniques can be interpreted as follows. The generalization technique [10] replaces the
sensitive attribute with a common attribute, which still preserves the utility of attributes
shown to users (no noises). The bucketization technique [50] extends the generaliza-
tion technique for multi-dimensional data through partitioning. The randomization tech-
nique [4,6] adds a “noisy” attribute (e.g. ‘aaa’). The suppression technique [30] replaces
a sensitive attribute by a special value (e.g. ‘*’). The differential privacy technique [23]
enhances both generalization and suppression techniques by balancing between preserv-
ing the utility of attributes and adding noises to protect them. Similar to most of other
works, we adopt the generalization technique (which does not add noises) to preserve
the utility of attributes shown to users. This utility is important in schema design since
adding noisy attributes could lead to data inconsistencies.

Quality Measures. To quantify the quality of a schema unification solution, researchers
have proposed different quantitative metrics, the most important ones among which are
completeness and minimality [9,21]. While the former represents the percentage of
original attributes covered by the unified schema, the latter ensures that no redundant
attribute appears in the unified schema. Regarding the quality of a schema attribute,
[52] also proposed a metric to determine whether it should appear in schema unifica-
tion. Combining these works and applying their insights in the schema-reuse context,
this paper proposed a comprehensive notion of utility that measures the quality of an
anonymized schema by capturing how many important attributes it contains and how
well it covers a wide range of attribute variations.

7 Conclusions

In this work, we addressed the challenge of preserving privacy when integrating and
reusing schemas in schema-reuse systems. To overcome this challenge, we introduced a
framework for enabling schema reuse with privacy constraints. Starting with a generic
model, we introduce the concepts of schema group, anonymized schema and privacy
constraint. Based on this model, we described utility function to measure the amount
of information of an anonymized schema. After that, we formulated privacy-preserving
schema reuse as a maximization problem and proposed a heuristic-based approach to
find the maximal anonymized schema efficiently. In that, we investigated various heuris-
tics (greedy repair, look-ahead, constraint decomposition) to improve the computation
time of the proposed algorithm as well as the utility of the resulting anonymized schema.
Finally, we presented an empirical study that corroborates the efficiency of our frame-
work with main results: effects of heuristics, the correctness of utility function, the
guideline of computation time, and the trade-off between privacy and utility.

Our work opens up several future research directions. One pragmatic direction is
to support a “pay-as-you-use” fashion in schema-reuse systems. In that, reuse should
be defined at a level finer than complete schemas, as schemas are often composed of
meaningful building blocks. Another promising direction is the scalability issues of
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browsing, searching, and visualizing the anonymized schema when the number of orig-
inal schemas becomes very large. Moreover, our techniques can be applied to other
domains such as business process and component-based design.
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(grant number 288021) and the EU-FP7 PlanetData project (grant number 257641).
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Abstract. Backed up by major Web players schema.org is the latest broad initi-
ative for structuring Web information. Unfortunately, a representative analysis 
on a corpus of 733 million Web documents shows that, a year after its introduc-
tion, only 1.56% of documents featured any schema.org annotations. A proba-
ble reason is that providing annotations is quite tiresome, hindering wide-spread 
adoption. Here even state-of-the-art tools like Google’s Structured Data Markup 
Helper offer only limited support. In this paper we propose SASS, a system for 
automatically finding high quality schema suggestions for page content, to ease 
the annotation process. SASS intelligently blends supervised machine learning 
techniques with simple user feedback. Moreover, additional support features for 
binding attributes to values even further reduces the necessary effort. We show 
that SASS is superior to current tools for schema.org annotations. 

Keywords: Schema.org, semantic annotation, metadata, structuring unstruc-
tured data. 

1 Introduction 

The Web is a vast source of information and continues to grow at a very fast pace. 
Unfortunately most of the information is in the form of unstructured text, making it 
hard to query. Recognizing the importance of structured data for enabling complex 
queries, the problem of algorithmically structuring information on the Web has been 
extensively researched, see e.g., [3, 4, 15]. However, current automatic approaches 
still face quality problems and require significant effort for extracting, transforming 
and loading data. Thus, from a practical perspective they are not yet mature enough to 
keep up with the volume and velocity, at which new data is published on the Web. 

In contrast, the Linked Open Data (LOD) [1, 2] initiative tried a manual approach. 
It offers technology for information providers to directly publish data online in struc-
tured form and interlinked with other data. LOD is very flexible since it allows for 
each data publisher to define its own structure. But this flexibility comes at a price 
[7]: Although data stores may overlap in terms of the data stored, the vocabulary used 
for structuring (and thus querying) may seriously differ. Ontology alignment has been 
proposed as a remedy, but the quality of results is still not convincing [11, 12]. 
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To avoid all these problems while improving their query capabilities, major Web 
search engine providers went a slightly different way. Their managed approach 
builds on a collection of ready-made schemas accessible on schema.org, which are 
centrally managed by Bing, Google, Yahoo! and Yandex. These schemas are used as 
a vocabulary to be embedded in the HTML source code of a page using microdata. 
The main incentive for page owners to use schema.org is that once a Web page fea-
tures content annotated with schema.org’s vocabulary, any search engine can present 
it as a rich snippet. Furthermore, the Web page has a higher chance of being found by 
users interested in that very specific content, too. Indeed, motivating page owners to 
annotate their data with schema.org vocabulary has multiple advantages:  

• The effort is spread over many shoulders reducing the effects of volume 
and velocity at which new data comes to the Web;  

• annotations are of high quality – the one creating the data should under-
stand its semantic meaning best;  

• the structure is centrally managed and data can be queried globally with-
out complicated alignment operations like in the case of LOD;  

• complex queries with Web data are enables, ultimately fostering semantic 
search for the next generation Web.  

But is schema.org being adopted by page owners? An in depth analysis on the ac-
ceptance of schema.org reveals, that the number of annotations is in fact very small. 
The main reason is that the annotation process is quite demanding. Annotators have to 
repeatedly switch between the page to annotate and schema.org, while browsing 
through more than 500 schemas with numerous attributes each to find the best 
matches. Furthermore, adding the actual markup can be tiresome, especially for pub-
lishers using “What You See Is What You Get” content management systems.  

Sharing the confidence that schema.org will empower complex queries with Web 
data, we propose SASS (Schema.org Annotation Support System), a two stage ap-
proach offering support for annotating with schema.org. Analyzing any web page, in 
the first stage the system finds suggestions for schemas matching page content. For 
this purpose, simple models are trained with common machine learning techniques. 
But to gain high precision SASS then relies on user feedback to validate and fine tune 
proper schema annotations. The second stage specifically focuses on aiding users in 
associating schema attributes to values from the page content: typical attributes for 
items of a certain schema have a higher chance of being mentioned in the item data. 
SASS thus encourages users to consider attributes in order of their typicality. Finally, 
the system directly generates the HTML code enriched with schema.org annotations. 
Through the semi-automatic schema matching process and the benefits of considering 
typical attributes first, our system is superior to solutions like Google’s Structured 
Data Markup Helper (www.google.com/webmasters/markup-helper) or the method 
recently presented in [13] offering only graphical interface support. 

The contribution of this paper can be summarized as follows: we first perform an 
extensive analysis on the acceptance of semantic annotation technologies with an in-
depth focus on schema.org. We then present the design of our annotation support 
system SASS that relies on lessons learned from the analysis; and finally we present 
and evaluate machine learning methods for supporting semi-automatic annotations. 
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2 Web-Scale Analysis on Data Annotation Technologies 

Semantic annotation technologies for Web content started to gain importance about a 
decade ago. Introduced in 2005, microformats are the first important semantic annota-
tion technology. But microformats cover only few entity types annotated through gener-
ic HTML “class” attribute. This complicates both the process of annotation and of  
finding annotations. Attempting to tackle the problems that microformats have, the 
W3C proposed RDFa as a standard in 2008. It introduces special data annotation 
attributes for HTML. However it has no centralized vocabulary, leading to heavy frag-
mentation: Different sources may use different vocabulary to describe the same data. 
This hinders the process of automatically interpreting or querying data as a whole.  

To tackle this problem, search engine providers proposed microdata, a semantic 
annotation technique relying on few global attributes and a standard vocabulary. The 
first such vocabulary was “data-vocabulary” proposed by Google in 2009. In mid-
2011 Bing, Yahoo and Yandex joined Google’s initiative. The “data-vocabulary” was 
extended to a collection of schemas. Made available on schema.org, this collection is 
evolving continuously to reflect data being published on the Web. To provide for a 
high level of quality, new schema proposals are reviewed for approval by a standardi-
zation committee. An example of a Web page for the movie “Iron Man 3” annotated 
with schema.org is presented in Figure 1. 

 

 

a) 

 
b) 

 

Fig. 1. Web Page section presenting information about movie Iron Man 3. (a) before 
and b) after annotating it with schema.org. 
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Currently, there are 529 schemas on schema.org, organized in a 5 level hierarchical 
structure. Each level introduces a higher degree of specificity. At the root of the hie-
rarchy, there is an all-encompassing schema called “Thing” with 6 general attributes 
suitable for describing all kinds of entities. Attributes are inherited from parent to 
child schemas. They may be of basic types e.g., text, boolean, number, etc. or they 
may in turn represent schemas. For example, for schema Movie, the attribute actor is 
of type Person which is itself a schema on schema.org. From a structural stance 
schema.org is similar to DBpedia, the central data repository in LOD. Overall DBpe-
dia comprises 458 schemas. DBpedia maps its structural information to schema.org 
through the “owl:equivalentClass” attribute. However, the mapping is relatively 
small: Only 45 links are provided in the current version of DBpedia despite far more 
semantic similarities easy to spot on manual samples.  

To assess the acceptance of schema.org we analyzed ClueWeb12, a publicly avail-
able corpus comprising English sites only. The corpus has about 733 million pages, 
crawled between February and May 2012. It comprises pages of broad interest: The 
initial seeds for the crawl consisted of 3 million websites with the highest PageRank 
from a previous Web scale crawl. Our analysis shows that about a year after its intro-
duction, only 1.56% of the websites from ClueWeb12 used schema.org to annotate 
data. The numbers of pages annotated with mainstream data annotation techniques 
found in the ClueWeb12 documents are presented in Table 1. The use of different 
standards reflects the chronology of their adoption: Microformats are the most spread 
followed by RDFa, microdata and schema.org. It’s interesting to notice that while 
microdata was introduced just a year after RDFa, there is a noticeable difference be-
tween their usage rates. The reason for this behavior is that when it was introduced, 
RDFa was presented as the prime technology for semantic annotation. Many content 
providers adopted it. Further developments brought by Google in 2009 have been 
regarded as yet another annotation method. It was only in mid-2011 when microdata 
became the main annotation technology for the newly proposed schema.org that mi-
crodata started gaining momentum. In fact, out of 15 million documents annotated 
with microdata, 12 million (80%) represent schema.org annotations.  

Table 1. Distribution of Annotations in ClueWeb12 

Data Found URLs 

Microformats 97,240,541 (12.44%) 
RDFa 59,234,836 (7.58%) 

Microdata 15,210,614 (1.95) 
schema.org 12,166,333 (1.56%) 

 
Out of the 296 schemas available in mid-2012 when ClueWeb12 was crawled, only 

244 schemas have been used. To retrieve the state of schema.org at that time we used 
the Internet Archive (web.archive.org/web/20120519231229/www.schema.org/docs/ 
full.html). The number of annotations per schemas (Table 2) follows a power  
law distribution with just 10 highest ranking schemas being used for 80% of the anno-
tations and 17 schemas making for already 90% of all annotations. From the low  
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occurring schemas in the long tail, 127 schemas occur less than 1000 times and 96 
schemas occur even less than 100 times. 

Schemas on schema.org are quite extensive. They include on average 34 attributes. 
"Thing" is with 6 attributes the smallest schema while "ExercisePlan" with 71 
attributes is the most extensive schema on schema.org. The annotations however are 
by far not as extensive as the structure allows. On average over all annotations, only 
4.7 attributes were used. This accounts for about 10% of the attributes available in the 
corresponding schemas despite remaining data and existing matching attributes. It 
seems users are satisfied with just annotating some of the attributes. Most probably, 
this behavior is driven by the fact that rich snippets can only present a few attributes. 
In consequence users annotate only those few attributes that they consider should be 
included in the rich snippet. This way, from a user perspective, both the effort of an-
notating additional information and the risk that the rich snippet would present a ran-
dom selection out of a broader number of annotated attributes are minimized. 

Table 2. Top-20 Schema.org Annotations on the ClueWeb12 Corpus 

Schemas Occurrences Average Nr. 
of Attributes 

Percentage 
(Schema.org) 

http://schema.org/Blog 5,536,592 5.56 19.57% 
http://schema.org/PostalAddress 3,486,397 3.62 12.32% 
http://schema.org/Product 2,983,587 2.28 10.54% 
http://schema.org/LocalBusiness 2,720,790 3.29 9.62% 
http://schema.org/Person 2,246,303 4.97 7.94% 
http://schema.org/MusicRecording 1,580,764 2.77 5.59% 
http://schema.org/Offer 1,564,257 1.32 5.53% 
http://schema.org/Article 1,127,413 1.04 3.99% 
http://schema.org/NewsArticle 823,572 3.81 2.91% 
http://schema.org/BlogPosting 767,382 3.32 2.71% 
http://schema.org/WebPage 659,964 4.11 2.33% 
http://schema.org/Review 470,343 3.20 1.66% 
http://schema.org/Organization 407,557 1.35 1.44% 
http://schema.org/Event 400,721 2.69 1.42% 
http://schema.org/VideoObject 396,993 0.47 1.40% 
http://schema.org/Place 380,055 2.50 1.34% 
http://schema.org/AggregateRating 342,864 1.66 1.21% 
http://schema.org/CreativeWork 232,585 2.30 0.82% 
http://schema.org/MusicGroup 223,363 1.15 0.78% 
http://schema.org/JobPosting 168,542 4.38 0.60% 

3 Learning to Annotate Unstructured Data with Schema.org  

The benefits of building a structured Web are obvious and the approach followed by 
schema.org seems promising. Most of the data annotated with schema.org vocabulary 
represents e-shopping entities like products, restaurants or hotels. Indeed economic 
factors may have driven the adoption of schema.org for e-shopping relevant data. For 
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the rest, the benefit of having pages presented as rich snippets seems rather small 
when compared to the effort of annotating data.  

Unfortunately, as we have seen, schema.org annotations are not yet used broadly. 
The main reason invoked insistently on technology blogs on the Web is that the actual 
process of annotating Web data with schema.org is quite demanding, see e.g., 
http://readwrite.com/2011/06/07/is_schemaorg_really_a_google_land_grab. In partic-
ular, the structure is centrally managed by schema.org and not at the liberty of annota-
tors like in the case of RDFa. This means that when annotating pages one has to: 

a) repeatedly switch between the Web page to annotate and schema.org,  
b) to browse through hundreds of schemas with tens of attributes each trying to 

find those schemas and attributes that best match the data on the Web page, 
c) and finally to write the microdata annotation with corresponding schema.org 

URL resources into the HTML code of the page.  
With such a complicated process it’s no wonder that 1.1% of all found annotations 

are erroneous. Most frequent errors were bad resource identifiers caused by miss-
pelled schemas or attributes or by schemas and attribute names incorrectly referred 
through synonyms.  

We believe that providing support for the annotation process will make using 
schema.org much more attractive for all kinds of data. For this purpose, we propose 
SASS, a system to assist page owners in:  

1. matching schemas from schema.org to the content of a web page,  
2. linking the attributes of the matched schemas to the corresponding values 

from the page,  
3. and automatically generating the updated HTML page to include the 

schema.org annotations.  
In contrast to simple tool s like Google’s Structured Data Markup Helper or the 

system presented in [13], SASS goes beyond a mere user interface and actively ana-
lyzes page content, to find and propose the best matching schemas, to the user.  

Let us take a closer look at SASS’s basic interactive annotation workflow (cf. also 
Algorithm 1): Once a page has been created and before publishing it on the Web, the 
owner loads the HTML source file into SASS’s Web-based annotation support sys-
tem. First the system finds matches between schemas and pieces of page content, 
using models that have been trained with machine learning techniques on data anno-
tated in ClueWeb12. Theoretically, any selection comprising consecutive words from 
the page content is a possible candidate for the matching. But considering all possible 
selections of page content is not feasible. Fortunately, the layout expressed through 
HTML elements says much about how information is semantically connected. With 
the help of the Document Object Model (DOM) API the HTML page is represented 
as a logical structure that connects HTML elements to page content in a hierarchical 
DOM tree node structure. These nodes envelop the pieces of content that are matched 
to the schemas. Starting from the most fine-granular nodes (nodes are processed in the 
reversed order of the depth-first search) the content of each node is checked for possi-
ble match with all schemas from schema.org. Once a match is found, the user is re-
quested to provide feedback. If the match is accepted by the user, the system goes in 
the second stage of linking schema attributes to values.  
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If the proposed match is not correct the user may browse through the set of next 
best matching schemas. If there is no suitable match, the user can always refuse the 
match recommendation. In this case, the system proceeds to the next node. The 
process continues until all nodes have been considered. In Figure 2.a. we present a 
snapshot of SASS proposing “Movie” as best matching schema for the Web page 
content framed in red. Other schemas showing weaker but still relevant match to the 
same content area are also presented on the left hand side (listed in the descending 
order of matching strength). In some cases, fine-tuning may be necessary to adjust the 
size of the selection marked by the red square. If the user considers that a proposed 
schema matches the marked content, but the selection square is either too broad or too 
small, the size control elements enable moving up and down the DOM tree node 
structure to adjust selection size. Of course, allowing users to fine-tune the selection 
region may also lead to conflicting assignments: for instance if the new selection cor-
responds to a node that has already been matched to another schema. Since the con-
tent in each node may be associated to just one schema, in such cases the user is asked 
to confirm which assignment is valid.  

Once a match has been confirmed, the system proceeds to the second phase of link-
ing the attributes of the chosen schema values from the selected page content. For 
schemas, the annotations found in ClueWeb12 are enough for learning schema mod-
els to support the schema-to-page-content matching process. However, our analysis 
presented in Section 2 shows that just about 10% of the attributes have actually been 
used for annotations. Data for attribute annotations is thus very sparse and learning  
 

 

Algorithm 1. Content to schemas matching workflow. 

Input: HTML – the HTML page content, SORG – the set of schemas from sche-

ma.org 

Output:  R – result set comprising matching relations between nodes and 

schemas, and corresponding list of attributes and values 

 
1: doc ← DOMDocument(HTML) 
2: N ← DFS(doc).reverse 
3: R ← ; 
4: foreach n in N do 
5: S ← ; s ← null; A ←  
6: if n in R then 
7: continue // skip n as it was already added probably by the 

user’s adjusting the selection for some other node  
8: end if 
9: S ← match(n, SORG)  

// returns all schemas from schema.org matching the content from n 
10: if S   then 
11: s = USER_FEEDBACK(S) 
12: if s   null then 
13: A ← bind(n, s) // A contains attribute value pairs obtained 

from the attributes to page content associations made by the 
user with drag&drop functionality 

14: R.add(n, s, A)  // if n already exists in R the tuple will be 
updated with the new matching 

15: end if 
16: end if 
17: end for 
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depends on the method that is chosen to perform the matching. There are various such 
methods. For instance, given that schemas published on schema.org describe various 
types of entities, one of the first approaches that come to one's mind for binding these 
schemas to unstructured data is entity recognition and named entity recognition. This 
has proven to work well for some entity types like products, persons, organizations or 
diseases [18]. However, considering the popular entities annotated on the ClueWeb12 
corpus (Table 2), most of them describe more abstract entities e.g. “Blog”, “Review”, 
“Offer”, “Article”, “BlogPosting”, etc. In fact, out of the top-20 entity types, entity 
recognitions systems like OpenNLP (opennlp.apache.org) or StandfordNER [5] rec-
ognize less than half of them. Given an observation Wn, and the annotations extracted 
from ClueWeb12 as a training set comprising a large number of observations whose 
category of membership is known (the annotated schema) this becomes a problem of 
identifying the class for observation Wn. Machine learning methods like Naïve Bayes 
classification or Support Vector Machines have proven successful for text classifica-
tion tasks even for more abstract entity types ([8, 9]).  

Naïve Bayes classifiers rely on probabilities to estimate the class for a given  
observation. It compares the “positive” probability that some word sequence is the 
observation for some schema to the “negative” probability that the same word se-
quence is an observation for other schemas. In this case the matching function is:  

 , P | P |  (2) 

But neither of the two probabilities can be computed directly from the training set. 
With the help of Bayes’s Theorem P(s|Wn) can be rewritten in computable form as 

P(s|Wn) = 
P | PP . Since Wn is a sequence of words that may get pretty long 

(Wn={w1, w2, …, wn}), and this exact same sequence may occur rarely in the training 
corpus, to achieve statistically significant data samples “naive” statistical indepen-
dence between the words of Wn is assumed. The probability of Wn being an observa-

tion for schema s becomes: P(s|Wn) = 
∏ P wj|j 1 P∏ P wjj 1

, and all elements of this formula 

can be computed based on the training set: P(s) can be computed as the relative num-
ber of annotations for schema s, P wj|  the number of annotations for schema s that 
include wj relative to the total number of annotations for s, and P(wj) as the relative 
number of annotations including . The negative probability |  is computed 
analogously and the matching function on the Bayes classifier can be rewritten as: 

 , P wj|s
j 1

P s P wj|s
j 1

P s  (3) 

Being common to all matching involving Wn, ∏ P wjj 1  can safely be reduced with-
out negative influence on the result. Probabilities for all words from the training set 
comprising annotations from ClueWeb12 (excluding stop words) build the statistical 
language models for all schemas, which are of course efficiently precomputed before 
performing the actual Web site annotations. 

Support Vector Machines use a different approach for classification. For  
each schema, a training set is built. It comprises annotations of the schema (“positive 
annotations”) and annotations of other schemas (“negative annotations”) in equal 
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proportions. Each training set is represented in a multidimensional space (the Vector 
Space Model) with terms from all annotations as the space axes and annotations as 
points in space. In this representation, SVM finds the hyperplane that best separates 
the positive from the negative annotations for each schema. In the classification 
process, given observation Wn, and a schema s, SVM represents Wn in the multidi-
mensional term space and determines the side Wn is positioned in with respect to the 
hyperplane of s. If it’s the positive side then there is a match. The normalized distance 
from Wn to the hyperplane reveals the confidence of the assignment. The closer Wn is 
to the hyperplane of s, the less reliable the assignment. In this case, the match  
function is: 

 , ,  (4) 

3.2 The Typicality of Attributes for a Chosen Schema 

Schemas on schema.org on average have 34 attributes. But our analysis on annotated 
content shows that on average only 4 attributes are actually being annotated. On ma-
nual inspection over annotations for multiple schemas we observed that some of the 
prominent attributes were left un-annotated although there was matching content 
available. For instance, for movie data, the ‘title’ was always annotated along with 
maybe the ‘description’ or ‘director’ attributes. But the ‘genre’ or ‘actors’ were often 
left un-annotated. In fact only 38% of the movie annotations also include ‘genre’ 
although simply by performing keyword search with a list of genres we found that the 
information was available in more than 60% of the cases. Clearly, attributes that are 
typically associated with the concept of movie will most probably also appear in con-
tent about movies. Unfortunately many of those attributes had less than a hundred 
annotations, not enough for building reliable classification models. To support users 
in providing more extensive annotations we make it easy for them to find those 
attributes having a high chance to appear in the content. For this purpose we ask users 
to consider the attributes in the order of their typicality w.r.t. to the chosen schema.  

Following on the concept of typicality from the field of cognitive psychology in 
[10] we define attribute typicality and present a novel and practical rule for actually 
calculating it. This method doesn’t require that attributes themselves be annotated, 
schema annotations are enough. It’s built on top of open information extraction tools 
and works directly with unstructured data. Starting from content that has been anno-
tated with a certain schema the method is able to compute typicality values for the 
schema attributes that it finds, even if no annotation is provided for the attributes. To 
be self-contained, in the following we briefly describe the core of attribute typicality. 

The Concept of Typicality. It has been often shown that some instances of a seman-
tic domain are more suitable than others to represent that domain: For instance Jimmy 
Carter is a better example of an American president than William Henry Harrison. In 
her quest for defining the psychological concept of typicality, Eleanor Rosch showed 
empirically that the more similar an item was to all other items in a domain, the more 
typical the item was for that domain. In fact, the experiments show that typicality 
strongly correlates (Spearman rhos from 0.84 to 0.95 for six domains) with family 
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resemblance a philosophical idea made popular by Ludwig Wittgenstein in [19]. For 
family resemblance Wittgenstein postulates that the way in which family members 
resemble each other is not defined by a (finite set of) specific property(-ies), but 
through a variety of properties that are shared by some, but not necessarily all mem-
bers of a family. Based on this insight, Wittgenstein defines a simple family-member 
similarity measure based on property sharing: 

 , | | (5) 

where X1 and X2 are the property sets of two members of the same family. But this 
simple measure of family resemblance assumes a larger number of common proper-
ties to increase the perceived typicality, while larger numbers of distinct properties do 
not decrease it. In [16] Tversky suggests that typicality increases with the number of 
shared properties, but to some degree is negatively affected by distinctive properties: 

 ,  | || | | | | | (6) 

where  and  ≥ 0 are parameters regulating the negative influence of distinctive 
properties. For  =  = 1 this measure becomes the well-known Jaccard coefficient.  

Following on the theory introduced by Wittgenstein and extended by Tversky, 
properties that an entity shares with its family are more typical for the entity than 
properties that are shared with other entities. Also in the context of Web data, similar 
entities, in our case items that share the same schema, can be considered to form fami-
lies. When talking about factual information extracted from the Web we have to  
restrict the notion of family resemblance based on generic properties (like characteris-
tics, capabilities, etc.) to clear cut attributes. Attributes are in this case given by predi-
cates extracted from (subject, predicate, object) triple-relations extracted from text. 
Given some family F consisting of n entities , … ,  all being annotated with the 
same schema, let’s further assume a total of k distinct attributes given by predicates , … ,  are observed for family F in the corresponding entities’ textual annotations. 
Let Xi and Xj represent the attribute sets for two members  and , then: 1 1 1  (7) 

where 1 1  0    is a simple indicator function.  

Now we can rewrite Tversky’s similarity measure to make all attributes explicit: 

 ,  ∑ 1
 (8) 

According to Tversky, each attribute shared by Xi and Xj contributes evenly to the 
similarity score between Xi and Xj. This allows us to calculate the contribution score 
of each attribute of any member of the family (in our case schema) to the similarity of 
each pair of members: Let p be an attribute of a member from F. The contribution 
score of p to the similarity of any two attribute sets Xi and Xj, denoted  , , is: 

 ,  1
 (9) 

Attribute Typicality. Let F be a set of n entities , … ,  having the same schema 
type, represented by their respective attribute sets , … , . Let U be the set of all 
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distinct attributes of all entities from F. The typicality T  of an attribute  
w.r.t. F is the average contribution of p to the pairwise similarity of all entities in F: 

  
1 ,  (10) 

where C  represents the number of possible combinations of entities from F. 
Typicality values change slowly over time and are influenced only by significant 

data evolution. For the purpose of this application, the typicality values for each 
attribute of each schema can be computed as an offline process, on a monthly basis.  

4 Evaluation 

The approach introduced in this paper requires two stages for performing a full anno-
tation: the first is for matching a piece of content to a schema and the second stage is 
for associating attributes proposed by the system in the descending order of their typi-
cality, to page content. The main merits of the system are to suggest best matching 
schemas for the first, and to compute attribute typicality for the second stage.  

For evaluating the schema matching functionality we prepared two data sets. Each 
has about 60,000 annotated web pages randomly harvested from ClueWeb12 compris-
ing annotations with about 110 different schemas each. One of them is used as a train-
ing corpus for the classification methods. The other one is used as a test set. The test 
set is stripped of all annotations and provided to our system. We disabled user feed-
back at this stage for evaluation purposes. Instead, each match proposed by the system 
is accepted as correct. We compare the pages annotated by the system for both Naïve 
Bayes and SVM, to the pages from the original test set and measure the schema 
matching effectiveness in terms of precision and recall.  

On inspection over the results, about 5% of the schemas were not detected at all. 
The reason for this behavior is the fact that these schemas are present in the test set 
but they have no or almost no occurrences (up to 10) in the training set. Increasing the 
size of the training set helps reducing the number of undetected schemas. In fact, 
initial experiments with 10,000 and 30,000 web pages as training sets, with smaller 
schema annotation coverage, showed higher numbers of undetected schemas. 

Overall, on the 110 schema annotations the system achieves on average 0.59 preci-
sion and 0.51 recall for Naïve Bayes and 0.74 precision and 0.76 recall for SVM, 
Simply matching schemas at random, as a comparison method, results in precision 
and recall lower than 0.01. The result values vary strongly from schema to schema. 
For brevity reasons, in Table 3 we show the results for 15 schemas. The system is 
counting on user feedback to even out the so called “false alarms” emphasized by 
precision. But the “false dismissals” emphasized by recall are much harder to even 
out by the user. The system proposes a list of alternatives (formula 1), but if the 
matching schema is missing from this list, the corresponding annotation will most 
probably fail. For this reason, the 15 schemas presented in Table 3 are chosen to cover 
the whole spectrum of F2-measure values, given that the F2-measure weights recall 
twice as much as precision. 
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No correlation between the number of occurrences in the training set and results 
could be observed. Having hundreds of schema annotations seems to lead to results 
similar to having tens of thousands of annotations. A few schemas, especially in the 
case of Naïve Bayes, have catastrophic precision and recall values (less than 0.01), 
despite occurring more than 4,000 times in the training set. These are schemas with 
very broad meaning e.g. “WebPage” or “Thing”. Overall, SVM does better than 
Naïve Bayes. But it is interesting to notice that for many schemas the two approaches 
seem to complement each other: schemas where the Bayes achieves bad results are 
handled much better by SVM and vice versa. This finding encourages us to believe 
that approaches relying boosting meta-algorithms like the well know AdaBoost [6] 
will provide even better results. 

For the second stage, correctness of the typicality value of an attribute can only be 
assessed through broad user studies. Our experiments, presented in detail in [10] show 
that with the attribute typicality method, the top-10 most typical attributes are selected 
with average precision and recall values of 0.78 and 0.6 respectively. The lower recall 
value is explained by the fact that attributes are extracted from text, and don’t always 
exist in the corresponding schema.org schemas. 

Table 3. Precision and Recall values for the matching of schemas with Bayes and SVM 

 
 
 
On average the system matches schemas correctly even without user feedback in 2 

out of 3 cases. But the overall quality of the results doesn’t encourage us to believe in 
the feasibility of a fully automatic annotation system. User input is especially impor-
tant for the attribute annotations. The attributes being presented first, show high typi-
cality values and have a higher chance of appearing in the content to be annotated. 
This reduces the effort needed for broader annotations and has the benefit of control-
ling that at least the important attributes are included in the annotation. 
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5 Related Work 

Acknowledging the difficulties users have when annotating data with schema.org, a 
variety of tools have recently been proposed (schema.rdfs.org/tools.html). Schema-
Creator (schema-creator.org) and microDATAGenerator (microdatagenerator.com) 
are two important solutions for form based interface-focused tools for schema.org 
annotations. Google’s Structured Data Markup Helper offers more elaborate GUI 
support for more comfortable manual content annotation. An in-depth analysis regard-
ing the visualization of un-structured semantic content along with a formal description 
of visualization concepts is presented in [13]. Building on these concepts the authors 
propose and evaluate a graphical user interface on two application scenarios for anno-
tating data with schema.org. In contrast, our system goes beyond a simple GUI and 
makes high quality suggestions for the annotations. 

In [17] the authors present MaDaME, a system that infers mappings between  
content highlighted by the user and schemas from schema.org. For this purpose the 
system relies on WordNet. But the system is only appropriate for annotating named 
entities and nouns known to WordNet. Everything else is not supported. Atomic con-
tent like nouns or names also have to be highlighted by the user for the annotation 
process as the system doesn’t process pages as a whole. In [14], a tool for adding 
schema.org types automatically is presented. It relies on domain knowledge and NER 
to extract key terms and to generate structured microdata markup. It requires a high 
quality knowledge base with metadata represented in RDF for each schema to be 
annotated and has been show to work only on patent data. This will not scale for all 
schemas. Furthermore, NER alone cannot deal with all types of schemas from  
schema.org. 

6 Conclusions and Future Work 

The Web is an abundant source of information – however, mostly in unstructured 
form. Querying such data is difficult and the quality of results obtained by keyword-
based approaches is far behind the quality offered by querying structured data. Sus-
tained by major Web players and relying on a controlled set of schemas, schema.org 
has the potential to change this situation once and for all. Unfortunately, annotating 
data with schema.org still is a tiresome process, hindering its wide-spread adoption. 
Since state-of-the-art tools like Google’s Markup Helper offer only limited benefits 
for annotators, we inspected the feasibility of providing better annotation support. 

Driven by insights into schema.org annotations obtained by analyzing a large cor-
pus of 733 million web documents, we derived a set of desirable design goals. A  
successful support has to always maintain high annotation suggestion quality, while 
using supervised machine learning techniques to cater for the highest possible amount 
of automation. Our innovative SASS approach shows that given the right blend of 
techniques integrated in an intelligent workflow, existing annotations can indeed be 
effectively used for training high quality models for schema matching. Relying on the 
concept of attribute typicality SASS first offers those attributes having higher chance 
of appearing in the page content. As our evaluations show this indeed essentially  
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reduces the effort of searching through attribute lists. Currently, these features make 
our system superior to any other tool offering support for schema.org annotations. 

Schema matching approaches have different strengths. In future work, we plan to 
evaluate the performance of boosting meta-algorithms employing multiple matching 
techniques. User feedback generated through the system usage can also be used to 
improve the quality of the suggestions, a subject we leave to future work.  
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Abstract. With the popularity of smart mobile devices, the amount of
mobile applications (or simply called apps) has been increasing dramati-
cally in recent years. However, due to low threshold to enter app industry,
app developers vary significantly with respect to their expertise and rep-
utation in the production of apps. Currently, there is no well-recognized
objective and effective means to profile app developers. As the mobile
market grows, it already gives rise to the problem of finding appropriate
apps from the user point of view. In this paper, we propose a framework
called App Developer Inspector (ADI), which aims to effectively profile
app developers in aspects of their expertise and reputation in develop-
ing apps. ADI is essentially founded on two underlying models: the App
Developer Expertise (ADE) model and the App Developer Reputation
(ADR) model. In a nutshell, ADE is a generative model that derives the
latent expertise for each developer and ADR is a model that exploits
multiple features to evaluate app developers’ reputation. Using the app
developer profiles generated in ADI, we study two new applications which
respectively facilitate app search and app development outsourcing. We
conduct extensive experiments on a large real world dataset to evalu-
ate the performance of ADI. The results of experiments demonstrate the
effectiveness of ADI in profiling app developers as well as its boosting
impact on the new applications.

Keywords: App Developer, Profiling, App Searching, App Develop-
ment Outsourcing.

1 Introduction

Nowadays, more and more people use smart phones as their primary communi-
cation tools. This trend leads to the booming of the mobile app market, which
is estimated to reach 25 billion US$ by 2015 1. In the face of the lucrativeness
of the app market, many people plunge themselves into developing mobile apps.
However, app development has relatively low threshold to enter and thus ei-
ther individual amateurs or well-organized studios can release their apps to the

1 http://www.prnewswire.com/news-releases/marketsandmarkets-world-

mobile-applications-market-worth-us25-billion-by-2015-114087839.html

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 266–280, 2014.
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market. In light of the huge discrepancy among app developers, we propose a
formal framework that can effectively evaluate and comprehensively analyze app
developers. The study and development of this framework can not only facilitate
better app quality control but also promote new app development in the app
ecosystem.

In this paper, we propose a framework named App Developer Inspector (ADI)
for profiling app developers. ADI mainly consists of two underlying models,
the App Developer Expertise (ADE) model and the App Developer Reputation
(ADR) model, respectively profiling app developers’ expertise and reputation.
ADE is a novel generative model to derive app developers’ expertise. ADR,
which is a RankSVM-based model, undertakes the function of evaluating app
developers’ reputation. The expertise reveals which kind of app functionalities
(such as sports games, communication applications and so on) an app developer
is expert in. The reputation indicates a developer’s overall trustworthiness and
proficiency in developing high quality apps.

In order to demonstrate the use of app developer profiles obtained from ADI,
we study the following two applications.

– Facilitate App Search. App developers’ reputation and expertise are both
significant factors in developing effective app search engine. There exist many
“Look-Alike” apps having similar names and descriptions with the high qual-
ity ones[5]. When users search for a popular high quality app, app search
engines sometimes rank the “Look-Alike” apps high in the searching results
without taking app developers’ reputation into consideration.

– App Development Outsourcing. App developer profiles are also useful
in app development outsourcing. With the information of app developers’
expertise, employers2 are able to find proper developers to undertake app
development.

We conduct exhaustive experiments on a large real world dataset to show the
effectiveness of ADE and ADR. The results of experiments demonstrate that
ADE performs well in generating app developers’ expertise and ADR shows good
performance in evaluating app developers’ reputation. We also demonstrate the
boosting impact of app developer profiles in facilitating app search and app
development outsourcing by detailed experimentation.

In summary, the main contributions of this paper are as follows:

– To the best of our knowledge, this work is the first to systematically study
how to profile app developers. We develop a new framework, App Developer
Inspector (ADI), which seamlessly integrates multiple information sources
to derive app developers’ expertise and reputation.

– We conduct comprehensive experiments to verify the effectiveness of the ADI
framework. The experimental results show that ADE effectively generates
app developers’ expertise in fine granularity and ADR objectively evaluates
app developers’ reputation.

2 In this work, we refer companies or individuals who want to outsource app develop-
ment as the employers.
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– We show how to apply app developers’ reputation in facilitating app search
and verify the improvement by exhaustive experiments. For app development
outsourcing, we propose a new method BMr-BR to recommend quality de-
velopers.

The rest of the paper is organized as follows. In Section 2, we review the related
literature. In Section 3, we provide an overview of the App Developer Inspector
framework. In Section 4, we propose ADE model to obtain app developers’ exper-
tise. In Section 5, we evaluate app developers’ reputation with the ADR model.
In Section 6, we introduce the applications of app developer profiles in facilitating
app search and app development outsourcing. In Section 7, we present the exper-
imental results. Finally, the paper is concluded in Section 8.

2 Related Work

Our framework involves a spectrum of techniques that are briefly discussed as
follows.

Smart Phone App. There are some works on smart phone apps but most of
them focused on app security. In [25], a systematic study was presented to detect
malicious apps on both official and unofficial Android Markets. Alazab et al. [1]
used the Android application sandbox Droidbox to generate behavioral graphs
for each sample and these provided the basis of development of patterns to aid in
identifying malicious apps. X.Wei et al. [24] described the nature and sources of
sensitive data, what malicious apps can do to the data, and possible enterprise
solution to secure the data and mitigate the security risks. Di et al. [11] proposed
a framework of utilizing semantic information for app search.

Topic Modeling. In recent years, topic modelling is gaining momentum in data
mining. Griffiths et al. [6] applied Latent Dirichlet Allocation (LDA) to scientific
articles and studied its effectiveness in finding scientific topics. There follow more
topic models that are proposed to handle the problems of document analysis that
exist in specific domains. Kang et al. [13] proposed a topic-concept cube which
supports online multidimensional mining of query log. Mei et al. [17] proposed a
novel probabilistic approach to model the subtopic themes and spatiotemporal
theme patterns simultaneously. Some recent work on query log analysis also
studied the impact of temporal and spatial issues. Ha-Thuc et al. [7] proposed
an approach for event tracking with emphasis on scalability and selectivity. Di et
al. [9],[10] also studied the spatial issues in web search data with topic modeling.
To the best of our knowledge, our work is the first one to systemically study how
to utilize topic modeling to profile app developers’ expertise.

Learn to Rank. Our work is related to learning to rank techniques, which is a
intensively studied area in information retrieval and machine learning. RankSVM
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was proposed in [12] to optimize search engines via clickthrough data. In [22]
and[8], RankSVM had been successfully applied to identify quality tweets on the
social network Twitter and used social network user profile to personalize web
search result.

Expert Finding. The application of app development outsourcing has some
similarities with expert finding. Maarten de Rijke et al. [2] proposed two models
to search experts on a given topic from an organization’s document repositories.
Although there are some similarities between expert finding and app develop-
ment outsourcing, e.g. they all aim to find “expert”, the difference between them
is fundamental. Two models in [2] focused on mining experts from corporation
documents while our app development outsourcing is intended to recommend
proper and quality app developers.

3 Overview of ADI

In this section, we provide a general overview of the ADI framework, including
its architecture and a glance of app developer profiles.

3.1 Architecture of ADI

As Figure 1 shows, there are two models, ADE and ADR, to generate app de-
veloper profiles. Before applying ADR, We first extract some features, such as
popularity, good ratio, web site quality and so on, from multiple information
sources, i.e., information from apps, users and developers. Then ADR model
generates app developers’ reputation on basis of the extracted features. Mean-
while, a novel generative model ADE is employed to compute app developers’
expertise from app descriptions and categories. Finally, an app developer profile
that consists of app developers’ expertise and reputation is generated.

User Reviews

Web Site

Download Number

Rating

Description & Category

ADR

ADE

Web Site Quality

Good Ratio

Popularity

 Bayes Average Rating

App Developer Profile

Reputation

Expertise

Fig. 1. Simplified Architecture of App Developer Inspector (ADI)
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3.2 App Developer Profiles

In ADI, app developer profiles consists of two components, which are respectively
app developers’ reputation and app developers’ expertise.

The first component, app developers’ reputation, which indicates app devel-
oper’s proficiency and trustworthiness in developing apps, is represented by a
real value. We apply ADR to compute this value and higher the value is, higher
reputation a developer achieves.

The other component, app developers’ expertise, depicts functionality-based
expertise of developers in app development. In app developers’ expertise are also
two subcomponents. One is a series of expertises, each of which is represented
by a set of keywords. These keywords are generated by our ADE model to
characterize a certain expertise. For each expertise, a proficiency is given to
indicate how proficient a developer is in the expertise. Take Rovio (a famous
game studio) as an example, in Figure 2 expertise 1 is represented by ”game,
birds, war...” and the corresponding proficiency is 0.7. The underlying reason of
including this expertise part is that an app developer generally has more than
one set of expertises and they may be in different proficiency level as well.

Rovio Profile

ID: Rovio

Reputation: 0.9

Expertise 1(0.7) game, action, bird, pigge, war...

Expertise 2(0.2) arcade, cartoon, Alex...

Expertise 3(0.1) power, battery, consumption...

Fig. 2. Abstract Presentation of Rovio’s profile

4 App Developer Expertise Model

In this section, we describe App Developer Expertise (ADE) model that derives
the app developers’ expertise in app development. The ADE aims to profile each
developer’s expertise in a concise and flexible way. We assume that each app
developer has a Multinomial expertise (or in the metaphor of LDA, a topic)
distribution. We first group the app descriptions of the same developer as a
document. Then, we filter out the non-informative words according to a stop-
word list provided in [14]. An interesting phenomenon in the app corpus is that



ADI: Towards a Framework of App Developer Inspection 271

developers are actually have implicit links, which can be obtained by analyzing
the download records of the users. For example, if app a1 developed by developer
d1 and app a2 developed by developer d2 are both downloaded by the same user,
we create a link between d1 and d2. We utilize a D × D matrix M to store the
link information and the entry M [i, j] is computed by the number of times that
i’s apps have been downloaded with j’s apps.

The generative process of this model is illustrated in Algorithm 1 and the
notation used is summarized in Table 1.

Algorithm 1. Generative Process of ADE

1. for each topic k ∈ 1, ..., K do
2. draw a word distribution φk ∼ Dirichlet(β);
3. draw a category distribution φ′

k ∼ Dirichlet(δ);
4. end for
5. for each document d ∈ 1, ..., D do
6. draw d’s topic distribution θd ∼ Dirichlet(α)
7. sample a linked developer di with proportion to link weight of l(d, di), then draw

a document specific distribution θdi ;
8. combine θd and θdi by tuning parameter λ to generate a document distribution

θ;
9. for each sentence s ∈ d do
10. choose a topic z ∼ Multinomial(θ);
11. generate words w ∼ Multinomial(φz);
12. generate the category c ∼ Multinomial(φ′

z);
13. end for
14. end for

We aim to find an efficient way to compute the joint likelihood of the observed
variables with hyperparameters:

P (w, z|α, β, δ, λ, l) = P (w|z, β)P (c|z, δ)P (z|α.λ, l). (1)

The probability of generating the words is given as follows:

P (w|z, β) =
∫ D∏

d=1

Sd∏
s=1

Wds∏
i=1

P (wdsi|φzds)
Ndswdsi

K∏
z=1

P (φz|β)dΦ. (2)

The probability of generating the categories is given as follows:

P (c|z, β) =
∫ D∏

d=1

Sd∏
i=1

P (cdi|φ′
zdi

)
K∏

z=1

P (φ′
z|β)dΦ. (3)

After combining the formula terms, we apply Bayes rule and fold terms into the
proportionality constant, the conditional probability of the kth topic for the ith
sentence is defined as follows:
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P (zi = k|z−i,w, l, α, β, λ) ∝
(1− λ)CDK

dk + λCDK
lk + αk∑K

k′=1((1− λ)CDK
dk′ + λCDK

lk′ + αk′)

CKC
kc + δc∑C

c′=1(C
KC
kc + δc′)

Γ (
∑W

w=1(C
KW
kw + βw))

Γ (
∑W

w=1(C
KW
kw + βw +Niw))

W∏
w=1

Γ (CKW
kw + βw +Niw)

Γ (CKW
kw + βw)

(4)

where CDK
lk is the number of sentences that are assigned topic k in document l,

which is a randomly sampled document that is linked by the document d.
After processing the app developers by the proposed model, the ith developer’s
profile is represented by a search topic vector (θi1, θi2, ..., θin), where θik is a real
number that indicates the ith user’s endorsement for the kth search topic. The
value of θik is computed as follows:

θik =
CDK

dk + αk∑K
k′=1(C

DK
dk′ + αk′)

. (5)

Table 1. Notations Used in the ADI Framework

Parameters Meaning Parameters Meaning

D the number of documents λ a parameter controlling the influence
of the linked document

K the number of topics zi the topic of word i

z a topic z−i the topic assignments for all
words except word i

w a word w word list
representation of the corpus

θ multinomial distribution CKC
kc the number of times that

over topics c is assigned topic k

φ multinomial distribution CDK
lk the number of words assigned to

over words topic k in the linked document l

φ′ multinomial distribution δ Dirichlet prior vector for φ′

over categories

α Dirichlet prior vector for θ CDK
dk the number of sentences that

are assigned topic k in document d

β Dirichlet prior vector for φ CKW
kw the number of times that

w is assigned topic k

l link list

We utilize the generative model to mine an individual developer’s expertise
of a specific field. Compared with the category information, the topics whose
amount can be determined by the users represent the developer characteristics
with finer granularity. Note that the topic amount K can be customized and
thus, it strikes a good balance between efficiency and granularity. Note that the
method proposed here is potentially scalable to very large datasets. For example,
the Gibbs sampling is scaled to run very large sized datasets in [18].
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5 App Developer Reputation Model

In this section, we introduce App Developer Reputation (ADR) model to evaluate
app developers’ reputation. Before elaborating how ADR works, we define app
developers’ reputation as the overall trustworthiness and proficiency in develop-
ing apps. ADR is model based on RankSVM[12] and works as follows. It first
ranks each developer using a series of extracted features, i.e., popularity, rating
and so forth. Then reputation of each developer can be calculated according to
the generated ranking.

5.1 App Developer Reputation Generation

The generation process of ADR is carried out in three steps. We first input some
pairwise training instances into RankSVM and get a generated rank model. Next,
we utilize this rank model to rank a set of developers. Finally, the reputation of
the developer i is given by:

Ri = 1 − ranki
N

, (6)

where ranki is the ranking of developer i, N is the total number of developers.

5.2 Extracted Features

There are four features, popularity, rating, web site quality, and good ratio, used
in RankSVM. We now present the construction of these features from multiple
information sources.

App Popularity. The popularity of an app is evaluated by the number of times
that the app has been downloaded[5]. To compute a developer’s app popularity,
we first compute the popularity of an app as follows:

pj = log(Nj). (7)

Where Nj denotes the downloaded number of app j. Then the app popularity
feature of a developer i is defined as follows:

Popi =

∑
j∈A(i) pj

|A(i)| , (8)

where A(i) is the collection of apps developed by the developer i.

Bayes Average Rating. The more ratings are given to an app, the more
reliable the average of ratings is to reflect the app quality. Otherwise, app rating
may be a misleading indicator. Here we use Bayes average rating to represent
this intuition:
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Brj =
Nav · rav + rj · Nj

Nj +Nav
, (9)

where Nav and rav are respectively the average number of rating from users and
average rating over all apps, rj and Nj respectively denote the raw rating and
the number of rating for app j.

If number of rating for an app is much smaller than the average number of
rating over all apps, Bayes average rating is close to the average rating over all
apps. Otherwise, Bayes average rating approximately equals app’s raw rating.
This property makes Bayes average rating a more reliable indicator.

Considering a developer may produce more than one apps, we use the average
Bayes average rating of all the apps developed by the developer as the rating
feature. Let A(i) contain all the apps developed by developer i, rating feature is
computed as follows:

Bri =
1

|A(i)|
∑

j∈A(i)

Brj . (10)

Web Site Quality. Good developers usually have their own web sites where
they post information about their app products. In this case, these web sites can
be an important auxiliary information for evaluating app developer reputation.
Here we define web site quality feature of a developer as the content relevance
between the developers’ web sites and app development or app products. The
process of extracting web site quality feature is done in two steps. First, we
collect a corpus of words related to app development and app products. Then
we compute cosine similarity in vector space model [21] between developers’ web
sites and the corpus collected in first step. This cosine similarity is considered
as web site quality. For developers not having their own web sites, we simply set
their web site quality to 0.

Good Ratio. In app marketplace such as Google Play, every app is open for
app users to comment. Therefore, we can obtain a general user opinion of apps
by mining the user reviews. Here we present good ratio feature, which is the
proportion of positive reviews among all reviews. Considering that app user
reviews are very short texts similar to tweets, we adapt a two-step SVM classifier
model proposed by [3] to conduct sentiment analysis on app user reviews. The
first step aims to distinguish subjective reviews from non-subjective reviews
through a subjectivity classifier. Then we further classify the subjective reviews
into positive and negative reviews, namely, polarity detection. The features used
in these two SVM are word meta features in app user reviews.

Meta Features. For a word in app user reviews, we map it to its part-of-speech
using a part-of-speech dictionary3. In addition to POS tags, we also map the
word to its prior subjectivity and polarity. The prior polarity is switched from
positive to negative or from negative to positive when a negative expression, e.g.,
“don’t”, “never” precedes the word.

3 The POS dictionary is available at: http://wordlist.sourceforge.net/pos-readme
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6 Applications

In this section, we show the use of app developer profiles in facilitating app
search and app development outsourcing.

6.1 Facilitate App Search

In this application, rather than exploring the background rank schema in exist-
ing app search engines, we turn to rank aggregation which deals with problem
of combining the result lists returned by multiple search engines. The rank ag-
gregation method we utilize here is Borda Count[19], which is a rank based
aggregation method.

We apply app developer profiles in facilitating app search in the following
way. We first rank apps by their developers’ reputation and get a ranking list,
which we call reputation ranking list here. Then we utilize Border’s method
to aggregate the ranking list returned by existing app search engine and the
reputation ranking list. The aggregated ranking list is considered as the ranking
result after applying app developer profiles in app search. The experiment in
Section 7.3 shows that this strategy improves the search quality of existing app
search engines.

6.2 App Development Outsourcing

We consider the following scenario in app development outsourcing. Given a de-
tailed description of desired app, which may contain the functionalities and the
interface design, we aim to identify and recommend proper app developers to
users. Let us call this app development outsourcing problem. Candidate Model
and the Document Model proposed in [2] can be applied to app development
outsourcing after some adaptation and are used as two baselines in our experi-
ments. We now explain the details of the adaptation of the two models as follows:
in the app development outsourcing scenario, each app description is considered
as a document and the description of wanted app is referred to as query.

However, candidate model and document model merely take relevance be-
tween the given query and existing app descriptions into consideration, which can
only recommend developers who have developed similar apps with the wanted
one but can’t guarantee that the recommended developers are all proficient. To
tackle this defect, we propose a BM25 and reputation based recommendation
(BMr-BR) methods to recommend excellent and experienced developers.

BMr-BR. BMr-BR not only considers the relevance between the given query
and existing app descriptions but also takes into app developer reputation. In
this way, the recommended developers can be guaranteed to be experienced
and proficient. The ranking function to recommend developrs in BMr-BR is as
follows:

R ·
∑
i

score(Ti, q), (11)
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where Ti is the key words set of Expertise i generated by ADE, q is the given
query, R is developer’s reputation.

The value score(Ti, q) is defined as:

score(Ti, q) =

n∑
j=1

IDF (tj)αi
n(tj , Ti)(k1 + 1)

n(tj , Ti) + k1(1 − b+ b |Ti|
avgdl )

, (12)

where tj is a term in q, αi is developer’s proficiency in expertise i, n(tj , Ti)
denotes the frequency of tj in Ti, k1 and b are free parameters. Usually, k1 ∈
[1.2, 2.0] and b = 0.75 according to [15].

7 Experiments

7.1 Experimental Setting

We select the official Android marketplace, Google Play, as the core information
source of apps and developers.

We collected a total of 533,740 apps, which accounts for 82% of the whole
apps on Google Play. From the webpage of an app on Google Play, we can obtain
detailed information about this app such as the description, rating, download
number and user reviews. Besides, the URLs of developer’s web sites (if any) can
be also accessed from Goog Play. We use these URLs to collect app developer’s
web sites.

7.2 Evaluation of ADE and ADR

Evaluation of ADE. An informal but important measure of the success of
probabilistic topic models is the plausibility of the discovered search topics.
For simplicity, we use the fixed symmetric Dirichlet distribution like [6], which
demonstrates good performance in our experiments. Hyperparameter setting is
well studied in probabilistic topic modeling and the discussion is beyond the
scope of this paper. Interested readers are invited to refer [23] for further details.

Currently, very few probabilistic topic models are proposed to analyze app
developers, thus it is hard to find counterparts for the proposed one. Thus, we
select Latent Dirichlet Allocation (LDA) [4] and Pink-LDA as baselines, since
they are general enough to be applied in the task. We use a held-out dataset to
evaluate the proposed model’s capability of predicting unseen data. Perplexity is
a standard measure of evaluating the generalization performance of a probabilis-
tic model [20]. It is monotonically decreasing in the likelihood of the held-out
data. Therefore, a lower perplexity indicates better generalization performance.
Specifically, perplexity is calculated according to the following equation:

Perplexityheld−out(M) = (
D∏

d=1

Nd∏
i=1

p(wi|M))
−1∑D

d=1
(Nd) , (13)
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where M is the model learned from the training process. The result of perplexity
comparison is presented in Figure 3(a), from which we observe that the proposed
models demonstrate much better capability in predicting unseen data comparing
with the LDA baselines. For example, when the number of search topics set to
300, the perplexity of LDA is 420.65, the perplexity of PLink-LDA is 419.23
and that of the proposed topic model is 299.12. The result verifies that our
proposed model provides better fit for the underlying structure of the information
of each app developer. Thus, the proposed model has better performance to
derive different facets of the expertness for app developers.
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Fig. 3. ADE and ADR Evaluations

Evaluation of ADR. To evaluate ADR, we manually label 400 pairwise com-
parison among about 800 developers which are used to train RankSVM. The
comparison between two developers is performed according to their web sites
and the average rating, average installations, user reviews of their apps. We first
consider the average rating and average installations. If two app developers are
very close in above two aspects, we then refer to their web sites and reviews of
their apps. Apart from these pairwise comparison, we also rank 50 developers
manually according to 10 volunteers’ judgements as the ground truth to evaluate
effectiveness of ADR and baselines.

We propose an intuitive baseline (PMR) which ranks developers according to
the arithmetic product of popularity and average rating. The evaluation metric
we use here is the well-known generalized Kendall’s Tau distance[16].

The experiment result is showed in Figure 3(b) where ADR is about 0.1 lower
than PMR in terms of Kendall’s Tau Distance, which indicates that ADR gives
much better reputation ranking.

7.3 Evaluation of Applications

Evaluation of Facilitating App Search. We conduct some experiments to
show that app developer profiles make app search more effective. We first pre-
pare the pseudo ground truth by rank aggregation. We use Borda Count[19] to
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Fig. 4. Facilitating App Search Evaluation

aggregate the app ranking lists of three commercial search engines, i.e. Google
Play, appgravity, appbrain, for each query. Apps are ranked by Borda scores
in the aggregated ranking list. Then we use the aggregated ranking list as the
pseudo ground truth of the corresponding query.

We also employ the generalized Kendall’s Tau distance to evaluate the correla-
tion between the pseudo ground truth and the ranking list generated by methods
under study. Roughly, the larger the generalized Kendall’s Tau distance is, the
less correlation between two ranking lists have.

From Figure 4(a) to 4(c), we see that all ranking results that aggregate app
developer reputation ranking list have smaller generalized Kendall’s Tau dis-
tance than these not taking app developer reputation into consideration. After
combined with app developer reputation ranking, the generalized Kendall’s Tau
distance of Google Play, appgravity, appbrain all decrease in studied top-k rank-
ing results, which show app developer profiles effectively improves app search
quality.

Evaluation of App Development Outsourcing. We implement BMr-BR
and two baselines, candidate model and document model, in this section. 5000
developers are selected as the candidates set, in which some big famous studios
are excluded. We first fabricate 10 queries which are descriptions of ten wanted
apps. Then BMr-BR, candidate model and document model are applied to rec-
ommend developers for these 10 queries. In order to evaluate the recommended
results, we manually check the top-10 and top-20 recommended developers for
each query. The checking standard is that, if a developer has developed a similar4

apps to the given query we consider it is a hit developer. Besides, a hit developer
is more proper if its apps that are similar to the given query have higher rating
as well as more good user reviews.

When implementing BMr-BR, we set the topic amountK=50 and the average
length of expertise key words sets is 802. To evaluate the performance of these
three methods, we compute the mean precision at top-10 and top-20 as well as
Mean Reciprocal Rank (MRR) at top-20. As Figure 5(a) shows, BMr-BR has the

4 ”similar” means the two app have similar functions, game rules or undertake similar
tasks.
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Fig. 5. App Development Outsourcing Evaluation

highest mean precision both at top-10 and top-20, which are respectively 0.33
and 0.275. Besides, BMr-BR also outperforms candidate model and document
model in MRR at top-20 respectively by 0.24 and 0.22.

8 Conclusions

In this paper, we present a new ADI framework which is founded on two under-
lying models of ADE and ADR to profile app developers. Within the framework,
these two models take into account multiple information sources, such as app de-
scriptions, ratings and user reviews, in order to effectively and comprehensively
profile app developers. The ADE model uses app’s description and category to
generate app developer’s functionality-based expertise. The ADR model utilizes
information from apps, users and developers to evaluate the reputation of an app
developer. The extensive experiments show that the two models are effective. In
addition, we demonstrate the use of app developer profiles by two applications,
facilitating app search and app development outsourcing. All the empirical re-
sults show that app developer profiling is extremely useful for both the users
and developers. Our modeling approach paves the way to establish more sophis-
ticated profiling, for example taking into account social information in a mobile
platform to extend our ADI framework.

Acknowledgements. This work is partially supported by GRF under grant
numbers HKUST 617610.
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Abstract. With the exponential increase of Web communities, commu-
nity recommendation has become increasingly important in sifting valu-
able and interesting communities for users. In this paper, we study the
problem of novel community recommendation, and propose a method
based on a user-community total relation (i.e. user-user, community-
community, and user-community interactions). Our novel recommenda-
tion method suggests communities that the target user has not seen
but is potentially interested in, in order to broaden the user’s hori-
zon. Specifically, a Weighted Latent Dirichlet Allocation (WLDA) al-
gorithm improves recommendation accuracy utilizing social relations. A
definition of community novelty together with an algorithm for novelty
computation are further proposed based on the total relation. Finally,
a multi-objective optimization strategy improves the overall recommen-
dation quality by combining accuracy and novelty scores. Experimental
results on a real dataset show that our proposed method outperforms
state-of-the-art recommendation methods on both accuracy and novelty.

Keywords: Novel community recommendation, user-community total
relation, weighted Latent Dirichlet Allocation, novelty.

1 Introduction

Recommender systems have played a vital role in E-commerce sites such as Ama-
zon and Netflix by sifting valuable information for users. Based on known item
ratings, recommender systems predict ratings on non-rated items for the tar-
get user and use the predicted ratings for recommendation. Web communities
are groups of users who interact through social media to pursue common goals
or interests, which have various themes and topics. It is impossible for a user
to browse all communities and choose interesting and valuable ones to join. To
broaden users’ horizon and promote development of communities, it is very im-
portant to recommend communities that are novel to users; novel communities
are the ones users have not seen but are potentially interested in [1,2].
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Typical recommendation techniques (e.g. [3,4,5,6,7]) belong to accurate rec-
ommendation , which refers to the type of techniques purely pursuing the rec-
ommendation accuracy, and these techniques are designed to only improve the
precision in the proximity to users’ preference [8]. That is, the more similar an
item to the target user’s preference, the more accurate the item.

Accurate recommendation is successful evaluated by metrics for accuracy, but
accuracy can hurt recommender systems [9]. Accurate recommendation suggests
items close to users’ preference and tends to recommend popular ones [10], so
users may already know the recommended items or be bored with the popular
ones. In addition, recommending excessive popular items can lead to profit de-
cline of enterprises, because Matthew Effect1 [11] can be caused and less accessed
niche products can become a large share of total sales [12]. That is, techniques
focusing on pure accuracy are limited by the lack of novelty [1,10,13].

In contrast to accurate recommendation which can hurt user experience and
development of communities, novel recommendation tries to suggest novel items
to users. Figure 1(a) shows the difference between accuracy and novelty in rec-
ommending communities. “Big Bang Theory” is close to “Friends” because they
both are situation comedies, and the overlapped users can be similar users of uq,
so the community can be accurate. The “Gossip Coming” community is probably
unknown to uq, because it is distant from uq in social relations and distant from
“Friends” in semantics; but uq can be interested in entertainment gossip about
“Friends”, and reach the community by social relations. So “Gossip Coming”
can be novel to uq.

(a) (b)

Fig. 1. (a) The example is excerpted from the real Douban dataset. There are three
communities above, and the overlap between two communities represents their common
users. The target user uq joins the “Friends” community, and social relations of uq are
displayed by dashed lines. (b) A sketch map of the user-community total relation, which
indicates the existence of three types of interactions.

Several novel recommendation methods have been proposed in recent years
[8,10,13,15,16,17] to remedy the deficiency of pure accuracy. The proposed meth-
ods are effective in identifying novel items by digging deep into the user-item
interactions, or more precisely, the user-item rating matrix. However, we argue
that there are three drawbacks in applying the methods to novel community rec-
ommendation. (1) The methods put forward vague definitions of novelty in spite

1 The “the rich get richer and the poor get poorer” phenomenon.
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of designing subtle algorithms to identify novel items, which makes the meth-
ods less rational. (2) User-user interactions and their underlying social relations
extensively exist in Web communities. The proposed methods ignore user-user
interactions, although they can influence users’ behaviors due to the homophily
in social networks [14], and further impact on recommendation. (3) There are
semantical relations between communities because they have distinct themes,
and semantics can provide powerful help in identifying novel communities as
illustrated in Figure 1(a). Nonetheless, the methods cannot make full use of the
semantical relations, because they neglect item-item interactions.

In order to overcome the aforementioned drawbacks, we propose a novel com-
munity recommendation method based on a user-community total relation. The
total relation, which is formally defined in subsection 3.1, refers to “interact
with” over the set {user, community} as shown in Figure 1(b). The total relation
indicates the existence of user-user, user-community and community-community
interactions, and our method integrates the three types of interactions.

Specifically, we first propose aWeighted LatentDirichletAllocation (WLDA)
method to further enhance accuracy, taking advantage of user-community inter-
actions. Then, we define the community novelty and design an algorithm to
compute novelty, using the total relation. Finally, a multi-objective optimiza-
tion strategy is adopted to achieve a balance between accuracy and novelty, in
order to improve the overall quality of recommendation. The main contributions
of our work are as follows.

– We propose WLDA to utilize strength on social relations in Web communi-
ties, and the method outperforms the competitors [5,17] on accuracy.

– We define the community novelty based on the user-community total rela-
tion, and design an algorithm to compute novelty. First, We observe that
user-user interactions constitute a social network and there exists clusters2

in the network. Then we determine candidates, which are communities that
the target user uq is potentially interested in, of uq by user-user interactions
within the cluster lq that uq belongs to. Finally we compute the novelty of
community ci using the popularity of ci, the semantical distance from ci to
uq extracted from community-community interactions, and user-community
interactions between ci and other users in lq.

– We conduct experiments to evaluate our proposed method as well as other
recommendation techniques, using a real dataset from Douban3. The ex-
perimental results show that our method outperforms the competitors on
accuracy and novelty.

The rest of the paper is organized as follows. We review related works in
Section 2. Section 3 elaborates our proposed method. The experimental results
are presented in Section 4, and we make the conclusion in Section 5.

2 In the rest of this paper, “community” refers to a Web community, and “cluster”
refers to the cluster of social network users.

3 http://www.douban.com/
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2 Related Works

In this section, we briefly review related works in two aspects: accurate recom-
mendation and novel recommendation.

2.1 Accurate Recommendation

Accurate recommendation refers to the type of techniques purely pursuing ac-
curacy, and covers most of the existing recommendation techniques.

Collaborative Filtering. Memory-base and model-based CF (Collaborative
Filtering) are the most common CF techniques. Memory-based CF can be further
divided into item-based [6] and user-based [7] CF. Item-based CF assumes that
users tend to choose items similar to their preferences; user-based CF assumes
that users tend to choose items favored by their similar users. Wang et al. [18]
unify item-base and user-based CF.

Several model-based CF methods have been proposed in recent years. Chen
et al. [5] experimentally prove that LDA [19] can generate more accurate results
than association rule mining [20] in community recommendation. An original
topic model which views a community as both a bag of users and a bag of
words, is proposed in [21] for community recommendation.

Social Recommendation. With the development of social networking sites,
social recommendation utilizing social information (e.g. friendship) to improve
accuracy has emerged. Ma et al. [3] extend the basic matrix factorization [22]
to combine social network structure and the user-item rating matrix. Jamali
et al. [4] run a modified random walk [23] algorithm in a trust network, in
order to recommend items by trust relationships. Explicit and implicit social
recommendation are experimentally compared on their abilities of improving
accuracy in [24].

2.2 Novel Recommendation

The conception of novel recommendation, that novel items are unknown but
attractive to users, is first raised in [1] to the best of our knowledge. The method
in [15] is an early work on novel recommendation; it reveals unexpected interests
of users by detecting user clusters in a similarity network, in which users are
nodes and similarities between users are edges.

Onuma et al. [8] treat the user-item rating matrix as a graph, and use the basic
random walk algorithm to calculate TANGENT scores of items, and items with
higher scores are more novel. Nakatsuji et al. [13] define the item novelty based on
the item taxonomy, construct a similarity network like [15], and compute novelty
of candidates identified in the network. Oh et al. [10] propose a conception
called Personal Popularity Tendency (PPT) to explore patterns of user-item
interactions, and design a PPT matching algorithm to achieve a balance between
accuracy and novelty.

The following so-called serendipitous recommendation methods are classi-
fied into novel recommendation according to [9]: “serendipity = novelty +
user feedback”, because they are essentially novel recommendation and collect
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no user feedback. Kawamae et al. [16] add timestamps to the user-item rating
matrix, calculate the probability that a user purchases an item under influences
from other users, and take the probability as serendipity of the item. Zhang et
al. [17] propose a reversed LDA to compute item similarities, build a similar-
ity network taking items as nodes and item similarities as edges, and compute
clustering coefficients of nodes in the network as serendipity.

We summarize the above novel recommendation methods from three aspects.
Firstly, there are no formal definitions of item novelty in the methods except
[13], and the drawback of the definition is detailed in subsection 3.4. Secondly,
none of the methods take advantage of user-user interactions. Thirdly, only [13]
utilizes item-item interactions in a quite direct manner.

3 The UCTR Method

In this section, we describe details of the proposed User-Community Total
Relation (UCTR) method for novel community recommendation.

Fig. 2. An illustration of R that evolves from the example in Figure 1. User-user
interactions constitute a social network G. User-community interactions correspond to
the rating matrix M . Community-community interactions exist in the taxonomy T .

3.1 Problem Definition

We first elaborate the user-community total relation in this subsection.

Definition1. (TheUser-CommunityTotalRelation)Givena setX = {user,
community}, theuser-community total relationR is definedas:R=(X,X,G),where
G = X × X , and R refers to the binary relation “interact with”.

The total relation R represents the three types of interactions as illustrated in
Figure 2, by an example excerpted from the Douban dataset. The social network
G(V,E) is a weighted and undirected graph, where nodes denoted by V are users
and edges denoted by E are user-user interactions. User-community interactions
correspond to non-zero entries in user-community rating matrixM . Community-
community interactions are indirect interactions between communities through
category nodes and edges in community taxonomy T .
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The problem to be addressed in this paper is defined as follows: Given user-
community rating matrix M , social network G and community taxonomy T , for
the target user uq, find a list of communities highly novel and accurate to uq.

3.2 Framework of the UCTR Method

In this subsection, we describe the framework of the proposed method. Our
method aims to determine the vector

−→
tq = (tq,i)ci∈C . The element tq,i represents

the recommendation degree of community ci to uq, C is the set of communities.
In order to recommend communities that are unknown but attractive to uq, the
UCTR method consists of the following three parts.

1. Compute −→aq = (aq,i)ci∈C , accuracy scores of communities for uq.
2. Compute −→nq = (nq,i)ci∈C , novelty scores of communities for uq.

3. Compute UCTR scores
−→
tq by merging two criteria above.

Computing −→nq reuses a part of the intermediate result of computing −→aq , which
reduces the computation. The next subsections detail the framework.

3.3 Computing Community Accuracy

We propose a WLDA (Weighted LDA) algorithm to compute community ac-
curacy. The method utilizes LDA to dig into user-community interactions, i.e.,
matrix M , and emphasizes weights on user-community interactions to further
enhance accuracy. Compared to traditional accurate recommendation methods
such as memory-based CF methods[6,7] which utilize explicit ratings, LDA can
be less affected by the sparseness [3] of matrixM , in the way of exploring implicit
relations.

WLDA first transforms matrix M to text corpora to model M with LDA.
The transformation takes a user as a text and takes communities the user joins
as words in the text. Weights on user-community interactions correspond to
entries in M , and play a significant role in WLDA as deciding how many times a
community appears in the text representing the user. For example, if mq,i = 3,
then ci appears three times in the text of uq. That is, the weights determine the
input, so they greatly impact on the output of WLDA.

WLDA then computes implicit relations, i.e.,
−→
θq = (θq,1, θq,2, · · · , θq,K) and

−→
φi = (φi,1, φi,2, · · · , φi,K), where θq,k represents the relatedness between uq and
the latent topic k, φi,k represents the relatedness between ci and topic k,K is the
number of latent topics, and U is the set of users as shown in Algorithm 1. After
a random assignment of latent topics, the four arrays are initialized: N1[i, k] is
the number of times ci is assigned to topic k; N2[k] is is the number of times
topic k appears; N3[q, k] is the number of times topic k is assigned to uq; N4[q]
is the number of topics assigned to uq. In each iteration, we re-assign a topic
to each community in each user in step 7-12; the topic assignment will converge
after enough iterations, which means that elements in p[] become nearly constant
in step 10. Implicit relations can be computed by the output of Algorithm 1.
The algorithm is based on Gibbs Sampling [28].
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Algorithm 1. Computing implicit relations

Input: text corpora transformed from matrix M

Output:
−→
θq , uq ∈ U ;

−→
φi, ci ∈ C

1 Randomly assign a latent topic to each community in each user;
2 Initialize four arrays N1,N2,N3,N4;
3 for each iteration do
4 for each user uq do
5 for each community ci in uq do
6 //ct refers to the current topic assigned to ci
7 N1[i, ct]−−,N2[ct]−−,N3[q, ct]−−,N4[q]−−;
8 //K is the total number of latent topics
9 for each topic k = 1 to K do

10 p[k] = N1[i,k]+β
N2[k]+|C|·β

N3[q,k]+α
N4[q]+K·α

11 // p[nt] is the largest in p[]
12 N1[i, nt] + +,N2[nt] + +,N3[q, nt] + +,N4[q] + +;

13 return φi,k = N1[i,k]+β
N2[k]+|C|·β ; θq,k = N3[q,k]+α

N4[q]+K·α

Definition 2. (Accuracy Score) Given
−→
θq and

−→
φi , aq,i as the accuracy score

of community ci to uq is defined as: aq,i =
−→
θq · −→

φi
T =

∑K
k=1 θq,kφi,k.

WLDA finally computes −→aq = (aq,i)ci∈C , accuracy scores of communities for
uq, according to Definition 2. The definition utilizes the Bayes’ rule, and our
idea of computing community accuracy is that, the closer ci and uq on latent
topics, the more accurate ci. For example, if ci and uq are highly related to the
same latent topic k, then θq,k and φi,k are simultaneously large, aq,i is large, and
ci is highly accurate to uq.

3.4 Computing Community Novelty

We formally define community novelty and design an algorithm to compute −→nq

in this subsection, based on the user-community total relation R.
Community-community interactions existing in community taxonomy T are

used to generate semantical relations between communities.

Definition 3. (Semantical Distance) Let dis(i, j) be the distance from the
category of ci to the category of cj in taxonomy T , then we define the semantical
distance between uq and ci as follows:

d(q, i) = arg min
cj∈Cq

dis(i, j) (1)

where we set dis(i, j) = 1 if ci and cj belong to the same category, and Cq is the
set of communities that uq joins.

Referring to Figure 2, we use cf to represent the “Friends” community, cb
the “Big Bang Theory” community and cg the “Gossip Coming” community,
then Cq = {cf}. According to Equation 1, d(q, b) = 1 because dis(f, b) = 1, and
d(q, g) = 4 because dis(f, g) = 4. So the “Gossip Coming” community is more
distant from uq than the “Big Bang Theory” community.
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User-community interactions directly reflect users’ preference, and implicit
relations which are computed from these interactions by WLDA are reused to
measure similarity between users, as mentioned in subsection 3.2.

Definition 4. (User Similarity) Given vectors
−→
θq and

−→
θo , we define s(q, o),

the similarity between user uq and uo as follows:

s(q, o) =

∑K
k=1 θq,kθo,k√∑K

k=1(θq,k)
2

√∑K
k=1(θo,k)

2

(2)

where θq,k represents the relatedness between uq and the latent topic k, θo,k
the relatedness between uo and topic k. Equation 2 is based on cosine similarity,
which is a measure of similarity between two vectors. Notice that other similarity
measures can also be applied to computing the user similarity.

User-user interactions establish a social network G and there exists clusters in
the network, which we observe from the real dataset and illustrated in Figure 3.
Without loss of generality, we assume that uq and the other four users belong to
one cluster lq in G, as shown in Figure 2. So uq joins tangible Web communities,
and simultaneously belongs to a latent cluster lq. Cluster lq and social relations
in lq are used to compute community novelty as described next.

Definition 5. (Novelty Score) Given semantical distance d(q, i), user similar-
ity s(q, o), user-community rating matrix M , and cluster lq that uq belongs to,
we define nq,i, the novelty score of ci to uq as follows:

nq,i = − log2

⎛⎝ |ci|
argmax

cj∈C
|cj |

1

d(q, i)

∑
uo∈lq,o �=q

s(q, o)mo,i

⎞⎠ (3)

where |ci| represents the number of members in ci, mo,i the rating on ci from uo
inM , d(q, i) the semantical distance between ci and uq, and s(q, o) the similarity
between uq and uo.

Definition 5 starts from the intuition that novel items are unknown but at-
tractive to users [1]. Further we assume that given ci is attractive to uq, the
more unknown ci to uq, the more novel ci. And we determine a community as a
novel candidate if uq is potentially interested in the community (other users in
lq joins it), and evaluate the extent of “unknown” of the candidate.

We identify novel candidates by social relations of uq within cluster lq. If
∀uo ∈ lq ∧ o 
= q,mo,i = 0, then nq,i = 0 in Equation 3. That is, ci must be
joined by other users in lq to be attractive and a novel candidate to uq. We
use social relations within lq for the identification according to the homophily
in social networks [14], the finding that people who interact with each other are
more likely to share interests [25], as well as the generally accepted assumption
that users of the same cluster have densely intrinsic links [27].

We evaluate the extent of “unknown” from three aspects as shown in Equation
3. (1) Large |ci|, which means that ci is popular, leads to low novelty [2], because
popular communities are less likely to be unknown for uq. (2) Small d(q, i) leads
to low novelty, because uq can know ci if ci is close to uq through community-
community interactions. (3) large

∑
s(q, o)mo,i leads to low novelty, because it
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is more likely for uq to know ci through user-user interactions, if other uses in
lq frequently interact with ci; user similarity is treated as the weight on user-
user interactions. And the three points above are achieved by the entropy form,
− log2X , of Equation 3.

Our novelty definition can overcome drawbacks of existing definitions. The
definition that novel items are unknown but attractive to users [1] can not be used
for quantitative measurement. The definition that items with lower popularity
are more novel [2] cannot be perfectly applied to Web communities, because
interactions are a more intrinsic feature than popularity for communities. The
definition, that novelty of an item equals the distance from it to interests of the
target user according to the item taxonomy [13], can lead to confusion, because
items belonging to the same category have the same novelty score under this
definition. For example, in Figure 2 communities that belong to the category
“Gossip” have the same novelty score “4” to uq.

We design the following Algorithm 2 to compute −→nq. We choose the SHRINK
algorithm [27] to detect clusters in social network G(V,E) for two reasons. (1)
SHRINK is efficient with the overall time complexity of O(|E| log |V |). (2) The
algorithm overcomes the resolution limit so that clusters of relatively small size
can be detected.

Algorithm 2. Computing community novelty

Input: rating matrix M , social network G, taxonomy T , and the target user uq

Output: −→nq

1 Run SHRINK on G to detect lq; Sq = ∅;
2 for each uo ∈ lq, o 	= q do
3 Sq = Sq ∪ (Co − Cq);
4 for each cj ∈ Sq do
5 compute nq,j using Equation 3;
6 return −→nq =

(
nq,1, · · · , nq,|Sq |

)
;

In step 1, lq is the cluster uq belongs to, and Sq the set of novel candidates
for uq. Step 2-3 shows that Sq consists of communities joined by other users
in lq excluding Cq, where Co is the set of communities uo joins. The algorithm
returns novelty scores of candidates for uq.

3.5 Computing UCTR Scores

Novel recommendation needs multi-objective optimization techniques to achieve
a balance between accuracy and novelty to generate recommendation results,
because accuracy and novelty have different essence and are conflicting goals to
some extent. For example, numerical multiplication is used in [8], probability
multiplication is used in [16], and linear combination is used in [17].

And we use the following technique to achieve the balance.

tq,i =
nq,i

aq,i

arg max
cj∈Sq

aq,j

arg max
cj∈Sq

nq,j
(4)
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We choose the technique of numerical multiplication, because it is parameter-
free and of high efficiency. Notice that in Equation 4 both novelty and accuracy
scores are normalized to [0, 1], and the form of inverse proportion between novelty
and accuracy makes that higher UCTR score reflect higher novelty, and vice
versa.

Take computing
−→
tq as an example. The UCTR method first transforms user-

community rating matrix M to text corpora and run WLDA, then accuracy

scores of all users in U can be computed including −→aq , and
−→
θ is kept for com-

puting −→nq. The method next identifies cluster lq by SHRINK. Assume that uq
and the other four users constitute lq as shown in Figure 2, then Sq which con-
sists of communities joined by the four users excluding Cq can be confirmed, and
|−→nq| = |Sq|. Further take ci (ci ∈ Sq) as an example, d(q, i) can be computed
from taxonomy T , similarity between uq and the four users can be computed

using
−→
θ , interactions between the four users and ci are stored in M , then −→nq

and
−→
tq can be ultimately computed.

4 Experiments

We divide our experiments into three parts, which are conducted on the same
dataset. The first part evaluates accuracy of Basic LDA [5], WLDA and Basic
Auralist [17]. The second part evaluates WLDA, Our Novelty computed accord-
ing to Definition 5, and B-Aware Auralist [17]. The third part compares the
UCTR to Auralist [17] on both accuracy and novelty.

4.1 Data Description

We collect the experimental data from Douban (www.douban.com), which is a
highly ranked social networking site and contains more than 70,000,000 users
and 320,000 communities currently. To safeguard user privacy, all user and com-
munity data are anonymized.

In the user-community interactions part, we have 252,993 users, 229 com-
munities. In the community-community part, we have 67 bottom-level category
nodes and 8 high-level category nodes in taxonomy T . In the user-user inter-
actions part, we extract a latent network containing 41,633 nodes (users) and
104,423 edges. We give the statistical graph of user degree distribution of the
network in Figure 3. The degree distribution of the extracted network obeys the
power-law distribution, and the SHRINK algorithm detects 3476 clusters in the
network.

4.2 Accuracy Evaluation

Evaluation metric and protocol. The goal of this part is to measure the
effectiveness of recommending top-ranked items, and we employ the top-k rec-
ommendations metric NDCG [29], which is also used in [5].

Firstly, for each user u we randomly choose a community c from communities
u joins to form the training set. Secondly, for each user u, we randomly choose
(k − 1) communities that u does not join in. The objective is to compare the
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Fig. 3. User degree distribution in G under the log-log scale

rankings for c generated by the three methods: the higher the ranking, the more
accurate the method.

Results. We fix the parameters of Basic LDA and WLDA to the same value
for exact comparison: the number of latent topics is 67 (number of bottom-level
category nodes in T ), α is 0.28, β is 0.1, the number of iterations is set to 10000
to make sure that results of Gibbs Sampling are converged. And we set k to 180.

We compare the three methods based on the top-k recommendation metric.
Figure 4 shows the cumulative distributions of ranks for withheld communities:
the 0% rank indicates that the withheld community is ranked 1, while 100%
indicates that it is ranked last in the list. WLDA consistently outperforms Ba-
sic Auralist and Basic LDA mainly because WLDA utilizes strength of social
relaitons. Basic Auralist outperforms Basic LDA because the former method
introduces the strategy of item-based CF.

(a) (b)

Fig. 4. We plot the cumulative distributions of ranks for withheld communities. The
x-axis represents the percentile rank. (a) The macro view (0% - 100%) of top-k perfor-
mance. (b)The micro view (0% - 10%) of top-k performance.
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4.3 Novelty Evaluation

Evaluation metrics. We choose popularity [10] and coverage [13] as metrics
for novelty. The popularity metric assumes that the more unpopular items rec-
ommended, the more novel the methods. The coverage metric assumes that the
more individual items recommended, the larger the coverage, and the more novel
the methods.

Results. Figure 5(a) shows the results on popularity. More than 95% of the
communities have less than 10,000 members; less than 5% of the communities,
which have high popularity, occupy around 60% of the total recommendations
generated by WLDA, and the figure is 30% for Our Novelty.

(a) (b)

Fig. 5. We again plot the cumulative distributions of the recommendation results.
(a) Performance on popularity. The distribution of the raw data is displayed, i.e.,
popularity of communities. And we consider top-10 recommendation for convenient
comparison. (b) Performance on coverage.

The results based on the coverage metric are more obvious than popularity,
as shown in Figure 5(b). When making top-1 recommendation, Our Novelty
can cover about 45% of all the communities and the figure is 5% for WLDA.
When making top-10 recommendation, WLDA still only covers 30% of the 229
communities.

In summary, WLDA recommends much more popular communities than the
other two methods and is poor in coverage due to the drawbacks of accuracy.
Our Novelty outperforms B-Aware Auralist because the former utilizes the user-
community total relation but the latter ignores abundant interactions inWeb com-
munities; B-Aware Auralist outperforms WLDA because it takes advantage of
clustering coefficients of nodes in social networks to identify novel communities.

4.4 Combinational Evaluation

Evaluation protocol. The ultimate recommendation results based on our
UCTR scores and Auralist are compared as shown in Figure 6. We adopt the
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top-k recommendations metric and the coverage metric. The linear combina-
tion parameter of Auralist λ is set to 0.2 as claimed in [17], and the UCTR is
parameter-free.

Results. UCTR outperforms Auralist on the novelty metric coverage. However,
Auralist seems better under the metric of accuracy. The reason could be that
UCTR pays more attention to novelty than Auralist and Auralist pays more
attention to accuracy (λ is set to a fairly small number 0.2, and the larger λ,
the more novel Auralist).

(a) (b)

Fig. 6. (a) Comparison on micro view of top-k performance. (b) On coverage.

5 Conclusion

Features of Web communities drive us to make use of the user-community total
relation. We emphasize strength of social relations in communities in WLDA to
further enhance the recommendation accuracy. We define the community novelty
and identify novel candidates for the target user according to a social network
constituted by user-user interactions. And we evaluate novelty using popular-
ity of communities, semantical distances extracted from community-community
interactions, and user-community interactions of other users in the network.
Finally we compute UCTR scores for candidates to generate recommendation
results.

Our WLDA method outperforms the competitors on accuracy, our novelty
method outperforms the competitors on novelty, and UCTR can achieve reason-
able tradeoff between the two criteria. Future work could be focused on designing
a cluster detection algorithm which is specifically targeted at the scenario of rec-
ommendation, and a parallel implementation of the proposed UCTR method.
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Abstract. Discovering meaningful communities based on the interactions of dif-
ferent people in online social networks (OSNs) is an active research topic in re-
cent years. However, existing interaction based community detection techniques
either rely on the content analysis or only consider underlying structure of the
social network graph, while identifying communities in OSNs. As a result, these
approaches fail to identify active communities, i.e., communities based on ac-
tual interactions rather than mere friendship. To alleviate the limitations of exist-
ing approaches, we propose a novel solution of community detection in OSNs.
The key idea of our approach comes from the following observations: (i) the de-
gree of interaction between each pair of users can widely vary, which we term as
the strength of ties, and (ii) for each pair of users, the interactions with mutual
friends, which we term the group behavior, play an important role to determine
their belongingness to the same community. Based on these two observations,
we propose an efficient solution to detect communities in OSNs. The detailed
experimental study shows that our proposed algorithm significantly outperforms
state-of-the-art techniques for both real and synthetic datasets.

1 Introduction

Community detection in social networks has gained a huge momentum in recent years
due to its wide range of applications. These applications include online marketing,
friend/news recommendations, load balancing, and influence analysis. The community
detection involves grouping of similar users into clusters, where users in a group are
strongly bonded with each other than the other members in the network. Most of the
existing community detection algorithms assume a social network as a graph, where
each user in the social network is represented as a vertex, and the connection or inter-
action between two users is depicted as an edge connecting two vertices. One can then
apply graph clustering algorithms [1] to find different communities in OSNs.

An earlier body of research in this domain focuses on identifying communities based
on the underlying structure (e.g., number of possible paths or the common neighbors
between two vertices) of the social network graph. Popular approaches include maximal
clique [2], minimum cut [3], modularity [4], and edge betweenness [5]. These methods
use only the structural information (e.g., connectivity) of the network for community
prediction and clustering. However, they do not consider the level/degree of interactions
among users and thus fail to identify communities based on actual interactions rather
than mere friendship, which we call active communities in this paper.

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 296–310, 2014.
c© Springer International Publishing Switzerland 2014
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With the explosion of user generated contents in the social network, some recent
approaches [6,7,8,9] focus on exploiting the rich sets of information of the contents
to detect meaningful communities in the network. Among these works, [6] considers
the contents associated with vertices, [8] considers the contents associated with edges,
and [9] considers both vertex and edge contents for detecting communities. These works
are mainly based on the content analysis that considers the semantic meaning of the con-
tents while grouping users into different communities. Since these approaches analyze
the contents to determine the communities, they are not suitable for real-time applica-
tions such as load balancing, which require online analysis. Moreover, none of these
works considers the various interaction types available in OSNs and the degree of in-
teractions among users, i.e., does not distinguish between the weak and strong links
between the users.

We observe that the degree of user interactions can be vital in community detection in
many applications that include load balancing and recommendation systems. For exam-
ple, the astounding growth of social networks and highly interconnected nature among
the end users make it a difficult problem to partition the load of managing a gigantic
social network data among different commodity cheap servers in the cloud and make it
scalable [10]. A random partitioning, which is the defacto standard in OSNs [11], will
generate huge inter-server traffic for resolving many queries, especially, when two users
with a high degree of interaction belong to two separate servers. However, if we are able
to identify communities that have a high degree of interactions among the users within
the community and low degree of interactions among inter-community users, place all
users in a community in the same server, we can eliminate the inter-server commu-
nication to a great extent and at the same time can improve the query response time.
Similarly, identifying communities based on the interactions of mutual friends can be
an effective technique for predicting missing links between a pair of users and recom-
mending friends based on those identified missing links.

In this paper, we propose a novel community detection technique that considers the
structure of the social network and interactions among the users while detecting the
communities. The key idea of our approach comes from the following observations:
(i) the degree of interaction between each pair of users can widely vary, which we
term as the strength of ties, and (ii) for each pair of users, the degree of interactions
with common neighbors (e.g., mutual friends in Facebook), which we term the group
behavior, play an important role to determine their belongingness to the same commu-
nity. Based on these observations, we propose a community detection algorithm that
identifies active communities into four phases. First, we model and quantify the inter-
actions between every connected pair of users as the strength of ties, which allows us
to differentiate strong and weak links in OSNs while detecting communities. Based on
these interactions, in the second phase, we quantify the group behavior for every pair of
users who are connected via common neighbors. Third, based on the interactions and
group behavior, we build a probability graph, where each edge is assigned a probabil-
ity denoting the likelihood of two users belonging to the same community. Finally, we
apply hierarchical clustering algorithm on the computed probability graph to identify
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communities. Experimental results show that our approach outperforms state-of-the art
community detection algorithms in a wide range of evaluation metrics.

In summary, our contributions are as follows:

– We model and quantify the degree of interactions between users and the group
behaviors among users.

– We propose a novel community detection algorithm for OSNs based on user inter-
action and group behavior to identify active communities with a high accuracy.

– We conduct extensive experiments using both real and synthetic datasets to show
the effectiveness and efficiency of our approach.

2 Related Work

With the recent advances in information networks, the problem of community detection
has been widely studied in recent years. Many approaches formulated the problem in
terms of dense region identification such as dense clique detection [2] [12] [13] and
structural density [14] [15]. Further, there have been approaches formulating the prob-
lem in terms of minimum cut [3] and label propagation [16]. However, commonly used
methods of community detection involve modularity [4] [17] [18] and edge between-
ness [4].

Among the aforementioned approaches, SCAN (Structural Clustering Algorithm for
Networks) [14] and Truss [15] use neighborhood concept of common neighbors, which
have similarity with our group interaction concept for un-weighted graphs. However,
the limitation associated with the aforementioned approaches is, most of these methods
are pure link-based methods based on topological structures. They focus only on the
information regarding the linkage behavior (connection) for the purposes of community
prediction and clustering. They do not utilize different attributes present in networks
and as a result their performance degrades in networks with rich contents, e.g., OSNs.
In case of OSNs, these methods do not consider the various interaction types and degree
of interactions among users, and hence fail to identify active communities.

The limitations of traditional methods along with the availability of rich contents in
OSNs have led to the emergence of content based community detection methods [9] [8]
[19] [6]. There is a growing body of literature addressing the issue of utilizing the rich
contents available in OSNs to determine communities. Some recent works [19] [6] have
shown the use of vertex content in improving the quality of the communities. Zhou et al.
[6] combined vertex attributes and structural property to cluster graphs. Yang et al. [19]
proposed a discriminative model of combining link and content analysis for community
detection. However, these methods have been criticized [9] as certain characteristics of
communities can not be modeled by vertex content. Again, there have been some recent
proposals involving the use of edge content [8] [7]. Sachan et al. [8] used content and
interaction to discover communities. These methods focus on utilizing edge content in
the form of texts/images to discover communities. One major bottleneck of such content
based community detection methods is their scalability, which makes them unsuitable
for real-time community detection from large-scale data.
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3 Community Detection

In this section, we propose a community detection algorithm for OSNs based on in-
teractions among users that range from simple messaging to participating together in
different types of applications like games, location-based services and video chat. More
specifically, to identify whether two social network users fall into the same community,
our algorithm considers both the impact of interaction between them and the impact
of the group behavior that the users show based on the interaction with their common
friends (i.e., common neighbors in the social graph). The key idea of our algorithm is to
combine these impacts in a weighted manner and vary the weights to identify the active
communities with a high accuracy.

The proposed community detection algorithm has four phases. In the first phase, the
algorithm quantifies the degree of interaction between every connected pair of users in
the OSNs and based on these interactions, in the second phase, the algorithm quantifies
the group behavior for every pair of users who are connected via common neighbors.
In the third phase, the algorithm determines the probability of two users belonging to
the same community using the impact of interaction between them and their group
behavior. Finally, in the fourth phase, the algorithm applies hierarchical clustering to
detect communities based on the computed probabilistic measure.

3.1 Quantifying the Interaction

In this phase, the algorithm computes the degree of interaction between every connected
pair of users in a social network. Given a social graph G(V,E) and user interaction
data, the algorithm constructs an Interaction Graph, GI(V,E,W ), where each weight
wuv ∈ W quantifies the degree of interaction between two users u and v. The higher
the value of wuv, the higher is the strength of tie between u and v. We have considered
the following three factors to quantify interaction between two users: interaction type,
average number of interactions for a particular interaction type, and relative interaction.

Interaction Type: Now-a-days OSNs involve interactions of different types. For ex-
ample, Facebook users can interact via personal messages, wall posts, photo tags, page
likes etc. To quantify the degree of interaction between two users, it is necessary to
consider all interaction types. In addition, we observe that, some of these interaction
types indicate stronger bonding than the others. Thus, it is important to prioritize the
interaction types in an order. Prioritizing the interaction types in terms of bonding is es-
pecially useful for applications such as friend recommendation, and influence analysis.
The prioritization can also be done considering the data transfer overhead associated
with each interaction type, which is useful for applications like load balancing. We
prioritize different interaction types using weights.

In addition, in an OSN, there could be both active and passive users. Passive users
establish friendship with others, but hardly interact with them. Sometimes there is no
interaction involved in a link established by a passive user. This can also happen for
newly joined users of an OSN. To determine the community in which a passive/new
user belongs to, we consider the user’s connection/link with others. More specifically,
we consider the establishment of friendship between two users as a special type of
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interaction and to incorporate this special type of interaction, our communication de-
tection algorithm provides a threshold value for each established friendship link.

Average Number of Interactions for a Particular Interaction Type: Another im-
portant factor to consider is the average number of interactions for a particular interac-
tion type, which is not same for all interaction types. For example, average number of
personal messages in Facebook is higher compared to average number of wall posts. To
address this issue, we normalize the number of interactions for each type using the av-
erage value corresponding to the type. Otherwise, interaction types with higher average
values eliminate the effect of type prioritization.

Relative Interaction: We observe that the importance of an interaction can vary
among users based on their activities. To incorporate this issue in quantifying the
interaction between users for our community detection algorithm, we take relative in-
teraction into account. For ease of understanding, first consider an example in an un-
weighted graph shown in Fig. 1(left): Both users B and E are connected to user A and
the number of connections of users B, E, and A are 2, 4, and 4, respectively. Thus, we
observe that the friendship link AB has high importance to user B than user A as it
represents 50% and 25% of activities of B and A, respectively. Further, the link AB is
more significant than the link AE as the number of links associated with both A and E
are higher than that of B.

Fig. 1. Relative Interaction

The relativity of interaction also applies to weighted graphs. In Figure 1(right), we
find that E is a highly active user with total interaction weight 21 and B is the least active
user with total interaction weight 4. User A shows moderate level of activities with total
interaction weight 15. We observe that AB involves 13% and 50% of total interactions
of A and B, respectively and AE involves 27% and 19% of total interactions of A and
E, respectively. Thus, interactions associated with AB seem more significant compared
to interactions associated with AE.

To quantify the impact of relative interaction, we normalize each interaction in terms
of total interaction of the involved users.

Next, we formally quantify the interaction between two users based on the above
three factors.

Quantification: Let {I1, I2, ..., It} represent t interaction types in an OSN. To priori-
tize the interaction types, we associate a weight with every interaction type. Assume that
weights W 1,W 2, ...,Wt are associated with I1, I2, ..., It , respectively, where W i >W j, if
Ii represents stronger bonding between users than that of I j. Weights can be predefined
by experts or even by social network users. In our experiments, we conduct a survey
among social network users to determine the weights. Note that for a particular type
of social network, weights can be set once and used multiple times to identify com-
munities in that social network. We first quantify interaction between users based on
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{I1, I2, ..., It} and then to incorporate the impact of links without interaction, we add an
additional threshold value, ε , to the quantified interaction.

Let ituv represent the number of interactions of type t between users u and v, and n is
the number of users in the social graph G(V,E). The average number of interactions for
a particular type t, Īt , is computed as ∑u∈V ∑v∈V ∧u 
=v ituv/n. The normalized number of
interactions of type t between u and v, It

uv, is computed as ituv/Īt .
Considering prioritized interaction types, links without interaction, and the average

number of interaction for each interaction type, the algorithm quantifies interaction be-
tween two users u and v as ŵuv using the following equations:

ŵuv = I1
uv ×W1 + I2

uv ×W2 + ...+ It
uv ×Wt + ε (1)

Finally, to incorporate the impact of the relative importance of an interaction between
users u and v, the algorithm considers the quantified interactions of u and v with their
neighbors N(u) and N(v), respectively, using Equation 1 and modifies ŵuv as wuv using
the following equation:

wuv =
1
2
(

ŵuv

∑x∈N(u) ŵux
+

ŵuv

∑y∈N(v) ŵyv
) (2)

Without loss of generalization, consider a scenario, where Facebook users A, B, C,
D interact using the following public interactions:

Table 1. Interaction among A, B, C, D

Interaction Type A,B A,C A,D B,C B,D
Wall Posts 12 15 12 9 9
Photo Tags 9 27 27 45 9
Page Likes 0 0 76 38 76

(a) ĜI(V,E,Ŵ ) (b) GI(V,E,W ) (c)
GGI(V,E ′,W ′)

(d)
Gp(V,E ∪E ′,P)

Fig. 2. Probability Graph Construction

Let the weights for interaction type wall posts, photo tags and page likes be
0.4,0.3,0.2, respectively and ε = 0.1. The average number of wall posts, photo tags
and page likes for all users are 3, 9, and 38, respectively. Then the weight wAB between
A and B in the interaction graph is computed as follows:
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ˆwAB = 12
3 ∗ 0.4+ 9

9 ∗ 0.3+ 0
38 ∗ 0.2+ 0.1= 2,wAB =

2
2+3+3+

2
2+3+2

2 = 0.2679

By computing edge weights in the aforementioned way, we generate the interaction
graph GI as shown in Fig. 2(b). Note that, the weight corresponding to every edge of
interaction graph, wuv lies between 0 and 1.

3.2 Quantifying Group Behavior

In this phase, the algorithm computes the group behavior that every pair of users, who
are connected via one or more common neighbors, show in a social network. Any two
users of a social community usually have common neighbors (mutual friends). Most of
these common neighbors are other members of that community who interact with both
of them. Thus, the algorithm quantifies the group behavior of pair of users based on the
number of common neighbors and their interactions with common neighbors.

Given an interaction graph, GI(V,E,W ), the algorithm constructs a Group Interac-
tion Graph, GGI(V,E ′,W ′), where there is an edge, e′

uv ∈ E ′ between two users u and
v, if they have at least a common neighbor. W ′ is a set of weights, where each weight
quantifies the group behavior between two users with respect to common neighbors.
Let Muv = {m1,m2, ...,mh} represent h common neighbors (mutual friends) of u and v,
where m1,m2, ...,mh,u,v ∈ V . The interaction with a common neighbor mi ∈ Muv, wmi

uv

is quantified as wmi
uv = min(wumi ,wvmi).

The proposed algorithm computes the interaction of every pair of users who are
connected via one or more common neighbors with respect to each of their common
neighbors and then quantifies the group behavior for pair of users, wMuv ∈W ′ as follows:

wMuv =
h

∑
i=1

wmi
uv (3)

Consider the interaction graph GI in Fig. 2(b): A and B have two common neighbors
C and D. The weights representing interactions of C with A and B are 0.4375 and 0.4643
respectively. Hence, the group behavior corresponding to A and B involving C is wC

AB =
min(0.4375,0.4643)= 0.4375. Again, the interaction of D with A and B weights 0.4875
and 0.3429, respectively. Hence, the group behavior corresponding to A and B involving
D is wD

AB = min(0.4875,0.3429)= 0.3429. Thus, the group behavior corresponding to
A and B involving all common neighbors, wMAB is computed as follows:

wMAB = wC
AB +wD

AB = 0.4375+ 0.3429= 0.7804

By computing edge weights in the aforementioned way, we construct the group in-
teraction graph GGI as shown in Fig. 2(c). Note that, the weight corresponding to every
edge of group interaction graph, wMuv lies between 0 and (1 − wuv).

3.3 Computing the Probabilities

Given an interaction graph, GI(V,E,W ), and a group interaction graph, GGI(V,E ′,W ′),
the algorithm constructs a Probability Graph, Gp(V,E ∪ E ′,P), where each weight
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puv ∈ P represents a probability between two vertices u and v to belong in the same
community. The probability of two users sharing the same community depends on: the
interaction between them and their group behavior. The group behavior between two
users is determined in terms of their number of common neighbors and the interaction
with them. If two social network users interact with a large number of common neigh-
bors, it is very likely that they belong to the same community. The weights in W and
W ′ represent user interaction and group behavior, respectively.

Formally, we define probability puv of two users u and v belonging to the same
community as follows:

Definition 1. (Probability of belonging to the same community) Let wuv and wMuv rep-
resent the weight of interaction between u and v and their group behavior, respectively,
and α be a parameter used to combine the impact of wuv and wMuv , where 0 ≤ α ≤ 1.
The probability of u and v to belong to the same community, puv, is defined as follows:

puv = α ∗ wuv +(1 − α)∗ wMuv (4)

Here, both α and wuv lie between 0 and 1. Further, wMuv lies between 0 and (1 −
wuv). Hence, the puv values generated by equation (4) lie between 0 and 1. We use the
parameter α to control the impact of wuv and wMuv on probability for users u and v. We
experimentally find the appropriate value of α that identifies the communities with a
high accuracy.

Consider the interaction graph GI in Fig. 2(b) and the group interaction graph GGI

in Fig. 2(c), where the interaction and group behavior corresponding to A,B,C,D are
quantified. From GI , we find that the quantified interaction between A and B, wAB, is
0.2679 and from GGI , we find that the quantified group behavior between A and B,
wMAB , is 0.7804. The probability pAB of A and B to belong to the same community is
computed as follows:

pAB = α ∗ wAB +(1 − α)∗ wMAB = α ∗ 0.2679+(1 − α)∗ 0.7804

For α = 0.5, the probability of A and B belonging to the same community is
0.5*0.2679+0.5*0.7804, i.e., 0.5241.

3.4 Hierarchical Clustering on Probability Graph

The final phase of the proposed algorithm involves identifying communities by applying
hierarchical clustering in the probability graph Gp(V,E

⋃
E ′,P). We use agglomerative

hierarchical clustering to build a hierarchy of clusters. By horizontally cutting the ag-
glomerative hierarchical cluster tree at an appropriate height, we will get the required
clusters (communities) {C1,C2 . . .}. We use the following distance measure and linkage
criterion for our hierarchical algorithm.

Distance Measure: In our approach, the probability puv ∈ P of u and v to belong to
the same community serves as the similarity measure. By subtracting puv from 1, i.e.,
1 − puv, we can have the distance between u and v.

Linkage Criterion: To estimate the distance between two clusters Ci and Cj, we
have used ‘Un-weighted Pair Group Method with Arithmetic Mean (UPGMA)’as the
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linkage criterion. According to UPGMA, the distance is computed between every pair
of users u ∈ Ci and v ∈ Cj. Then the distance between any two clusters Ci and Cj is
computed as the average of all computed distances, i.e., 1

|Ci|.|Cj | ∑u∈Ci ∑v∈Cj
(1 − puv).

3.5 Algorithm

Algorithm 1, Detect Communities, shows the pseudocode for our community detection
algorithm. The input to the algorithm is a social graph G(V,E) and the user interaction
data in the form of interaction matrices A1,A2, . . . ,At , where At represents interaction
matrix for the interaction of type t. The size of each interaction matrix is |V | × |V |
and each cell of an interaction matrix At denotes the number of interactions of type t
between a pair of users in V . The output of the algorithm is a set of clusters, where each
cluster represents an active community.

Algorithm 1. DETECT COMMUNITIES(G,A1,A2, . . . ,At )

Input : A social graph G(V,E), Interaction matrices A1,A2, . . . ,At

Output: A set of clusters C = {C1,C2, ...}
1.1 GI ← Construct Interaction Graph(G,A1,A2, . . . ,At);
1.2 GGI ← Construct Group Interaction Graph(GI);
1.3 currentOptimal ← 0;
1.4 for α ← 0 to 1 do
1.5 GP ← Construct Probability Graph(GI ,GGI ,α);
1.6 CT ← Hierarchical Clustering(Gp);
1.7 for clusterNum ← 1 to |V | do
1.8 C′ ← Get(CT ,clusterNum);
1.9 if f (C′)> currentOptimal then

1.10 C ← C′;
1.11 currentOptimal ← f (C′);
1.12 clusterNum ← clusterNum+1;

1.13 α ← α + stepsize;

The algorithm first constructs GI and GGI using functionsConstruct Interaction Graph
and Construct Group Interaction Graph, respectively (Lines 1.1-1.2). Then, the algo-
rithm varies the value of α from 0 to 1, and for each α , the algorithm computes prob-
ability graph Gp (Line 1.5). Since hierarchical clustering is applied on the probability
graph, the clustering tree CT also varies with different values of α (Line 1.6). For ev-
ery α , the algorithm varies the number of clusters, clusterNum from 1 to |V |, and for
every clusterNum, the algorithm computes the set of clusters as C′ from CT (Line 1.8).
The variable clusterNum is used to select the height at which the cluster tree CT is cut
and generate the clusters accordingly. The goal of our algorithm is to determine the
pair < α,clusterNum > that provides us with the best quality of clusters. In our algo-
rithm, we measure the quality of the computed set of clusters C′ using a function f (C′)
that evaluates the quality of clusters based on different standards such as modularity
(Please see Section 4 for details). For every pair < α,clusterNum >, the algorithm
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checks whether the quality of the computed set of clusters C′ is better than the current
best set of clusters C. If yes, then the algorithm updates C with C′, otherwise C remains
unchanged (Lines 1.9-1.10).

3.6 Time Complexity

Function Construct Interaction Graph in Line 1.1 needs O(m) time, where m is the to-
tal number of edges in network G(V,E). Again, function Construct Group Interaction
Graph in Line 1.2 needs O(nΔ 2) time, where the average vertex degree of the social net-
work G(V,E) is Δ . Similarly, the complexity of function Construct Probability Graph
in Line 1.5 is O(m+ nΔ 2) which is iterated for each value of α . However, the corre-
sponding loop is iterated a constant number of times (typically 100). Further, time com-
plexity corresponding to the efficient implementation of hierarchical clustering (UP-
GMA) in Line 1.6 is O(n2) [20] and time complexity corresponding to the loop in Line
1.7 is O(mn). So, the time complexity of the complete algorithm is O(nΔ 2 + n2 +mn).
Now, in a typical social graph m > n, the time complexity of the complete algorithm
can be considered as O((m+Δ 2)n).

4 Experimental Evaluation

In this section, we evaluate the performance of our proposed community detection algo-
rithm using both real and synthetic datasets. We compare our approach with the state-of-
the-art community detection algorithms that include Girvan Newman [5], walktrap [21],
fast greedy [17], leading eigenvector [22], infomap [23], label propagation [16] and
multi-level [24] method using a number of evaluation metrics that include normalized
mutual information (NMI) [19], pairwise F-measure (PWF) [19], and modularity [4].

4.1 Datasets

We have used four categories of data sets in our experiments.

Facebook User Interactions Labeled Dataset: In the first category, we have collected
2421 interactions from 221 Facebook users. These interaction types involve common
page likes, photo tags, and wall posts. The average number of interactions correspond-
ing to the aforementioned interaction types are 38, 9, and 3, respectively.1

Since, users may want to put more weight on a certain type of interactions than the
others, we have conducted a survey among users (whose data have been collected) to
assign a weight for each type of interactions that signifies the relative importance of
that particular interaction type. Upon conducting the survey, we have found that user
preferred relative weights are 0.15, 0.35 and 0.5 for common page likes, tagged photos
and wall posts, respectively. These collected data are later labeled into different classes.
These labels are used as ground-truth values to measure the qualities of our proposed
community detection algorithm.

1 Dataset: https://sites.google.com/site/mohammedeunusali/
publications
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Facebook-like Forums Weighted Un-labeled Dataset: In the second category, we
have used publicly available data set of a Facebook-like Forum [25]. The forum repre-
sents an interesting two-mode network among 899 users with 7089 edges.

Classical Un-weighted Datasets: To show the wide range applicability of our pro-
posed approach, in the third category, we have used publicly available data set of Face-
book ego network [26] along with three popular classical data sets: Zachary Karate
Club [27], Dolphins [28], Jazz Musicians by Gleiser and Danon [29].

Computer Generated Benchmark Datasets: In the fourth category, we have used
computer-generated benchmark graphs [30] that account for the heterogeneity in terms
of external/internal degree. The generated graphs vary in terms of the mixing parameter
that corresponds to the average ratio of external degree/total degree. Thus, by varying
the mixing parameter as 0.1, 0.2, 0.3, and 0.4, we have generated four sets of social
graphs. Each graph contains 128 vertices and they form four groups (i.e., vertices are
labeled) each having 32 vertices. The average degree of vertices in each graph is 16 and
the maximum degree is 25.

4.2 Performance Metrics

Our datasets consist of both labeled data and un-labeled data. Since the labeled dataset
has the ground-truth values, we use supervised metrics: normalized mutual information
(NMI) and pairwise F-measure (PWF) to evaluate the performance of our community
detection algorithm. On the other hand, for both labeled and un-labeled datasets we use
the most common measurement metric, modularity to compare the performance of our
approach with the other state-of-the-art techniques.

Normalized Mutual Information (NMI): Let, C = {C1,C2, ...,Ck} be the true commu-
nity structure, where Ci corresponds to the community containing all vertices labeled
with 1 <= i <= k. Let C′ = {C′

1,C
′
2, ...,C

′
k} be the community structure returned by

a community detection algorithm, where C′
i corresponds to the community containing

all vertices labeled with 1 <= i <= k by the algorithm. Then the mutual information
between the two community structures is defined as follows.

MI(C,C′) = ∑Ci,C′
j
p(Ci,C′

j)log(
p(Ci,C′

j)

p(Ci)p(C′
j)
)

By using the above defined mutual information, we can define the normalized mutual
information as follows.

NMI(C,C′) = MI(C,C′)
max(H(C),H(C′))

Here, H(C) and H(C′) are entropies of community structures C and C′.
Pairwise F-measure: Let T denote the set of vertex pairs that have the same label, S

denote the set of vertex pairs that are assigned to the same community by the algorithm,
|T | and |S| denote the cardinality of T and S, respectively. The pairwise F-measure
(PWF) is computed from the pairwise precision (PWP) and pairwise recall (PWR), and
can be defined as follows.

PWP = |S∩T |
|S| ,PWR = |S∩T |

|T | ,PWF = 2∗PWP∗PWR
PWP+PWR



User Interaction Based Community Detection in Online Social Networks 307

Modularity: The most popular measure of evaluating communities of a un-labeled
social graph is the modularity proposed by Newman [4]. Modularity is the fraction of
the edges that fall within the given groups minus the expected such fraction if edges
were distributed at random. Modularity, Q, can be defined as follows.

Q = 1
2m ∑i j[Ai j − did j

2m ]δ (si,s j)

Here, m denotes the number of edges corresponding to adjacency matrix A, di de-
notes the degree corresponding to vertex vi, si denotes the community membership of
vertex vi and δ (si,s j) = 1 if si = s j.

4.3 Experimental Results

Facebook User Interactions Labeled Dataset: In this set of experiments, we compare
our approach with five existing state-of-the-art community detection techniques. The
results are summarized in Table 2. We observe that our algorithm achieves the highest
NMI (0.7946) and PWF (0.7903) values which are significantly higher compared to
other algorithms. The modularity, which is the most common unsupervised evaluation
metric, of our algorithm is 0.484, which is higher than other competitive algorithms. So,
our proposed algorithm outperforms traditional algorithms in terms of both supervised
and unsupervised metrics for the real Facebook dataset.

Facebook-like Forums Weighted Un-labeled Dataset: This dataset is weighted,
where the weight of an edge represents number of messages between two vertices.
However, the data set is not labeled, and thus no ground truth about existing communi-
ties is available for this dataset. For this un-labeled dataset, we measure the modularity
achieved by each community detection algorithm. We summarize the results in Table 2.
As the network is weighted and interactions in the network are like OSNs, our algo-
rithm performs better in this dataset. We can see that our algorithm achieves modularity
value of 0.315 which is better than the values of most competitive algorithms.

Table 2. Comparison of Different Algorithms on Weighted Datasets

Dataset → Facebook Interactions Labeled Dataset Forum
Algorithm ↓ NMI PWP PWR PWF Modularity Modularity

Girvan-Newman 0.4860 0.9947 0.2347 0.3798 0.043 0.0488
Walktrap 0.7754 0.9339 0.6608 0.7739 0.4414 0.2031

Eigenvector 0.7279 0.9137 0.6382 0.7515 0.4254 0.1696
Infomap 0.3535 0.4266 0.2297 0.2986 -0.03 0.1372

Multi-level 0.6274 0.601 0.5229 0.5592 0.448 0.3458
Proposed Algorithm 0.7946 0.9738 0.6650 0.7903 0.484 0.315

Classical Un-weighted Datasets: These graphs are un-weighted and do not allow
us to construct interaction graph as per our model. Hence, we assume equal weights
(i.e., equal to one) for all connecting edges, normalize the edge weights in terms of
user degree as per equation (2), and run our algorithms for subsequent phases. The re-
sults obtained for these datasets are summarized in Table 3. In Karate and Dolphins
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Table 3. Comparison of Different Algorithms on Un-weighted Datasets

Algorithm ↓ Dataset → Karate Dolphin Jazz Ego Dataset-1 Dataset-2 Dataset-3 Dataset-4
Girvan Newman 0.401 0.519 0.405 0.271 0.6533 0.5498 0.4541 0.341

Walktrap 0.353 0.489 0.438 0.398 0.6533 0.5498 0.4541 0.341
Fast Greedy 0.381 0.495 0.439 0.442 0.6533 0.5498 0.4541 0.2555

Leading Eigenvector 0.393 0.491 0.394 0.433 0.6533 0.4404 0.4541 0.3234
Infomap 0.402 0.523 0.28 0.418 0.6533 0.5498 0.4541 0.341

Label Propagation 0.36 0.379 0.282 0.343 0.6533 0.5498 0.4541 0.1797
Multi-level 0.419 0.519 0.44 0.427 0.6533 0.5498 0.4541 0.341

Proposed Algorithm 0.419 0.524 0.42 0.433 0.6533 0.5498 0.4541 0.3427

network, our algorithm performs better than other algorithms and achieves the highest
modularity value of 0.419 and 0.524 respectively. However, in Jazz network, our algo-
rithm performs moderate and achieves the modularity value 0.42 which is close to the
maximum modularity value 0.44. Again, in Ego network our algorithm achieves the
modularity value of 0.433 which is close to the maximum modularity value 0.442.

Computer Generated Benchmark Datasets: In the last set of experiments, we use
computer-generated benchmark graphs to compare the effectiveness of our algorithm
with other competitive methods. We have generated four graphs, namely, Dataset-1,
Dataset-2, Dataset-3, and Dataset-4 for four different mixing parameter values 01, 0.2,
0.3, and 0.4, respectively. We have measured modularity performance of all algorithms
for these graphs. The obtained results are summarized in Table 3. We can see that, in
graphs with low connectivity outside clusters (mixing parameter values 0.1, 0.2 and
0.3), the modularity performance is almost identical for all algorithms. However, with
an increased ratio of external degree/total degree (mixing parameter value 0.4), the mod-
ularity values of the most established algorithm degrades. We observe that our algorithm
performs well under any external degree/total degree ratio.

4.4 Value of α for Different Networks

As we have discussed in Section 3, we can vary α to tune our algorithm to achieve a
higher modularity value, which in turn means good quality communities. We vary α
and see the effect of α in modularity (Q) for different datasets. For networks which
have relatively sparse connections within the group, i.e., the number of common neigh-
bors for any two members of the group is relatively low, the algorithm achieves better
modularity values for higher values of α i.e, one-to-one interaction gets priority. Karate
network (Fig. 3(i)) can be considered in this regard. It is to be noted that, in some cases

Fig. 3. α vs Q for Different Networks: (i) Karate Network, (ii) Jazz Network, (iii) Dataset-4
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completely eliminating group interaction degrades modularity performance
significantly. For example, Fig. 3(ii) shows that modularity value for Jazz Musicians
dataset sharply falls, when α reaches to 1. Another interesting case appears for Dataset-
4 (Fig. 3(iii)). We observe that when the network has almost balanced external/total
degree ratio, we achieve the highest modularity value when α is near 0.5. These results
validate our claim made in Section 3 that for different social network graphs the value
of appropriate α can be different.

5 Conclusion

In this paper, we have proposed a community detection algorithm based on user inter-
actions in online social networks. To identify active communities, we have considered
both the impact of interaction between users and the impact of the group behavior that
the users show based on the interaction with their common friends. We have combined
both impacts in a weighted manner to identify the active communities with a high accu-
racy. Our detailed experimental results show the superiority of our approach over other
state-of-the-art techniques for a wide range of datasets. We have observed that for a real
Facebook user interaction dataset, our algorithm achieves the highest normalized mu-
tual information (NMI) and pairwise F-measure (PWF) values, which are significantly
higher than the NMI and PWF values achieved by other competitive methods. More-
over, our algorithm performs reasonably well for different benchmark datasets, for both
weighted and un-weighted social graphs.
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Abstract. It is well known that some XML elements correspond to objects (in
the sense of object-orientation) and others do not. The question we consider in
this paper is what benefits we can derive from paying attention to such object
semantics, particularly for the problem of keyword queries. Keyword queries
against XML data have been studied extensively in recent years, with several
lowest-common-ancestor based schemes proposed for this purpose, including
SLCA, MLCA, VLCA, and ELCA. It can be seen that identifying objects can
help these techniques return more meaningful answers than just the LCA node
(or subtree) by returning objects instead of nodes. It is more interesting to see
that object semantics can also be used to benefit the search itself. For this pur-
pose, we introduce a novel Nearest Common Object Node semantics (NCON),
which includes not just common object ancestors but also common object de-
scendants. We have developed XRich, a system for our NCON-based approach,
and used it in our extensive experimental evaluation. The experimental results
show that our proposed approach outperforms the state-of-the-art approaches in
terms of both effectiveness and efficiency.

1 Introduction

XML has become a widely accepted standard for data storage and data exchange in
many applications, such as electronic business1, science2, and text databases3. In ad-
dition, keyword search provides a simple and user-friendly query interface to access
XML data in most applications. Therefore, keyword search on data-centric XML docu-
ments has attracted great interest. One of the most successful approaches to XML key-
word search is the LCA semantics [5], which was inspired by the hierarchical structure
of XML. Following this, many extensions of the LCA semantics such as SLCA [20],
MLCA [13], ELCA [22] and VLCA [10] have been proposed to improve the effective-
ness of the search.

1.1 Limitations with the LCA Semantics

While the LCA semantics and its variants work well for many types of XML docu-
ments, unfortunately, in several scenarios, they still suffer from two limitations: they

1 http://www.ebxml.org
2 http://www.biodas.org/documents/spec-1.53.html
3 http://www-connex.lip6.fr/∼denoyer/wikipediaXML/
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Fig. 1. An XML document with the corresponding schema and the discovered semantics

may return meaningless answers and incomplete sets of answers. Meaningless answers
are returned when the LCA node (or its variants) just simply matches query keywords
and does not provide any other additional information. More importantly, LCA-based
approaches return incomplete sets of answers because they only search up from the
matching nodes, i.e., the nodes containing keywords, for common ancestors, and never
search down to find common information appearing as descendants. From now on, we
use the term common descendant to refer to such common information. Example of
these drawbacks can be seen in the context of the XML data tree in Fig. 1.

EXAMPLE 1 (Meaninglessness). For query {Stanley, Brown}, an answer such
as the value node Stanley Brown (in the left most) is meaningless since it does not
provide any additional information about Stanley Brown. A meaningful answer
should contain additional information about keywords, i.e., it should be the subtree
rooted at node Professor(1.1).

EXAMPLE 2 (Incompleteness). For query {Bill, John}, the keywords match two
students: Student(1.1.1) and Student(1.1.2) respectively. Their common
ancestor Professor(1.1) is an answer returned by LCA-based approaches. How-
ever, this is not complete. Object <Paper:001>4, which is represented by groups of
nodes started at Paper(1.1.1.1)andPaper(1.1.2.1), should also be returned
as an answer. This paper is a common descendant of these student nodes. Intuitively,
these students are not only supervised by the same professor <Stanley:Brown>, but
also co-authors of the same paper <Paper:001>.

The problem of incompleteness happens when the relationship between object classes
is many-to-many (m : n). Then, the child object is duplicated each time it occurs in the
relationship, and two nodes may have the same object as the child. In practice, m : n
relationships occur in many real XML datasets, including IMDb5 and NBA6 (used in
experiments of prevalent XML research works such as [17,16]). In IMDb, an actor or
actress can play in many movies, and a company can produce several movies. In NBA,
a player can play for several teams in different years. Moreover, due to the flexibility

4 <Paper:001> denotes an object which belongs to object class Paper and has OID 001.
5 http://www.imdb.com/interfaces
6 http://www.nba.com
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and exchangeability of XML, many relational datasets with m : n relationships can
be transformed to XML [8,4] with duplication. Thus, it is very likely that LCA-based
approaches will return an incomplete answer set for such databases.

1.2 Our Novel Semantics Based on Object

To address limitations of the LCA semantics, we propose to use the concept of object in
XML keyword search. In XML data, an object may be represented as different object in-
stances, each of which corresponds to a group of nodes, rooted at a tag indicating object
class, followed by a set of attributes and their associated values. We refer to this root node
as object node and the others as non-object nodes. For example, object <Paper:001>
has four instances starting from four object nodes Paper(1.1.1.1), Paper
(1.1.2.1), Paper(1.2.1.1) and Paper(1.2.2.1) respectively. Other nodes
such as PID, 001, Title, Clinton& Kennedy are non-object nodes. An object
is identified by its object class and OID (object identifier). Thus, two instances repre-
sent the same object if they have the same object class and the same OID. This is all the
object orientation we rely upon. Using just this much, we show in this paper the benefits
that accrue to keyword search.

Based on these object orientation concepts, we introduce a novel semantics, called
Nearest Common Object Node (NCON) for XML keyword search. The NCON seman-
tics has two key features. First, an NCON must be an object node rather than an arbitrary
node. This reduces the number of meaningless answers. Second, an NCON can be ei-
ther an LCOA (lowest common object ancestor) or an HCOD (highest common object
descendant). Although LCOA is similar to LCA [5,10,20], the important difference is
that an LCOA must be an object node. An HCOD (1) is a common object descendant of
a set of keywords, and (2) has no ancestor that is also a common object descendant of
that set of keywords. The second feature includes common descendants into the answer
set. Let us revisit the motivating examples introduced above and see how our proposed
NCON semantics helps.

EXAMPLE 3 (Example 1 Reprise). LCOA Professor(1.1) is the object node of
the non-object node Stanley Brown. Returning the former is meaningful, whereas
returning the latter is meaningless. LCOA semantics will return the object node, rather
than the non-object node.

Several works such as XSeek [14], XReal[1], and [19] have attempted to solve the
problem of meaningless answers by identifying entity (object), and they can obtain
more meaningful answers in several cases. However, these works do not use OIDs as
ours, and therefore do not always distinguish an object from an aggregation node, a
composite attribute, and a multi-valued attribute.

EXAMPLE 4 (Example 2 Reprise). We discover thatPaper(1.1.1.1) andPaper
(1.1.2.1) refer to the same object: paper <PID:001>, because they belong to the
same object class Paper and have the same OID value 001. HCOD will find this pa-
per and return it as an answer. In contrast, LCA based approaches cannot detect this
common paper because it appears as a descendant, not as an ancestor.
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For an XML document with ID/IDREF, graph-based approaches such as [2,11,7] can
provide common descendants. However, to maintain the tree structure, XML designers
may duplicate information instead of using ID/IDREF. Moreover, those graph-based
approaches can find common descendants only if XML documents contain ID/ IDREF.
Otherwise, those graph-based approaches do not recognize instances of the same object.
Therefore, they cannot find common descendants either. To the best of our knowledge,
only [9] can detect such instances and find common descendants. Nevertheless, this
work transfers an XML document to a graph which is similar to relational database,
and follows Steiner tree semantics. Thus, it suffers from the inefficiency and may return
meaningless answers because matching nodes may not be (or weakly) related (will be
shown in Section 5).

A final answer obtained by LCA-based approaches includes two parts: an LCA node
and a presentation of the answer, e.g., a subtree or a path. Arguably, the presentation as
a subtree may contain common descendants. However, LCA-based approaches do not
explicitly identify them and it may be hard to identify them because this presentation
contains a great deal of irrelevant information. In contrast, our NCON semantics can
and does clearly identify both common ancestors and common descendants.

1.3 Our Approach and Contributions

Like existing LCA-based approaches such as [20,22,10,13], we work with data-centric
XML documents without ID/IDREF, in which objects may be duplicated as different
instances due to m : n relationships. We follow the NCON semantics so that both
common ancestors and common descendants can be answers. Finding common de-
scendants is much more challenging than finding common ancestors. Given a set of
matching nodes, unlike a common ancestor which appears as only one node, a common
descendant may appear as many different nodes. Therefore, it requires more complex
techniques of indexing and searching to find common descendants.

We propose a new search strategy which uses XML object tree (O-tree) rather than
the whole XML document for the search. An O-tree is extracted from an XML data tree
by keeping only object nodes and associating all non-object nodes (e.g., attributes and
values) to the corresponding object nodes. This helps reduce the number of meaningless
answers because only object nodes are returned. Moreover, this reduces the search space
greatly since the number of nodes in O-tree is much smaller than those in the whole
XML document (due to not counting non-object nodes). To find common descendants,
we use a reversed O-tree, whose paths from the root to leafs are reversed from those
of the given O-tree. Then, HCODs of the given O-tree can be found as LCOAs of the
reversed O-tree. Fig. 2(b) shows the reversed O-tree w.r.t. the O-tree in Fig. 2(a).

We do not use ID/IDREF to connect instances of the same object because if we do
so, XML data will be modeled as an XML graph instead of an XML tree. Searching
over graph-structured data has been known to be equivalent to the group Steiner tree
problem, which is NP-Hard [3]. In contrast, with the duo of the original and the reversed
O-trees, we can leverage the efficient computation of finding common ancestors based
on common prefix of Dewey labels as the LCA-based approaches [20,22,10] do.

In brief, we make the following contributions.
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Fig. 2. The original and reversed XML object trees (O-trees)

– Based on object identification, we introduce a novel semantics for XML keyword
search, called NCON, which returns a more complete set of meaningful answers
(Section 2).

– We propose an efficient search which uses the O-tree rather than the whole XML
document, and reversed O-tree rather than ID/IDREF (Section 3 and Section 4).

– We have implemented all of our ideas in XRich system for evaluation. Although
XRich has overhead from finding HCODs, experimental results show that it out-
performs the state-of-the-art approaches in terms of both effectiveness and effi-
ciency because it is still based on tree and works with O-trees rather than whole
XML documents (Section 5).

2 Object Semantics

We propose to use the semantics of object for XML keyword search. In this section, we
first recall the concept of object in XML and the identification of object in Section 2.1.
Based on object, we introduce Nearest Common Object Node semantics for answering
XML keyword queries in Section 2.2.

2.1 Object Identification

An object represents a real world entity. Recall that in XML, an object can be repre-
sented by multiple object instances, each of which corresponds to a group of nodes,
starting at an object nodes, followed by non-object nodes. An object node may have
other object nodes as its descendants. Among all nodes describing an object instance,
the object node (i.e., the object class tagged node) is the most “important” because it is
the root of the group containing these nodes. Hereafter, it is used as the representative
for the entire object instance in unambiguous contexts.

Among non-object nodes, a special attribute (or a set of attributes) together with
object class that can uniquely define an object is called object identifier (OID). An OID
can be a set of attributes because under several cases, a single attribute cannot uniquely
identify an object (similar to a key in relational database may contain more than one
attribute). OID is different from ID in XML schemas, e.g., DTD because an ID can
always be an OID but not vice versa. With ID/IDREF, an OID is defined as an ID in
XML schemas. However, in many cases, XML schemas may not have ID for objects
such as lower objects in m : n relationships in XML documents without ID/IDREF.
Therefore, we need to identify OID in such cases.

Object identification has been studied by third party algorithms such as [14,15,12].
We apply the algorithm in [12] which has high accuracy (greater than 99%, 93% and
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95% for discovering object class, OID and the overall process, respectively). Thus,
for this paper, we assume this task has been done. For example, from the XML data
Fig. 1, [12] identifies Professor, Student and Paper as object classes with the
corresponding OIDs: StaffID, Stu No and PID.

Once object classes and OIDs are identified, we can determine whether instances (or
object nodes in other words) refer to the same object based on whether they have the
same object class and the same OID. For example, object nodes Student(1.1.1)
and Student(1.2.1) are of the same object <Student:12745> since they have
the same object class Student and the same OID 12745. Multiple object nodes that
refer to the same object are usually identical. However, XML does not enforce this. If
we find two nodes that are not identical, they are still considered as referring to the same
object as long as they have the same object class and OID value.

2.2 The Nearest Common Object Node (NCON) Semantics

Based on object identification, we introduce the NCON semantics, which includes both
common ancestors and common descendants. The purpose of this inclusion is to provide
a more complete set of answers for XML keyword search. Our proposed NCON seman-
tics can be built on the LCA semantics [5] or any of its variants such as SLCA [20],
VLCA [10] and ELCA [22]. For simplicity of presentation, we provide the following
definitions which are based on the LCA semantics. It is straightforward to make the
necessary minor modifications required if any of the variant semantics are preferred.

Let u ≺a (#a, $a, or %a) v denote that object node u is an ancestor (a de-
scendant, an ancestor-or-self, or a descendant-or-self respectively) of object node v. A
keyword k matches an object node u if k is contained by u or by any of non-object
nodes associated with u. The NCON semantics and its two components, i.e., LCOA
(Lowest Common Object Ancestor) and HCOD (Highest Common Object Descendant)
are defined as follows.

Definition 1 (LCOA of a set of object nodes). Object node u is the LCOA of a set of
object nodes {u1, . . . , un} if (1) u $a ui ∀i = 1..n and (2) there exists no object node
v #a u s.t. v $a ui ∀i = 1..n.

An LCOA is similar to an LCA. However, an LCOA must be an object node while an
LCA can be an arbitrary node. This difference enables the NCON semantics to reduce
the number of meaningless answers.

Definition 2 (HCOD of a set of object nodes). Given a set of object nodes S =
{u1, . . . , un}, the set of object nodes H = {h1, . . . , hn} is an HCOD of S if

– all hi’s refer to the same object and
– ui $a hi ∀i = 1..n and
– there exists no set of object nodes H′ = {h′1, . . . , h′n} where h′i ≺a hi ∀i = 1..n

which satisfies the above two conditions.

HCOD is the distinguishing feature of the NCON semantics. An HCOD contains a
set of object nodes which refer to the same object. Each of them is a descendant of the
corresponding matching object node. Note that a set of object nodes has only one LCOA
but may have several HCODs because a node has only one parent but several children.



Object Semantics for XML Keyword Search 317

Definition 3 (An NCON of a set of object nodes). An NCON of a set of object nodes
S is either an LCOA of S or an HCOD of S.

Definition 4 (An NCON of a query). An NCON of a keyword queryQ = {k1, . . . , kn}
is an NCON of a set of object nodes S = {u1, . . . , un} where ui matches ki.

3 Overview of Our Approach
The problem tackled in this paper is to find the set of NCONs for a keyword query
issued against a data-centric XML document without IDREF. This section provides
an overview of our approach, including the ideas about object orientation and rever-
sal mechanism, and the overview of the process. Detailed techniques will be given in
Section 4.

3.1 Object Orientation

Based on object nodes, we introduce the concept of XML object tree (O-tree) as follows.

Concept 1 (O-tree). An O-tree OT is a tree extracted from an XML data tree DT by
keeping all object nodes, and associating non-object nodes to the corresponding object
nodes. For any object nodes u and v in DT having no other object nodes in between7,
there is a parent-child edge between u and v in OT .

For example, the O-tree extracted from the XML data in Fig. 1 is shown in Fig. 2(a),
in which in each node, Dewey label is used to identify object node while object class
and OID are used to identify object.

O-tree brings two important benefits to XML keyword search. First, an answer is
more likely to be meaningful since a returned node is an object node in O-tree and it
represents a whole object rather than just an attribute or a value. Second, the search
space is dramatically reduced because the number of nodes of the extracted O-tree is
much smaller than that of the corresponding XML data tree. Suppose that the average
number of attributes for an object class is N , then the number of nodes in the XML
document is at least 2×N times larger than that of O-tree (due to not counting attributes
and values for the O-tree). This extensively reduces the complexity of the search.

3.2 Reversal Mechanism

The set of NCONs includes LCOAs and HCODs. LCOAs can be found by any of ex-
isting LCA-based approaches such as [20,21]. To find HCODs, the idea is a reversal
mechanism by which HCODs of the given O-tree are turned into LCOAs in its reversed
O-tree, which is defined as follows.

Concept 2 (Reversed O-tree). Given an O-tree OT , the reversed O-tree w.r.t. OT is
an O-tree OT

R
such that

– for each path of object nodes /u1/u2/ . . . /un−1/un from the root to a leaf inOT ,
there is a corresponding reversed path /u′n/u

′
n−1/ . . . /u

′
2/u

′
1 in OTR where each

pair of object nodes ui and u′i refer to the same object, and

7 There may exist non-object nodes between them such as an aggregational node or a grouping
node [12].
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– there does not exist any pairs of nodes in OT
R

such that they refer to the same
object and they have the same list of objects as their ancestors, and

– there is no other object node in OT
R

.

For example, Fig. 2(b) shows the reversed O-tree derived from the O-tree in Fig. 2(a).
To derive a reversed O-tree, we need to determine whether two object nodes refer to

the same object based on their object class and OID. The reversed O-tree is used with
the sole goal of finding HCODs. Although there may be duplication in O-trees, such
duplication does not affect the efficiency thanks to our index and search techniques.
We assume updating does not frequently happen as LCA-based approaches assume.
Otherwise, adding or deleting one node can lead to change Dewey labels of all nodes in
an XML document in those approaches.

For XML data containing only binary relationships, LCOAs can be found from orig-
inal O-tree while HCODs can be found from the reversed O-tree. Thus, although other
O-trees, apart from the reversed O-tree, may capture the same information with the
original O-tree, only the duo of the original and reversed O-tree is self-sufficient to re-
turn the complete set of NCONs. For n-ary relationship (n ≥ 3), using the reversed
O-tree can return more answers than LCA-based approaches, but the results still may
not be complete. We leave the improvement of this kind of relationships for future work.
Fortunately, such relationships are rare in XML in practice.

3.3 Overview of the Process
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Fig. 3. Overview of the process

The process of our approach, as shown in
Fig. 3, comprises two components for pre-
processing and query processing. Detailed
techniques of these components will be dis-
cussed in Section. 4. For pre-processing, the
three main tasks are extracting the O-tree
from the input XML document, generating
the reversed O-tree from the original O-tree
and indexing.

For query processing, we follow the re-
versal mechanism in which HCODs of the
original O-tree are turned into LCOAs of
the reversed O-tree. Therefore, our process
has three steps: finding LCOAs in the original O-tree, finding LCOAs in the reversed O-
tree, and converting LCOAs in the reversed O-tree to HCODs in the original O-tree. Our
process is flexible in the sense that, it is independent of any LCA semantics adopted,
and can be easily deployed to existing LCA-based approaches.

We observe that for several cases, using the reversed O-tree is not necessary because
there is no HCOD. So we can optimize the processing with the following lemma.

Lemma 1. Given an XML keyword query Q = {k1, k2, . . . , kn}, the reversed O-tree
does not provide any new answer if any of the following holds:

– Q has only one keyword.
– All keywords of Q match the same object.
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– Keywords of Q may have multiple matches. For a set of matching object nodes
S = {u1, u2, . . . , un} where ui matches keyword ki, the reversed O-tree does not
provide any new answer for S if there exist two different object nodes ui, uj ∈ S
which do not represent the same object such that they are the leaf nodes in the
original O-tree.

The first two conditions are intuitive. The rationale behind the third condition is
that when ui and uj are the leaf nodes in the original O-tree, they become the high-
est nodes in the reversed O-tree with no ancestor beside the root. They do not have
ancestor-descendant relationship for one of them to become a common ancestor either.
Therefore, there is no common ancestor of these two nodes. Thus, there is no common
ancestor of S. Hence, the reversed O-tree does not provide new answer.

4 Detailed Techniques of Our Approach

Following Section 3, this section presents detailed techniques of our approach.

4.1 Generating the Reversed O-tree

The process of generating the reversed O-tree from the original O-tree OT has two
steps corresponding to two first conditions of Concept 2.

Step1: Reversing Object Node Paths. To reverse object node paths inOT , we traverse
OT backward from each leaf node to the root to form a reversed path. Then, all reversed
paths are connected to form the intermediate O-tree. Algorithm 1 presents this process.
We use an array-like-stack S to store all object nodes in OT . An array-like-stack is
an array in which push and pop operators are used in similar way to a stack while we
still can access any element in S like an array. We traverse OT by depth first order and
push visited object nodes into S. To handle the branches in the tree, we maintain the
parent of each object node. Thus, we use the triple 〈i, (objCls(i) : OID(i)), pre(i)〉 to
represent each object node i, where i is the index by depth first order (i starts from 1),
objCls(i) and OID(i) are the object class and OID of i and pre(i) is the index of the
parent of i. Note that during the reversal, we associate relationship attributes (if any) to
the lowest object node of the relationship it belongs to. Fig. 4 shows the intermediate
O-tree w.r.t. the original O-tree in Fig. 2(a).

Step 2: Merging Object Nodes. To generate the reversed O-tree from reversed object
node paths, we merge object nodes having the same set of ancestors. Particularly, at
the first level of the intermediate O-tree, we merge branches where the starting object
nodes refer to the same object. Then we recursively merge in the lower levels. Fig. 5
demonstrates merging processes w.r.t. the intermediate O-tree in Fig. 4.

Size of the Reversed O-tree. In the worst case where there exist 1 : m relationships,
the size of the reversed O-tree is N×h

2×l whereN, h, l are the number of nodes, the height,
and the least number of attributes of an objects in the original XML document. The
number of object nodes in the original O-tree is N/l. All leaf nodes ((N/l)/2 nodes)
become the nodes in the first level (after the root node). In the worst case where there is
no duplication among them, there will be maximum N×h

2×l nodes.
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Algorithm 1. Reversing object node paths
Input: The original O-tree OT
Output: Intermediate O-tree OT

I

1 Variables: Array-like-Stack S: store object nodes in OT by DF order
2 for visited object node i ∈ OT by DF order do
3 S.Push (〈i, (objCls(i) : OID(i), pre(i)〉)

4 OT
I

. Add (Root)
5 OT

I
. NewBranch

6 while S �= ∅ do
7 〈i, (objCls(i) : OID(i), pre(i)〉 ← S.Pop
8 OT

I
. Add (objCls(i) : OID(i))

9 //pre(i) = 0:parent is current top element
10 if pre(i) = 0 then
11 OT

I
. NewBranch

12 //pre(i) �= 0: parent has branches
13 if pre(i) �= i− 1 and pre(i) �= 0 then
14 k ← pre(i)
15 while k �= 0 do
16 Access element k 〈k, (objCls(k) : OID(k), pre(k)〉
17 OT

I
. Add (objCls(k) : OID(k))

18 if pre(k) = 0 then
19 OT

I
. NewBranch

20 if pre(k) = k − 1 then
21 k. Next

22 k ← pre(k)
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Fig. 5. Merging branches having the same set of
ancestors

4.2 Indexes

Since a common descendant may appear as many different nodes, we need more com-
plex kinds of index to accelerate finding common descendants.

Keyword List. Keyword list is to efficiently retrieve the set of matching objects8 in the
original XML document. Each keyword matches a list of objects ordered decreasingly
by hierarchical level of objects. The space cost of the keyword list is K × M where
K is the number of keywords in XML document and M is the maximum number of
objects matching a keyword. Table 1 shows a part of keyword list of the XML data in
Fig. 1.

8 An object matches keyword k when any of its object node matches k.
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Table 1. A part of keyword list of the XML data in Fig. 1

Keyword Matching objects
Kennedy <Professor:tken>, <Student:12745>, <Paper:001>
Clinton <Student:002>, <Paper:001>
... ...

Object List. Object list is created for two purposes. It is used to determine whether two
object nodes refer to the same object or not, and more importantly, to identify the set of
object nodes in the reversed O-tree w.r.t. a given object. The latter will be used to find
HCODs. Each object corresponds to a list of Dewey labels of its object nodes sorted by
preorder numbering. The space cost of the object list is M × N where M is the total
number of objects in the original O-tree and N is the maximum number of object nodes
of an object. Part of the object list of the O-trees in Fig. 2 is given in Table 2.

Table 2. A part of object list of the O-trees in Fig. 2

Objects Objects nodes in the original O-tree Object nodes in the reversed O-tree
<Professor:sbrown> 1.1 1.1.1.1, 1.1.2.1, 1.2.1.1, 1.3.1.1
<Student:12745> 1.1.1, 1.2.1 1.1.1, 1.2.1
<Student:81433> 1.1.2 1.1.2, 1.3.1
<Paper:001> 1.1.1.1, 1.1.2.1, 1.2.1.1, 1.2.2.1 1.1
... ... ...

Reversed List. Given an object node in the reversed O-tree, reversed list is to trace
back to corresponding object nodes in the original O-tree for final output presentation.
It costs N × L where N is the number of object nodes in the reversed O-tree and L is
the maximum number of object nodes in the original O-tree w.r.t. a given object node in
the reversed O-tree. Table 3 shows a part of the reversed lists w.r.t. the O-trees in Fig. 2.

Table 3. A part of reversed list of the O-trees in Fig. 2

Object nodes in reversed O-tree Corresponding object nodes in original O-tree
1.1 1.1.1.1, 1.1.2.1, 1.2.1.1, 1.2.2.1
1.1.1 1.1.1, 1.2.1
... ...

4.3 Query Processing

As shown in Fig. 3, to process a keyword queryQ = {k1, . . . , kn}, we have three steps.

Step1: finding LCOAs from the original O-tree OT. We can use any of existing
LCA-based algorithms for this task. The list of object nodes matching keyword ki
can be retrieved from the keyword list and object list. Consider a set of matching
object nodes S = {u1, . . . , un} where ui matches ki. We denote LCOAO(S) and
LCOAR(S) be the set of LCOAs for S w.r.t. the original O-tree OT and the reversed
O-tree OT

R
, respectively.

Based on Lemma 1, we determine whether we need to findLCOAR(S) or not. Since
the reversed O-tree is used without users’ awareness, LCOAR(S) will be converted to
HCODs w.r.t. the original O-tree.

Step 2: finding LCOAs of the reversed O-tree OT
R

. To find LCOAR(S), from S
we identify the corresponding sets of object nodes on OTR . To do this, we look up the
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object list. Note that, there may be more than one corresponding set in OT
R

. After that,
we can apply the same algorithm with the algorithm of finding LCOAO(S).

Step 3: converting LCOAR(S) into HCODs of OT. An LCOAs v of OT
R

corre-
sponds a set Superset of nodes in OT , which can be found by looking up reversed list.
HCODs is the subset H = {h1, . . . , hn} of Superset where hi is a descendant of ui.

All ideas discussed above about finding HCODs for a given set of matching object
nodes S = {u1, . . . , un} are presented in Algorithm 2.

Algorithm 2. Finding HCODs(S)
Input: A set of matching object nodes S = {u1, . . . , un}

Object list
Reversed list

Output: HCODs(S)
1 for each ui do
2 Si ← looking up object nodes of OT

R
in object list

3 LCOAR(S)← LCOA(S1, . . . , Sn)

4 for each v ∈ LCOAR(S) do
5 Superset ← looking up object nodes of OT w.r.t. v

in reversed list
6 for each matching object node ui in S do
7 hi ← e ∈ Superset and e �a ui

8 HCOD(S).Add({h1, . . . , hn})

Complexity. The cost of finding
HCODs(S) is dominated by the cost
of looking up a node in object list
and reversed list. In the worst case,
it is log(m) × log(n) for the for-
mer, wherem and n are the number
of objects matched query keywords
and the maximum number of object
nodes w.r.t. an object. For the later,
it is log(N) × log(L) where N and
L has similar meanings in reversed
list.

Presentation of an Answer. To avoid irrelevant information, we present an answer as
a path from a returned NCON, i.e., a (set of ) object node(s) to matching object nodes.

Fig. 6 shows the process and outputs for a set of matching nodes of query
{Clinton, Kennedy} issued again the XML data in Fig. 1, in which one final
output corresponds to an LCOA and the other corresponds to an HCOD.

Q = 
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S = {1.1.1, 

1.1.2}…..

…..

LCOA
O
(S) 

= {1.1}

output
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81433
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1.1.1 {1.1.1, 1.2.1}     

1.1.2 {1.1.2, 1.3.1}

LCOA
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Fig. 6. Process and output of query {Clinton, Kennedy}

5 Experiment

We have developed XRich, a system for XML keyword search, based on our proposed
approach. XRich was implemented using Java and was used for experimental evalua-
tion. This section evaluates XRich on three aspects including efficiency, effectiveness
and quality of the generated reversed O-tree.

5.1 Experimental Setup
Environment. Experiments were performed on a dual-core Intel Xeon CPU 3.0GHz
running Windows XP operating system with 4GB of RAM and a 320GB hard disk.
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Datasets. We pre-processed two real datasets including IMDb9, and Basketball10. We
used the subsets with the sizes 150MB and 86MB for IMDb and Basketball respectively.
IMDb dataset contains information about movies, actors, actresses, companies, and etc.
An actor or actress can play for many movies, and a company can produce for several
movies. Basketball dataset contains information about coaches, teams, players where a
player and a coach can work for different teams in different years. Table 4 gives more
statistics of the datasets.

Table 4. Statistics of datasets

Dataset No. of
nodes

No. of ob-
ject nodes

No. of ob-
ject classes

No. of key-
words

Data size

IMDb 2,501,780 387,422 6 291,004 150M
Basketball 1,035,940 100,140 3 123,100 86M

Query Set. We randomly generated 120 queries from document keywords. To avoid
meaningless queries, we filtered out generated queries which do not contain any value
keyword, such as queries contains only tags, or prepositions, or articles, e.g., query
{actor, the, to}. 87 remaining queries include 34 and 53 queries for Basketball and
IMDb datasets respectively.

Compared Algorithms. We compared XRich with an LCA-based approach to show
the advantages of our approach over LCA-based approaches. We chose Set-intersection
[21] because it is recent and it outperforms other LCA-based approaches in term of
efficiency. We also compare XRich with ORGraph[9] because it can also find com-
mon descendants. ORGraph converts XML document to a graph similar to relational
database and is based on the Steiner tree semantics.

Metrics. To measure the efficiency, we compared the running time of approaches. We
selected five (among 87) queries for each kind of queries, e.g., 2-keyword query. For
each query, we ran it ten times to get the average response time. We finally reported the
average response time of five queries for one kind of query.

To evaluate the effectiveness, we used standard Precision (P), Recall (R), and F-
measure (F ) metrics. F-measure is the harmonic mean of precision and recall, and is

calculated as Fα = (1+α2)×P×R
α2×P+R . Here we choose α = 1 to evenly weight to precision

and recall. Other values of α provides similar results. We randomly selected a subset
(32 queries) of 87 generated queries for effectiveness evaluation. To compute precision

9 http://www.imdb.com/interfaces
10 http://www.databasebasketball.com/stats download.htm
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Fig. 9. Efficiency evaluation

and recall, we conducted surveys on the above 32 queries and the tested datasets. We
asked 15 students in major of computer science to interpret 32 queries. Due to ambiguity
of queries, a student may interpret a query in different ways. Common interpretations
from at least 12 out of 15 (80%) students are considered as common intuitions. We then
manually reformulate these interpretations into schema-aware XQuery queries and use
their results as the ground truth.

5.2 Effectiveness Evaluation

Effectiveness. Fig. 7 shows the effectiveness of all compared approaches. As seen,
XRich achieves high precision and recall (both are higher than 96%). Compared to Set-
intersection, XRich outperforms Set-intersection both in term of recall and precision
because XRich returns common descendants while Set-intersection does not; and a
returned node of XRich corresponds an object node rather than an arbitrary node of
Set-intersection. The difference in terms of recall (more than 25%) is higher than in
term of precision. XRich improves both precision and recall, but the more important
contribution is improving recall.

Compared to ORGraph, based on undirected Steiner tree, ORGraph has a lightly
higher recall than XRich, however, XRich significantly outperforms ORGraph in
term of precision because beside common descendants, ORGraph may also return many
meaningless answers in sense that it is hard (or even impossible) to interpret such an-
swers because the matching nodes have weak or no relationships. Therefore, if precision
and recall is evenly weighed, the F-measure of XRich is higher than that of ORGraph
as shown in Fig. 7(c).

Percentage of HCODs in NCONs. Fig. 8 shows the percentage of HCODs and LCOAs
in NCONs for 9 queries containing 1−4 keywords. Low (L), medium (M ) and high (H)
frequencies of keywords correspond to the number of matching objects between 1-100,
100-1000, and above 1000, respectively.Q(f, k) denotes a query containing k keywords
with frequency f . For 1-keyword queries, there is 0% HCOD because the reversed
tree provides no new answers for such cases. For other queries, the high percentage of
HCODs (20% - 40%) shows the importance of finding HCODs. The higher k and f are,
the higher that percentage is.

5.3 Efficiency Evaluation

Efficiency. The response time of approaches is shown in Fig. 9, in which we varied
the number of query keywords and the number of matching nodes. Although XRich
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has overhead from finding HCODs, it still outperforms the other algorithms because it
searches over the O-tree which is much smaller than the XML document and only uses
the reversed O-tree when necessary. Set-intersection runs slower because it works with
the whole large XML document. ORGraph runs also slower because ORgraph follows
undirected Steiner tree semantics, which would lead exponential computation [3].

Overhead of Finding HCODs. Fig. 12 shows the overhead of finding HCODs for 9
queries discussed in Fig. 8. As shown, it is around 24.7% of the total time, which is not
double thanks to Lemma 1.

Impact of Object on Efficiency. Fig 11 shows the response time of XRich when it
searches over the O-trees versus the corresponding XML documents. It shows that it
runs much faster with the O-trees, especially when the number of keywords increases
because the size of the O-trees is much less than that of the XML documents. We
randomly chose IMDb because Basketball dataset provides similar results.

5.4 Quality of the Extracted and Reversed O-Trees

To test the quality of the O-tree extracted from XML document, we check the accuracy
of the object class and OID discovery. To test the reversed O-tree, we computed the
ratio of the number of satisfied object nodes over the total number of object nodes in
the reversed O-tree. The satisfied nodes are those in the reversed O-tree that satisfy the
reversed schema (object class) which is manually generated. The results are given in
Table 10. As can be seen, the quality of the reversed O-tree depends on the quality of
the O-tree extracted from XML document, which is very high since our technique can
discover object class and OID with high accuracy. Once the O-tree is extracted, the
reversed O-tree can be derived accurately. The cost of these processes is not expensive
since this computation is performed offline and only once.

6 Related Work

LCA-based approaches. XRANK [5] proposes a stack based algorithm to efficiently
compute LCAs. XKSearch [20] defines Smallest LCAs (SLCAs) to be the LCAs that
do not contain other LCAs. Meaningful LCA (MLCA) [13] incorporates SLCA into
XQuery. VLCA [10] and ELCA [22] introduces the concept of valuable/exclusive LCA
to improve the effectiveness of SLCA. MESSIAH [18] handles cases of missing values



326 T.N. Le et al.

in optional attributes. Although extensive works have been done on improving the effec-
tiveness, these works may return incomplete answer sets since they find only common
ancestors but not common descendants.

Graph-based approaches. Graph-based approaches can be classified based on the se-
mantics such as the Steiner tree [2], distinct root [6] and subgraph [11,7]. The Stener tree
semantics can return common descendants if the XML document contains ID/IDREF,
but it also returns meaningless answers as well. Distinct root semantics is similar to
LCA semantics and cannot find common descendant. Sub-graph semantics provides
more information for answers but still miss common descendants if ID/IDREF is not
used in XML documents.

Object-oriented approaches. Object have been introduced in XSeek [14], XReal [1],
and [19]. However, none of the above works considers OID. Thus, they may not distin-
guish an object and a composite attribute and/or a multi-valued attribute.

7 Conclusion

This paper shows advantages of object identification in XML keyword search. Based
on object identification, we introduced the NCON semantics for XML keyword search,
by which an answer corresponds to an object and the answer set includes not only
common ancestors but also common descendants. We also proposed an approach based
on the NCON semantics and use both the original and the reversed O-trees to find
answers. Experimental results showed that XRich outperforms LCA-based and graph-
based approaches in terms of both effectiveness and efficiency. Therefore, the approach
could be a promising direction for XML keyword search to return a more complete
set of meaningful answers. More broadly, this paper demonstrates the benefit of object
orientation in XML. In future work, we will explore how other XML processing can
similarly benefit and how to handle n-ary (n ≥ 3) relationships.
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Abstract. In the age of big data, the data quality problem is more severe than 
ever. As an essential step in data cleaning, similarity join has attracted lots of 
attentions from the database community. In this work, to address the similarity 
join problem with edit-distance constraints, we first improve the partition-based 
join algorithm for small scale data. Then we extend the algorithm based on Ma-
pReduce framework for large-scale data. Extensive experiments on both real 
and simulated datasets demonstrate the efficiency of our algorithms. 

Keywords: Similarity join, big data, Map Reduce, data cleaning. 

1 Introduction 

The essence of similarity join in cleaning large-scale data has been widely recognized 
in database community. The goal of similarity join is to find all “similar” instances. 
The degree of similarity can be computed by various measurements, including Jaccard 
distance[1], cosine similarity[4], edit distance[5][6][7], hamming distance[4][16] etc.  

In this paper, we focus on similarity join problems with edit distance thresholds. 
Given two strings A and B , edit distance between A  and B  is the minimum 

number of edit operations (i.e. insertion, deletion and substitution) to transform A  to 
B . Edit distance has two distinctive advantages over alternative distance or similarity 
measurements. On one hand, it reflects the ordering of tokens in the string. For exam-
ple, “abc” and “bca” are not the same in term of edit distance, while they are equiva-
lent using Jaccard distance or cosine distance. On the other hand, it is tolerant to  
trivial displacement, thus it is more robust to noisy data.  For example, a spelling 
mistake “boby” can be easily recognized as a dirty record and transferred to the cor-
rect record “baby”. These two properties make edit distance a good measure in many 
application domains such as getting typographical errors for text documents[17], cap-
turing similarities for Homologous proteins or genes[18], and so on. 
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Most state–of-the-art techniques for similarity join problems with edit distance 
thresholds employ a filter-and-verify approach. To name a few, Part-Enum[3], All-
Pairs-Ed[4], PP-Join[5] and ED-Join[6] generate substrings using Q-gam function,  
then verify candidate pairs. Efficiency of similarity join algorithms relies on filtering 
scheme where less similar instance pairs are pruned before verification. Therefore, a 
number of research efforts are conducted, including All-Pairs-Ed[4], PP-Join[5], ED-
Join[6], and PassJoin[7]. Among them, a new filter way is presented in PassJoin[7] 
with preeminent experimental performance for both short and long strings.  

The PassJoin algorithm follows the divide-and-conquer paradigm, in which parti-
tions of strings are compared. Inspired by PassJoin, we propose a faster algorithm for 
small scale data: PassJoinK, in which the strings to be compared are divided into a 
flexible number of segments. As the string is divided into more segments, less candi-
date pairs are generated, the algorithm’s performance is enhanced. 

A major disadvantage of PassJoin is its incapability of handling large-scale data. 
As the volume of available datasets is growing increasingly higher nowadays, it is 
unlikely to store and/or process data in a single machine. PassJoin is designed for 
Self-Join, i.e. the strings to be compared are in the same file. In case there are mul-
tiple files to be computed (Multi-Join problem), efficient intra-file similarity join 
algorithms are needed. MapReduce framework[9] has been proven to be useful for 
analyzing large datasets in cluster environments. We extend the PassJoinK algorithm 
using Map-Reduce framework.   

To summarize, we make the following contributions. (a)We present an algorithm 
PsssJoinK which extends the partition scheme of PassJoin to prune more candidate 
pairs. (b)We devise an algorithm called PassJoinKMRS using MapReduce to deal 
with similarity join problems for big data where memory consumption is not afforda-
ble in a single machine. Extensive experiments justify the efficiency of the proposed 
algorithm. 

The rest of this paper is organized as follows. We introduce PassJoinK in Section 
2. Section 3 introduces PassJoinKMRS based on PassJoinK using Hadoop for both 
Self-Join and Multi-Join. Experimental results are provided in Section 4. We review 
related work in Section 5 and make a conclusion in Section 6. 

2 PassJoinK 

2.1 Preliminaries 

Definition 1 (String Similarity Joins). Given two sets of strings ,A B and a thre-

shold τ , the similarity join problem is to find all similar string pairs 

BqApqp ∈∈>< ,,,  from the two collections if and only if τ≤),( qpD  
where ),( qpD  means the distance between p and q .   
 

Definition 2 (Edit Distance). Given two strings p  and q , the edit distance denoted 

by ),( qpED means the minimum number of edit operations (insertion, deletion, 
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and substitution) to transform one string to another. For example, 

2),( =boybabyED  cause “ab” can be transformed to “o” by first 
deleting “b” then substituting “a” to “o”. 

 

Definition 3 (Similarity Join with Edit Distance Threshold). Given two sets R , S  

and edit distance threshold τ , the similarity join problem with edit distance threshold 

is to find all pairs >< qp,  such that Rp ∈  and Sq ∈  satisfy 

τ≤),( qpED . For example, we have two strings >< rs,  = <abcde,ace>. 
If the given threshold τ = 2, s is similar with r because their edit distance is not 
bigger than 2. 

The key idea of PassJoin algorithm is illustrated in Figure 1. Given two strings r  
and s ,  edit distance threshold τ . Suppose r and s  are both divided into 1+τ  
segments, if s  is similar to r , then at least 1 segment of r and s are equivalent. As 

shown in Figure 1. >< rs,  = <abcde,ace> are  partitioned into 1+τ  segments, 
there is  always at least one equivalent segment (substring match).  

 

 

Fig. 1. Example of partitioning two strings to several segments 

 

Fig. 2. An illustration of inverted index tree in PassJoin, given four strings (3 are indexed) and 
edit distance thresholdτ =1 

PassJoin consists of three stages: indexing, generation and verification. An inverted 
index tree is constructed to facilitate indexing and generation. In the stage of index-
ing, each string is evenly partitioned into substrings. Each substring is stored in a leaf 
node of the inverted index tree. For a new string, algorithm searches its matched sub-
strings in the inverted index tree, and generates candidate string pairs. As illustrated in 
Figure 2, the top 3 strings shown in the right part of Figure 2 are partitioned and in-
dexed. For example, “abcde” is partitioned into 2 segments{“ab”,”cde”}, and the 
length of the string (5) is stored in the branch of inverted index tree. For a new string 
“abcefg” , the algorithm first gets the substring “ab” and  finds a way “5->1->ab-
>1” from the inverted index tree, leading to a candidate string pair <4,1>.  
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In the stage of verification, two verification methods, length-aware verification me-
thod and extension-based verification method are adopted. In the dynamic program-
ming algorithm to compute edit distance, the length-aware verification method  
utilizes the length difference to estimate the minimum number of edit operations. The 
extension-based verification method partitions r  and s  into three parts: the match-
ing parts, the left parts and the right parts. A candidate pair could be pruned, if the left 
parts or the right parts of r  and s  are dissimilar within a deduced threshold[7].  

2.2 Algorithm PassJoinK 

Intuitively, if strings are divided into more segments, more candidate pairs can be 
pruned. Thus we introduce the following theorem. 

[Theorem 1] Given edit distance threshold τ , two strings A , B . A  and B  are 

arbitrarily divided into k+τ  segments. Then if two strings are similar which means 

τ≤),( qpED , at least k  segments of A  and B  are equivalent.  

[Proof] Suppose string s  is similar to r, and s contains at most ( )m m k<  

unique substring that matches segments of string r  . Thus there exists at least one 
edit operation between each remaining segment of r  and s. Since there are  

mk −+τ  mismatches, ),( srED  is larger than mk −+τ . This is contradictory 

to our former statement that s  is similar to r . Thus s  must contain at least k  
substrings which matches the segments of r . 

By enlarging the value of k , more unqualified pairs are filtered. We illustrate this 

property in Figure 3. Given 2=τ and given two strings { , }r s ={abcde,cabde}. We 
partition them into 1+τ  and 2+τ  segments. From the left part of Figure 3, 

,r s< >  is considered as a candidate pair, but from the right part of Figure 3, 
,r s< >  is filtered.  

 

 

Fig. 3. More unqualified candidate pairs can be pruned by enlarging k  

In partition scheme[7], each segment has a length of 
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The multi-match-aware substring selection method selects substring with start posi-
tion in the  range of :  

[ ] )](),([)]1(),1([, ikpikpipipSS iiiiendstart −++Δ+−+−Δ+∩−+−−= ττ . 
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Algorithm 1: Pass-Join-K(S, τ, k) 

1 Input : S,τ, K 

2 Output : }),(|),{( τ≤∈∈= rsEDsrSsA   

3 Begin  

4   Sort S by string length and second in alphabetical order; 

5 f or Ss ∈  

6 for |)||(| slsLi
l ≤≤−τ   

7 for )1( kiLi
l +≤≤ τ   

8 );,(),( i
l

i
l LsELECTIONSUBSTRINGSLsW =   

9 for ),( i
lLsWw∈   

10 if w is in 
i
lL , then 

11 Add )(wLi
l  into C(s); 

12 VERIFICATION(s , S , C);   

13 End  

Function ),( i
lLsELECTIONSUBSTRINGS  ` 

1 Input : s : a string, 
i
lL  :  Inverted index 

2 Output : ),( i
lLsW   which contains selected substrings 

3 Begin 

4 ),( i
lLsW = {w| w is a substring of s}; 

5 End 

 

Function VERIFICATION(s, S, C)  

1 Input : s, S, C 

2 Output : }),(|),{( τ≤∈∈= rsEDSrSsA   

3 Begin 

4   for Cc ∈   do 

5 if the number of c is bigger than k then 

6 If τ≤)),(( ssSED  then 

7 >←< scSA ),( ; 

8 End 

Algorithm 1. PassJoinK algorithm 
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The pseudo-code is shown in Algorithm 1. PassJoinK sorts strings first by length and 
then in alphabetical order. For each string, sequentially scan its substrings and then 
match it  if they share the same path in the inverted index tree. If a candidate string is 
returned, add one to the counter. If the cumulative count is bigger than k , verify the 

candidate pair. The space complexity is )||)(( max
maxmin


−=≤≤

×+Ο
j

jl
l

ljl

Sk
τ

τ  where 

|| lS  means the number of strings with length l . The sort complexity is  

|))|(log||(
max

min

2 l

l

ll
l SS

=

×Ο , selection complexity is |)|)(( 2 Sk ×+×Ο ττ  and 

the verification complexity is )),((
||

|| 1 ),( )(&&)(    ∈ −

+

= ∈ >∈
Ο

Ss

s

s

k

i LsWw krCwLri
l

i
l

rsV
τ

τ .  

3  PassJoinK Based on MapReduce 

3.1 Intuition 

MapReduce[9] is a popular paradigm for data-intensive parallel computation in 
shared-nothing clusters.  In MapReduce, data is initially partitioned across the nodes 
of a cluster and stored in a distributed file system (DFS). Data is represented as (key, 
value) pairs. The computation is expressed using two functions: firstly a map function 
hash-partitions on the key. For each partition the pairs are sorted by their keys and 
then sent across the cluster in a shuffle phase. At each receiving node, all the received 
partitions are merged. All the pair values that share a certain key are passed to a single 
reduce call. Then the reduce task performs desired functions on the key-value pairs.  

It is not a trivial problem to combine PassJoinK with MapReduce. PassJoinK keeps 
an inverted index tree which is not applicable in MapReduce. The main idea of our 
algorithms is to change the inverted index tree to a new data structure IIT-Record, and 
the substring to a new data structure SS-Record. Both IIT-Record and SS-Record are 
in the form: <k2,v2> = <[segmentString, segmentNumber, stringLength, Flag], ID> 
where segmentString is a string that is either indexed or to be compared, segment-
Number suggests the ID of segment it belongs to, the stringLength indicates the 
length information and the Flag suggests the type of record.  If the Flag equals to 
IIFLAG it means this record is an IIT-Record and otherwise if the Flag equals to 
SSFLAG it means this record is a SS-Record.  

3.2 PassJoinKMR and PassJoinKMRS 

Based on the above intuitions, we present PassJoinKMR and PassJoinKMRS, both of 
which consists of three stages: indexing, generation and verification. Indexing and 
generation are implemented by a Map phase, while verification is completed in a 
reduce phase. 
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• Stage 1: Indexing  

In this stage, we first break every string into evenly k+τ  parts, and for each sub-
string an IIT record is constructed. For example, string “frequency” with ID r is bro-
ken into 4 segments expressed as {<[fre, 1, 9,IIFLAG], r >, <[qu, 2, 9, IIFLAG], r >, 
<[en, 3, 9, IIFLAG], r >,  <[cy, 4, 9, IIFLAG], r >}.  

•  Stage 2: Substrings Generation  

In this stage the Map function generates SS-Records for substrings.  For a string 
S  ,a given threshold τ and k , the substring starts at position varies in : 

[ ] )](),([)]1(),1([, ikpikpipipSS iiiiendstart −++Δ+−+−Δ+∩−+−−= ττ  

Based on the length-filter, the possible matched string length is in the range of  
],[ ττ +− ll . So for each string, we generate ττ 2*)( k+  records <[substring, 

segmentNumber, stringLength, SSFlag], ID> where segmentNumber varies from 
],1[ k+τ  and stringLength varies from ],[ ττ +− ll  .  

Now we have two different kinds of records IIT-Records and SS-Records for each 
string. All the substrings, together with length, segment information and Flag type are 
combined as key, their mapping ids are values in the (key, value) pairs. The Map 
phase outputs  <[segmentString, segmentNumber, stringLength, Flag], ID> to Re-
duce phase and the Reduce task groups all the Records with their prefixes and  
generates the candidate pairs. For example, an IIT-Record  <abc, 1, 9, 10, 0> and a 
SS-Record <abc, 1, 9, 12, 1> are grouped together and the string pair <10, 12> has 

one segment matched.  If the pair has in total more than k  segments matched, it is 
regarded as a candidate pair. 

• Stage 3: Verification 

We propose two different strategies to efficiently verify the candidate pairs. The first 
one is PassJoinKMR which keeps all the IIR-Record and SS-Record information and 
extension-based verification method to increase performance. The second one is Pass-
JoinKMRS, in which the keys of IIR-Record and SS-Record are hashed  to an integer 
(i.e. <[Hash(segmentString, segmentNumber, stringLength ), Flag], ID>) and uses 
length-aware verification method.  PassJoinKMR needs more bandwidth for the seg-
ment information, while PassJoinKMRS generates some additional candidate pairs for 
the hash table “conflict”, but uses less bandwidth. It is difficult to say which algorithm 
is more efficient. However, since bandwidth is always a bottleneck in MapReduce, we 
argue that it will slow down computation if the verification time is decreased by using 
more transmission information. We will further study this problem in Section 4. 

We show the whole process in Figue 4. The input record is <k1, v1>= {<R1, 
abcde>, <R2, bcfde>}.  Mapper phase generates the IIT-Records and SS-Records and 
then the records are grouped together based on the key<segmentString, segment-
Number, stringLength>. Reducer phase verifies the candidate pairs. Compared with 
PassJoinK, sorting the strings is no longer needed in PassJoinKMR and Pass-
JoinKMRS. We give the pseudo-code of our algorithm PassJoinKMR for Self-Join in 
Algorithm 2.  
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Fig. 4. The process of PassJoinKMR 

 

Algorithm 2 PassJoinKMR with Self-Join(inDir,outDir,Tau,K) 

Input: 

inDir(input directory with the records of dataset R),  

outDir (output directory), Tau(threshold), K(the number of 

addition segments) 

Output outDir contains all the results of the Similarity Join  

1 Map phase(k1=line number ,v1=id:string) 

2              Id ← v1.id  

3      Str ← v1.string 

4      L ← length(Str) 

5     
i
LS  ← partition record into segmentStrings 

6      for each segment in  
i
LS  

7          Output([L, i, segmentString, IIFlag],id) 

8      for 11, +≤≤≤≤− ττ iLlL   

9           Ψ  ←  SelectSubStrings(Str, l, i, τ) 

10            for each substring in Ψ  

11                 Output([l, i, substring, SSFlag],id) 

    

12 Reduce phase(k2=[l, i, substring, IIFlag/SSFlag], v2 =list(id)) 

13      IIlist ← list(id) with IIFlag  

14      SSlist ← list(id) with SSFlag 

15      for each rid  in IIlist do  

16          for each sid in SSlist  

17              ed ← VerifyPair(Strings(rid), Strings(sid), τ) 

18              if ed <=τ then  

19                   Output(k3 = [rid, sid], v3 = ed) 

Algorithm 2. PassJoinKMR algorithm for Self-Join 
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For multi-join problems where the input strings are located in multiple files, we make 
necessary changes in generation stage to accelerate string search and match. We  add 
the file information into IIT-Record and SS-Record <k2, v2> = <[segmentString, 
segmentNumber, stringLength, FLAG], [DirNumber, ID]>. In Self-Join case, to re-
duce the number of reduplicate pairs, we just consider the pair <s1, s2> where s1>s2. 
In Multi-Join case, to avoid reduplicate strings in distinguishing files, we match s  
with r  within a certain length range, i.e. if Lslength =)(  , the possible length of 

r  is between τ−L  and τ+L .  

4 Experiments 

In this section we evaluate the proposed algorithms. Our goal is to evaluate (1) the 
efficiency of PassJoinK with different k value, (2) the efficiency of PassJoinKMRS 

and PassJoinKMR with different k value, (3)the scalability of our algorithms. 
The PassJoinK algorithm is implemented in C++. We run our programs on a Ubun-

tu machine with 4 i5-2300 2.8GHz processors and 32 GB memory. The Pass-
JoinKMR algorithm uses Hadoop version 1.0 with 1 NameNode and 6 DataNodes.  
Up to 1 map and 4 reduce tasks are performed concurrently per node. Each node has 4 
i5-2300 2.8GHz processors and 32 GB memory. 

 
(a) ALO Log                            (b) DBLP Author+Title 

Fig. 5. String Length distribution 

We used two real datasets: DBLP Author+Title1 and AOL Query Log2.  DBLP is an 
academic bibliography data set commonly used in database community.  Query Log 
is a set of real query logs. The dataset's information is shown in Figure 5 .  

4.1 Effect of different K 

In this section we implement PassJoinK with different k  values. Note that when 
1=k , PassJoinK algorithm is essentially PassJoin. We report the join time of four 

                                                           
1  http://www.informatik.uni-trier.de/~ley/db 
2  http://www.gregsadetsky.com/aol-data/ 
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different k values with different edit distance thresholds in Figure 6. We have the 
following observations:  (1)Compared to PassJoin, the join time reduces with larger 
k.   For example, on Log dataset with edit distance threshold τ = 10, the elapsed time 

for PassJoin( 1=k ) is 1502 seconds; when k= 2, the algorithm only used 490 seconds 

(3 times faster); when k=3, it only used 374 seconds (4 times faster). This suggests 

that PassJoinK with an appropriate value of k is superior than PassJoin.  

 
                   (a) Log                                (b) Author+Title 

Fig. 6. Time cost of PassJoinK with different k  and τ  

 
(a) Log                                      (b) Author+Title 

Fig. 7. Verification and Non-Verification Time with different k 

(2) The elapse time does not always decrease with increasing K.  Consider the “U”- 
curves shown in Figure 6(a) and (b), the time cost slightly increases after a certain 

point ( k =2 or k =3). This phenomena is more significant for larger edit distance 

threshold (e.g. τ =10). This is because with bigger k , the reduction of the verifica-
tion time is less than the increased time building a more complicated inverted  
index tree. 
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We conduct another experiment to further analyze the verification time and non-
verification time. We choose τ  = 8.  We can see from Figure 7 that (1) on both 

datasets, the verification time is much more than non-verification time when 1=k . 
However, for bigger K, the verification time is less than (or nearly equivalent to) non-
verification time. (2) When 2=k , the verification time decreases more than 5 time, 
the non-verification time decreases more than 30 percent on both data set. (3) With 
bigger K ( k = 3 or K=4), the non-verification time increases apparently while verifi-

cation time decreases a little. This is because that when k equals to 3, the candidate 
pairs are almost true pairs, so when k   becomes 4, the number of candidate pairs 
remain still,  more preparation time is needed so the verification time increases. The 
above analysis suggestsk=2  is an appropriate value. 

4.2 Comparative Study 

In this section, we compare PassJoinK with state-of-the-art methods Ed-Join[6] and 
PassJoin[7]. For PassJoinK, we choose 2=k . Figure 8 shows the results where 
elapsed time included the preparing time and join time. We can see that (1) PassJoin 
is always better than Ed-Join. The underlying reason is that PassJoin generates less 
substrings (2) PassJoinK outperforms PassJoin except for τ =4 in Author+Title data-
set. The reason why PassJoinK is better than PassJoin is that PassJoinK prunes more 
candidate pairs so the verification time is less.  

 

(a) Log                                     (b) Author+Title 

Fig. 8. Comparison with other methods 

4.3 Effect of Parameters 

We first report the Join time of PassJoinKMR with four different k values and dif-
ferent edit distance threshold in Figure 9. 
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(a) Log                               (b) Author+Title 

Fig. 9. The efficiency of PassJoinKMR with different k 

As shown in Figure 9: as k increases, the elapsed time increases too. This is different 
from PassJoinK algorithm because in RAM, building inverted index tree costs little 
time and the verification costs a big amount of time. But when we use Hadoop, build-
ing massive IIT-Records and SS-Records costs much time and also the transmission 
time is apparently more than that in RAM, so the portion of verification time is small-
er. When k increases, the elapsed time increases. So we suggest that 1=k  seems the 
best choice. 
 

 
(a) Log                                 (b) Author+Title 

Fig. 10. Comparison PassJoinKMR with PassJoinKMRS 

Now we know that the transmission time is a big part of the elapsed time and even it 
is larger than verification time, we next show the experimental results of Pass-
JoinKMRS (with less information transmission) in Figure 10. We can see that Pass-
JoinKMRS almost reduces half of the time by PassJoinKMR. For example, on Log 
dataset, when tau = 6, PassJoinKMR costs 721 seconds while PassJoinKMRS costs 
only 392 seconds. Hence it verifies our assumption in section 3(b). 
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4.4 Scalability 

Figure 11 shows the running time of different number of reducers. We find that the 
effectiveness becomes better when reduce number increases, so if we have more 
computers, the algorithm becomes more effective.  Figure 12 shows the running time 
of our algorithms on simulated datasets. We increase the size of original datasets by 
following the same rules of frequencies of symbols and distributions of string lengths. 
We can see our algorithms achieve very good scalability. Furthermore, when the data-
set is small, for the limitation of bandwidth, PassJoinKMRS’s performance is worse 
than PassJoinK, but with bigger dataset, PassJoinKMRS becomes more efficient than 
PassJoinK. 
 

 
(a) Log                         (b) Author+Title 

Fig. 11. Comparison of Reduce task’s number 

 
(a) Log                             (b) Author+Title 

Fig. 12. Comparison of N times datasets 

5 Related Work 

There are many related works on string similarity join[1,2,3,7,8] and similarity join in 
parallel[8,10,11] including exact similarity joins[1-16], approximate similarity 
joins[19] and top-k similarity joins[20]. The similarity measurements include cosine 
similarity[4], edit distance[5][6][7], Jaccard similarity[15], hamming distance[4][22] 
and synonym based similarity[23]. 
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Most existing works with small data used filter-and-refine framework to solve 
string similarity join problem based on Q-gram[2] representation of strings such as 
Part-Enum[3], All-Pairs-Ed[4], PP-Join[5], ED-Join[6]. They first generate a set of 
signature for each string and ensure that every similar string pair must share at least 
one common signature, and then generate some pairs which share at least one signa-
ture and then verified the candidate pairs. Some recent works based on MapReduce 
framework[12,13,14] have been proposed. However most of them did not provide any 
experimental results on the performance of these strategies.  

6 Conclusion  

In this paper, we study the problem of string similarity joins with edit-distance con-
straints. We improve the PassJoin algorithm and propose a MapReduce algorithm 
PassJoinKMRS. Experiments show that our method outperforms the original PassJoin 
which has been proved better than other state-of-the-art join algorithms. 
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Abstract. Clustering and faceting are two ways of presenting search
results in database. Clustering shows the summary of the answer space
by grouping similar results. However, clusters are not self-explanatory,
thus users cannot clearly identify what can be found inside each cluster.
On the other hand, faceting groups results by labelling, but there might
be too many facets that overwhelm users.

In this paper, we propose a novel approach, topical presentation, to
better present the search results. We reckon that an effective presenta-
tion technique should be able to cluster results into reasonable number
of groups with intelligible meaning, and provide as much information as
possible on the first screen. We define and study the presentation prop-
erties first, and then propose efficient algorithms to provide real time
presentation. Extensive experiments on real datasets show the effective-
ness and efficiency of the proposed method.

1 Introduction

Database query results can be presented in a ranked list, in clusters or in facets.
Ranked list is popular; however, it does not help navigate the answer space. In
contrast, clustering and faceting are designed for users to quickly get a general
picture of the whole answer space first, and then to locate relevant results. How-
ever, several issues remain to be studied. Let us first consider a simple example.

Example 1. Consider a laptop database that maintains information like Brand,
Screen Size, CPU type, etc. First, assume the results are presented in clusters. Ta-
ble 1 shows a typical interface, similar laptops are grouped into the same cluster, and
can be accessed by hyperlink in Zoom-in field. There are two shortcomings. (1) Clusters
may be ambiguous (i.e., not self-explanatory). Users could be puzzled of what can be
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Table 1. Clustering example

ID Brand Price Color CPU ScreenSize Zoom-in
05 Dell 539 Black Intel i3 14 311 more laptops like this
06 Apple 1499 Silver Intel i5 13 217 more laptops like this
07 HP 559 Black Intel i7 13.3 87 more laptops like this
08 Sony 729 Pink Intel i3 14 65 more laptops like this

Table 2. Results after ap-
plying Zoom-in

Brand Price Color CPU ...
Dell 539 Black Intel i5 ...
HP 549 Black Intel i7 ...
Dell 559 Silver Intel i5 ...
HP 559 Pink Intel i3 ...

found through the hyperlink. We refer to this as S1 (shortcoming 1, unknown label).
(2) For thousands of results (S2, result overwhelming), if the number of clusters k is
set small, each cluster may also contain many results, this might lead to other issues.
(i) Presenting each cluster may overwhelm users.
(ii) Results in one cluster may not be similar to each other. Table 2 shows the results

after applying Zoom-in to the first cluster in Table 1. These laptops are considered
similar according to the distance measure of the system. However, in fact, a novice
user might think Dell and HP are similar for some reasons such as the prices are
nearly the same, while a professional user may consider them quite different. This
is a negative effect of S1, as the semantic similarity is unknown to users.

Second, assume the results are presented by faceting, such as amazon.com. Facets (i.e.,
labels) are listed on the left side of each returned web page. Actually, when submitting
“laptop” as keyword, there are more than 100 facets, which cannot be fulfilled on the
first screen. Each facet represents a group of results, and too many facets may lead to
dissatisfaction as well (S3, facets overwhelming). �

Clustering solves the result overwhelming issue (S2) by setting a fixed number
of clusters. However, each cluster is not self-explanatory. On the other hand,
faceting groups results with labels; nevertheless, it might overwhelm users (S3).

In this paper, we try to combine the advantages of both sides. However,
straightforward solutions may not be applicable.

On one hand, directly adopting label extraction methods [17,20] for clustering
is improper. First, most label extraction methods are designed for document sets,
while these methods are effective for texts, we cannot make the most of them
for structured data. Second, label extraction methods often employ supervised
learning algorithms, they emphasize the quality. However, result presentation
requires real time interaction in practice.

On the other hand, selecting a few facets to avoid overwhelming may deliver
insufficient information. Most of the facet selection methods [12,6] only consider
result size, i.e., the goal is to select k facet groups that maximize the total result
size. In the amazon example, top-3 facets are “windows 7”, “windows 8”, and
“windows vista”. Though too large facets could cover more tuples, they deliver
not sufficient information on the first screen.

In this paper, we study how to present search results on database. Specifically,
the goals that a good presentation approach should meet are as follows.
G1. (Goal 1, on S1) Each grouped results (packages) should be intelligible (i.e.,

packages should have labels), hence users can understand it easily.
G2. (On S2) Reasonable size of each package should be ensured, thus users are

not overwhelmed. We do not prefer packages with too many tuples (over-
whelming users) or too few tuples (providing insufficient information).
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G3. (On S3) Due to the first screen size, only k packages can be presented,
we should make these summarized k packages bring as much information as
possible, so as to give users a more informative picture of the result set.

We propose a topical presentation (TP) approach for these goals. TP takes
query result as input, and outputs k intelligible packages, where each package is
neither too large nor too small, and collectively, the k packages aim to provide
maximal information. To this end, we first need to generate all packages, and
then summarize them.

We have identified three challenges. First, there are many packages in prac-
tice, we need to efficiently generate them and then summarize them. Second,
the information of each package is hard to measure. Entropy-based measures are
well studied in information theory. However, it is inappropriate to adopt these
measures for packages with labels, because defining row wise entropy or defin-
ing the distribution of tuples is hard. Another difference is that entropy-based
methods measure the information of the package, whereas we need to measure
the information of both the package and its labels. Third, the k packages might
overlap. For G3, TP needs to maximize the information without the overlapped
tuples. Intuitively, the goal of summarizing packages is to expose users (1) as
many tuples as possible and (2) as many labels as possible. However, the two
aspects are inversely proportional (e.g., a facet with label “windows 8” consists
more laptops than a facet with labels “windows 8” and “DELL”).

To tackle the challenges, TP first analyzes how to get labelled groups (G1),
then determines the acceptance for groups to achieve a reasonable group size
(G2). Next, we introduce a metric to measure the information of each group.
Finally, a fast algorithm is proposed to select k groups with maximal information
(G3). We achieve this goal based on the maximizing k-set coverage principle.

Table 3. Topical presentation example

ID Brand Color CPU ScreenSize Subtopic
01 Dell Black Intel i5 14 186 Dell Black laptops
02 Sony Pink Intel i5 15 17 Sony 15 inches laptops

03 Lenovo Black Intel i5 14 168 Intel i5 14 inches laptops
04 MacBook Silver Intel i7 14 66 Silver MacOS laptops

For Example 1,
four intelligible groups
are shown in Ta-
ble 3. We choose a
representative tuple
for each group. Each
group is assigned with several labels (highlighted in boxes) to describe the com-
monality of tuples in it. These groups help users to learn the answer space from
different aspects. We aim to provide maximal information by choosing most
representative labels in these groups.
Contributions. (1) We propose and define the TP problem. (2) We propose
a metric to measure the information of each package. (3) We suggest a novel
mechanism for summarizing many packages into k, and propose a fast algorithm.
(4) Extensive experiments are performed to evaluate the proposed approach.
Roadmap. Section 2 defines the problem (G1). Section 3 generates acceptable
packages (G2). In Section 4, we summarize the packages (G3). Section 5 shows
the experiments, Section 6 and Section 7 discuss the related work and conclusion.
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2 Problem Definition

We adopt the labels used in faceting to deliver clear meaning. Labels are from at-
tribute values of tuples. This section begins with preliminaries, and then defines
the problem. The terminology in OLAP is used. Table 4 lists some notations.

Table 4. Notations used in this paper

Symbol Description Symbol Description Symbol Description
T relation l label D attribute space

mt meta-topic OS(Pst) overall score o(Pst) overview ability
st subtopic OSm(P) informative score m(Pst) meaningfulness

π(mt) partition of mt M set of packages that sup(Pst) support of Pst
Pst package of st are from one mt IC summary set
P package set R query result set cha(t,l) character for label l in t

2.1 Preliminaries

Definition 1 (Meta-topic). Let T=(A1,...,An) be a relation with attributes Ai.
A meta-topic on T is a combination of attributes: mt=(x1,...,xn) where xi=Ai or
xi=∗ (1≤i≤n), and ∗ is a meta symbol meaning that the attribute is generalized. The
partition of mt (denoted as π(mt)) is a set of tuple sets, where each tuple set consists
of tuples with same values on non-∗ attributes of mt, i.e.,

π(mt)={s|∀ti,tj∈s:ti[vk]=tj [vk] if xk 	=∗,1≤k≤n} (1)

where ti[vk] denotes the value of attribute Ak in tuple ti.
For mt=(x1,...,xn) and mt′=(y1,...,yn), mt is an ancestor of mt′ (i.e., mt�mt′) if

xi=yi for each xi 	=∗, and there exists j∈[1,n] such that xj=∗ but yj 	=∗. �

Take Table 3 as an example, assume there are only 4 attributes, T = (Brand,

Color, CPU, ScreenSize), the partition of meta-topic (∗,Color,CPU,∗) contains
three tuple sets (we use IDs in Table 3 to represent each tuple), {01,03},{02},{04}.
Moreover, (∗,∗, CPU,∗) � (∗,Color, CPU, ∗).

Corollary 1 (Refinement). Given mt, mt′, if mt′�mt, then π(mt) refines π(mt′),
i.e., ∀s∈π(mt),∃s′∈π(mt′):s⊆s′. �

In Table 3, tuple sets {{01,03},{02},{04}} refines {{01,02,03},{04}}, where the
latter is the partition of (∗,∗,CPU,∗). For tuple set {01,02,03}, tuples share com-
mon label Intel i5. All common labels of a tuple set consist of its subtopic.

Definition 2 (Subtopic). Given a relation T , and a meta-topic mt=(x1,...,xn), a
subtopic for mt, denoted as st∈mt, is a combination of attribute values: st=(z1,...,zn)
where zi∈Ai (if xi=Ai) or zi=∗ (if xi=∗). We call each non-∗ zi a label of st, and
refer to all tuples of a subtopic st as a package (denoted as Pst), i.e.,

Pst={t|t∈T,t[vk]=zk if zk 	=∗,1≤k≤n} (2)

The support of Pst is defined as sup(Pst)=|Pst|/|T |. Packages of all subtopics consist
of π(mt), if all the subtopics are from mt. i.e., ∪∀st∈mtPst=π(mt). �

For example, (∗,∗,Intel i5,∗) is a subtopic, it is an instance of meta-topic
(∗,∗,CPU,∗). The package of this subtopic is P(∗,∗,Intel i5,∗) = {01,02,03}. If
there are only 4 tuples in T , its support is 0.75.
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In this paper, we assume all tuples are in one table and attribute values are
categorical. For numeric data, we assume it has been suitably discretized.

A subtopic can also be viewed as a label set. We use notations in set theory,
such as |st|, st1 ∪ st2, st1 ∩ st2, to denote the number of labels in st, all distinct
labels, and labels belonging to both st1 and st2, respectively.

2.2 Overview Ability and Meaningfulness

It is obvious that the more labels describing a package (more meaningful), the
less tuples it contains (less overview ability). This is a trade-off between (1) the
overview ability of the answer space; and (2) the meaningfulness of each package.
Overview Ability. It is easy to see that, a package with more tuples has better
overview ability. Therefore, the overview ability of Pst is defined as the propor-
tion of the whole answer space in this paper.

o(Pst) =
∑

t∈Pst
score(t)/

∑
t∈Rscore(t) (3)

where R is the query result set, and score(t) is an adaptation of existing scoring
techniques. For example, score(t) can be the relevance between keyword query
Q and t, or the feedback of t by users.
Meaningfulness. As discussed in Section 1, it is hard to quantify the meaning-
fulness. To this end, we assume that, a package Pst is more meaningful if there
are more labels in st. This is a natural assumption because users are exposed
with subtopics directly; they can learn more information if and only if there are
more labels. The meaningfulness is defined as follows.

m(Pst) = Σl∈stweight(l) (4)

where l ∈ st is a label, weight(l) measures the importance of l. Many approaches
(e.g., query log mining, frequency based scoring) have been proposed for label
scoring. We assume the labels are independent for simplicity, hence the mean-
ingfulness can be denoted as the sum of all label weights.
Overall Score. The overall score for overview ability and meaningfulness of a
package is defined as follows.

OS(Pst) = o(Pst)×m(Pst) (5)

We use the product of o(Pst) andm(Pst) because the two aspects are in inverse
proportion. For a package, we prefer high score of both o(Pst) and m(Pst).
Remark 1. Note that OS(Pst) can be applied to many package ranking methods.
For example, for frequency-based ranking [6] (where a facet/package is ranked
by the number of tuples in it), we could set score(t)=1 and m(Pst)=1. As a
result, the ranking by OS(Pst) is equivalent to the frequency-based ranking.
Remark 2. There are many implementations for score(t) and weight(l), e.g.,
TFIDF, user feedback. Different scenarios require different scoring functions,
thus we leave score(t) and weight(l) untouched, to make OS(Pst) adaptive.
Remark 3. Substituted by Eq. 3 and 4, OS(Pst) =

∑
t∈Pst

∑
l∈stscore(t)weight(l)/∑

t∈Rscore(t)∝
∑

t∈Pst,l∈stscore(t)weight(l). Denote cha(t,l)=score(t)weight(l) as
the character for label l in tuple t, the overall score can be rewritten as OS(Pst)∝∑

t∈Pst,l∈stcha(t,l).
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2.3 Problem Definition

Problem 1 (TP). Given search results R, attribute space D=∪|D|
i=1Ai and an integer

k. Let OSm(·) be the informative score of multiple packages, and P be all packages on
D, the topical presentation (TP) problem is to select a summary set IC , that

max
IC⊆P,|IC |=k

OSm(IC),s.t.∀Pst∈IC
{
Pst is acceptable
st is on D

where OSm(IC)=f(∪Pst∈ICOS(Pst)) measures the information of all packages in IC .

Following the previous example, in frequency-based ranking, OSm(IC) =∑
Pst∈IC

OS(Pst), and in set cover ranking, OSm(IC) = | ∪Pst∈IC Pst|.
In Problem 1, each Pst∈IC is required to be acceptable due to G2, and

OSm(IC) is required to be maximal due to G3. To compute IC , we need all
packages P, informative score OSm(·), and a fast algorithm. These issues are
discussed next.

3 Package Generation

Given search results R and attribute space D, by the definition of subtopic, we
can use the group-by in SQL to generate packages. The DBMS could return all
packages of a meta-topic mt, if we group-by all non-∗ values in mt. However,
it needs to execute the group-by 2|D| times, since there are 2|D| meta-topics on
D. This is time consuming. Besides, not all packages are interesting, consider
a package with st = (DELL,Pink, Intel i5,13inches), actually, there is only one
laptop in this package, thus presenting it on the first screen might not be desired.

We now describe acceptable packages and the package generation algorithm.

3.1 Acceptable Package

An acceptable package is valid, and has neither too many nor too few tuples.
Valid Packages Due to the finer-than relation between meta-topics (Corollary
1), if π(mt1) refines π(mt2), then the partition of their meet (a partition refines
both mt1 and mt2), π(mt1 ∧mt2) is equivalent to π(mt1). In order to eliminate
the redundancy, we propose the notion of valid package.

Definition 3 (Valid Package). A package Pst, st∈mt, is valid if there is no
descendant mt′ of mt(i.e., more specific than mt) such that Pst′∈mt′=Pst. �

The intuition of valid package is that if two packages are same in tuples, but
different in subtopics, e.g., (∗,Pink,Intel i5,∗) and (∗,Pink,Intel i5,13inches).
We prefer the latter package, for it has more meaning.
Example 2 The finer-than relation of meta-topics is a partial order and it is a

complete lattice. Fig. 1 shows a table T and the lat-

tice. π((A,∗,∗)) refines π((∗,B,∗)), thus the partition

of their meet π((A,B,∗)), is the same with π((A,∗,∗)).
Therefore, packages from π((A,∗,∗)) are invalid. Be-

sides, packages from π((A,∗,C)) and π((∗,∗,C)) are

also invalid.

ID
1
2
3
4
5 (*, *, *)

(A, *, *) (*, B, *) (*, *, C)

(A, B, *) (A, *, C) (*, B, C)

(A, B, C)
A B C D, ...
Table  T

((A(( ,, *,, C))CC

((*,, *,, C))CC((A(( ,, *,, )*)

a1 b1 c1
((((w1, w2

a1 b1 c2 w1, w2
a2 b2 c3 ((

,
((

,
w1, w2

a2 b2 c3
,

w1, w2
a3 b2 c3

,
w1, w2

Fig. 1. Illustration on Lattice,
the attribute space D = ABC
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Package Support Threshold. For packages with too many or too few tu-
ples, we need to determine the maximal and mini-
mal support (denoted by min sup and max sup) as
thresholds. The thresholds can be set by system ad-
ministrators according to experience, or by users. One
can easily determine min sup by setting a minimal
package size (e.g., 5, 10, or 15). However, determining
max sup is hard, it depends on the result size |R| and
the distribution of tuples.

In this work, we report that for real dataset, the

min_sup max_sup

space = 2
space = 3
space = 5
space = 6
Power fit of 
Power fit of 
Power fit of 
Power fit of 

1E-3 0.01 0.1 1
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Fig. 2. Zipf distribution

support is described by a Zipf distribution over the meaningfulness of packages.
Fig. 2 shows the meaningfulness is inversely proportional to the support. The
packages are generated from 511 laptops with 11 attributes, and for all packages
with the same support, we sum their meaningfulness as overall meaning, i.e.,
OM(s)=

∑
sup(Pst)=sm(Pst). We can see that Zipf distribution is obeyed for dif-

ferent attribute space. Therefore, following [11], we estimate max sup according
to the transition point (denoted as tp) calculation of Zipf ’s second law.

OM(tp) =
1

2

{
−1 +

√
1 + 8count(OM(1/|R|))

}
(6)

where count(OM(1/|R|)) counts the number of packages with support 1/|R|. This
equation is adapted from [8]. Several support values s may satisfy OM(s)=

OM(tp), and we choose a minimal one as max sup.
Remark 4. Determining the threshold may have other choices. For example,
we can set an overall score min os and mark packages with OS(Pst)≤min os
unacceptable. However, it is hard to determine min os. Extensive turning work
needs to be done for a better min os.

3.2 An Apriori Style Approach

A naive package generation method generates all packages first and then removes
unacceptable ones. However, this BaselineGeneration algorithm is inefficient.

Algorithm 1. FastPackageGeneration

Input : Query result set R, attribute space D
Output: all acceptable packages

1 let Mt(1)={mt1,mt2,...,mt|D|} be 1-size meta-topics constructed from D;

2 for k=1 to |D|−1 do
3 generate packages from each meta-topic in Mt(k);
4 remove invalid and too small packages, mark too big packages as “removed”;
5 generate k+1-size meta-topics Mt(k+1) with Mt(k);

Algorithm 1 (FG for short) is a fast generation algorithm using the valid and
threshold conditions for filtering. To find invalid packages as soon as possible,
we iterate meta-topics level-wise, where k-size meta-topics are used to explore
k+1-size meta-topics. When iterating, we check the thresholds and the validity
to avoid generating the unacceptable packages (Line 4), thus the searching space
is reduced. When storing packages in each meta-topic, we use a heap to keep
them ordered by overall score.
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4 Summarization

We now define the summarization goal OSm(·) and describe the algorithms.

4.1 Summarization Goal

Clustering is commonly adopted for summarization. We can define a distance
measure between packages, and then cluster all packages into k clusters. However,
it is hard to define a distance, e.g., Jaccard distance cannot tell the difference
between two packages from one meta-topic, since there are no overlapped tuples.

This paper explores a different approach by leveraging the principle of maxi-
mizing k-set coverage. Specifically, we consider the goal of summarization as the
following: maximizing overview ability and meaningfulness. Intuitively, this pro-
vides users the best balance between overview and understanding of summaries.

This principle is better illustrated in Fig. 3. Assume we want to pick two pack-
ages out of the four total packages (e.g., k=2). Selecting P2 and P3 allows users
to view 9 of 12 tuples, and learn 19 units of tuple
characters directly: 12 can be learned from 6-item
package P2 (2 characters per tuple) and 8 from 4-
item package P3, minus 1 character that is dou-
ble counted because of the 1-item overlapping. In
contrast, selecting the two non-overlapping pack-
ages P1 and P4 only gets 12 characters.
We now define the informative score OSm(·).

(a1,*,c1) P1 ( )
(*,b1,c1)P2 (( ))
(a2,*,c1)P3 ( )
(*,b1,c2)P4P1 P2 P3 P4

SubtopicPackage

Fig. 3. Summary with 4 pack-
ages. Each node is a tuple, the
lines gather tuples into pack-
ages. The character cha(t,l) is
set to 1 for simplicity.

Definition 4 (Character Coverage). Given a package set P=∪n
i=1Psti , the in-

formative score OSm(P) is defined as the Character Coverage, where the Character
Coverage is the sum of all distinct characters.

OSm(P)=
n∑

i=1

∑
l∈sti

t∈Psti

cha(t,l)−
∑
i
=j

∑
l∈sti∩stj

t∈Psti
∩Pstj

cha(t,l)+
∑

i
=j 
=k

∑
l∈sti∩stj∩stk

t∈Psti
∩Pstj

∩Pstk

cha(t,l)

−······±
∑

l∈st1∩···∩stn
t∈Pst1

∩···∩Pstn

cha(t,l)

(7)

This is an adaptation of the Inclusion-Exclusion Principle (a technique to
compute the cardinality of the union of sets). OSm(P) has following properties.

Corollary 2. Given a package set P and package Pst, if P∩Pst=∅, then OSm(P∪
Pst)=OSm(P)+OS(Pst).

Corollary 3. Given a package set P and package Pst, OSm(P∪Pst)≤OSm(P)+
OS(Pst).

Corollary 2 and 3 are extended from the Inclusion-Exclusion Principle.
The TP problem now aims to find k packages with maximal character coverage

OSm(P). This differs from previous ranking methods, since OSm(P) considers
labels. We refer to ComputeCCov as the function to compute OSm(P).
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4.2 Greedy Summarization Algorithm

Unfortunately, the objective function OSm(·) is NP-hard to optimize.

Theorem 1. The TP problem is NP-hard.
Proof. The basic idea is by reduction from the Weighted Maximum Coverage problem
[9], which can be stated as follows. Given an integer k, and m sets S=∪m

i=1Si over a
set of elements E, each element ei is assigned with a weight w(ei). The goal is to find
a k-set cover C (C⊆S,|C|=k) with maximum weight

∑
ei∈Cw(ei). The TP problems

is, given a set of packages P=∪n
i=1Psti over a set of tuples R, each package is assigned

with an overall scoring OS(Pst)∝
∑

t,lcha(t,l). The goal is to find the set of k packages

IC (IC⊆P ,|IC |=k) with maximized OSm(IC). Now, we transform an instance of the
Weighted Maximum Coverage problem to an instance of the TP problem.

Assume the attribute space size is d, and we construct d elements for each tuple
ti, denoted as {ei1,...,eid}. There are d|R| elements. Each eij is assigned with weight
w(eij)=cha(i,j), where cha(i,j) is the character of label j for tuple ti. For a package
Pstr , we construct a set Sr={eij |ti∈Pstr ,j is a label in str}. There are |P| sets in total.
This transformation takes polynomial time. By Definition 4, OSm(IC) calculates the
sum of distinct characters, which is exactly

∑
eij∈Cw(eij). It is now obvious that C

maximizing
∑

eij∈Cw(eij) iff. the set of k packages IC maximizes OSm(IC). �
Algorithm 2 (BS for short) is a greedy summary algorithm. It starts by putting

the package with the largest overall score into I (Line 1). At each iteration, it
selects the package Psti that, together with the previously chosen packages I,
produces the highest character coverage (Line 4). The algorithm stops after k
packages have been chosen, and outputs I. Consider again the example in Fig.
3, when k = 2, BS produces {P2,P3}; and when k = 3, it produces {P1,P2,P3}.

Algorithm 2. BaselineSummarization
Input: P=∪n

i=1Psti and k, the desired number of packages
Output: I

1 Initialize I={}, and let package t be the largest overall score package in P;
2 I=I∪{t}, and remove t from P;
3 while |I|<k do
4 t=maxt∈P(ComputeCCov(I∪{t}));
5 I=I∪{t}, remove t from P;

BS is directly adapted from the greedy algorithm designed for Maximum k-Set
Cover problem. It is known to have a (1−1/e) approximation ratio [9].

BS computes the coverage in each iteration (Line 4), thus it can be expensive in
practice. Function ComputeCCov has an exponential complexity, since each sub-
part in Eq. 7 may require the summation of an exponential number of packages.
As a result, summarization by maximizing OSm(P) turns to be hard.

4.3 Improved Summarization Algorithm

We now present pruning conditions to reduce the invocations of ComputeCCov.
The key observation is that, there is no intersecting tuple between packages
from one meta-topic. For example, in Fig. 3, if P1 and P3 are from meta-topic
(Brand,∗,CPU), then P1 ∩P3 = ∅. This is obvious because each laptop has one
brand and one CPU type, hence it belongs to only one package.
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Formally, given a package set P with m meta-topics, P=∪m
i=1M

i, let M i be

packages from the i-th meta-topic (i.e., M i=∪|Mi|
x=1 Pstix

, where each subtopic stix
belongs to the i-th meta-topic), we have Pstix

∩Pstiy
=∅ for x 	=y. As described in

Section 3.2, M i is sorted in descending order of OS(Pstix
). Note that this package

disjoint feature offers interesting information in each iteration of BS. We do not
need to check all remaining packages to find a maximum character coverage. To
give a better illustration, we first state the 3 filters and then show an example.

Specifically, for P=∪m
i=1M

i, if I=∪m
i=1I

i is the summary set in each iteration
in Algorithm BS, Ii={Ii1,Ii2,...} consists of packages selected from M i, then:
1. InitialFilter Assume the initial largest package t in P comes from M i, if

OS(Psti2
)>OS(Pstr1

) holds for every Pstr1
(r∈[1,m], r 	=i), then Psti2

should be selected.

This can be continued until there exists a package Pstr1
such that OS(Psti

j
)<OS(Pstr1

)

holds for some r 	=i. Moreover, at the iteration that initial filter fails, only packages in

Mr with OS(Pstij
)<OS(Pstr1

) need to be checked, others can be skipped.

2. InclusiveFilter In the r-th iteration, for packages in M i, starting from Psti1
, if

|I−
⋃

Iij∈IiI
i
j |=x, then packages after the (x+1)-th package can be skipped.

3. ExclusiveFilter In the r-th iteration, for packages in M i, starting from Psti1
, if

OSm(Psti1
∪I)−OSm(I)=d, then Pstij

with OS(Pstij
)≤d can be skipped.

We omit the pseudo codes of the filters and refer to them as InitialFilter,
InclusiveFilter and ExclusiveFilter. Consider the example in Fig. 4, as-
sume M1 = {a1,a2,...}, M2 = {b1,b2,...}, mt1 = (A,B,∗) and mt2 = (∗,B,C). The
intersection of every two packages in M1(or M2) is empty, i.e. ai ∩aj = ∅(i 	= j).
For simplicity, we use the term “hit” to denote the selection of a package in
each iteration, and refer to δ(ai) as the contribution of package ai, δ(ai) =

OSm(I∪{ai})−OSm(I), thus to find a maximal character coverage can be restated
as to find a package Pstij

with maximal contribution δ(Pstij
).

Initial Filter. The initial filter works at the be-
ginning of BS. Consider the first selected package t
with the largest overall score. Assume t∈M i, then t
is the first package in M i (packages are sorted, i.e.,
t=Psti1

). In this case, ifOS(Psti2
) is larger than all other

OS(Pstk1
)(i 
=k), we should select Psti2

directly, for that

the contribution δ(Psti2
) is the largest.

In Fig. 4, a1 is the largest package, thus it is firstly
picked. In the 2nd iteration, a2 hits summary set I
since OS(a2)=19>OS(b1)=11. Similarly, |a3| hits I in
the 3rd iteration. With initial filter, we only need to
check one package in each iteration.

20
19
15
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5
4
3
...

Initial
Filter

Exclusive
Filter

Inclusive
Filter

a1

a2
a3
a4
a5
a6
a7

b1
b2
b3
b4
b5

M1 M2

11

6
7

6
4
...

Fig. 4. Illustration of fil-
ters. Packages ai and bi
are from meta-topics M1

and M2, the number in
each package is its overall
score.

In the 4th iteration, InitialFilter fails since OS(a4)<OS(b1), thus we need
to check all packages in M1 and M2 to find the next hit. If there is another
meta-topic mt3 with M3={c1,c2,...}, and OS(c1)=5, then we can skip M3 since
OS(a4)>OS(c1), the contribution of all packages in M3 is less than δ(a4)=8.
Inclusive Filter. The initial filter answers the question, “which meta-topic
should be checked to find the hitting package?” However, when it fails, we need
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to check all packages. Here, we ask another question, “How many packages do
we need to check in each meta-topic?” Answering this leads us to inclusive filter.

Lemma 1. Given M i=∪|Mi|
j=1 Pstij

in descending order of OS(·), if Pstij
∩I=∅, then

for k∈
(
j,|M i|

]
, we have δ(Psti

k
)≤δ(Pstij

).

Proof. By Corollary 2, 3, δ(P
sti

k
)=OSm(I∪P

sti
k
)−OSm(I)≤OS(P

sti
k
)≤OS(P

sti
j
)=δ(P

sti
j
). �

By Lemma 1, we can skip Psti
k
(k∈

(
j,|M i|

]
) if Pstij

∩I=∅. In Fig. 4, assume

the gray packages have been selected (i.e., I=I1∪I2={a1∪a2∪a3}∪{b1}), and it is
the 5th iteration. Assume |I2−I1|=8, thus for the remaining packages {a4,a5,...}
in M1, if there exists a package that has intersections with I, it can intersect 8
tuples at most, because it is disjoint with I1. Therefore, we claim that in the next
8+1=9 ordinal packages in M1, there must exist one package ak (4≤k<4+9) such
that ak∩I=∅ (Pigeonhole principle), and by Lemma 1, packages {ak+1,ak+2,...}
can be skipped. The scale for package checking is bounded into |I−

⋃
jI

i
j |+1.

Exclusive Filter. Exclusive filter calculates the overall score bound instead of
scale bound. It works within each meta-topic. Consider the 5th iteration in Fig.
4, for a4, if the contribution δ(a4)=5, then we only need to check packages with
its overall score larger than 5, because the rest packages cannot hit I with a
less-than-5 overall score.

Algorithm 3. ImprovedSummarization (IS for short)

Input : P=∪m
i=1M

i, k is size of summary set
Output: I

1 upperBound={b1,b2,...,bm};
2 I=∪m

i=1I
i, and initialize each Ii as ∅;

3 let package t∈M i be the largest package in P;

4 Ii=Ii∪{t}, remove t from P;

5 V=InitialFilter(t,M i ,P); � V records the necessity of checking M i

6 while |I|<k do
7 upperBound=UpdateBound(I,V );

8 forall the M i∈P do t=maxt∈{P
sti1

,...,P
sti

bi

}{ComputeCCov(I∪{t})}9 Ii=Ii∪{t},
remove t from P;

Function UpdateBound(I,V )

Input : I={I1,I2,...,Im}, and V=[V1,V2,...,Vm] is the indicator for filtering
Output: upperBound

1 uBd1=InclusiveFilter(I,P,V ), uBd2=ExclusiveFilter(I,P,V );
2 upperBound={b1,b2,...,bm};
3 forall the bi in upperBound do bi=min{uBd1[i],uBd2[i]}; � Choose a tighter bound

Improved Summarization Algorithm. InclusiveFilter and
ExclusiveFilter both provide an upper-bound for package checking. When
integrating them, the system can always choose a tighter bound to speed up the
selection (see Function UpdateBound in Algorithm 3). Algorithm 3 summarizes
packages with filters. In the first few selections, initial filter performs reduction by
comparing the first packages in each meta-topic (Line 5). When InitialFilter

fails, a boolean vector V is utilized to indicate whether each meta-topic re-
quires checking (according to the last part of initial filter). In the following
iterations, InclusiveFilter and ExclusiveFilter updates the upper-bound
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by UpdateBound (Line 7). Algorithm 3 skips many packages, hence is faster
than BS.

Theorem 2. Algorithm 3 and BS produce the same IC . �
The proof is omitted due to the space constraint.

5 Experimental Study

This section reports evaluations on (1) the efficiency of package generation; (2)
the efficiency of summarization; and (3) the quality of summarization.
Setup. We conducted all experiments on a Windows 2008 server, with a 2.83
GHz CPU, 8 GB memory, and 1TB hard disk. The program was coded in C++.
Datasets. We used two real datasets. The first is a laptop dataset. It contains
511 laptops with 11 attributes, such as Brand, CPU, Memory, etc. We assume the
whole laptop dataset as a sample query result, and denote the query as QL.
The second is the IMDB1 dataset. We downloaded the raw IMDB data, and
preprocessed it by removing duplicate movies and missing values. A subset of
the raw data was converted into a large relational table. It has 14 attributes, e.g.,
Year, Country, Producer, Genres. Some attributes (e.g., “actor” and “actress”)
may have more than one values, following [22], we picked the most frequent value
if multiple values exist. After preprocessing, we have 649,506 tuples.

Table 5. Queries on IMDB dataset
QID Query |R| QID Query |R|
QI1 family, Christmas 366 QI2 Revenge 507
QI3 Legend, USA 577 QI4 USA, Hero 1,009
QI5 Magic 1,012 QI6 Hong Kong Comedy 1,197
QI7 Christmas 1,252 QI8 short family Comedy 3,973

Our test set for
IMDB data consists
of 8 queries (denoted
by QI1 to QI8). Ta-
ble 5 lists the queries
and the query result
size. The result size is 1,236.625 on average. Note that the answers vary from dif-
ferent size, thus we can examine the effect when the number of tuples increases.

5.1 Package Generation

We test the efficiency of BaselineGeneration (BG) and FG (see Section 3.2) on
three factors: (1) query result size |R|; (2) threshold (i.e., min sup or max sup);
and (3) attribute space size |D|. The support min sup (max sup) is proportional
to package size, thus we use package size to denote max sup and min sup.

Fig. 5 shows the time cost for each query. Not surprisingly, FG outperforms
BG, especially when |R| gets larger (e.g., QI7, QI8). This is because FG could
avoid producing the too small packages. The number
of them gets larger when |R| increases, hence the
difference of time cost between FG and BG enlarges.

Fig. 6a gives the time cost on varying thresholds.
We set |D|=5 and use QI to denote the average time
cost of QI1 to QI8. The red (blue) axis shows the
time cost on varying max supsize (min supsize).

5

50

500

5000

Ti
m

e 
co

st
 (m

s) BG
FG

Fig. 5. Time cost on vary-
ing |R|. We set |D|=5,
min supsize=2, and
max supsize=100.

1 ftp://ftp.fu-berlin.de/pub/misc/movies/database/

ftp://ftp.fu-berlin.de/pub/misc/movies/database/
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The time cost of BG is almost unchanged, because BG generates all packages
first and then removes the unacceptable ones, thus the generation time remains
the same. However, the time cost of FG decreases as min supsize gets larger (see
the blue lines). This is because FG does not generate the too-small-packages, and
a larger min supsize often implies more too-small-packages. For max supsize
(see the red lines), FG behaves the same as BG, the time cost of FG is stable. This
is because when removing invalid packages, the too big ones are not removed
physically (Line 4 of FG), thus the search space is not reduced.
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Fig. 6. Package Generation Performance
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Fig. 8. Summarization Performance

Fig. 6b shows the performance on varying |D|. FG outperforms BG significantly
especially for a larger |D|. As we can see, BG fails to produce acceptable packages
within a reasonable amount of time (1 second) as soon as |D| reaches 5 or 6.
This is because more attributes often implies more packages, thus FG could avoid
generating more unacceptable ones.

We can conclude that FG is sufficient for real time
response in most cases. This is critical in our goal of
presentation. In following experiments, we set |D|=
6, min supsize=3 and max supsize=100 by default.
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Fig. 7. Time cost on varying |R|

5.2 Efficiency of Summarization

We test the efficiency of Algorithm BS and IS on three factors: (1) result size
|R|; (2) attribute space |D|; and (3) the desired number of packages k.

Fig. 7 shows the summarization performance on varying |R|. The time cost
is in log scale. We can see that IS outperforms BS, the time cost is reduced by
72.2% at most and 53.8% on average. Fig. 8a shows the time cost on varying
the number of desired packages k. As we can see, the summarization time has
been reduced 48.1% or more especially when k is large. The advantage of IS

lies in the fact that it reduces the number of packages to be checked, thus the
invocations of ComputeCCov are reduced. A larger |R| (or k) often implies less
packages for checking (compared to BS); hence the time cost is reduced greatly.

Fig. 8b shows the time cost on varying |D|. We set k = 5 to reduce the
advantage caused by larger k. As expected, IS still outperforms BS, especially
for a larger |D| . This is because more attributes often implies more acceptable
packages, thus the number of skipping packages gets larger.

Section 5.1 and 5.2 show the efficiency of algorithms FG and IS. In this work,
we analyze the properties of acceptable packages and meta-topics to perform TP
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Table 6. # of acceptable packages

max sup 10 20 24 50 100
QL 795 910 928 961 974

max sup 10 20 35 50 100
QI8 1,770 2,073 2,208 2,280 2,363

Table 7. Comparison of each method for QL

# tuples # labels OSm(·) # tuples # labels OSm(·)
BS 91 15 255 IS 91 15 255
MFR 106 10 226 SFR 98 5 105
MSC 115 11 252 SSC 99 5 105
MHS 113 10 227 SHS 64 5 105
MDS 101 15 237 SDS 98 5 105

task. Moreover, when computing, we remove (or skip) the unacceptable packages
as soon as possible. Therefore, the time cost of FG and IS are reduced greatly.

5.3 Quality of Summarization

This section first validates the necessity of summarization, and then tests the
quality by a case and four metrics. The character cha(t,l) is set to 1.
Comparison Methods. We compared TP with several facet-ranking methods.
(1)FR Frequency-based ranking [6], where facets are ranked by the number of

tuples in them (i.e., the larger support a facet has, the higher it ranks).
(2)SC Set-cover ranking [6], where k facets are selected to maximize the union

of tuples in these facets.
(3)HS Hill-climbing Selection [12], where k facets are selected by hill climbing

technique. We define the cost as the number of tuples exposed to users.
(4)DS Deterministic Selection, where a set of top-k largest overall scoring pack-

ages are chosen (an adaptation of frequency-based ranking with OS(·)).
For faceting, there are single facet and multi facets. In single facet, the tuples

are partitioned according to 1 attribute, and in multi-facets, m attributes. We
compare with both of them. In total, we got 7 competitors: 4 ranking methods,
each of them with 2 kinds of faceting. Note that for single facet, DS and FR are
the same since cha(t,l) = 1. We denote the 7 competitors as SFR (equivalent
to SDS), SSC, SHS, MFR, MSC, MHS, MDS. For a code ‘XYZ’, X indicates the size of
facets, i.e., S for single facet, M for multi-facets. YZ indicates the ranking method.
In following experiments, we also use YZ to denote both SYZ and MYZ.
Necessity. Table 6 describes the number of acceptable packages grows with
max supsize. The support value 24 and 35 are estimated by Eq. 6. Note that
even when max supsize=10, the number of acceptable packages reaches into
hundreds or thousands, it is too large for a user. This result clearly shows that
obtaining a summary of packages is necessary for presentation.
Case study. Table 7 gives a case for QL, and Fig. 9 shows the subtopics re-
turned by 5 methods. In this case, we chose 5 attributes: Brand, CPU, Memory,
HardDrive, GraphicsCard, and set min supsize=3, max supsize=24, and k=5.

As we can see, IS returns more labels with a larger character coverage.
Fig. 9a shows that labels returned by IS are more diverse than others, it
contains labels from all 5 attributes. Moreover, if we measure the diversity
of labels by averaging the number of unique labels in each attribute (i.e.,
LabelDiv(IC) =

∑
Ai∈DNumber of unique labels in Ai/|D|), we can find that IS has the

largest LabelDiv(IC). The label diversity for IS, MDS, MSC, MFR and MHS are
2, 1.8, 1.6, 1.8 and 1.8, respectively. Therefore IS tends to produce informative
packages. However, IS returns less tuples in Table 7. We compare these methods
in detail next.
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Fig. 10. Summarization quality on varying k. SF stands for 1-facet, and MF multi-
facets

Metrics. For TP and its 7 competitors, we compare (1) meaningfulness, (2)
character coverage, (3) precision and (4) recall, where,

precision(IC)=
# distinct tuples in IC

# tuples presented to users
, recall(IC)=

# distinct tuples in IC
|R| (8)

1.Meaningfulness Fig. 10a and 10b compare the meaningfulness. As we can
see, IS and MDS have more meanings than FR, SC and HS. Recall that FR returns
the top-k support facets, but such facets may often be less meaningful (e.g., in
Fig. 9, MFR only returns 10 labels). On the other hand, the subtopics returned
by IS are as different as possible from each other so as to get a higher character
coverage, thus are likely to be meaningful (e.g., IS gets 15 labels for QL).

The SC selects facets by maximizing the union of tuples, thus it tends to return
facets with more tuples and less overlapping (e.g., the facets of MSC have more
tuples than IS and MDS in Fig. 9). Due to the inverse proportion of package size
and meaningfulness, the meaning of SC is limited (e.g., MSC gets 11 labels). The
HS finds a local optimal coverage for tuples, thus the meaning is also limited.

Note that MDS has more meaning than IS; this is because MDS selects pack-
ages with the highest overall scores, and the meaningfulness is a factor to be
considered. However, there are significant overlapping between facets, hence the
meanings are also overlapped (e.g., MDS has less label diversity than IS for QL).

2.Character coverage Fig. 10c and 10d show that BS and IS produce the high-
est character coverage. Note that IS achieves exactly the same character coverage
as BS, which confirms the correctness of our filters in Section 4.3. Therefore, in
following evaluations we compare only IS with other methods.
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FR and DS return facets with largest support or overall scoring, which may
neglect the overlapping between facets (e.g., the label diversity of FR and DS is
less than IS for QL). Hence, they fail to return facets with high character cover-
age. On the other hand, MSC and MHS have relatively higher character coverage.
This is because SC and HS aim to maximize the union of tuples, thus are likely
to return disjoint facts (e.g., Lenovo 500GB and Lenovo 320GB in Fig. 9c).
Therefore, they tend to have more distinct characters.

3.Precision Fig. 10e and 10f show the precision of each method. As we can
see, SC and HS get higher score, because they are likely to have less overlaps than
IS, FR and DS due to their optimization goal. For FR and DS, the overlapping
is significant especially for MFR and MDS (e.g., in Fig. 9, MFR has 11 overlapped
tuples, whereas IS has 3). Therefore, their precisions are low. On the other hand,
the precision of IS is close to others especially when k is small (e.g., k < 15), and
outperforms MFR and MDS significantly. This is because when k gets larger, the
overlap between facets may increase (IS aims to find maximal character coverage
instead of maximal tuple coverage). However, in practice, the presentation task
prefers good quality with a relatively small k to avoid overwhelming.

4.Recall Fig. 10g and 10h compare the recall. We can see that IS is close to
SC and HS, also it outperforms FR and DS on most cases. SC and HS are designed
to get the largest tuple coverage, thus they have strong overview ability (e.g.,
the distinct tuples of MSC and MHS ranks the top 2 largest in Table 7). We can
conclude that IS has slightly more overlapped tuples than SC and HS, hence its
overview ability is close to them.

The four metrics test the quality differently. Meaningfulness evaluates the
meaning of packages; character coverage tests both tuples and labels collectively;
precision evaluates the overlaps and recall the overview ability. As we can see,
most existing methods aim to optimize precision and recall, rather than the
meaning. In this work, IS combines meaningfulness and overview ability by
character coverage. The experiments show that IS improves the meaning by
49.1% on average, and losses overview ability slightly by 6.2% at most. Given the
superior performance, we can conclude that IS produces promising summaries.

6 Related Work

Facets. Faceted search has been extensively studied in DB community [4,16,6,12].
Recently, facet-ranking methods are proposed for the facet overwhelming prob-
lem [6,12]. However, most of them focus the number of tuples in each facet; they
neglect to rank facets with labels. Besides, [3] proposes a probabilistic ranking
model, whereas it is designed for documents. On the other hand, [4,6,16] rank
facets by a cost model to minimize the user efforts. They are different from
TP, since TP does not involve the interaction of users. Bin [22] answers aggre-
gate queries, which is similar to subtopics in this paper. However, no further
summarizing was performed for the overwhelming problem.
Clustering. Clustering helps users search the answer space (see [2] for a survey).
Various methods [20,13,17] present the results by finding the naturally close
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groups in answer space. However, the clusters are not intelligible. [17] proposes
a labelling clustering method for web pages, whereas it is hard to adopt on
relational data for real time response. [13] is another effective clustering method,
it reduces the tuple overwhelming by further clustering results in each cluster.
Ranking. Ranking and top-k query answering [1,5,14,15] rank results by struc-
tural or statistical information. It is effective, but for navigational queries, users
need to navigate the answer space, hence faceting and clustering are proposed.
Diversification. Diversification could provide more different results. In DB
community, some pioneering approaches [13,7,21,10] have emerged. Bin [13] di-
versifies results by choosing representatives from each cluster. DivQ [7] aims to
discover diversified schemas. BROAD [21] captures both structure and seman-
tic information by a kernel distance metric. These approaches provide different
results, whereas TP provides packages with maximal information.
User Interface. User interfaces (e.g., Skimmer[18], MusiqLens[13], and
DataScope[19]) are designed to give a fast overview of answer space, and mean-
while feed users a small fraction of answers. Clustering or sampling is performed.

7 Conclusion

In this paper, we had proposed TP for presenting search results on database.
To our best knowledge, TP is the first work that addresses the presentation
from both package size and labels. First, we identified acceptable packages and
designed a fast algorithm to generate them. Then we quantified the character
coverage and proposed algorithms for summarization. The experimental results
show that TP yields promising summaries efficiently. In future, we would like to
integrate TP with existing ranking methods.
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Abstract. A specialized query expansion consists of a set of keywords, which is 
used to reduce the size of search results in order to help users find the required 
data conveniently. The utility of a specialized query expansion represents the 
qualities of the top-N high quality objects matching the expansion. Given the 
search results of a keyword query on social tagging systems, we want to find k 
specialized query expansions with the highest utilities without redundancy.  
Besides, the discovered expansions are guaranteed to match at least N objects. 
We construct a tree structure, called an UT-tree, to maintain the tag sets appear-
ing in the search results for generating the specialized query expansions. We 
first propose a depth-first approach to find the top-k high utility specialized 
query expansions from the UT-tree. For further speeding up this basic  
approach, we exploit the lower bound and upper bound estimations of utilities 
for a specialized query expansion to reduce the size of the constructed UT-tree. 
Only the tag sets of objects which are possibly decide the top-k high utility  
specialized query expansions need to be accessed and maintained. By applying 
this strategy, we propose another faster algorithm. The experiment results  
demonstrate that the proposed algorithms work well on both the effectiveness 
and the efficiency. 

Keywords: specialized query expansion, social tagging system.  

1 Introduction 

Social tagging has become widely popular in many social sharing systems. Social 
tagging systems enable users to freely label web resources of interest with tags for 
describing the content or semantics of the resources, which provides a simple solution 
for annotations. In recent studies, it has been shown that tags can be used to improve 
search, navigation and recommendations effectively [1]. 

Keyword based search is a popular way for discovering required data of interest 
from a huge collection of sharing resources. The effectiveness of data retrieval mainly 
depends on whether the given queries properly describe the information needs of 
users.  However, it is not easy to give a precise query because most queries are short 
(less than two words on average) and many query words are ambiguous. Using a 
general keyword with broad semantics as a query usually causes a huge amount of 
data returned. Most of the search services return search results as a ranked list, but it is 
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difficult for users to explore and find objects satisfying their search needs from a long 
list of results. Consider a query "apple" on Flickr as an example. Because various 
semantics are represented by the word "apple", the search results may contain the 
images of apples, the products of apple company, the NewYork City etc., which are 
mixed together in the returned ranked list. It is costly for users to sequentially browse 
the objects in the ranked list to find a favorite image of red apples. Accordingly, how 
to automatically group search results into semantically “topics” has become a signifi-
cant issue to improve the usability of the results.  

Faceted search is a common feature of e-commerce sites, where the objects are 
structured data with attributes. Users can select an attribute and a corresponding 
attribute value, such as the price or category of products, to filter the search results. 
Recently, several search engines also provide a set of facets to the search interface, 
which are usually the structural attribute of data like location, time, size of document 
etc. Faceted interfaces provide convenient and efficient way to navigate the search 
results. However, most of the systems have to define the facets of their search inter-
faces in advance or assume a prior taxonomy exists.  

In a social tagging system, each object in the search results has the annotated tags. 
A tag can be viewed a binary facet attribute of objects. In spirit to recent works on 
automatic facets generation [6], we would like to dynamically find keyword sets from 
the tags of the search results to form more specific queries in order to help users find 
the required data easily. For example, {fruit}, {mac}, and {NewYork, City} are good 
keyword sets to further distinguish different information needs of the query “apple”.   

The problem of finding the top-k high quality expansions was first introduced in [7]. 
This work considered a search scenario in which each object is annotated with a set of 
keywords. Besides, it was assumed that each object has an associated score computed 
from its attributes to show its importance or quality, e.g. the popularity of a social 
sharing object or the score of an answer in a QA community site. An expansion of a 
query consists of a set of keywords. An object whose keyword set contains both the 
query and the expansion is called that it matches the expansion. According to a given 
constant value N, the utility of an expansion is computed by summing up the top-N 
highest utilities of the objects which match the expansion. Then the work proposed 
various algorithms to find the top-k expansions with the highest utilities. However, in a 
social tagging system, it is not computationally feasible to illustrate the combinations 
of keywords to generate expansions because the amount of various tags annotated for 
objects is huge. Besides, according to the utility of an expansion defined in [7], it is 
possible to find an expansion which appears rarely but is selected into the top-k expan-
sions because it is matched by some little objects with high utilities. In this case, the 
expansion could not provide the desired number of search results (N objects).  

In this paper, we name an expansion defined in [7] a specialized query expansion in 
order to denote its characteristic for query specialization. Our work is motivated from 
the problems mentioned above. Given the search results of a keyword query on social 
tagging systems, we want to find the k specialized query expansions with the highest 
utilities without redundancy. Besides, the discovered expansions are guaranteed to 
match at least N objects. We construct a tree data structure, called an UT-tree, to 
maintain the tag sets appearing in the search results, which are possible to generate 
the specialized query expansions. We first propose a depth-first approach to find the 
top-k high utility specialized query expansions from the UT-tree. For further speeding 
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up this basic approach, we exploit the lower bound and upper bound estimations of 
utilities for a specialized query expansion to reduce the size of the constructed UT-
tree. Only the tag sets of objects which are possibly decide the top-k high utility spe-
cialized query expansions need to be accessed and maintained. By applying this strat-
egy, we propose another faster algorithm. A systematic performance study is per-
formed to verify the effectiveness and the efficiency of the proposed algorithms.  

The rest of the paper is organized as follows. In the next section, a brief overview 
of related works is introduced. The formal problem definition of the top-k high utility 
specialized query expansions discovering is given in Section 3. Section 4 introduces 
the proposed data structure and algorithms for solving the problem efficiently. The 
performance evaluation on the proposed algorithms is reported in Section 5. Finally, 
we conclude this paper and provide the directions for future studies in Section 6. 

2 Related Works 

In [10], a tag clustering approach was proposed to solve the syntactic and semantic 
tag variations during searching and browsing activities of users. The similarity be-
tween each pair of tags is computed for discovering the syntactic clusters of tags. 
Based on co-occurrences of tags, the cosine similarity is measured to find clusters of 
semantics related tags, which are used for searching and browsing the tag spaces. 
However, the computation cost of finding both syntactic and semantic tag clusters is 
very high. The tag ranking and selection strategies were proposed in [9, 11] to find tag 
clouds for describing groups of tagged resources. Although tag clouds provide a con-
venient way of navigating collections of tagged resources, most tag clouds only com-
pose of single tags without considering tag sets. However, some tag sets can represent 
more clear semantics than single tags. Moreover, the requirement of finding high 
quality objects/resources was not considered. 

Recently, many works studied the problem of query reformulation suggestions 
[2,4,8]. After submitting a query, query reformulations can help users change or mod-
ify the search direction in order to disambiguate the results and get better answers. It 
is also possible to help users modify their information needs by providing other re-
lated queries. Most methods are designed based on “The wisdom of crowds” by ana-
lyzing the search logs of past queries. Accordingly, these methods require a large set 
of search logs for learning the semantic relationships among the queries. 

Furthermore, several works studied how to dynamically discover a small set of fa-
cets and values from search results in order to find the results most interesting to a 
user. The Facetedpedia system proposed in [6] was a faceted retrieval system de-
signed for information discovery and exploration in Wikipedia. The system automati-
cally and dynamically constructs facet hierarchy for navigating the set of Wikipedia 
articles resulting from a keyword query. A supervised method based on a graphical 
model was proposed in [5] for automatically extract facets of a query, which are 
groups of semantically related terms extracted from search results. In spirit to the 
success of facet interface, we would like to suggest keyword sets as facets for effec-
tively navigating the search results with high qualities in a tagging system.  However, 
because the facets are structured and have the form of attribute-value pairs, those 
approaches are not suitable or directly applicable for our problem. 
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3 Problem Definition 

Let WDB denote a database of web resources, which contains a set of objects: WDB = 
{o1, ..., on}. We assume that each object oi in WDB has a set of annotated tags and a 
utility value representing its quality, denoted by oi.tagset and oi.utility, respectively. 
Without loss of generality, we assume that oi.utility is in [0,1], and a larger value 
represents a higher quality. A query q consists of a nonempty set of keywords. The 
returned search results of q from WDB, denoted by Oq, is the set of objects whose tag 
sets contain all the keywords in q, i.e., Oq = {o | o ∈WDB ∧ q ⊆ o.tagset}.  

Let CTq denote the union of the tag sets of the objects in Oq except the tags in q, i.e., 
CTq ={t | t ∈o.tagset ∧ o∈ Oq}-q.  We call a nonempty subset of CTq a specialized 
query expansion of q. In the following, a specialized query expansion of a query is also 
expressed by an expansion for short. A specialized query expansion containing l items 
is named an l-query expansion (l-QE). For a given specialized query expansion QE, we 
say that an object oi matches QE if and only if QE⊆oi.tagset. The set of objects in Oq, 
which match QE, is denoted by Oq(QE). The popularity of a specialized query expan-
sion QE in Oq, denoted by Pq(QE), is the number of the objects in Oq matching QE, 
i.e., Pq(QE) = |Oq(QE)|.  

To prevent from discovering unpopular expansions, a positive integer called the 
minimum popularity threshold, denoted by N, is given to find the expansions QE with 
Pq(QE) ≥ N. Besides, since users usually browse only a few top objects in the search 
results, the importance of a specialized query expansion QE is determined by the top-N 
utilities from Oq(QE). Let sort_u(Oq(QE)) denote a function on Oq(QE) to get a sorted 
list of the objects in Oq(QE) in descending order of their utilities and then in ascending 
order of the object identifiers. Let top-N(Oq(QE)) denote the first N objects in 
sort_u(Oq(QE)). Accordingly, for the objects in top-N(Oq(QE)), their utilities are no 
less than the ones of the objects in Oq(QE) -  top_N(Oq(QE)). The utility of a specia-
lized query expansion QE of q, denoted by uq(QE), is defined as follows: 

 

.                     (1) 

Let QEi and QEj denote two expansions generated from CTq. If QEi is a subset of 
QEj, Oq(QEi) is a superset of Oq(QEj). Therefore, top_N(Oq(QEi)) ⊇ top_N(Oq(QEj)) 
and uq(QEi) ≥ uq(QEj). When top_N(Oq(QEi)) = top_N(Oq(QEj)), providing both QEi 
and QEj is redundant because the top-N results of QEi and QEj are the same. Because 
QEj represents more specific semantics than QEi, QEj is a better specialized query 
expansion than QEi. Accordingly, when QEj is selected to be one of the top-k high 
utility specialized query expansions, we should prevent from selecting QEi into the 
top-k expansions. 

Definition 1 (top-k high utility specialized query expansions discovering problem). 
Given a database of web resources WDB, a query q, and a minimum popularity threshold 
N, the top-k high utility specialized query expansions (QE_topk) discovering problem is 
to find a set of k specialized query expansions of q such that 
1) For each specialized query expansion QE in  QE_topk, Pq(QE) ≥ N. 
2) For each specialized query expansion QE in  QE_topk, it is a closed expansion 

on the top_N result. It means that there does not exist a specialized query expan-
sion QE’ such that QE ⊂ QE’ and top_N(Oq(QE)) = top_N(Oq(QE’). 
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3) For each specialized query expansion QE in QE_topk, uq(QE)  ≥ uq(QE”) for 
each QE” not in  QE_topk. 

Table 1. A sample database WDB 

Object_id Tagset Utility 
[952] 
[995] 
[056] 
[402] 
[609] 

art  band  blue  music 
concern  live  music  rock 
concern  microphone  music  

ticket 
elephant  tree  animal  nature 
band  concern  guitar  live  mu-

sic 

0.6 
0.8 
0.4 
0.3 
0.5 

[Example 3.1] Assume a sample tag database is given as shown in Tab. 1. When 
q={music}, the corresponding Oq={952, 995, 056, 609} and CTq ={art, band, blue, 
concern, live, rock, microphone, ticket, guitar}. Suppose the minimum popularity 
threshold N is set to 2 and we would like to discover a solution of QE_top2. Among 
the all specialized query expansions generated from the tags in CTq, there are only 
four expansions whose popularities are no less than 2: QE1 ={band}, QE2={concern}, 
QE3={live}, QE4={concern,live}. The uq(QE2)=[995].utility+[609].utility=0.8+0.5 
=1.3. Similarly, we can get uq(QE1)=1,1, uq(QE3)=1.3, and uq(QE4)=1.3. Because both 
QE2 and QE3 are subsets of QE4 and top_2(Oq(QE2))=top_2(Oq(QE3))= 
top_2(Oq(QE4)), QE4 is selected into the result of QE_top2 instead of QE2 and QE3. 
Finally, the discovered QE_top2 includes QE1 and QE4. 

4 Top-k High Utility Specialized Query Expansions Discovery 

4.1 Utility Tree Structure 

The frequent-pattern tree (FP-tree) proposed in [3] is an extended prefix-tree structure 
for storing compressed and crucial information in transactions about frequent itemsets. 
In our approach, we modify the FP-tree structure to propose a data structure called a 
utility tree structure (abbreviated as UT-tree) for maintaining the candidate tag sets of 
specialized query expansions. The popularities and utilities of an expansion can be 
computed from the information maintained in the UT-tree. 

In a UT-tree, except the root node, each node represents a specialized query expan-
sion consisting of the tags stored in the path from the root node reaching the node. In 
addition to the children links, each non-root node consists of four fields: tag, count, 
obj-list, and node-link, where tag field records the tag stored in the node, count field 
records the popularity of the expansion represented by this node, obj-list field records 
the object identifiers of the objects matching the expansion of the node, and node-link 
links to the next node in the tree structure which stores the same tag. Furthermore, a 
header table of the UT-tree structure is constructed, in which each entry consists of 
four fields: (1) tag, which stores the keyword of a tag t; (2) count, which is used to 
accumulate the number of objects whose tag sets contains the tag t; (3) utility, which is 
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used to accumulate the top-N utilities of objects whose tag sets contains tag t and called 
the utility of t; and (4) link, which points to the first node of the linked list for chaining 
all the nodes storing tag t.  
 

[Property 1] Given two query expansions QE1 and QE2, Pq(QE1) ≥ Pq(QE2) if 
QE1⊂QE2. 

Because of the anti-monotone property of popularity, if the popularity of a specia-
lized query expansion composing a single tag t is less than N, any expansion compos-
ing t has its popularity less than N and can never be a top-k specialized query expan-
sion. Consequently, the basic method constructs the UT-tree structure in two scans on 
the tag sets of Oq. In the first scan, the objects in Oq are sorted according to their utili-
ties in descending order. Besides, the count for each tag in CTq is accumulated. In the 
second scan, when constructing the UT-tree structure, the tags with counts less than N 
are ignored from the tag set of an object. Besides, the tags in a tag set are sorted in 
lexicographic order. Then the tag sets of the objects in Oq are inserted into the UT-tree 
one-by-one as constructing a FP-tree. However, the difference of constructing a UT-
tree is that each node maintains a list of objects identifiers of the objects matching the 
specialized query expansion of the node. In addition, the header table of the tree struc-
ture has an additional field to compute the utility of each tag. The constructed tree is 
called the UT-tree of Oq.  

 

 

Fig. 1. An example of search results and the constructed UT- tree 

[Example 4.1] Suppose the query is {E} and the search results of {E} in WDB is 
shown as the table in Fig. 1. Besides, N is set to be 2. After the first scan, the tags with 
their counts are obtained as the following: A:5, B:3, C:4, D:5, F:2, G: 1. Among the 
tags, the count of tag G is less than 2. Therefore, tag G in the tag sets are ignored 
when constructing the UT-tree. Accordingly, the constructed UT-tree for the search 
results is shown as Fig. 1. 

In the constructed UT-tree of Oq, all the tag sets of the objects in Oq are maintained 
in the paths starting from the root node. From the paths rooted at the nodes of tag ta, 
we can get the subsets contained in the tag sets of Oq({ta}), whose tags are with lex-
icographic order larger than ta. This set of tag sets provides essential information for 
generating the specialized query expansions beginning with tag ta, which is denoted  

   O{E} 
Object 

ID 
Tag set Utility 

O1 ABDEH 0.9 

O2 

O3 

ABE 

ADE 

0.8 

0.7 

O4 ACEF 0.6 

O5 ACE    0.5 

O6 DE 0.1 

O7 

O8 

DCDEF 

BCDEG 

0.1 

0.05 
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(a)                                            (b) 

Fig. 2. The CUT-trees and the CH-table of {A} and {B} for the example 

by CT({ta}). The UT-tree constructed for CT({ta}), which is called the conditional 
UT-tree (CUT-tree) of {ta}, is obtained by assigning a root node pointing to all the 
sub-trees rooted at the nodes of tag ta. Besides, the corresponding conditional header 
table (CH-table) is constructed. For each tag tb stored in the CH-table of {ta}, the 
count and utility field respectively represent the popularity and the utility of the ex-
pansion {ta}∪{tb}. Accordingly, only the tags, whose count values in the CH-table of 
{ta} are no less than N, possibly generate the expansions in QE_topk and are remained 
in the table. For an expansion l-QE with l≥2, the CUT-tree and the corresponding CH-
table can be obtained by applying the method recursively. 

[Example 4.2] According to the UT-tree constructed in Example 4.1, Fig. 2(a) shows 
the CUT-tree of {A} and the corresponding header table. The tag F is removed from 
the table because its count appearing together with A is less than N, i.e. 2. The CUT-
tree and CH-table of {B} are shown in Fig. 2(b). 

4.2 UT-Growth Algorithm 

According to the constructed UT-tree, we propose an algorithm named the UT-growth 
to discover a solution of QE_topk based on the following properties.  

[Property 2] For a given (l-1)-query expansion QE1 with l≥2, let QE2 denote a l-query 
expansion and QE1  ⊂ QE2. If Pq(QE2) ≥ N,  then uq(QE1) ≥ uq(QE2).  

For any object o in Oq, if o matches QE2, it is necessarily that it matches QE1. Accor-
dingly, Oq(QE2) ⊆ Oq(QE1). The utilities of the objects in top_N(Oq(QE2)) are less 
than or equal to the ones of objects in top_N(Oq(QE3). Therefore, the utilities of query 
expansions are anti-monotonic. Accordingly, we can get the following property. 

[Property 3] For any query expansion QE, if Pq(QE) ≥ N,  then uq(QE) ≤ min{uq 
({t}) | t ∈ QE}. 

[Property 4] If there are a set of tags t1, t2, …, and ts, top_N(Oq({t1}) = 
top_N(Oq({t2}) = … = top_N(Oq({ts}), then any j-combination of the s tags with 0 < j 
< s are not closed expansions on the top_N results. 

Notice that the tags in a tag set are sorted in lexicographic order when constructing a 
UT-tree. The proposed UT-growth algorithm adopts the prefix-based and depth-first 
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approach to generate expansions. That is, the algorithm generates expansions starting 
from a specific tag. If the specialized query expansion QE has popularity no less than 
N, the tags with lexicographically order larger than the tags in QE are appended indivi-
dually into QE for generating larger specialized query expansions. In order to perform 
the mining process efficiently, the algorithm maintains a list of discovered expansions 
which have the top-k high utilities temporarily. According to Property 2, the algorithm 
can terminate the depth-first growing of an expansion if its utility is less than the min-
imum utility in the temporary top-k result. 

The pseudo code of the UT-growth algorithm is shown in Algorithm 1. According 
to Property 3, at the beginning of the algorithm, the tags in the header table of Oq are 
sorted in decreasing order of the utilities (line 3) and then selected one by one. Each 
selected tag forms a specialized query expansion and inserted into the temporary result, 
denoted by TempResult. Besides, according to Property 4, if there are s selected tags 
with the same top_N lists, any j-combination of the s tags with 0 < j < s  cannot be 
selected into QE_topk. Accordingly, these s tags are combined to generate an expan-
sion and inserted into TempResult. The tag selection continues until TempResult con-
tains k expansions (lines 4-11). The set CQE maintains the tags which are components 
of the k expansions in TempResult. The tags in CQE are selected one by one in 
decreasing order of the utilities to individually form a specialized query expansion. 
Then the depth-first approach to find a solution of QE_topk is performed by calling the 
procedure top_k_QE() recursively (lines 14-19). 

In the procedure top_k_QE(), for the given specialized query expansion CurrentQE, its 
CUT-tree and the CH-table are constructed (line24) to find the tag t which appears togeth-
er with CurrentQE in at least N objects in Oq, i.e. Pq(CurrentQE∪{t}) ≥ N. Besides, only 
the tag t with utility no less than the minimum utilities of the tags in CQE, denoted by 
min_u, is considered to generate the expansion CurrentQE ∪{t} (line 25). The reason is 
that, for a tag t’, whose utility is less than min_u, uq(CurrentQE∪{t’}) must be less than 
the utilities of the temporary top-k expansions according to Property 3. Therefore, Cur-
rentQE∪{t’} is not possible in a solution of QE_topk. In addition, two further criterion are 
checked to decide whether the specialized query expansion CurrentQE∪{t} needs to be 
generated. The first one is top_N(Oq(CurrentQE∪{t}))= top_N(Oq(CurrentQE)), it indi-
cates that CurrentQE is not a closed expansion on the top_N results. Another one is that 
the utility of CurrentQE∪{t} is no less than min_u, it means that CurrentQE∪{t} possibly 
becomes a member in the solution of QE_topk (line 26).  

After generating this new specialized query expansion as CurrentQE, it is necessari-
ly to check whether there is an expansion in TempResult whose top_N results are the 
same with the ones of CurrentQE. If there exists such an expansion in TempResult, it 
means that CurrentQE is not a closed expansion on the top_N results so it is not in-
serted into TempResult. Otherwise, CurrentQE is inserted into TempResult. Besides, 
the expansions in TempResult which are not closed expansions on the top_N results are 
removed from TempResult (line 29-32). Then top_k_QE(CurrentQE) is performed 
recursively (line 33). After finishing the tasks of performing top_k_QE(CurrentQE) 
recursively, k specialized query expansions in TempResult with the highest utilities are 
outputted (line 20). 

 
[Example 4.3] According to the UT-tree constructed in Example 4.1, given N is 2 and 
k is 3, the UT-growth algorithm is performed as follows. The tags and their utilities in  
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Algorithm 1. The UT-growth Algorithm  
 

Input: the query result Oq, the minimum popularity N, the value of k 
Output: the discovered QE_topk 
1. Sort the objects in Oq in decreasing order of the utilities; 
2. Construct the UT-tree for Oq 
3. Sort the tags in the header table in decreasing order of their utilities, 

Let <t1, t2, …, tn> denote the sorted list of tags; 
4. Set i=0 and j = 0; 
5. While ((j < k) ∧ (i < n)) 
6. { i= i+1; 
7.    Insert tag ti  into CQE.  
8.    If there is a QE in TempResult such that  (top_N(Oq({ti}))= top_N(Oq(QE))  
9.       QE = QE ∪ {ti}; 
10.  else { j=j+1;  QEj = {ti}; 
11.           Insert QEj into TempResult;}} 
12. temp_tags = CQE    
13. min_u = min{uq({t})| t ∈ CQE } 
14. Repeat 
15. { Let tmax denote the tag in temp_tags with the highest utility value; 
16.    Remove tmax from temp_tag, 
17.    CurrentQE ={tmax}; 
18.    Call top_k_QE(CurrentQE);  
19.  } until (temp_tags = φ) 
20. Output k specialized query expansions in TempResult with the highest utilities  
21. } 
22.  
23. top_k_QE(CurrentQE) 
24. { Construct the CUT-tree of CurrentQE; 
25.   For each tag t in the CH-table of CurrentQE and uq(t) ≥ min_u; 
26.   { If (top_N(Oq(CurrentQE∪{t})) = top_N(Oq(CurrentQE)))  ∨ 

                   (uq(CurrentQE∪{t}) ≥ min_u) 
27.        { CurrentQE = CurrentQE ∪{t}; 
28.           contain = {QE’ | QE’∈TempResult ∧ CurrentQE⊂QE’  

∧ top_N(Oq(QE’)) = (top_N(Oq(CurrentQE))}  
29.           If (contain =φ)  
30.               {Insert CurrentQE into TempResult;  
31.                 non_close ={QE” | QE”∈TempResult ∧ QE”⊂ CurrentQE 

∧( top_N(Oq(QE”))=top_N(Oq(CurrentQE)) 
32.                 TempResult = TempResult - non_close; } 
33.           Call top_k_QE(CurrentQE);  
34.         } 
35.    return;  } 
36.  }            
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the header table are A:1.7, B:1.7, C:1.1, D:1.6, and F:0.9. Because 
top_2(Oq({A}))=top_2(Oq({B})), TempResult contains the temporarily discovered 
expansions with the top-3 utilities as follows: {A,B}:1.7, {D}:1.6, and {C}:1.1. Be-
sides, the content in CQE is <A, B, D, C>, where the tags are sorted in decreasing order 
of the utilities. Besides, min_u = 1.1. Then each tag in CQE is accessed to form a 1-QE 
and top_k_QE(CurrentQE) is performed to find the specialized query expansions 
composing CurrentQ as follows. 

<1> CurrentQE={A}. The CUT-tree of {A} is shown as Fig. 2(a). Accordingly, 
we get uq({A, B})=1.7, uq({A, C})=1.1, and uq({A, D})=1.6. By performing 
top_k_QE ({A,B}) recursively,  no expansion is generated by growing from {A,B} 
because the CUT-tree of {A, B} is empty. Besides, because top_2(Oq({A, C})) = 
top_2(Oq({C})), {C} is removed from TempResult and {A,C} is inserted into 
TempResult. It is similar to replace {D} by {A, D} because top_2(Oq({A, D})) = 
top_2(Oq({D})).  The CUT-trees of {A, C} and {A, D} are both empty, thus, no 
expansion is generated by growing from these two query expansions.  
<2> CurrentQE={B}: According to the CUT-tree of {B}, we get uq({B,D})=0.95, 

which is less than min_u. Therefore, {B,D} is not inserted into TempResult. 
<3> CurrentQE={D}: The CUT-tree of {D} is empty.  
<4> CurrentQE={C}: The CH-table of {D} shows that uq({C, D})=0.15 and uq({C, 

F})=0.7, which are less than min_u. Neither {C, D} and {C, F} are inserted into 
TempResult. 

Finally, the TempResult contains the discovered top-3 high utility specialized query 
expansions: {A,B}, {A,D}, and {A,C}. 

4.3 Dynamic UT-growth Algorithm 

The UT-growth algorithm has to construct the complete UT-tree of Oq by inserting all 
the tag sets of the objects in Oq. However, most of the objects with low utilities do not 
influence the discovered solution of QE_topk. For further speeding up the process of 
discovering a solution of QE_topk, we propose another algorithm named the dynamic 
UT-growth, which constructs the UT-tree of Oq dynamically. The basic idea is that, 
when the tag sets of a part of the objects in Oq are known, we can estimate an upper 
bound and a lower bond of the utility of an expansion. The estimated bonds can be 
used to early terminate the construction of the UT-tree, so the mining process of find-
ing QE_topk can be performed more efficiently. 

Let UUBi(QE) and ULBi(QE) denote an upper bound and a lower bound of the 
utility of a query expansion QE after the ith object in Oq is accessed. Notice that the 
objects in Oq are sorted in decreasing order of the utilities. Let ci(QE) = |{oj | QE∈ 
oj.tagset ∧ 1≤j≤i }|. If ci(QE) ≤ N, we use the following two equations to estimate the 
two bounds of utilities for QE: 

      (1) 

      (2) 
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Otherwise, . 

In the dynamic UT-growth algorithm, when constructing the UT-tree, the header ta-
ble has two additional fields: ULB and UUB, to maintain the estimated lower bound 
and upper bound of utility for a tag, respectively.  Let top-tagsULB(i) and top-tagsUUB(i) 
denote the top-i list of tags according to their ULBs and UUBs, respectively. Whenever 
a tag set of an object in Oq is inserted into the UT-tree, the top-tagsULB(k) and top-
tagsUUB(k+1) are updated accordingly. When 1) the ULB value of rank k in top-
tagsULB(k) is larger than the UUB value of rank (k+1) in top-tagsUUB(k+1) and 2) the 
tags in top-tagsULB(k) all have counts no less than N, it indicates that the tags in top-
tagsULB(k) have higher utilities than the other tags. Therefore, the process of construct-
ing the UT-tree is stopped and the following steps for finding a solution of QE_topk are 
performed.  
 

Step 1: Insert the tags in top-tagsULB(k) into CQE.  

Step 2: The tags in CQE are selected one by one in decreasing order of the utilities to 
individually form a query expansion. Then the depth-first approach to find 
QE_topk is performed by calling the procedure top_k_QE() similar to the one 
used in Algorithm 1. The difference is that when constructing the CUT-tree of a 
specialized query expansion QE, the tags with counts less than N are remained 
because they may get more counts after inserting the tag sets of the following 
objects in Oq.  

Step 3: If the number of the discovered expansions in TempResult is less than k, the 
algorithm resumes the task of UT-tree construction until at least one more tag in 
the header table with its count achieving N. These tags are then inserted into 
CQE and Step 2 continues. Otherwise, Step 4 is performed. 

Step 4: Output k specialized query expansions in TempResult with the highest utilities.   
 

[Example 4.4] By performing the dynamitic UT-growth algorithm, after inserting the tag 
set of O4 into the UT-tree, the constructed UT-tree is shown as Fig. 3(a). The tags in top-
tagsULB(3) are A, B, and D with ULB4({A})=1.7, ULB4({B})=1.7, and ULB4({D})=1.6. 
The popularities of all these tree tags are no less than N, i.e. 2. Besides, the tag of rank 4 
in top-tagsUUB(4) is C with  UUB4({C})=1.2. Therefore, the process of constructing the 
UT-tree is stopped. After performing the mining process on the partially constructed UT-
tree, the discovered specialized query expansions in TempResult are {A, B} and {A, D}. 
Because the number of expansions in TempResult is less than k, i.e. 3, the algorithm 
resumes the UT-tree construction by inserting the tag sets of the following objects into 
the UT-tree until the count of tag C achieves N. Fig. 3(b) shows the constructed UT-tree 
after the tag set of O6 is inserted. Then the process continues to find other specialized 
query expansions by growing from tag A. Finally, the discovered QE_topk includes {A, 
B}, {A, D}, and {A, C}, which is the same with the result of performing the UT-growth 
Algorithm. For the other possible specialized query expansions such as {A, B, D} and 
{A, C, F}, after reading O6, it is not necessarily that their popularities in Oq are less than 
N. However, we can guarantee that their utilities must be less than the minimum utility of 
the discovered QE_topk, i.e. 1.1, because UUB6({A, B, D})= 0.9 + 0.1 = 1 and UUB6({A, 
C, F})= 0.6+0.1=0.7.  
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(a)                                                                          (b) 

Fig. 3. The dynamically constructed UT-tree for the example 

5 Performance Evaluation 

5.1 Experiment Setup 

A systematic study is performed to evaluate the effectiveness and efficiency of the 
proposed UT-growth and dynamic UT-growth algorithms. In the experiments, we used 
the web image dataset created by NUS’s Lab. The dataset includes 269,641 images and 
the associated tags from Flickr. There are a total of 407,982 unique tags annotated for 
these images. The utility of each image is simulated by a random number between 0 
and 1. Besides, the Delicious T140 data set is obtained from the site of NLP Group of 
UNED, which contains 144,574 page links and 67,218 various tags. The number of 
accessed times of each link is used to compute the utility of the web page. In data 
preprocessing, we used the Porter’s stemming algorithm to transfer the tags which are 
plurals to their singular forms.  

The tags in the datasets are separated into five groups: the frequency in 100~3000, 
3000~6000, 6000~9000, 9000~12000, and >12000. Two tags are selected randomly 
from each group of tags and totally generate 10 test queries.  

Furthermore, a set of simulation data sets is generated by the IBM Data Generator, 
where the number of various tags(tnum), the average size of a tag set(tsize), and the 
number of objects(onum) are controlled, respectively. The simulation data sets are 
used to systematically observe the effects of the various parameters for generating the 
data sets on the performance efficiency of the proposed algorithms.  

5.2 Performance Evaluation 

5.2.1 Effectiveness Evaluation 
In order to evaluate the effectiveness of the discovered QE_topk on search and naviga-
tion, three evaluation metrics provided in [9] are used: 1) coverage, 2) overlap, and 3) 
selectivity. The coverage value denotes the percentage of the objects in Oq which 
match any expansion in the discovered QE_topk; the overlap value denotes the aver-
age degree of redundancy on the returned objects between each pair of expansions in 
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the QE_topk; the selectivity value denotes the average percentage of the filtered out 
objects for a query by the expansions in the discovered QE_topk. 

In order to ensure that the tags in the QE_topk are semantically related to the query, 
we applied the Novelty method proposed in [9] to select 20 representative tags from Oq 
for each test query q. Only the representative tags are used to generate the specialized 
query expansions. The default values of  and N are 10 and 5, respectively. 

[Exp. 1-1] In this experiment, the goal is to compare the search and navigation effec-
tiveness of the discovered QE_topk by performing representative tags selection before 
finding the QE_topk with the one without tags selection.  

The results of the three evaluation metrics on the two real data sets are shown in 
Tab. 2. The results indicate that, by performing representative tags selection, the dis-
covered QE_topk has higher coverage, lower overlap, and higher selectivity on both 
the real data sets. Accordingly, representative tags selection is performed before find-
ing the QE_topk in the following experiments. The coverage obtained on the Delicious 
data set is higher than that on the Flickr data set because the distribution of tags in the 
Delicious data set is denser than the one in the Flickr data set. That is also the reason 
that the overlap metric gets higher value on the Delicious data set. 

Table 2. The experiment results of Exp. 1-1 

 

Flickr Data Set Delicious Data Set 

without 
tag selection

with 
tag selection

without 
tag selection

with 
tag selection

Coverage 0.11 0.42 0.66 0.72 

Overlap 0.28 0.18 0.29 0.26 

Selectivity 0.10 0.38 0.56 0.62 

[Exp. 1-2] In this experiment, the goal is to observe the search and navigation ef-
fectiveness of the discovered QE_topk on the top-num objects in Oq.  

The results of the three evaluation metrics are computed for the discovered 
QE_topk by varying the values of num, which are shown in Fig 4(a) and 4(b) for the 
Flickr and Delicious data sets, respectively. The top_num “all” means all the objects 
in Oq. The results show that, at least 80% of the top 50 high utility objects can be 
found through browsing the matched objects of the 10 expansions in QE_top10.  

5.2.2 Efficiency Evaluation 
In addition to implement the proposed UT-growth and dynamic UT-growth algo-
rithms, we also implemented the Naïve algorithm proposed in [7] as the baseline 
method. The execution times of the three algorithms are compared. The execution 
time of the algorithms on the Flickr data set, which include the tag selection time and 
the mining time for discovering the QE_topk are shown separately in Tab. 3. Besides, 
the number of tags(tnum) and the average size of a tag set(tsize) are varied when ge-
nerating the synthesis datasets to observe the execution times of the algorithms as 
shown in Fig. 4(c) and 4(d), respectively. Each synthesis data set consists of 5000 
objects with utilities in [0, 1] randomly. Fig. 4(e) and 4(f) show the influence of the 
running time parameter k and N on the execution time of the algorithms.  

k
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Table 3. The execu

 

Flickr 
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tag selection ti

mining time

Total execution 

 

 

 

 

 

 

   

 

(a)     
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        (e) tnum=100

Fig. 4. The execution 

Chiu 

ution time of the algorithms on the Flickr dataset (ms) 

Baseline UT-growth dynamic UT-growth 

ime 298.4 298.4 298.4 

e 623.8 69.5 48.2 

time 922.2 367.9 346.6 

 

                                         (b) 

=5, k=5, N=5                     (d) tnum=5, k=10, N=10 

, tsize=30, N=10          (f)  tnum=100, tsize=30, k=10 

time of the proposed algorithms and the baseline method 
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Overall, the performance efficiencies of the UT-growth and dynamic UT-growth 
algorithms are better than the baseline method. The data sets become denser when 
tnum is smaller. In a dense dataset, the discovered expansions in QE_topk tend to be 
larger than the ones got from a sparse data set. That is why the UT-growth and dy-
namic UT-growth algorithms requires more execution time when tnum is smaller. 
However, the number of tags is usually large in a social tagging system. The proposed 
algorithm can significantly improve the performance efficiency when tnum is no less 
than 50. Without surprising, the execution times of the three algorithms increase as 
tsize, k, and N increase respectively. It is worth noting that the baseline method has to 
read in more objects and enumerate more query expansions as N increases, which 
leads to the execution time of the baseline method increases. In contrast, the influence 
of changing N on the execution time is less obvious for both the UT-growth and dy-
namic UT-growth than the baseline method.  

6 Conclusion and Future Work 

In this paper, we formulate the top-k high utility specialized query expansions disco-
vering problem. The UT-tree structure is designed to maintain the tag sets appearing 
in the search results, which are used to generate the specialized query expansions. The 
UT-growth algorithm is proposed to find the top-k high utility specialized query ex-
pansions from the UT-tree. Furthermore, we exploit the lower bound and upper bound 
estimations of utilities for a specialized query expansion to reduce the size of the 
constructed UT-tree. By applying this strategy, we propose another dynamitic UT-tree 
algorithm. A systematic performance study is performed to verify the effectiveness 
and the efficiency of the proposed algorithms.  

Although the top-N results of the discovered specialized query expansions are not 
duplicate each other, there are some overlaps among these results. How to further 
reduce overlapping among the matching objects of the discovered expansions is under 
our current investigation. 
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Abstract. Periodic-frequent patterns are an important class of regular-
ities that exist in a transactional database. Informally, a frequent pattern
is said to be periodic-frequent if it appears at a regular interval specified
by the user (i.e., periodically) in a database. A pattern-growth algorithm,
called PFP-growth, has been proposed in the literature to discover the
patterns. This algorithm constructs a tid-list for a pattern and performs
a complete search on the tid-list to determine whether the corresponding
pattern is a periodic-frequent or a non-periodic-frequent pattern. In very
large databases, the tid-list of a pattern can be very long. As a result,
the task of performing a complete search over a pattern’s tid-list can
make the pattern mining a computationally expensive process. In this
paper, we have made an effort to reduce the computational cost of min-
ing the patterns. In particular, we apply greedy search on a pattern’s
tid-list to determine the periodic interestingness of a pattern. The usage
of greedy search facilitate us to prune the non-periodic-frequent patterns
with a sub-optimal solution, while finds the periodic-frequent patterns
with the global optimal solution. Thus, reducing the computational cost
of mining the patterns without missing any knowledge pertaining to the
periodic-frequent patterns. We introduce two novel pruning techniques,
and extend them to improve the performance of PFP-growth. We call
the algorithm as PFP-growth++. Experimental results show that PFP-
growth++ is runtime efficient and highly scalable as well.

Keywords: Data mining, pattern mining and periodic behaviour.

1 Introduction

Since the introduction of periodic-frequent patterns in [1], the problem of find-
ing these patterns has received a great deal of attention in data mining [2,3,4,5].
The classic application is market basket analysis, where these patterns can pro-
vide useful information pertaining to the sets of items that were not only sold
frequently, but also purchased regularly by the customers. The basic model of
periodic-frequent patterns is as follows [1].

Let I = {i1, i2, · · · , in} be the set of items. A set X = {ij , · · · , ik} ⊆ I,
where j ≤ k and j, k ∈ [1, n], is called a pattern (or an itemset). A transaction
t = (tid, Y ) is a tuple, where tid represents a transaction-id (or timestamp) and

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 377–391, 2014.
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Y is a pattern. A transactional database TDB over I is a set of transactions,
i.e., TDB = {t1, t2, · · · , tm}, m = |TDB|, where |TDB| represents the size of
TDB in total number of transactions. If X ⊆ Y , it is said that t containsX orX
occurs in t and such transaction-id is denoted as tidXj , j ∈ [1,m]. Let TIDX =

{tidXj , · · · , tidXk }, j, k ∈ [1,m] and j ≤ k, be the set of all transaction-ids where
X occurs in TDB. The support of pattern X , denoted as S(X), represents
the number of transactions containing X in TDB, i.e., S(X) = |TIDX |. Let
tidXp and tidXq , p, q ∈ [1,m] and p < q, be the two consecutive transaction-
ids where X has appeared in TDB. The number of transactions (or the time
difference) between tidXp and tidXq can be defined as a period of X , say pXi .

That is, pXi = tidXq − tidXp . Let PX = {pX1 , pX2 , · · · , pXr }, r = |TIDX | + 1, be
the complete set of all periods of X in TDB. The periodicity of X , denoted
as Per(X) = max(pX1 , p

X
2 , · · · , pXr ). (It was argued in the literature that the

largest period of a pattern can provide the upper limit of its periodic occurrence
characteristic.) The pattern X is said to be frequent if S(X) ≥ minSup, where
minSup represents the user-definedminimum support. The frequent patternX is
said to be periodic-frequent if Per(X) ≤ maxPer, where maxPer represents
the user-defined maximum periodicity. Please note that the support and
periodicity of a pattern can also be expressed in percentage of |TDB|.
We now explain the model using the transactional database shown in Table 1.

Table 1. Transactional database

TID Items TID Items TID Items TID Items TID Items
1 a, b 3 c, e, f, j 5 b, c, d 7 a, b, i 9 a, e, f, g
2 a, c, d, i 4 a, b, f, g, h 6 d, e, f 8 c, d, e 10 a, b, c

Example 1. The database shown in Table 1 contains 10 transactions. Therefore,
|TDB| = 10. Each transaction in this database is uniquely identifiable with
a transaction-id (tid), which also represents the timestamp of corresponding
transaction. The set of items, I = {a, b, c, d, e, f, g, h, i, j}. The set of
items ‘a’ and ‘b’, i.e., {a, b} is a pattern. It is a 2-pattern. For the purpose
of simplicity, we represent this pattern as ‘ab’. The pattern ‘ab’ occurs in tids
of 1, 4, 7 and 10. Therefore, the list of tids containing ‘ab’ (or tid-list of ‘ab’),
i.e., TIDab = {1, 4, 7, 10}. The support of ‘ab’, i.e., S(ab) = |TIDab| = 4. The
complete set of all periods for this pattern are: p1 = 1 (= 1 − tidi), p2 = 3 (=
4−1), p3 = 3 (= 7−4), p4 = 3 (= 10−7) and p5 = 0 (= 10−tidl), where tidi = 0
represents the initial transaction and tidl = |TDB| = 10 represents the tid of
last transaction in the transactional database. The periodicity of ‘ab’, denoted
as Per(ab) = max(1, 3, 3, 3, 0) = 3. If the user-specified minSup = 2, then ‘ab’ is
a frequent pattern because S(ab) ≥ minSup. If the user-specified maxPer = 3,
then the frequent pattern ‘ab’ is a periodic-frequent pattern because Per(ab) ≤
maxPer.

The periodic-frequent patterns satisfy the anti-monotonic property. That is,
“all non-empty subsets of a periodic-frequent pattern are also periodic-frequent.”
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Tanbeer et al. [1] have proposed a pattern-growth algorithm, called Periodic-
Frequent Pattern-growth (PFP-growth), to mine the patterns. Briefly, this al-
gorithm compresses the database into a Periodic-Frequent tree (PF-tree), and
mines it recursively to discover the patterns. The nodes in PF-tree do not main-
tain the support count as in FP-tree. Instead, they maintain a list of tids (or
a tid-list) in which the corresponding item has appeared in a database. These
tid-lists are later aggregated to derive the final tid-list of a pattern (i.e., TIDX

for pattern X). A complete search on this tid-list provides the support and
periodicity, which are later used to determine whether the corresponding pat-
tern is a periodic-frequent or a non-periodic-frequent pattern. In other words,
the PFP-growth performs a complete search on a pattern’s tid-list to determine
whether it is a periodic-frequent or a non-periodic-frequent pattern.

In very large databases, the tid-list of a pattern can be very long. As a re-
sult, the task of performing a complete search on a pattern’s tid-list can make
the pattern mining a computationally expensive process (or the PFP-growth a
computationally expensive algorithm).

In this paper, we have made an effort to reduce the computational cost of
mining the periodic-frequent patterns. The contributions of this paper are as
follows:

1. In this paper, we apply greedy search on a pattern’s tid-list to determine
whether it is a periodic-frequent or a non-periodic-frequent pattern.

2. A novel concept known as local-periodicity has been proposed in this paper.
For a pattern, the local-periodicity corresponds to a sub-optimal solution
(i.e., maximum period found in a subset of tid-list), while the periodicity
corresponds to the global optimal solution. If the local-periodicity of a pattern
fails to satisfy the maxPer, then we immediately determine the correspond-
ing pattern as a non-periodic-frequent pattern and avoid further search on
the tid-list to measure its periodicity. This results in reducing the compu-
tational cost of mining the patterns.

3. Using the concept of local-periodicity, we introduce two novel pruning tech-
niques and extend them to improve the performance of PFP-growth. We
call the algorithm as PFP-growth++. The proposed techniques facilitate
the PFP-growth++ to prune the non-periodic-frequent patterns with a sub-
optimal solution, while finds the periodic-frequent patterns with a global
optimal solution. Thus, we do not miss any knowledge pertaining to periodic-
frequent patterns.

4. Experimental results show that PFP-growth++ is runtime efficient and
highly scalable as well.

Since the real-world is non-uniform, it was observed that mining periodic-
frequent patterns with a single minSup and maxPer constraint leads to the
“rare item problem.” At highminSup, we miss the patterns involving rare items,
and at low minSup, combinatorial explosion can occur producing too many
patterns. To confront this problem, an effort has been made in [4] to mine the
patterns using multiple minSup and maxPer thresholds. Amphawan et al. [5]
have extended PFP-growth algorithm to mine top-k periodic-frequent patterns
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in a database. As the real-world is imperfect, it was observed that the periodic-
frequent pattern mining algorithms fail to discover those interesting frequent
patterns whose appearances were almost periodic in the database. Uday and
Reddy [2] have introduced periodic-ratio to capture the almost periodic behavior
of the frequent patterns. Alternatively, Rashid et al. [3] have employed standard
deviation to assess the periodic behavior of the patterns. The discovered patterns
are known as regular frequent patterns. The algorithms used in all of the above
works are the extensions of PFP-growth, and therefore, perform a complete
search on the tid-list of a pattern. Thus, all these algorithms are computationally
expensive to use in very large databases. The pruning techniques that are going
to be discussed in this paper can be extended to improve the performance of all
these algorithms. In this paper, we confine our work to finding periodic-frequent
patterns using minSup and maxPer thresholds.

The rest of the paper is organized as follows. Section 2 describes the PFP-
growth algorithm and its performance issues. Section 3 describes the basic idea
and introduces the proposed PFP-growth++ algorithm. Section 4 presents the
experimental evaluation on both PFP-growth and PFP-growth++ algorithms.
Finally, Section 5 concludes the paper.

2 PFP-Growth and Its Performance Issues

2.1 PFP-Growth

The PFP-growth involves two steps: (i) Construction of PF-tree and (ii) Recur-
sive mining of PF-tree to discover the patterns. Before explaining these two steps,
we describe the structure of PF-tree as we also employ similar tree structure to
discover the patterns.

Structure of PF-tree. The structure of PF-tree contains PF-list and prefix-
tree. The PF-list consists of three fields – item name (i), support (f) and pe-
riodicity (p). The structure of prefix-tree is same as that of the prefix-tree in
FP-tree. However, please note that the nodes in the prefix-tree of PFP-tree do
not maintain the support count as in FP-tree. Instead, they explicitly maintain
the occurrence information for each transaction in the tree by keeping an occur-
rence transaction-id, called tid-list, only at the last node of every transaction.
Two types of nodes are maintained in a PF-tree: ordinary node and tail-node.
The former is the type of nodes similar to that used in FP-tree, whereas the
latter is the node that represents the last item of any sorted transaction. The
tail-node structure is of form I[tid1, tid2, · · · , tidn], where I is the node’s item
name and tidi, i ∈ [1, n], (n be the total number of transactions from the root
up to the node) is a tid where item I is the last item.

Construction of PF-tree. The PFP-growth scans the database and discover
periodic-frequent items (or 1-patterns) using Algorithm 1. Figure 1(a), (b) and
(c) respectively show the PF-list generated after scanning the first, second and
every transaction in the database (lines 2 to 11 in Algorithm 1). To reflect
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i f p id1
a 1 1 1
b 1 1 1

i f p id1
a 2 1 2
b 1 1 1
c 1 2 2
d 1 2 2

(a) (b) (c) (e)

i 1 2 2

i f p id1
a 5 3 10
b 5 3 10
c 5 3 10
d 4 3 8

e 4 3 9
f 4 3 9

g 3 6 10
h 1 4 4

i 2 5 7

j 1 3 3

i f p
a 5 3
b 5 3
c 5 3
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the correct periodicity for an item, the pcur value of every item in PF-list is
re-calculated by setting tcur = |TDB| (line 12 in Algorithm 1). Figure 1(d)
shows the updated periodicity of items in PF-tree. It can be observed that the
periodicity of ‘j’ and ‘h’ items have been updated from 3 and 4 to 7 and 6,
respectively. The items having f < minSup or p > maxPer are considered as
non-periodic-frequent items and pruned from the PF-list. The remaining items
are considered as periodic-frequent items and sorted in descending order of their
f (or support) value (line 13 in Algorithm 1). Figure 1(e) shows the sorted list of
periodic-frequent items. Let PI denote the sorted set of periodic-frequent items.

Using the FP-tree construction technique, only the items in the PI will take
part in the construction of PF-tree. The tree construction starts by inserting
the first transition, ‘1 : a, b’, according to PF-list order, as shown in Figure
2(a). The tail-node ‘b : 1’ carries the tid of the transaction. After removing
the non-periodic-frequent item ‘i’, the second transaction is inserted into the
tree with node ‘d : 2’ as the tail-node (see Figure 2(b)). After inserting all the
transactions in the database, we get the final PF-tree as shown in Figure 2(c).
For the simplicity of figures, we do not show the node traversal pointers in trees,
however, they are maintained in a fashion like FP-tree does.

Mining PF-tree. To discover the patterns from PF-tree, PFP-growth employs
the following steps:

i. Choosing the last item ‘i’ in the PF-tree as an initial suffix item, its prefix-tree
(denoted as PTi) constituting with the prefix sub-paths of nodes labeled ‘i’
is constructed. Figure 3(a) shows the prefix-tree for the item ‘f ’, say PTf .

ii. For each item ‘j’ in PTi, we aggregate all of its node’s tid-list to derive the
tid-list of the pattern ‘ij’, i.e., TIDij . Next, we perform a complete search on
TIDij to measure the support and periodicity of the pattern ‘ij’. Next, we
determine whether ‘ij’ is a periodic-frequent pattern or not by comparing its
support and periodicity against minSup and maxPer, respectively. If ‘ij’ is
a periodic-frequent pattern, then we consider ‘j’ is periodic-frequent in PTi.
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Algorithm 1. PF-list (TDB: transactional database, minSup: minimum sup-
port and maxPer: maximum periodicity)

1. Let tcur denote the tid of current transaction. Let idl be a temporary array that
explicitly records the tids of last occurring transactions of all items in the PF-list.

2. for each transaction tcur in TDB do
3. if tcur is i’s first occurrence then
4. Set f = 1, idl = tcur and p = tcur.
5. else
6. Set f = f + 1, pcur = tcur − idl and idl = tcur.
7. if pcur > p then
8. p = pcur.
9. end if
10. end if
11. end for
12. Calculate pcur value of every item in the list as |TDB| − idl. Next, update the p

value of every item with pcur if pcur > p.
13. Prune the items in the PF-list that have f < minSup or p > maxPer. Consider

the remaining items as periodic-frequent items and sort them with respect to their
f value.

Example 2. Let us consider the last item ‘e’ in the PTf . The set of tids
containing ‘e’ in PTf is {3, 6, 9}. Therefore, the tid-list of the pattern ‘ef ’,
i.e., TIDef = {3, 6, 9}. A complete search on TIDef gives S(ef) = 3 and
Per(ef) = 3. Since S(ef) ≥ minSup and Per(ef) ≤ maxPer, the pattern
‘ef ’ is considered as a periodic-frequent pattern. In other words, ‘e’ is con-
sidered as a periodic-frequent item in PTf . Similar process is repeated for
the other items in PTf . The PF-list in Figure 3(a) shows the support and
periodicity of each item in PTf .

iii. Choosing every periodic-frequent item ‘j’ in PTi, we construct its condi-
tional tree, CTi, and mine it recursively to discover the patterns.

Example 3. Figure 3(b) shows the conditional-tree, CTf , derived from PTf .
It can be observed that the items ‘a’, ‘b’, ‘c’ and ‘d’ in PTf are not considered
in the construction of CTf . The reason is that they are non-periodic-frequent
items in PTf .

iv. After finding all periodic-frequent patterns for a suffix item ‘i’, we prune
it from the original PF-tree and push the corresponding nodes’ tid-lists to
their parent nodes. Next, once again we repeat the steps from i to iv until
the PF -list = ∅.

Example 4. Figure 3(c) shows the PF-tree generated after pruning the item
‘f ’ in Figure 2(c). It can be observed that the tid-list of all the nodes con-
taining ‘f ’ have been pushed to their corresponding parent nodes.
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Fig. 3. Mining periodic-frequent patterns using ‘f ’ as a suffix item. (a) Prefix-tree of
f , i.e., PTf (b) Conditional tree of ‘f ’, i.e., CTf and (c) PF-tree after removing item
‘f ’.

2.2 Performance Issues

We have observed that PFP-growth suffers from the following two performance
issues:

1. The PFP-growth scans the database and constructs the PF-list with every
item in the database. The non-periodic-frequent items are pruned from the
list only after the scanning of database. We have observed that this approach
can cause performance problems, which involves the increased updates and
search costs for the items in the PF-list.

Example 5. In Table 1, the items ‘g’ and ‘h’ have initially appeared in the
transaction whose tid = 4. Thus, their first period is going to be 4, which
is greater than the maxPer. In other words, these two items were non-
periodic-frequent by the time they were first identified in the database. Thus,
these two items need not have been included in the construction of PF-list.
However, PFP-growth considers these items in the construction of PF-list.
This results in the performance problems, which involves increased updates
and search cost for the items in the PF-list.

2. Another performance issue of PFP-growth lies at the Step ii of mining PF-
tree. That is, for every item ‘j’ in PTi, PFP-growth performs a complete
search on its tid-list to determine whether it is periodic-frequent or not. In
very large databases, the tid-list of a pattern (or for an item ‘j’ in PTi)
can be generally long. In such cases, performing a complete search on a
pattern’s tid-list to determine whether it is periodic-frequent or not can be a
computationally expensive process. Thus, PFP-growth is a computationally
expensive algorithm.

Example 6. Let us consider the item ‘a’ in PTf . The tid-list of ‘a’ in PTf ,

i.e., TIDaf = {4, 9}. Its periods are: paf1 = 4 (= 4 − tidi), p
af
2 = 5 (=

9 − 4) and paf3 = 1 (= tidl − 9). The PFP-growth measures periodicity =
5 (= max(4, 5, 1)), and then determines ‘a’ is not a periodic-frequent item
in PTf . In other words, PFP-growth performs a complete search on the tid-
list of ‘af ’ to determine it is not a periodic-frequent pattern. However, such
a complete search was not necessary to determine ‘af ’ as a non-periodic-
frequent pattern. It is because its first period, i.e., paf1 > maxPer.

In the next section, we discuss our approach to address the above two perfor-
mance issues of PFP-growth.
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3 Proposed Algorithm

In this section, we first describe our basic idea. Next, we explain our PFP-
growth++ algorithm to discover the patterns.

3.1 Basic Idea: The Local-Periodicity of a Pattern

Our idea to reduce the computational cost of mining the patterns is as follows.

“ Apply greedy search on a pattern’s tid-list to derive its local-periodicity.
For a pattern, the local-periodicity represents a sub-optimal solution,
while the periodicity corresponds to the global optimal solution. If
the local-periodicity of a pattern fails to satisfy the maxPer, then
we immediately determine it as a non-periodic-frequent pattern, and
avoid further search on the tid-list to measure its actual periodicity.
Thus reducing the computational cost of mining the patterns.”

Definition 1 defines the local-periodicity of a pattern X . Example 7 illustrates
the definition. The correctness of our idea is shown in Lemma 1, and illustrated
in Example 8.

Definition 1. (Local-periodicity of pattern X.) Let PX = {pX1 , pX2 , · · · , pXn },
n = S(X) + 1, denote the complete set of periods for X in TDB. Let P̂X =
{pX1 , pX2 , · · · , pXk }, 1 ≤ k ≤ n, be an ordered set of periods of X such that

P̂X ⊆ PX. The local-periodicity of X, denoted as loc-per(X), refers to the max-

imum period in P̂X . That is, loc-per(X) = max(pX1 , p
X
2 , · · · , pXk ).

Example 7. Continuing with Example 1, the set of all periods for ‘ab’, i.e., P ab =

{1, 3, 3, 0}. Let P̂ ab = {1, 3} ⊂ P ab. The local-periodicity of ‘ab’, denoted as

loc-per(ab) = max(pabj |∀pabj ∈ P̂ ab) = max(1, 3) = 3.

Lemma 1. For the pattern X, if loc-per(X) > maxPer, then X is a non-
periodic-frequent pattern.

Proof. For the pattern X , Per(X) ≥ loc-per(X) as P̂X ⊆ PX .Therefore, if
loc-per(X) > maxPer, then Per(X) > maxPer. Hence proved.

Example 8. In Table 1, the pattern ‘af ’ occurs in tids of 4 and 9. Therefore,
TIDaf = {4, 9}. The first period of ‘af ,’ i.e., paf1 = 4 (= tidi − 4). At this point,

the loc-per(af) = paf1 = 4. Since loc-per(af) > maxPer, it is clear that ‘af ’ is
a non-periodic-frequent pattern as Per(af) ≥ loc-per(af) > maxPer.

If X is a periodic-frequent pattern, then its local-periodicity equals the pe-
riodicity. Thus, we do not miss any knowledge pertaining to periodic-frequent
patterns. The correctness of this argument is based on Property 1, and shown
in Lemma 2.

Property 1. For a pattern X , loc-per(X) ≤ Per(X) as P̂X ⊆ PX .
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Lemma 2. If X is a periodic-frequent pattern, then loc-per(X) = Per(X).

Proof. If X is a periodic-frequent pattern, then we perform a complete search

on its tid-list, i.e., TIDX . Thus, P̂X = PX . From Property 1, it turns out that
loc-per(X) = Per(X). Hence proved.

Overall, our idea of using the greedy search technique facilitates the user to
find the periodic-frequent patterns with an optimal solution, while pruning the
non-periodic-frequent patterns with a sub-optimal solution. Thus, our idea re-
duces the computational cost of mining the patterns without missing any knowl-
edge pertaining to periodic-frequent patterns.

Two novel pruning techniques have been developed based on the concept of
local-periodicity. The first pruning technique addresses the issue of pruning non-
periodic-frequent items (or 1-patterns) effectively. The second pruning technique
addresses the issue of pruning non-periodic-frequent k-patterns, k ≥ 2. These
two techniques have been discussed in subsequent subsection.

3.2 PFP-Growth++

The proposed algorithm also involves the following steps: (i) construction of PF-
tree++ and (ii) Mining PF-tree++ recursively to discover the patterns. We now
discuss each of these steps.

Construction of PF-tree++. The structure of PF-tree++ consists of two
components: (i) PF-list++ and (ii) prefix-tree. The PF-list++ consists of three
fields – item name (i), total support (f) and local-periodicity (pl). Please note
that PF-list++ do not explicitly store the periodicity of an item i as in
the PF-list. The structure of prefix-tree in PF-tree++, however, remains the
same as in PF-tree. The structure of prefix-tree has been discussed in Section 2.

Since periodic-frequent patterns satisfy the anti-monotonic property, periodic-
frequent items (or 1-patterns) play a key role in discovering the patterns effec-
tively. To discover these items, we employ a pruning technique which is based
on the concepts of 2-Phase Locking [6] (i.e., ‘expanding phase’ and ‘shrinking
phase’). We now discusses the pruning technique:

– Expanding phase: In this phase, we insert every new item found in a
transaction into the PF-list++. Thus, expanding the length of PF-list++.
This phase starts from the first transaction (i.e., tid = 1) in the database and
ends when the tid of the transaction equals to maxPer (i.e., tid = maxPer).
If the tid of a transaction is greater than the maxPer, then we do not insert
any new items found in the corresponding transaction into the PF-list++.
It is because these items are non-periodic-frequent items as their first period
(or local-periodicity) fails to satisfy the user-defined maxPer threshold.

– Shrinking phase: In this phase, we delete the non-periodic-frequent items
from the PF-list++. Thus, shrinking the length of PF-list++. The non-
periodic-frequent items are those items that have a period (or local-periodicity)
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greater than the maxPer. This phase starts right after the completion of ex-
pansion phase (i.e., when the tid of a transaction equal to maxPer + 1) and
continues until the end of database.
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Fig. 4. The construction of PF-list++. (a) After scanning the first transaction (b)
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After scanning all transactions (g) Measuring actual periodicity for items and (h) The
sorted list of periodic-frequent items.

Algorithm 2 shows the construction of PF-list++ using the above two phases.
We illustrate the algorithm using the database shown in Table 1. The ‘expanding
phase’ starts from the first transaction. The scan on the first transaction with
tcur = 1 results in inserting the items ‘a’ and ‘b’ in to the list with f = 1, pl = 1
and idl = 1 (lines 4 to 6 in Algorithm 2). The resultant PF-list++ is shown in
Figure 4(a). The scan on the second transaction with tcur = 2 results in adding
the items ‘c’, ‘d’ and ‘i’ into the PF-list++ with f = 1, idl = 2 and pl = 2.
Simultaneously, the f and idl values of ‘a’ are updated to 2 and 2, respectively
(lines 7 and 8 in Algorithm 2). The resultant PF-list++ was shown in Figure
4(b). Similarly, the scan on the third transaction with tcur = 3 results in adding
the items ‘e’, ‘f ’ and ‘j’ into the PF-list++ with f = 1, idl = 3 and pl = 3. In
addition, the f , p and idl values of ‘c’ are updated to 2, 2 and 3, respectively.
Figure 4(c) shows the PF-list++ generated after scanning the third transaction.
Since maxPer = 3, the expanding phase ends at tcur = 3. The ‘shrinking phase’
begins from tcur = 4. The scan on the fourth transaction, ‘4 : a, b, f, g, h’, updates
the f , pl and idl of the items ‘a’, ‘b’ and ‘f ’ accordingly as shown in Figure 4(d).
Please observe that we have not added the new items ‘g’ and ‘h’ in the PF-
list++ as their period (or local-periodicity) is greater than the maxPer (lines 11
to 16 in Algorithm 2). Similar process is repeated for the other transactions in
the database, and the PF-list++ is constructed accordingly. Figure 4(e) shows
the PF-list++ constructed after scanning the seventh transaction. It can be
observed that the non-periodic-frequent item ‘i’ was pruned from the PF-list++.
It is because its local-periodicity (or pl = 5 (= tcur − idl)) has failed to satisfy
the maxPer (line 15 in Algorithm 2). Figure 4(f) shows the initial PF-list++
constructed after scanning the entire database. Figure 4(g) shows the updated
periodicity of all items in the PF-list++ (line 19 in Algorithm 2). It can be
observed that the pl value of ‘j’ has been updated from 3 to 7. Figure 4(h) shows
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the set of periodic-frequent items sorted in descending order of their frequencies.
Let PI denote this sorted list of periodic-frequent items.

Using FP-tree construction technique, we perform another scan on the
database and construct prefix-tree in PI order. The construction of prefix-tree
has been discussed in Section 2. Figure 5 shows the PF-tree++ generated af-
ter scanning the database shown in Table 1. Since the local-periodicity of a
periodic-frequent item (or 1-pattern) is same as its periodicity (see Lemma 2),
the constructed PF-tree++ resembles that of the PF-tree in PFP-growth. How-
ever, there exists a key difference between these two trees, which we will discuss
while mining the patterns from PF-tree++.
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and (c) PF-tree++ after pruning item ‘f ’.

Mining PF-tree++. Choosing the last item ‘i’ in the PF-list++, we construct
its prefix-tree, say PTi, with the prefix sub-paths of nodes labeled ‘i’ in the PF-
tree++. Since ‘i’ is the bottom-most item in the PF-list++, each node labeled
‘i’ in the PF-tree++ must be a tail-node. While constructing the PTi, we map
the tid-list of every node of ‘i’ to all items in the respective path explicitly in
a temporary array. It facilitates the construction of tid-list for each item ‘j’ in
the PF-list++ of PTi, i.e., TID

ij . The length of TIDij gives the support of
‘ij’. Algorithm 3 is used to measure the local-periodicity of ‘ij.’ This algorithm
applies greedy search on the tid-list to identify whether j is periodic-frequent or
not in PTi. The pruning technique used in this algorithm is as follows:

“If loc-per(X) > maxPer, then X is a non-periodic-frequent pattern.”

If j is periodic-frequent in PTi, then its pl denotes its actual periodicity in the
database. However, if ‘j’ is non-periodic-frequent in PTi, then its pl denotes the
local-periodicity (or the period) which has failed to satisfy the maxPer. The
correctness of this technique has already been shown in Lemma 2.

Figure 6(a) shows the prefix-tree of item ‘f ’, PTf . The set of items in PTf

are ‘a’, ‘b’, ‘c’, ‘d’ and ‘e.’ Let us consider an item ‘a’ in PTf . The tid-list of the
nodes containing ‘a’ in PTf gives TIDaf = {4, 9}. The support of ‘af ’, S(af) =
2(= |TIDaf |). As S(af) ≥ 2 (= minSup), we determine ‘af ’ as a frequent
pattern. Next, we pass TIDaf as an array in Algorithm 3 to find whether ‘af ’ is
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a periodic-frequent or a non-periodic-frequent pattern. The first period, pcur =
4 (= 4 − 0) (line 1 in Algorithm 3). As pcur > maxPer, we determine ‘af ’
as a non-periodic-frequent pattern and return pl = pcur = 4 (lines 2 to 4 in
Algorithm 3). Thus, we prevent the complete search on the tid-list of a non-
periodic-frequent pattern. Similar process is applied for the remaining items in
the PTf . The PF-list++ in Figure 6(a) shows the support and local-periodicity
of items in PTf . It can be observed that the pl value of non-periodic-frequent
items, ‘a’ and ‘b’, in PTf are set to 4 and 4, respectively. Please note that these
values are not their actual periodicity values. The actual periodicity of ‘a’ and
‘b’ in PTf are 5 and 6, respectively (see Figure 3(a)). This is the key difference
between the PFP-tree++ and PFP-tree.

The conditional tree, CTi, is constructed by removing all non-periodic-frequent
items from the PTi. If the deleted node is a tail-node, its tid-list is pushed up to
its parent node. Figure 6(b), for instance, shows the conditional tree for ‘f ’, say
CTf , from PTf . The same process of creating prefix-tree and its corresponding
conditional tree is repeated for the further extensions of ‘ij’. Once the periodic-
frequent patterns containing ‘f ’ are discovered, the item ‘f ’ is removed from the
original PF-tree++ by pushing its node’s tid-list to its respective parent nodes.
Figure 6(c) shows the resultant PF-tree++ after pruning the item ‘f ’. The whole
process of mining for each item in original PF-tree++ is repeated until its PF-
list++ 
= ∅. The above bottom-up mining technique on support-descending PF-
tree++ is efficient, because it shrinks the search space dramatically with the
progress of mining process.

4 Experimental Results

The algorithms, PFP-growth and PFP-growth++, are written in Java and run
with Ubuntu 10.04 operating system on a 2.66 GHz machine with 4GB memory.
The runtime specifies the total execution time, i.e., CPU and I/Os. We pur-
sued experiments on synthetic (T10I4D100K and T10I4D1000K) and real-world
(Retail and Kosarak) datasets. The T10I4D100K dataset contains 100,000 trans-
actions with 1000 items. The T10I4D1000K dataset contains 1,000,000 transac-
tions with 1000 items. The Retail dataset [7] contains 88,162 transactions with
16,470 items. The Kosarak dataset is a very large dataset containing 990,002
transactions and 41,270 distinct items.

The maxPer threshold varies from 0% to 100%. In this paper, we vary the
maxPer threshold from 1% to 10%. The reason is as follows. Very few (almost
nil) periodic-frequent patterns are discovered in these databases for the maxPer
values less than the 1%. Almost all frequent patterns are discovered as periodic-
frequent patterns when the maxPer values are greater than the 10%.

4.1 Discovering Periodic-Frequent Patterns

Figure 7(a) and (b) respectively show the number of periodic-frequent patterns
generated in T10I4D100K and Retail datasets at different maxPer thresholds.
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Algorithm 2. PF-list++ (TDB: transactional database, minSup: minimum
support and maxPer: maximum periodicity)

1. for each transaction t ∈ TDB do
2. if tcur < maxPer then
3. /*Expanding phase*/
4. if tcur is i’s first occurrence then
5. Insert i into the list and set f = 1, idl = tcur and pl = tcur.
6. else
7. Calculate pcur = tcur − idl. Set f = f + 1, idl = tcur and pl = (pcur >

pl)?pcur : pl.
8. end if
9. else
10. /*Shrinking phase*/
11. Calculate pcur = tcur − idl.
12. if pcur < maxPer then
13. Set f = f + 1, idl = tcur and pl = (pcur > pl)?pcur : pl.
14. else
15. Remove i from PF-list++.
16. end if
17. end if
18. end for
19. For each item in the PF-list++, we re-calculate pcur value as |TDB| − idl, and

prune the non-periodic-frequent items.

The minSup values are set at 0.01% and 0.01% in T10I4D100K and Retail
datasets, respectively. The usage of a low minSup value in these datasets facil-
itate us to discover periodic-frequent patterns involving both frequent and rare
items. It can be observed that the increase in maxPer has increased the number
of periodic-frequent patterns. It is because some of the periods of a patterns that
are earlier considered aperiodic have been considered periodic with the increase
in maxPrd threshold.

4.2 Runtime for Mining Periodic-Frequent Patterns

Figure 8(a) and (b) shows the runtime taken by PFP-growth and PFP-growth++
algorithms to discover periodic-frequent patterns at differentmaxPer thresholds
in T10I4D100K and Retail datasets, respectively. The following three observa-
tions can be drawn from these figures: (i) Increase in maxPer threshold has
increased the runtime for both the algorithms. It is because of the increase in
number of periodic-frequent pattern with the increase in maxPer threshold. (ii)
At any maxPer threshold , the runtime of PFP-growth++ is no more than the
runtime of PFP-growth. It is because of the greedy search technique employed by
the PFP-growth++ algorithm. (iii) At a lowmaxPer value, the PFP-growth++
algorithm has outperformed the PFP-growth by an order of magnitude. It is be-
cause the PFP-growth++ has performed only partial search on the tid-lists of
non-periodic-frequent patterns.
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Algorithm 3. CalculateLocalPeriodicity (TID: an array of tid’s containing X .)

1. Set pl = −1 and pcur = TID[0] (= TID[1]− 0).
2. if pcur > maxPer then
3. return pcur; /*(as pl value).*/
4. end if
5. for i = 1; i < TID.length− 1;++i do
6. Calculate pcur = TID[i+ 1]− TID[i].
7. pl = (pcur > pl)?pcur : pl

8. if pl > maxPer then
9. return pl;
10. end if
11. end for
12. Calculate pcur = |TDB|−TID[TID.length], and repeat the steps numbered from

7 to 10.
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4.3 Scalability Test

We study the scalability of PFP-growth and PFP-growth++ algorithms on
execution time by varying the number of transactions in T 10I4D1000K and
Kosarak datasets. In the literature, these two datasets were widely used to study
the scalability of algorithms. The experimental setup was as follows. Each dataset
was divided into five portions with 0.2 million transactions in each part. Then, we
investigated the performance of both algorithms after accumulating each portion
with previous parts. We fixed the minSup = 1% and maxPer = 2.5%.

Figure 9(a) and (b) shows the runtime requirements of PFP-growth and PFP-
growth++ algorithms in T 10I4D1000K and Kosarak datasets, respectively. It
can be observed that the increase in dataset size has increased the runtime of both
the algorithms. However, the proposed PFP-growth++ has taken relatively less
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runtime than the PFP-growth. In particular, as the dataset size increases, the pro-
posed PFP-growth++ algorithm has outperformed PFP-growth by an order of
magnitude. The reason is as follows. The tid-list of a pattern gets increasedwith the
increase in the database size. The complete search on the tid-list of both periodic-
frequent and non-periodic-frequent patterns by PFP-growth has increased its run-
time requirements. The partial search on the tid-list of a non-periodic-frequent
pattern has facilitated the PFP-growth++ to reduce its runtime requirements.

5 Conclusions and Future Work

In this paper, we have employed greedy search technique to reduce the computa-
tional cost of mining the periodic-frequent patterns. The usage of greedy search
technique facilitated the user to find the periodic-frequent patterns with the
global optimal solution, while pruning the non-periodic-frequent patterns with
a sub-optimal solution. Thus, reducing the computational cost of mining the
patterns without missing any useful knowledge pertaining to periodic-frequent
patterns. Two novel pruning techniques have been introduced to discover the
patterns effectively. A pattern-growth algorithm, known as PFP-growth++, has
been proposed to discover the patterns. Experimental results show that the pro-
posed PFP-growth++ is runtime efficient and scalable as well.

As a part of future work, we would like to extend the proposed concepts to
mine partial periodic-frequent patterns in a database. In addition, we would like
to investigate alternative search techniques to further reduce the computational
cost of mining the patterns.
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Abstract. In crowdsourced map services, digital maps are created and
updated manually by volunteered users. Existing service providers usu-
ally provide users with a feature-rich map editor to add, drop, and modify
roads. To make the map data more useful for widely-used applications
such as navigation systems and travel planning services, it is important
to provide not only the topology of the road network and the shapes
of the roads, but also the types of each road segment (e.g., highway,
regular road, secondary way, etc.). To reduce the cost of manual map
editing, it is desirable to generate proper recommendations for users to
choose from or conduct further modifications. There are several recent
works aimed at generating road shapes from large number of historical
trajectories; while to the best of our knowledge, none of the existing
works have addressed the problem of inferring road types from historical
trajectories. In this paper, we propose a model-based approach to infer
road types from taxis trajectories. We use a combined inference method
based on stacked generalization, taking into account both the topology of
the road network and the historical trajectories. The experiment results
show that our approach can generate quality recommendations of road
types for users to choose from.

1 Introduction

In recent years, crowdsourced map services has become a powerful competitor
to public and commercial map service providers such as Google Maps. Different
from commercial map services in which maps are produced from remote sensing
images and survey data by a small group of professionals, crowdsourced maps
are maintained by tens of thousands of registered users who continuously create
and update maps using sophisticated map editors. Therefore, crowdsourced map
services can be better in keeping up with recent map changes than existing
commercial map services. For instance, it has been reported that OpenStreetMap
(OSM) [1], the world’s largest crowdsourced mapping project, can provide richer
and more timely-updated map data than comparable proprietary datasets [2].

Similar to other crowdsourcing applications, crowdsourced map services rely
on lots of volunteered works which are error-prone and can have severe consis-
tency problems. In fact, providing quality maps is far more challenging than

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 392–406, 2014.
© Springer International Publishing Switzerland 2014
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most crowdsourcing applications such as reCAPTCHA [3]. One major reason is
that map objects (e.g., roads and regions) are usually complex, which makes it
difficult to make map editors both feature-rich and user-friendly. To address this
issue, a recent work proposed a map updating system called CrowdAtlas[4] to
probe map changes via a large number of historical taxi trajectories. CrowdAt-
las reduces the cost of drawing roads by generating the shapes of new/changed
roads from trajectories automatically. The generated shapes of roads can be used
as recommendations in a map editor. A contributor can then directly use the
generated roads or slightly adjust them based on his/her own knowledge and
experience.

Existing works only focus on generating the shapes of roads automatically.
However, the metadata of roads is also important to many map-based applica-
tions such as navigation systems and travel planning services. Typical metadata
of roads includes width, speed limit, direction restriction and access limit. These
metadata can be effectively reflected by the type of road segments 1, which often
includes: motorway, primary / secondary way, residential road, etc. For example,
the speed limit is often higher of a motorway than a secondary way; a motorway
or a primary way is often a two-way street, while a residential road may be a
single-way street. Therefore, to contribute to a quality crowdsourced map ser-
vice, users need to provide not only the shapes of the roads, but also the types
of the roads. Consequently, to further reduce the cost of updating crowdsourced
maps for users, it is necessary to automate the process of labeling road types.

There are many challenges of inferring the types of road segments. The types
may be directly inferred from the topology of the road network, e.g., road seg-
ments with the same direction may have the same type. However, it is often not
accurate, as in our experiments. Hence, in this paper, we combine the inference
based on the topology of the road network, with the real trajectories of vehicles
driving on the road segments. Trajectories can effectively show the types of road
segments. For example, it is generally believed that vehicles drive faster on mo-
torways than small roads, thus it is possible to infer the type of a road segment
as motorway if the average driving speed of it is much faster than other road
segments. However, the method of combining two inference methods, as well
as the weights between them are very difficult to conduct. Moreover, the types
between each other may be ambiguous, and there are no exact definitions to
draw the borders of different types, which makes it difficult to find an accurate
inference result.

Since it is private and difficult to obtain private vehicle data, we use the tra-
jectories of taxis in this paper. There are many challenges using the trajectories
of taxis. For example, the taxi data is very sparse due to the inaccuracy of the
GPS device, and we have to filter the inaccurate data through preprocessing.
Moreover, since taxis are only a part of all the vehicles in the city, the trajecto-
ries of taxis are biased, thus 1) not every road segment has been traversed; and
2) the density of taxis cannot directly show the traffic of the road segment [5].

1 A road consists of a number of road segments which could be of different types.
Therefore, the meaning of road type is essentially road segment type.
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Table 1. Specifications of Trajectory Data

Data Type Description

Taxi ID Taxi registration plate number.

Timestamp Timestamp of the sample point.

Latitude / Longitude GPS location of the sample point.

Speed Current speed of the taxi.

Angle Current driving direction of the taxi.

Status Indicator of whether the taxi is occupied or vacant.

In this case, we also use the topology of the road network to cover the shortage
of using only trajectories. At last, a taxi has its own characteristics which may
be different from other vehicles, and we have to consider them in the inference.
In this paper, as many works do [6], we consider taxi drivers are experienced
drivers, who often choose the fastest routes rather than shortest routes.

The main contributions of this paper are listed as follows:

– First, we propose a novel problem, as inferring the types of road segments;
– Second, we conduct a combined inference method considering both the topol-

ogy of the road network, and the trajectories of taxis. The results show that
our method is much better than baseline methods;

– Third, our method is flexible and scalable, where the models in our method
can be replaced by other suitable models when handling different types of
data;

– At last, we introduce large-scale real-life trajectories, and a real road network
in a large city of China in our experiments.

The rest of this paper is organized as follows. Section 2 describes the dataset
we use and formally defines the problem of road type inference. Section 3 presents
the methodology in details. Section 4 presents the evaluations results. Section 5
outlines the related works and Section 6 concludes the paper.

2 Data Description and Problem Definition

2.1 Data Description

Our trajectory data is collected in Shenzhen, China in September, 2009 [7].
The data contains the trajectories of around 15,000 taxis for 26 days, and the
sampling rate is around 20 seconds. A trajectory is represented as a series of
sample points. The details are shown in Table 1.

Our road network data is provided by the government. There are 27 different
types of road segments in our data, and they can be generally classified into 7
categories, based on the meanings of types defined by the government. The types
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Fig. 1. The types of road segments from our data, the notations of colors are shown
in Table 2

Table 2. Types of Road Segments

Type Type ID Color Description

National Expressway 1-100 Red National limited-access expressway.

City Expressway 100-200 Green City expressway, often with relief roads.

Regular Highway 200-300 Blue Regular highway.

Large Avenue 300-400 Orange Direction-separated large avenue.

Primary Way 400-500 Yellow The road that connects regions of the city.

Secondary Way 600-700 Aqua The road that connects blocks of a region.

Regular Road 800-900 Purple The road that constructs within a block.

are as shown in Table 2 and Figure 1. These types are used as ground truth to
verify the accuracy of our model.

2.2 Problem Definition

Before introducing the problem definition, let us first introduce some terminolo-
gies used in this paper.

Definition 1 (Road segment). A road segment τ is the carriageway between
two intersections. An expressway or a large avenue may have two different road
segments between two intersections, because they are different directions with
limited-access.

Definition 2 (Road network). A road network {τi}ni=1 consists of a set of
road segments.
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Definition 3 (Taxi status). The status of a taxi can be either occupied by a
passenger or vacant for hiring. The status changes from vacant to occupied when
the taxi picks up a passenger, and it changes from occupied to vacant when the
taxi drops off the passenger.

Definition 4 (Pick-up event / drop-off event). A pick-up event is the event
when the taxi picks up a passenger, and changes its status from vacant to occu-
pied. Similarly, a drop-off event is the event when the taxi drops off the passenger,
and changes its status from occupied to vacant.

In this paper, we use a connectivity matrixMn×n to represent the topology of
the road network, wheremij ∈ M is the normalized angle between road segments
i and j if they are connected, and 0 otherwise. Intuitively, the angle at which
two neighboring road segments are connected highly determines the relation of
the types of these two road segments. For example, in a common urban road
network, if two road segments have an angle of 180°, they are often the same
road with the same road name. When the angle becomes smaller, like 90°, they
are often two different roads with different road names. Similarly, if we drive
along a road, the road segments we traveled are often straight, i.e., with large
angles up to 180°. When we change to another road, we will have to change the
angle of our driving direction, and which will result in a smaller degree than the
previous driving angle.

Nevertheless, such information may not always be accurate, since some road
segments with the same type are also with 90° angle. Hence, the connectivity
matrix is not a unique feature that can be used directly to identify the types,
and it is necessary to combine the usage of the connectivity matrix with other
features.

The problem, road type inference, is defined as inferring the types of road
segments based on the road network and correspondent trajectories. The formal
definition is shown in Definition 5.

Definition 5 (Road type inference). Given a road network R = {τi}ni=1,
each road segment τi is associated with a feature vector fi = 〈f1

i , f
2
i , . . . , f

k
i 〉,

and a connectivity variable mi,j = Pr(τi = y1...l|τj = y1...l) towards another road
segment τj , infer the type yi ∈ Y for each τi, where Y = {yi}li=1 is the set of
types.

3 Methodology

An overview of our method is shown in Figure 2. In this paper, we firstly develop
two weak predictors for the task of road type inference which exploit two different
sources of information separately, and then introduce an ensemble approach
that combines these two predictors to produce a strong predictor. In particular,
we design a number of features to characterize each road segment, including
topological features computed from the road network, and statistical features
obtained from the historical trajectory data. A logistic regression model is then
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Fig. 2. An overview of our method

built upon these features to make a preliminary prediction of road segment
types. However, due to the data sparsity problem, the statistical data for certain
road segments may be too limited to build a reliable feature representation
for those road segments. To overcome this problem, we note that there exists
latent constraints on the relations of the types of two neighboring road segments
depending on their connection angles. This motivates us to exploit the types of
the neighboring road segments as auxiliary information for accurate road type
inference. We realize this approach using a naive Bayes classifier based on the
connectivity matrix built before. Finally, we combine these two predictors via
stacked generalization so that their respective predictions can complement each
other to achieve a more reliable prediction.

3.1 Inference on Arrogated Features

In this paper, we consider the trajectories as traveling along road segments,
rather than roaming in an open area. However, the raw data of the trajectories
collected from GPS devices are represented as a latitude-longitude pair with
timestamp, without any road network information. Hence, we have to map the
trajectories onto the road network via map matching. In this paper, we use the
map matching method ST-Matching proposed in [4].

ST-Matching considers both the spatial geometric / topological structures of
the road network, and the temporal features of the trajectories. ST-Matching
is suitable to handle low-sampled trajectories, such like the taxi trajectories in
this paper. It first constructs a candidate graph based on the spatial locations
of the sample points of trajectories, and then generate the matched path based
on the temporal features of trajectories. If any two matched road segments are
not connected, it uses path-finding methods, such like shortest path method or
most frequent path method [8], to generate an intermediate path that connects
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Table 3. Features of a Road Segment

Topological

Road length

Statistical

Average speed of occupied taxis
Cumulative flutter value Density of occupied taxis
� of neighbors Density of vacant taxis
� of adjacent road segments � of pick-up events

τ1 

τ2 
d1

d2

d3

Fig. 3. The distance of two road segments. We will try to pair the road segment with
fewer vertices (τ1) towards the road segment with more vertices (τ2). The distance of
the two road segments is thus avg(d1, d2, d3).

them. The efficiency of ST-Matching is close to O(nm logm) using weak Fréchet
distance.

In this paper, the features of road segments we use consist of two set of
features: the topological features and the statistical features. The topological
features are extracted from the road network, while the statistical features are
extracted from the trajectory data. The details are shown in Table 3.

For the topological features in Table 3, road length and cumulative flutter
value can effectively show the type of a road segment. For example, a large
avenue is often limited-access, and there are few intersections within it during a
long distance. Hence, according to the definition of a road segment in Definition
1, a road segment with long length is more likely to be a large avenue, or an
expressway. Similarly, a road segment is more likely to be a large avenue when
it is straighter, and less when it is twisted, based on our experience. Hence,
we can use cumulative flutter value to show the types of road segments. For the
neighbors in Table 3, we consider two road segments are neighbors when they are
topologically connected. If a road segment has many neighbors, it is less likely to
be a large avenue, because a large avenue, or an expressway, often has one or two
neighbors as the entrance / exit of it. For the adjacent road segments in Table
3, we define adjacent as the distance between two road segments is less than a
small distance (10 meters in this paper). The distance of two road segments is
calculated via the average distance between each vertex of the polylines of the
road segments, as shown in Figure 3. According to Definition 1, two adjacent road
segments may have the same type especially when they have opposite directions.

The statistical features in Table 3 include the statistics of taxi trajectories
that may reflect the types of road segments, based on our experience. These fea-
tures are often time-dependent. For example, Figure 4 shows a clear difference
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(a) Midnight 03:00-04:00 (b) Commuting 18:00-19:00

Fig. 4. Density of taxis on road segments in different time of a day [7]. It is obvious
that the density when commuting is higher than midnight.
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Fig. 5. Eigenvalues of the principal components in our experiments. The density of
points on the plot represents the density of components with the correspondent eigen-
value.

in the density of taxis between different time slots. To account for such time-
varying nature, instead of constructing a single value for each feature, we split the
time domain into several time slots, and calculate the statistical features for each
time slot.

To reduce the dimensionality of the feature vector, we apply principal compo-
nent analysis (PCA) to find the low dimensional subspace that can well account
for most variance in the data, and project each feature vector to this subspace
to get its low-dimensional representation. The basis vectors of the subspace are
those eigenvectors of the covariance matrix of the data set that correspond to
large eigenvalues. The eigenvalues of the components of our data are shown in
Figure 5. In Figure 5, it is clear that most of the components have a eigenvalue
less than 1, thus we tend to select those principal components with eigenvalues
larger than 1.

Based on the principal components, we can now apply a logistic regression
model to infer the types of road segments. The details of the settings of our
logistic regression model in the experiments are described in Section 4.
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Fig. 6. The conversion from connectivity matrix to marginal distribution. Each multi-
nomial distribution 180/k ∗ (b− 1) ≤ mij < 180/k ∗ b indicates bucket b with the range
of (180/k∗(b−1))° to (180/k∗b)°, where k is the number of buckets. pij in each bucket
means the probability of P (τi = yi|τj = yj).

τu τi

Fig. 7. The model of naive Bayes classifier in this paper. τu is the road segment we
want to infer, and τi is a set of observed road segments, which are the neighbors of τu.

3.2 Inference on Connectivities

As mentioned before, to overcome the sparsity problem, we exploit the connec-
tivity relationships between road segments as auxiliary information to help infer
the types of road segments. Intuitively, it is observed that the type of a particular
road segment has a strong indication of the possible types that its neighboring
road segments can take, depending on the connection angles. Inspired by this
observation, for a pair of road segments connected with each other, we model
the type of one road segment as a multinomial distribution conditioned on the
type of the other road segment as well as the connection angle. Equivalently, for
each possible connection angle, we define for the target type a set of multinomial
distributions, one for each source type. The relevant parameters can be framed
as a matrix shown in Figure 6, where each row of the matrix specifies the tar-
get type distribution conditioned on a particular source type, and each matrix
corresponds to a connection angle.

The graphical representation of our model is given in Figure 7, which turns
out to be a naive Bayes classifier. The parent node specifies the type of the source
road segment, and the child nodes are the types of neighboring road segments,
one for each neighbor.

Our task then is to learn these matrix automatically from the data using
maximum likelihood approach. After learning, the inference of the type of a
particular road segment given the types of its neighboring road segments can be
done using Bayes rule, as shown in Formula 1.
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Fig. 8. The stacked generalization model used in this paper

P (τu = yu|τ1 = y1, τ2 = y2, . . . )

=
P (τ1 = y1, τ2 = y2, . . . |τu = yu) ∗ P (τu = yu)∑l
i=1 P (τ1 = y1, τ2 = y2, . . . |τu = yi) ∗ P (τu = yi)

=
P (τ1 = y1|τu = yu) ∗ P (τ2 = y2|τu = yu) ∗ · · · ∗ P (τu = yu)∑l
i=1 P (τ1 = y1|τu = yi) ∗ P (τ2 = y2|τu = yi) ∗ · · · ∗ P (τu = yi)

(1)

3.3 Refining

We use stacked generalization [9,10] based on logistic regression in this paper
to perform refining, as shown in Figure 8. There are two phases of stacked
generalization:

– Level 0: diversification through the use of different models. In this paper, we
use logistic regression and naive Bayes classifier;

– Level 1: integration through meta-learning. In this paper, we use logistic
regression.

Stacked generalization is one example of hybrid model combination, and it
can effectively improve the accuracy of cross-validated models. Nevertheless, it
is also possible to use other model combination techniques, such like random
forests [11].

4 Evaluation

4.1 Metrics

In this paper, we evaluate our model via both the accuracy and the expected
reciprocal rank [12]. For accuracy, it takes the maximum value of the likelihood
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Fig. 9. An example of expected reciprocal rank used in this paper

of each road segment as the type of the road segment. For expected reciprocal
rank, it evaluates each prediction as the derivative of the rank of its maximum
likelihood, as an example shown in Figure 9.

In Figure 9, there are four likelihoods for the four types (a, b, c, and d) of a
road segment. We rank the four likelihoods and then we get the ranks of c, b, a,
and d are 1, 2, 3, and 4, respectively. Since the ground truth of the road segment
is type b, we can find that the rank of type b is 2. Thus the expected reciprocal
rank of the road segment is the derivative of 2, which is 1/2.

Expected reciprocal rank can be considered as a fairer metric comparing with
accuracy. For example, if the likelihoods of the types of a road segment are
〈a : 0.49, b : 0.48, c : 0.03〉, it is actually difficult to determine whether the type
of the road segment is a or b, but it is clear that the type is not c. However,
using accuracy cannot give the bonus of such observation, since no matter the
ground truth is a or b, the accuracy is similar (0.49 and 0.48). If we evaluate
the likelihoods using expected reciprocal rank, it will give us a comprehensive
distribution of the accuracy (either 1 or 1/2). Hence, the evaluation of expected
reciprocal rank is fairer, which widens the gap between different likelihoods.
Nevertheless, in our experiments, we will conduct both metrics.

Besides the two metrics introduced before, in this paper, we use random guess
as the baseline method, and we assume the probability of guessing any type of
a road segment is 1/l. For the accuracy, the expectation of random guess is
1/l. For the expected reciprocal rank metric, the expectation is (1 ∗ 1/l+ 1/2 ∗
1/l+ 1/3 ∗ 1/l+ · · · + 1/l ∗ 1/l)/(l ∗ 1/l) =

∑l
i=1 1/i/l. In this paper, we have 7

different types of road segments as introduced in Table 2, thus the expectations
are around 0.1429 and 0.3704, respectively.

4.2 Experiments

In this paper, we use four topological features and four statistical features as
shown in Table 3. Since the statistical features are time-dependent, we split the
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statistical features by hours, as 24 features per day for a total of 26 days. Hence
there are total 2,500 features.

There are total 44,793 road segments in this paper. In order to clearly show
the accuracy of our model, we use 10-fold cross-validation to conduct the exper-
iments, and each fold contains around 4,479 randomly selected road segments.
In our experiments, we take one fold as test data, and the rest as training data.

In order to clearly show the differences between different settings of different
models, in this paper, we have adopted the following eight settings of models in
level 0 diversification of stacked generalization:

– L0-LR-T10M: the multinomial logistic regression using the features through
principal component analysis. This model uses the principal components
with the top ten eigenvalues, but not the top one.

– L0-LR-T10/20/30: similar as L0-LR-T10M, but uses the principal compo-
nents with the top 10/20/30 eigenvalues, including the top one.

– L0-BAYES-A: the naive Bayes classifier using the connectivity as introduced
in Section 3.2 where 0 ≤ mij < 180. This model sets the equal initial prob-
abilities of P (τu = yu) = 1/l for each type.

– L0-BAYES-A-D: similar as L0-BAYES-A, but sets the initial probabilities
of P (τu = yu) being the statistical distribution of the types of training data.
That is, if there are k road segments with type u among a total of n road
segments, it sets P (τu = yu) = k/n.

– L0-BAYES-B: similar as L0-BAYES-A, but uses 0 ≤ mij < 90. If mij > 90,
it sets mij ← 180 − mij . This metric is based on the assumption that two
road segments tend to have the same type if they have a smaller acute angle.

– L0-BAYES-B-D: similar as L0-BAYES-B, but sets the initial probabilities of
P (τu = yu) being the statistical distribution of the types of training data as
L0-BAYES-A-D.

In this paper, we use multinomial logistic regression model in level 1 integra-
tion of stacked generalization. The comparison of the evaluations of both level 0
and level 1 models is shown in Figure 10.

In Figure 10, it is clear that our method is always better than single level
0 model. Moreover, the average expected reciprocal rank of the final prediction
reaches 0.81859, which is a very accurate result, and it is far better than baseline
method. Some models in our results are not performing better than the base-
line method, such like L0-BAYES-A and L0-BAYES-B. It shows that using the
statistical distribution of the types of training data is a good choice, and it can
indeed increase the accuracy.

In order to show the scalability of our model, we conduct 5 experiments based
on different sizes of the training data, as shown in Figure 11. In Figure 11, it
is clear that the performance of our model is not dropping dramatically when
shrinking the size of the training data, comparing with the scalability of logistic
regression and naive Bayes classifier. Thus, our model can be considered scalable
upon the size of the training data.
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Fig. 10. The comparison of level 1 prediction and all level 0 predictions, evaluated via
different metrics. From left to right: L1, L0-LR-T10M, L0-LR-T10/20/30, L0-BAYES-
A, L0-BAYES-A-D, L0-BAYES-B, L0-BAYES-B-D.
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Fig. 11. The comparison of the experiments using different sizes of training data, based
on L0-REG-T10 and L0-BAYES-A as level 0 models

5 Related Works

The information of a road network is an essential requirement to enable fur-
ther analysis of urban computing [13]. The inference of a road network generally
consists of two categories: inference from aerial imagery, and inference from tra-
jectories. Both inference method aims to discovery the missing road segments in
the data. The inference from aerial imagery is often based on pattern recogni-
tion methods [14], and it is often very difficult to find those road segments in
the shadow of skyscrapers or forests. Hence, such methods often require a very
high resolution color orthoimagery [15].
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The inference from trajectories is an effective, efficient, and inexpensive method
comparing with the inference from aerial imagery. Many works in this category
are often based on the clustering of trajectories, such like k-means [16,17,18],
kernel density estimation [19,20,21], trace merging [22], and some other meth-
ods, like TC1 [23]. These methods often first identify the trajectories in different
clusters, and then apply fitting to the trajectories in the clusters. Some works
also split the entire map into small grids to increase performance [20]. As men-
tioned in Section 1, most of these works only focus on identify the missing road
segments that are not existed in the current road network, but few of them
focus on the inference of the properties of road segments, such like the types
introduced in this paper.

6 Conclusion

In this paper, we propose a novel problem, as identify the type of a road seg-
ment. To solve the problem, we introduce a combined model based on stacked
generalization, using both the topology of the road network, and the knowledge
learned from taxi trajectories. For level 0 diversification, we use 1) a multino-
mial logistic regression model on a set of arrogated features consists of both the
topological features from the road network, and the statistical features from the
taxi trajectories; and 2) a naive Bayes classifier based on the connectives of road
segments. The experimental results show that our method is much better than
the baseline method.

The model proposed in this paper is highly flexible and scalable. For level 0 di-
versification, it is possible to use different models despite of the models proposed
in this paper, such like decision tree, expectation-maximization algorithm, kernel
density estimation, etc. For level 1 integration, it is also possible to use different
models, like support vector machine. Moreover, since the taxi trajectories we use
in this paper are sparse and bias, it is also eligible to use other measurement
methods, such like PageRank values [24], rather than the connectivities in level
0 models. A comparison of different models upon different trajectory datasets
will be our future work.

Since the road network is often partially available in a crowd-sourcing plat-
form, we only adopt supervised models in this paper. However, in some cases, we
may not have any information of the road network besides the topology. Hence,
inferring the types of road segments based on unsupervised / semi-supervised
models is also a challenging problem.
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Abstract. More and more trajectory data are available as streams due
to the unprecedented prevalence of mobile positioning devices. Mean-
while, an increasing number of applications are designed to be dependent
on real-time trajectory streams. Therefore, the protection of ownership
rights over such data becomes a necessity. In this paper, we propose an
online watermarking scheme that can be used for the rights protection
of trajectory streams. The scheme works in a finite window, single-pass
streaming model. It embeds watermark by modifying feature distances
extracted from the streams. The fact that these feature distances can be
recovered ensures a consistent overlap between the recovered watermark
and the embedded one. Experimental results verify the robustness of the
scheme against domain-specific attacks, including geometric transforma-
tions, noise addition, trajectory segmentation and compression.

Keywords: Rights protection, trajectory streams, watermarking, ro-
bustness.

1 Introduction

Recent advances in mobile positioning devices such as smart phones and in-
car navigation units made it possible for users to collect large amounts of GPS
trajectories. After expensive and laborious data acquiring process, companies
and institutions frequently outsource their trajectory data for profit or research
collaborations. Therefore, the rights protection for the owner over the precious
data becomes an important issue.

Watermarking is one of the most important techniques that can be used for
the rights protection of digital data. Basically, watermarking means slightly mod-
ifying the host data and forcing it to imply certain secret information. The infor-
mation (i.e., watermark) is identifiable and can be detected from the (possibly
modified) data for ownership assertion [1]. In fact, watermarking is predomi-
nantly used for the rights protection of digital contents, e.g., images [2], audios
[3], videos [4] and vector maps [5][6][7]. For trajectory databases, two water-
marking schemes have been proposed [8][9]. Given a trajectory set, both schemes
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embed watermark by slightly modifying coordinates of locations in trajectories.
And both schemes are robust against certain data modifications (attacks) such
as geometric transformations and noise addition.

However, as other kinds of data collected from sensors, trajectory data often
come to databases in a streaming fashion. As Sion et. al noted [10][11], batched
watermarking schemes, such as schemes in [8] and [9], are not applicable to
streaming data. Such schemes can embed and detect watermark only when the
entire dataset is available, while attacks may come before the entire dataset is
collected. For example, suppose taxi company A obtains trajectories from its
affiliated taxies and sells the data to service provider B for real-time passenger-
hunting recommendation (for taxi drivers) [12]. If the data is not watermarked,
and there is another service provider C who needs the data to support the
passenger ridesharing service [13], then B can simply re-direct the trajectory
stream to C for profit. In this scenario, online watermarking schemes [10][11]
should be employed to embed watermark immediately after the taxi company
receiving the data.

Moreover, any (batched or online) watermarking scheme should be robust
against certain domain-specific transformations (attacks). For trajectory data,
attacks like geometric transformations and noise addition have been considered
and handled in [8] and [9]. However, in those two schemes, two important data
operations are not considered: trajectory segmentation and trajectory compres-
sion. Simply speaking, trajectory segmentation is used to filter out subsets of
trajectory locations for sub-trajectory mining [14][15], while trajectory compres-
sion aims to reduce the size of trajectory data to resolve the inefficiency in data
transmission, querying, mining and rendering processes [16][17][18]. Both oper-
ations (attacks), may not influence the usability of trajectory data in certain
scenarios, however, can modify the data in a significant magnitude, and in turn,
harm the watermark embedded in the data. A watermarking scheme designed
for trajectory data should have the ability to handle those two attacks.

Considering the problems mentioned, in this paper, we propose for the first
time an online watermarking scheme for the rights protection of trajectory
streams. The scheme operates in a finite window, single-pass streaming model.
The main idea is to embed watermark into the feature distances, i.e., distances
between pairs of feature locations in trajectories, and the feature locations are
identified using the proposed Time Interpolated Feature Location Selection al-
gorithm. In addition to traditional attacks (i.e., geometric transformations and
noise addition), our scheme is also robust against trajectory segmentation and
compression. Our contributions include (1) the identification of the problem of
watermarking trajectory streams and major types of attacks on the data; (2)
the design and analysis of new watermarking scheme for the data; (3) a proof of
the scheme’s robustness against the considered attacks based on experimental
evaluation.

The remainder of this paper is organized as follows. Section 2.4 outlines the
major challenges. It introduces the scenario and the underlying processing model,
discusses associated attacks and overviews related work. Then, the proposed
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online watermarking scheme is given in Section 3. Finally, performance study
and conclusions are given in Section 4 and 5 respectively.

2 Challenges

2.1 Scenario

Fig. 1 shows the general scenario of watermarking streaming data, which was
firstly demonstrated in [10]. In the scenario, streaming data is modeled as an
(almost) infinite timed sequence of values of a particular type (e.g., temperature,
stock market data). The watermarking technique is used to deter a malicious
customer (licensed data user B in Fig. 1), with direct stream access, to re-
sell possibly modified trajectory streams to others (unlicensed data user C for
example) for profit. The challenges are that the underlying watermarking scheme
should operate in a finite window, single pass model (i.e., online model), and
needs to be robust against domain-specific attacks.

Fig. 1. Stream Watermarking Scenario

out inwindow size ϖ

Fig. 2. Space Bounded Processing Window

2.2 Processing Model

The stream processing should be both time and space bounded [10]. The time
bound derives from the fact that it has to keep up with incoming data. For
space bound, as demonstrated in Fig. 2, we model the space by the concept of a
processing window of size Φ: no more than Φ of locations can be stored locally
at the processing time. As more incoming data become available, the scheme
should push older locations out to free up space for new locations.

2.3 Attack Model

The attacks that can be applied to the watermarked data are domain-specific.
In this paper, since our purpose is to watermark trajectory streams, we identify
several meaningful attacks on trajectory data as: (A1) geometric transforma-
tions (i.e., translation, rotation and scaling), (A2) noise addition, (A3) trajec-
tory segmentation, and (A4) trajectory compression. A1 and A2 are intuitive
[8][9] hence no further explanation will be outlined here. While A3 and A4 are
more complicated, before explaining these two attacks, we give three definitions
as follows [23].
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A Trajectory Stream T is a possibly unbounded sequence of time-stamped lo-
cations, denoted as T = {〈x1, y1, t1〉, 〈x2, y2, t2〉, . . . , 〈xn, yn, tn〉, . . .}, where ti is
an element of a numerable, disjoint Time Schedule defined as TS = {0, 1, 2, . . .},
xi, yi represent geographic coordinates of the moving object at sampling time ti.

The (a, b)-Segmented Trajectory Ta:b of a trajectory streamT is a subset of con-
secutive locations of T , denoted as Ta:b = {〈xi, yi, ti〉|a ≤ ti ≤ b, 〈xi, yi, ti〉 ∈ T }.

Given a distance threshold ε, trajectory T ε is a ε-Simplified Trajectory of a
trajectory stream T , if T ε � T , ∀Lti = 〈xi, yi, ti〉 ∈ T − T ε, dist(Lti , T

ε) ≤ ε,
where dist() is a certain distance function. ∀Lti ∈ T ε, we call it a feature
location.

Trajectory segmentation (compression) attack means extracting segmented
(simplified) trajectories and re-streaming them for profit. The implementation
of trajectory segmentation is straightforward. While for trajectory compression,
many online trajectory simplification algorithms can be employed for attack
[16][18] [19][20][21]. Those algorithms also take compression ratio (i.e., the size
of the original trajectory divided by the size of the compressed trajectory) as
threshold, and return simplified trajectories satisfying compression ratio con-
straints as compressed trajectories. Both attacks, may not influence the usability
of trajectory data in certain scenarios [14][15][19][20], however, can modify the
data in a significant magnitude, and in turn, harm the watermark embedded in
the data. In this paper, all the attacks (A1 to A4) will be properly considered
and handled. To the authors’ knowledge, this is the first piece of rights pro-
tection work that takes trajectory segmentation and compression into account
as attacks.

2.4 Related Work

An Online Watermarking Scheme (OLWS) has been proposed in [11] (which is
extended based on the work in [10]) to watermark streaming data. The scheme
takes general data streams (e.g., temperature, stock market data, etc.) as input.
The attacks considered are summarization, extreme sampling, segmentation, ge-
ometric transformations and noise addition. During the embedding, the scheme
firstly initializes a data normalization process, and then identifies major extremes
(which are composed of values at and close to local minimums or maximums)
based on the normalized data. Finally, the scheme embeds one watermark bit
into all the values in a major extreme if the extreme satisfies a certain selec-
tion criterion.

The scheme works well for general data streams, however, it is not suitable
for trajectory streams. On the one hand, the attacks faced by an OLWS for tra-
jectory streams are different (see Section 2.3). For example, the scheme may be
ineffective under trajectory compression: locations with local minimum or max-
imum coordinates are not necessarily the feature locations in a trajectory, and
may be deleted after compression. On the other hand, the robustness against
geometric transformations of the scheme mainly depends on the data normaliza-
tion process, which can only be done based on a known data distribution. If the
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distribution is unknown, an additional initial discovery run should be employed
to learn one. For trajectories that are composed of locations representing the
motion of real objects, such distribution may not exist or is difficult to find out.
Therefore, the technique of this work cannot be employed in this paper to handle
geometric transformation attacks for trajectory streams.

The resistance to geometric transformations and noise addition have been
achieved in two batched trajectory watermarking schemes [8][9]. The scheme in
[8] and [9] embeds watermark into distance ratios and Fourier coefficients of
locations respectively. Since both the cover data are geometrical invariants, the
schemes can properly withstand geometric transformations. And the resistance
of the schemes to noise addition is achieved by embedding the watermark bits
into the properly selected bits of the cover data. These two schemes also have two
problems for trajectory streams. First, none of the schemes operates in online
setting, which makes the schemes not applicable for the scenario. Second, both
schemes embed watermark based on all the locations in the trajectories. Hence,
they are fragile to trajectory compression attack (work in [9] is also fragile to
trajectory segmentation).

In summary, due to the unique properties of streaming trajectory data and
the corresponding attacks, an online scheme for watermarking trajectory streams
that can handle the attacks outlined in Section 2.3 is in need.

3 Watermarking Trajectory Streams

The basic idea of the proposed watermarking scheme is based on two observa-
tions. First, feature locations of trajectories will survive trajectory compression
attack, if the malicious attacker wants to preserve the usability of the trajecto-
ries. Second, distances between pairs of locations will not change if the trajectory
is translated or rotated as a whole.

Therefore, the proposed watermarking scheme embeds watermark into feature
distances (i.e., distances between pairs of feature locations) with the following
process: (1) identify the feature locations in the trajectory stream as processing
window advancing; (2) if two consecutive feature locations appear in a same
processing window, calculate the (feature) distance between the locations; (3)
determine a watermark bit of the global watermark based on the distance ac-
cording to a selection criterion, and embed the bit into the distance. The fact
that these feature distances can be recovered ensures a consistent overlap (or
even complete identity) between the recovered watermark and the embedded
one (in the un-attacked data). In the watermark detection process, (4) the fea-
ture locations are identified and the feature distances are calculated; for every
feature distance, (5) the selection criterion in (3) is used once again to match the
distance and the watermark bit, the corresponding 1-bit watermark is extracted,
and ultimately the global watermark is gradually reconstructed, by using ma-
jority voting.

In the following we firstly introduce the proposed Time Interpolated Feature
Location Selection (TIFLS) algorithm in Section 3.1. The algorithm can identify
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stable feature locations from an attacked trajectory stream. Then, we give the
watermark embedding method in Section 3.2, by employing TIFLS for feature
location identification. The watermark detection method is introduced in Section
3.3. At last, parameters used in the scheme are discussed in Section 3.4.

3.1 Time Interpolated Feature Location Selection

To guarantee that the embedded watermark is still detectable after various at-
tacks, the feature locations used for watermark embedding should be recovered
after attack. Many online simplification algorithms have been proposed to iden-
tify feature locations in a trajectory stream [16][18][19][20][21]. The basic in-
tuition behind those algorithms is that the locally characteristic locations may
also be characteristic in a global view. Hence, the process of feature location
selection can be described as, (1) fill up the processing window with incoming
locations; (2) select feature locations in the current window based on a certain
batched simplification method (e.g., Douglas-Peucher algorithm in [22]), free the
window and repeat the process. The intuition is reasonable and the results are
satisfactory. However, these solutions for feature location selection are ineffec-
tive in our scenario: for a possibly compressed and/or segmented trajectory, the
selected feature locations may change (i.e., cannot be recovered), since the loca-
tions filled in every processing window may be very different from those fetched
from the original trajectory.

Therefore, in this paper, we identify feature locations based on Time Window
defined as follows. ATime Window TWm is a ω-sized consecutive subset of TS,
denoted as TWm = {ts, . . . , te}, where m ∈ {0, 1, 2, . . .}, ts, te ∈ TS, ts = ω ∗m,
te = ts + ω − 1. Then, given a trajectory stream T , and a time window TWm,
we can deduce a projection of T on TWm as Tm = {< xi, yi, ti > |ti ∈ TWm, <
xi, yi, ti >∈ T }

Based on the notations, given a threshold ε, for every TWm, our Time In-
terpolated Feature Location Selection (TIFLS) algorithm identifies a location as
feature location from its corresponding Tm if (1) among other locations in Tm,
the location has the largest Synchronous Euclidean Distance (SED) according
to the reference line; (2) its SED is larger than ε. The reference line is the line
connecting the locations with boundary times of TWm as sampling times (i.e.,
Lts and Lte , we call these locations boundary locations hereafter).

TIFLS is not a simplification algorithm. Rather, it identifies the location which
meets the characteristic conditions in each Tm as feature location for watermark
embedding. Hence, these feature locations are very likely to be recovered during
watermark detection, even after attack. One can deduce that if a segmented tra-
jectory covers more than two time windows, then in the worst case, trajectory
segmentation only influences the first and the last Tm with respect to the seg-
mented trajectory stream. The feature location in each inner Tm can be properly
recovered. Meanwhile, after trajectory compression (denote T c the compressed
trajectory stream), every T c

m is a subset of the original Tm. Compared with other
locations, the feature locations will more likely get through trajectory compres-
sion, and be identified by TIFLS.
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The only problem left is that the boundary locations may not exist in the input
trajectory. We solve the problem by interpolating a virtual location for every
missing boundary location, based on the locations that exist in the trajectory
and adjacent to the boundary location. Given two locations La and Lc, a < c−1,
interpolating a location Lb (a < b < c) means finding the Lb with −→v ab =
b−a
c−a

−→v ac, where −→v ij denote the vector from Li to Lj in the Euclidean plane.
The virtual boundary location can excellently simulate the real location, since
the SED between any boundary location deleted due to compression and the
compressed trajectory should be less than a certain threshold (see the notation
of compression attack in Section 2.3).

3.2 Watermark Embedding

To synchronize processing window and time window, we define the time coverage
of a processing window as follows. The Time Coverage TC of a processing
window is a consecutive subset of TS, denoted as TC = {tf , . . . , tl}, where tf
and tl is the sampling time of the first and the last location in the processing
window respectively.

Let TCc denote the time coverage of the current processing window, our
watermark embedding algorithm can be described as follows. In the first step,
(1) forward the processing window, apply TIFLS on every Tm with TWm � TCc,
until a feature location Lf is identified; (2) push out the locations previous to Lf ,
i.e., the first location in the current processing window is Lf , a feature location.

Then, in the second step, as locations streaming in, as long as a time win-
dow TWm is completely covered by TCc (i.e., TWm � TCc), apply TIFLS on
its corresponding Tm for feature location identification. If a feature location is
identified, go to the third step. Otherwise, if no feature location is identified until
the processing window is full, push out the locations in and previous to the last
Tm with TWm � TCc, and return to the first step.

Let W be the watermark to be embedded, each wi ∈ {0, 1} be the i-th bit
of W , and Ls be the feature location identified in the second step. In the third
step, we embed one watermark bit into Ls as follows. (1) calculate the distance
dfs between Lf and Ls as dfs = ||−→v fs||, where || ◦ || signifies the L2 norm of
a vector. Let β control the bitwise position in dfs in which the watermark bit
will be embedded, and msb(d, β) return the bits of d that are higher than β. (2)
calculate i as i = H(msb(dfs, β), k) mod l, where H() is a cryptographic hash
function such as MD5, l is the bit length of W , and k is a secret key given by
data owner. (3) replace the β-th bit of dfs as the ith bit of W , wi, to get the

watermarked distance dwfs. (4) find the Lw
s satisfying −→v w

fs =
dw
fs

dfs

−→v fs, where L
w
s

is exactly the watermarked location of Ls, and −→v w
fs is the vector from Lf to

Lw
s in in the Euclidean plane. Finally, push out the locations previous to Lw

s

from the current processing window, denote Lw
s as the current Lf , return to the

second step.
To guarantee at least two complete time windows can be synchronized in a

same processing window, ω should be set to be less than or equal to Φ/3. The
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(a) Original trajectory

(b) A filled-up Processing Window
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Fig. 3. Watermark Embedding Process

cryptographic hash function is employed in (2) of the third step to force the
malicious attacker into a guessing with respect to the watermark bit embedded.
Its power derives strength from both the one-wayness and randomness proper-
ties [24]. While the reason behind the use of the most significant bits of dfs is
resilience to minor alterations and errors due to watermark embedding and noise
addition attack. The embedding strategy employed in (3) of the third step can
be easily extended to use quantization index modulation [25] (as we did in the
experiments). The method can provide the watermarking scheme with resistance
to noise distortion. One can refer to [25] for details about the method.

Fig. 3 illustrates the watermark embedding process, in which Φ is set to 12,
ω to 4. Fig. 3 (a) shows the original trajectory. Fig. 3 (b) demonstrates the
filled-up processing window, by assuming the feature location identified in the
first step is L5, and no feature location is identified in the second step. The time
coverage of this processing window is TCc = {5, 6, . . . , 25}. Hence TW2, TW3,
TW4 and TW5 are completely covered by TCc, and T2, T4 and T5 has been
considered by TILFS for feature location identification. Fig. 3 (c) demonstrates
the next processing window corresponding to Fig. 3 (b): locations previous to L24

are pushed out. Fig. 3 (d) demonstrates the processing window after a feature
location (L17 in this particular example) is identified and a watermark bit is
embedded.

3.3 Watermark Detection

In the detection process, the watermark is gradually reconstructed as more and
more locations are processed. The reconstruction relies on an array of majority
voting buckets as follows. For each bit wi in the original watermark W , let B0

i

and B1
i be the buckets (unsigned integers) which are incremented each time a

corresponding 0/1 bit wd
i is recovered from the streams. The actual wi will be

estimated by the difference between B0
i and B1

i , i.e., if B
0
i −B1

i > ϑ, then the es-
timated value for this particular bit becomes we

i = 0, otherwise, if B1
i −B0

i > ϑ,
we

i = 1, where ϑ ≥ 0. The rationale behind this mechanism is that for un-
watermarked streams, the probability of detecting wd

i = 0 and wd
i = 1 would be
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equal, thus yielding virtually identical values for B0
i and B1

i . In this case, wi will
be undefined and the object will be regarded as un-watermarked 1.

Detection starts by identifying feature locations and calculating feature dis-
tances. As long as a feature distance di is calculated, the corresponding j =
H(msb(di, β), k) mod l is determined, then di was likely used for the embedding
of the j-th bit of W . The bit is then extracted from the β-th bit of di depending
on its value. Then, the corresponding bucket B0

j or B1
j is incremented by 1.

3.4 Discussion on Parameters

Except watermark W and secret key k, four parameters should be determined
and used in both watermark embedding and detection, i.e., Φ, ω, ε and β.W and
k are common to all watermarking schemes. They have been discussed in-depth
in many previous works [3, 6, 16]. Therefore, we focus on the latter four param-
eters. The size of the processing window, Φ, should be large enough so that it
is possible to identify at least two feature locations in most processing windows.
ω and ε control how characteristic the identified feature locations can be. More
characteristic locations have greater chance to be preserved after compression.
We will discuss the selection of ω and ε in Section 4.1. Consequently, Φ can be
determined based on the ω and ε used. As to β, it controls the trade-off between
the error introduced and the robustness against noise addition. Obviously, mod-
ification on higher bits of distances will result in larger errors on the trajectory
data. On the other hand, watermark embedded in the lower bits tends to be
more fragile to noise addition. Same as [8], we set β around the bit position of
the data’s tolerance precision to ensure data fidelity.

4 Experimental Results

In this section, we give an empirical study of the proposed watermarking scheme.
The watermarking algorithm was implemented in C++ and run on a computer
with Intel Core CPU (1.8GHz) and 512M RAM. The dataset used in the evalua-
tion is obtained from the T-Drive trajectory data sample provided by Microsoft
T-Drive project [26][27]. The dataset contains a one-week trajectories of 10,357
taxis. The total number of locations in this dataset is about 15 million and the
total distance of the trajectories reaches 9 million kilometers. Each file of this
dataset, which is named by the taxi ID, contains the trajectories of one taxi.

Due to the nature of the data, in the experiments, we simulated for each taxi,
a trajectory stream with one location per 5-second as sampling rate (incoming
data per time unit). During the embedding and detection, β was set as -5 since
the precision tolerance of the location’s coordinates is τ = 10−5. In the following
we verify in turn (1) the performance of TIFLS under various ω and ε; (2) the
robustness of our method against various attacks; (3) the time overhead and the
impact on data quality of the scheme.

1 Considering also the associated random walk probability [11], we set ϑ as

√
B0

i +B1
i

π
.
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4.1 Evaluation on ω and ε

As we have stated in Section 3.4, the feature locations identified for watermark
embedding should be characteristic enough to withstand trajectory compression.
However, how characteristic the feature locations should be is highly related
to the compression ratio that the scheme aims to resist. As verified in [20],
existing trajectory compression algorithms can compress trajectory data in a
compression ratio up to 10 without resulting in significant SED error on the data.
The compression ratio is defined as the size of the original trajectory divided by
the size of the compressed trajectory [20]. That is, to ensure the usability of
the proposed scheme in real applications, (1) 10% (or less) locations should be
identified as feature locations for embedding, (2) the feature locations identified
should be actually (or positively) characteristic to withstand compression.

In the experiment, we model the two requirements by the concepts of Selec-
tion Ratio (SR) and Characteristic Ratio (CR). SR represents the ratio of the
number of feature locations identified by TIFLS (denoted as f) with respect to
the total number of locations in the trajectories (denoted as n). CR represents
the ratio of the number of positive feature locations (denoted as fp) with respect
to the total number of feature locations identified by TIFLS. While by setting
the compression ratio of Douglas-Peucker algorithm to 10, the positive feature
locations are the locations reported by both TIFLS and Douglas-Peucker algo-
rithm. Namely, we have SR = f/n and CR = fp/f . We use the feature locations
selected by Douglas-Peucker algorithm as reference to evaluate the precision of
TIFLS since as an optimization algorithm, the performance of Douglas-Peucker
algorithm is widely acknowledged. And the algorithm has been extensively em-
ployed in almost all the trajectory compression work to evaluate the performance
of their methods [16][18][19][20][21].

We applied TIFLS on 1000 trajectories (each containing 10000 locations) for
feature location identification, and recorded the SR and CR with respect to
different pairs of ω and ε. The results are presented in Table 1. From the results,
the following conclusions can be drawn: (1) the size of time window ω can be
employed to control the SR of the identified locations. Since given a certain ω,
the upper bound of SR is 1/ω. (2) in general, the lower the SR is, the higher
CR will be. However, CR is primarily determined by ε. A larger ε can lead to a
higher CR. If the ε is big enough, even a CR of 1 can be achieved. In real world
applications, ω can be set as the compression ratio the scheme needs to resist.
For ε, an initial determination process can be carried out on a small data sample
(a one-day trajectory streams for example) to ensure a high CR (e.g., CR≥ 0.9).

4.2 Evaluation on Robustness

In the following experiments, watermarks were first embedded into the trajectory
streams. Then, taking the attacked trajectory streams as input, the watermarks
were reconstructed using the detection method. For a watermarking scheme, ro-
bustness means the scheme can detect a reasonable amount of watermark bits
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Table 1. Evaluation on Different ω and ε

ω ε SR CR ω ε SR CR

10

0 0.1 0.481

20

0 0.05 0.568

0.00005 0.069 0.866 0.00005 0.045 0.863

0.0001 0.061 0.894 0.0001 0.039 0.906

0.0005 0.042 0.957 0.0005 0.023 0.951

0.01 0.001 1 0.01 0.001 1

from watermarked data after attacks. Hence, after watermark extraction, the
match rate (MR) is calculated to assess robustness of the scheme, where MR is
defined as the ratio of the number of identical bits between the extracted and
the embedded watermark to the watermark length. Generally, a dataset can be
regarded as watermarked if MR is larger than a given threshold ζ [28]. One can
refer to [28] for the selection of ζ. In the following demonstration, the ω and ε
used in the experiments was 10 and 0.0001 respectively. The size of processing
window, Φ, was set as 30 since averagely a feature location can be reported from
every 15 locations (since the CR is 0.061).

In the experiments, one important fact that should be noted is that due to the
infinite nature of stream data, watermark detection is a continuous process. It
takes time for the watermark detection to be convergent [10]. Our experimental
results show that the detection converges when averagely each bit receives 60
votes 2. In the following experiments, we always record the converged MR under
various attacks. For a certain attack, the final MR is the average of the converged
MRs reported in different processes using randomly generated watermarks with
64, 128 and 256 as watermark length.

4.2.1 Geometrical Attacks

In this experiment, we applied translation, rotation and scaling to the water-
marked trajectory streams. The magnitudes of the attacks are measured with
relative coordinate offset, rotation angle and scaling factor, and were set to [-
100%, 100%], [-180◦, 180◦] and [0.1, 2]. The experimental results show that if the
trajectories are only translated and rotated (i.e., Scaling = 1), the MRs are the
same and equal to 1. For scaled trajectories, the scheme needs to transform the
coordinates back into their values on the original scale before feature locations
identification and feature distance calculation. This re-scaling and detection has
been employed in various batched watermarking schemes [6][7]. According to our
experimental results, the method is feasible, and the MRs after re-scaling are
equal to 1. The experiment verifies the good preference of the proposed scheme
under geometrical attacks.

2 This means averagely 2000 locations can support a convergent detection of 1-bit,
hence a total of 7500 bits can be embedded into the whole dataset.
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4.2.2 Noise Addition

To verify the resilience of the proposed scheme to noise addition, we insert ran-
dom noise to the locations’ coordinates in the watermarked trajectory streams.
The assumption is that the introduction of noise should not degrade data us-
ability. Hence, the noise added is assumed to be uniformly distributed in the
[0, χ] interval, where χ ≤ τ . The experimental results with respect to different
value of χ are presented in Fig. 4. The figure demonstrates that (1) if the attack
magnitude χ is less than 0.2τ , the MR remains as 1. This is guaranteed by the
power of quantization index modulation. (2) MR decreases with an increasing χ
when χ exceeds 0.2τ . However, even when the χ reaches τ , the watermark can
still be recovered with a considerably high MR.
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4.2.3 Segmentation and Compression

Due to the processing model of our scheme, an active segment that contains
more than Φ locations or covers 2ω or larger time interval is detectable. Hence,
our scheme can naturally resist trajectory segmentation. The conclusion was also
verified by our experiments: with sufficient active segments, all the watermark
bits can be properly recovered. Namely, as long as the active segments are suf-
ficient enough to support an convergent detection, a MR of 1 can always be
achieved.

As to trajectory compression, we compressed the watermarked trajectory
streams using Douglas-Peucker algorithm, by setting compression ratio as 0,
5, 10, 15, 20, 25 and 30 respectively. The detection results corresponding to var-
ious compressed sets are demonstrated in Fig. 5. As we can see, (1) the entire
watermark can be properly recovered, when the compression ratio is less than
10. The reason is that the majority of feature locations survived from the com-
pression attack and can be recovered during the detection. The majority voting
ensures a consistent overlap between the detected watermark and the embed-
ded one. (2) MR decreases to 0.88 (a considerably high level) when compression
ratio reaches 15, since after compression, only 6.67% locations are left in the
compressed trajectories. These locations are not very consistent with the fea-
ture locations reported by TIFLS, which makes a small portion of the feature
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locations used during the embedding unrecoverable in the detection. (3) MR
decreases dramatically when compression ratio reaches 20. The reason is intu-
itive: larger compression ratio causes fewer recovered feature locations. When
compression ratio is 30, only 3.33% locations are left for detection. Even all
these locations were used for embedding and recovered for detection, the feature
distances may change since the consecutive relations among feature locations
change. In this case, the parameters used for the feature location identification
(i.e., ω and ε) should be enlarged to select even more characteristic locations for
watermark embedding.

Another more implicit fact to be noted is that boundary location interpolation
in TIFLS may also cause the selection of wrong feature locations. However, in
the perspective of watermark detection, this is only an extra ‘bad’ consequence
caused by trajectory compression. The good performance of TIFLS for selecting
stable feature locations has been implied by the perfect MR facing reasonable
compression attacks.

4.3 Overhead and Impact on Data Quality

We performed experiments aimed at evaluating the computation overhead of the
proposed watermarking scheme. By far the most computationally intensive op-
eration is the feature location selection. Fortunately, the selection is a single pass
process, which means the time complexity of the scheme is O(n). In this experi-
ment, to avoid the time consumed by waiting for the sampling of new locations,
the sampling rate was set to infinity: during the processing, all the locations are
assumed available as soon as they need to be pushed into the processing window.
We tested the embedding and detection on 100 trajectories, each has 10000 lo-
cations. The process cost 3340ms, which means averagely the processing of each
processing window needs approximately 50μs (67000 processing windows have
been processed in the embedding and detection). The time consumed is negligi-
ble with respective to the time waiting for a processing window to be filled up
(5s ∗ 30 = 150s). Note that our scheme will introduce a maximum transmission
delay of 5 ∗Φ seconds due to the watermark embedding. However, according to
our experimental results, the average transmission delay of the scheme is only
2.5 ∗ Φ. According to the User Guide of T-Drive Data [27], this delay only in-
troduces an average error of 282 meters for the stream receiver (when Φ = 30).
The error can be handled by many trajectory prediction methods introduced
in [29].

We also performed experiments evaluating the impact of our watermark em-
bedding on data quality. We adopt the relative error ξ defined in [9]: ξ =∑
T

||T−Tw||
||T || , where T and Tw represents the original and the corresponding water-

marked trajectory respectively. Our experimental results show that the average
value of ξ over a large number (1000+) of runs is 0.23%, much less than 1%, the
bound that can lead to a visible error [9].
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5 Conclusions

In this paper, we investigated the problem of rights protection for trajectory
streams. We proposed an online watermarking scheme that is resilient to vari-
ous common trajectory transformations. We implemented the proposed water-
marking algorithm and evaluated it experimentally on real data. The method
proves to be resilient to all the considered transformations, including geometric
transformations, noise addition, trajectory segmentation and compression. For
future work we plan to consider the online content authentication for trajectory
streams, which is another important issue related to streaming data security.
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Abstract. The advance of positioning technology enables us to online collect 
moving object data streams for many applications. One of the most significant 
applications is to detect emergency event through observed abnormal behavior 
of objects for disaster prediction. However, the continuously generated moving 
object data streams are often accumulated to a massive dataset in a few seconds 
and thus challenge existing data analysis techniques. In this paper, we model a 
process of emergency event forming as a process of rolling a snowball, that is, 
we compare a size-rapidly-changed (e.g., increased or decreased) group of mov-
ing objects to a snowball. Thus, the problem of emergency event detection can 
be resolved by snowball discovery. Then, we provide two algorithms to find 
snowballs: a clustering-and-scanning algorithm with the time complexity of 
O(n2) and an efficient adjacency-list-based algorithm with the time complexity 
of O(nlogn). The second method adopts adjacency lists to optimize efficiency. 
Experiments on both real-world dataset and large synthetic datasets demonstrate 
the effectiveness, precision and efficiency of our algorithms. 

1 Introduction 

With the advance of mobile computing technology and the widespread use of GPS-
enabled mobile devices, the location-based services have been improved greatly. 
Positioning technologies enable us to online collect abundant moving object data 
streams for many applications in the fields of traffic analysis, animal studies, etc. 

One of the most significant applications is to detect emergency event through ob-
served abnormal behavior of objects for disaster prediction. The forming process of 
an emergency event can be compared to the process of rolling a snowball, that is a 
group of abnormally-behaved objects whose size is increased or decreased rapidly and 
continuously for a period of time. Thus, we model the problem of emergency event 
detection as the snowball discovery problem. Snowball discovery can be widely used 
for emergency event detection to predict disasters. The detection of rapidly gathering 
crowd can stop an illegal riot. The early aware of the rapidly decreasing of animal 
population can save extinct animal, for example, the drastic reduction of herring may 
be caused by ecological damage. Detecting a continually and dramatically growing of 
a group of vehicles in real time can navigate to avoid traffic jams and locate the traffic 



 Efficient Detection of Emergency Event from Moving Object Data Streams 423 

accidents. Discovering animals’ abnormal and rapid gathering can assist predict the 
earthquake. Therefore, snowball discovery has wide applications. 

We must efficiently discover snowball patterns, and leave enough time for people 
to take immediate actions; most applications need online processing of moving object 
data streams. However, there are few techniques for emergency event detection; since 
the continuously generated moving object data streams are often accumulated to a 
massive dataset in a few seconds and thus challenge existing data analysis techniques. 

The state-of-the-art studies of moving object pattern mining are generally classified 
into two categories: clustering moving objects and clustering trajectories. The former 
studies group patterns, while the later aims to group similar trajectories. However, 
these methods cannot discover the abnormal trends of moving object clusters.  

We summarize the most related work into two classes: moving together groups and 
gathering as shown in Fig. 1. 

 

 
             (a) Moving Together Groups.                    (b) Gathering. 

Fig. 1. Two Most Related Works 

The first class focuses on finding object groups that move together, including mov-
ing cluster[1], flock[2], convoy[3], companion[4] and swarm[5]. Moving cluster finds 
size-dynamically-changed groups of moving objects which share a percentage of 
common objects, while flock, convoy, companion and swarm study on object groups 
that move together for a period of time. In Fig. 1(a), for example, <c11, c21, c31, c41> is 
a moving cluster, <o7, o8> is a convoy (or flock, companion), and <o6, o7, o8, o9> is a 
swarm. They all require clusters to contain the same set of objects or share a percen-
tage of common objects. However, none of these techniques can detect snowballs—
the continuously and rapidly increase (or decrease) of clusters. 

The second class aims to discover a sequence of clusters without strong coherent 
membership, such as gathering[6] where the locations of two consecutive clusters are 
close. Also, objects participate in gathering lasting for a time period. In Fig. 1(b), 
<c11, c21, c32, c41> is a gathering example. However, the limitations of gathering are 
(1)the clusters of gathering maybe not related to each other, and (2)the clusters of 
gathering cannot reflect abnormal changes. For instance, <c12, c23, c33, c42> is a ga-
thering, but there is no relationship between any two consecutive clusters (e.g., c12 
and c23), so, the gathering cannot detect the abnormal trend of clusters. 

In this paper, we aim at continuously detecting emergency event from moving ob-
ject data streams, which refer to a series of clusters that increase or decrease rapidly 
for a period of time. As we have modeled an emergency event forming as a snowball 
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rolling, emergency event detection and snowball discovery are exchangeable. We 
propose a novel method, called E3D (Efficient Emergency Event Detection), to dis-
cover snowball patterns. We define two forms of snowball: snowball+ and snowball–. 
Snowball+ (or snowball–) denotes a group of objects with a continuously increased (or 
decreased) size. Fig. 2 shows an example of snowball+. More and more objects join in 
the group and move together with time. 

 

 

Fig. 2. Snowball 

However, discovery of snowball from moving object data streams challenges us in 
the following aspects. 

Strong Coherent. A snowball pattern is a series of strong-coherent clusters, which 
steadily lead the trend of increasing (or decreasing) and thus exclude those noise ob-
jects that dynamically change (in and out the cluster). 

Durability. The snowball patterns must be tracked for a period of time. 
Portion. The clusters in a snowball pattern should share a part of common objects. 
Efficiency. High efficiency is vital to process large scale data, since moving  

object data streams are generated continuously and accumulated to a massive dataset 
quickly. 

Effectiveness. To avoid mining redundant snowballs in large amount of numbers, 
we should discover long-lasting snowballs instead of short-time ones. 

To approach the above challenges, we provide two algorithms for snowball discov-
ery: a clustering-and-scanning algorithm and an adjacency-list-based algorithm. There 
are two steps in clustering-and-scanning algorithm: clustering step aims to cluster 
objects with strong coherent, and scanning step aims to discover qualified snowballs. 
The adjacency-list-based algorithm adopts adjacency lists to optimize efficiency. In 
summary, the main contributions of this paper are as followings. 

(1)A new concept of snowball is proposed. 
(2)A general method, clustering-and-scanning algorithm, is proposed with time 

complexity of O(n2). 
(3)An adjacency-list-based algorithm is proposed to improve the efficiency of the 

general method. The time complexity is O(nlogn). 
(4)The effectiveness, precision and efficiency of our methods are demonstrated on 

both real and synthetic moving object data streams. 
The rest of the paper is organized as follows. Sect. 2 briefs the related work. Sect. 3 

defines the problem. Sect. 4 proposes two algorithms to discover snowball. Sect. 5 
evaluates the experiment’s performances. Finally we conclude the paper in Sect. 6. 
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2 Related Work 

In this section, we present a survey of methods for discovering common patterns from 
moving object data streams, which are classified into two classes: clustering moving 
objects and clustering trajectories. 

2.1 Clustering Moving Objects 

Clustering moving objects aims at catching interesting common patterns or behaviors 
of individual moving objects, typically, to find a group of objects moving together. 

Existing work on finding patterns of travelling together requires clusters to contain 
the same set or a part of objects in the whole trajectory. Flock[2], convoy[3] and 
companion[4] discover a group of objects moving together for a fixed consecutive 
time. Swarm[5] is an extension of above, which relaxes the consecutive time con-
straint. Micro-clustering[7] finds a group of objects which are close to each other and 
are treated as a whole. Moving cluster[1] is a group of objects which are partly over-
lapped at two consecutive timestamps. Gathering[6] aims to find a group of clusters 
moving closer to each other and desires some objects to occur in gathering for a time 
period. 

In addition to the most related work mentioned above, some other work detects the 
relationships based on the movement directions and locations, such as leadership[8], 
convergence[9], etc. Leadership finds a group of objects that move together in the 
same direction, and at least one object is a group leader for a fixed consecutive time. 
Convergence finds a group of objects that pass through or in the same circular region. 

However, the above mentioned methods cannot be used to discover snowball pat-
terns, since snowball is a very different new type of patterns, which is used to capture 
the size-rapidly-changed groups of objects moving forwards instead of groups of 
moving objects with common behavior in the most related work such as gathering, 
moving cluster and convoy. Snowball is actually used to find changes or trends of 
clusters that comprise common behaved moving objects. 

2.2 Clustering Trajectories 

The methods for clustering trajectories focus on the spatial-temporal characteristics of 
trajectories, which refer to the common paths for a group of moving objects. 

The key problem of the research is to define similarity between two trajectories. 
Most earlier methods of trajectory clustering take a trajectory as a whole, such as 
probabilistic method[10], distance based method[11], etc. But in recent years, more 
and more works detect similar portions of trajectories (e.g., common sub-trajectory). 
For example, partition-and-group framework [12] partitions each trajectory into a set 
of sub-trajectories, and then groups clusters using distance function. In [13], both the 
spatial and temporal criteria are considered for trajectory dividing and clustering. In 
[14-16], regions-of-interest are detected from trajectories to find frequent patterns. 

While above mentioned methods for clustering trajectories often group static simi-
lar trajectories into the same cluster, our snowball discovering dynamically and conti-
nuously detect emergency event to satisfy our goal. 
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3 Problem Definition 

In this section, we give the definitions of all necessary concepts and state the snowball 
discovery problem. Table.1 lists the notations used throughout this paper. 

Table 1. List of Notations 

Notation Explanation Notation Explanation Notation Explanation 
T the time series t, ti, tj the timestamps the distance threshold 
O the object set o, oi, p, q the objects the density threshold 
S the trajectory stream si, sj the snapshots in stream  the speed threshold 
C the cluster set ci, cti, ctij the clusters  the integrity threshold 

SN the snowball set sn, sn’ the snowballs  the duration threshold 
SNcand the candidate set sncand, sn’cand the candidates h the time window size 

Ar the affected area AL the adjacency list G,V,E,W the graph 

3.1 Basic Concept 

Before we define our snowball pattern, we introduce the preliminary knowledge about 
density-based clustering (e.g., DBSCAN[17]), which discovers clusters with arbitrary 
shapes and specified density. The further studies of [17] can refer to [18] and [19]. 

Let T = {t1, t2, …, tn} be a time series. Let O = {o1, o2, …, om} be a collection of 
objects that move during [t1, tn]. Let S = {s1, s2, …, sn} be a sequence of snapshots, 
where si is a set of objects and their locations at timestamp ti. 

[17] defines -neighborhood of an object p as Nε(p) = {q O|dist(p, q) ε}, where 
dist(p, q) is the distance between p and q. An object p is density-reachable to q if 
there is a chain of {p1, p2, …, pn}, where p1 = q, pn = p, pi+1 and pi satisfying Nε(pi) and pi+1 Nε(pi) w.r.t ε and μ. An object p is density-connected to q if there is o such 
that p and q are density-reachable from o. c is a cluster if: (1) p, q  c: p is density-
reachable to q w.r.t ε and μ; (2) p, q  c: p is density-connected to q w.r.t ε and μ. 

DBSCAN may produce noisy objects that dynamically move in and out the cluster, 
but we require a more coherent cluster without noises. Snowball only focuses on the 
major objects that steadily lead the trend of increasing (or decreasing), since the his-
torical behaviors of objects affect the cluster. Therefore, in this paper, we define a 
new dynamic neighborhood, which considers the historical behaviors of the objects, 
to replace -neighborhood in DBSCAN. We assume that the cluster is influenced by 
behaviors of objects over a fixed time window. Suppose the size of time window is h, 
for a coming timestamp ti the time window is formed as (ti-h, ti].  

Definition 1 (Dynamic Neighborhood): Given a distance threshold ε, the dynamic 
neighborhood of an object p, denoted by Nε p,  ti , is defined as following: 

Nε(p,  ti) = {q  O|dist(p, q, ti, h) ε} 
where ti is the current timestamp, h is the size of time window, and dist(p, q, ti, h) = 
max{dist(p, q, ti-k) | 0  k  h}, dist(p, q, ti-k) is the distance between p and q at ti-k. 

Dynamic neighborhood describes a set of strong coherent objects based on distance 
that can be observed within time windows. We compare dynamic neighborhood with 
ε-neighborhood in Fig. 3. Let h = 3, the dynamic neighborhood of o3 at t3 is {o2, o4}, 
while the -neighborhood of o3 is {o1, o2, o4}. 
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Fig. 3. Dynamic Neighborhood and ε-Neighborhood 

Different from density-based clustering[17], we modify the neighborhood function 
and use dynamic neighborhood to replace ε-neighborhood to cluster moving objects. 
Thus, dynamic neighborhood can satisfy our goal of snowball discovery, since objects 
are clustered with stronger coherence without noise. 

3.2 Problem Definition 

In this subsection, we define snowball and model the problem of snowball discovery. 

Definition 2 (Cluster-Connected): Let  cti  and  cti+1  be two clusters at consecutive 
timestamps, δspeed be a speed threshold, δθ be an integrity threshold . cti+1  is cluster-
connected to cti  in two forms: cluster-connected+ and cluster-connected–. 
cti+1  is cluster-connected+ to cti if:             cti+1  is cluster-connected– to cti if: 
(1) |cti cti+1| |cti|⁄ δθ                        (1) |cti cti+1| |cti+1|⁄ δθ 
(2) |cti+1| |cti| |cti|⁄ ≥δspeed                (2) |cti| |cti+1| |cti|⁄ ≥δspeed 

The first condition indicates the cluster shares a part of common objects from the 
previous one w.r.t δθ, and the second condition describes the cluster is increase (or 
decrease) by the speed w.r.t δspeed. 

Definition 3 (Snowball): Let sn = {ct1 , ct2,…, ctn} be a sequence of clusters at con-
secutive timestamps, δt be a duration threshold, sn is called snowball in two forms: 
snowball+ and snowball–. sn is snowball+/– if: 
(1) tn t1  
(2) cti+1  is cluster-connected+/– to cti, where t1 ti tn. 

The first condition implies the duration of sn is at least δt, and the second condition 
describes the cluster-connected relationship between each two consecutive clusters. 

To avoid mining redundant snowballs, we define a maximal snowball. A snowball 
sn is a maximal snowball if sn cannot be enlarged, which means  sn’ s.t. sn’ is a 
snowball and sn  sn’. As shown in Fig.2, let δt = 4, δspeed = 0.3 and δθ = 0.5, suppose 
clusters are depicted with dotted lines, then <c12, c23, c31, c41> is a maximal snowball. 

Therefore, the problem that will be resolved in this paper can be defined as fol-
lows: 

Snowball Discovery Problem. Given a sequence of snapshots S = {s1, s2, …, sn}, 
each snapshot si = {cti1, cti2,…, ctim}, where ctij is a cluster discovered at timestamp ti. 
When the snapshot si arrives, the task is to detect emergency event, called E3D (Effi-
cient Emergency Event Detection) or snowball discovery problem, which discovers 
snowball set SN containing all the maximal snowballs. 
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3.3 Overview of the Proposed Algorithms 

The general framework of E3D can be divided into two steps: clustering moving ob-
jects and snowball discovery. In this subsection, we brief an overview of our two 
algorithms: clustering-and-scanning algorithm and adjacency-list-based algorithm. 

The clustering-and-scanning algorithm clusters moving objects for each snapshot 
first, and then scans each cluster in the coming snapshot to check whether it can be 
extended. In this way, all snowballs are discovered gradually. In order to improve 
efficiency, we introduce pruning rules to reduce unnecessary process. 

The adjacency-list-based algorithm adopts adjacency lists to further optimize effi-
ciency, where we use adjacency lists to connect relationships between clustering and 
scanning steps. 

4 Snowball Discovery 

4.1 Clustering-and-Scanning Algorithm 

In this subsection, we provide details of the clustering-and-scanning algorithm. As 
mentioned, there are two phases: clustering and scanning. In the first phase, we per-
form density-based clustering which is similar to DBSCAN at each timestamp to 
discover clusters. However, DBSCAN considers the locations of objects at current 
timestamp, not historical locations which also influence the dynamic neighborhood, 
so we maintain locations of objects for the last h timestamps with R-tree, the dynamic 
neighborhood over time window is obtained by searching the locations for the last h 
timestamps. The time complexity of clustering is O(nlogn). The detail of this phase is 
omitted due to space limitation. The second phase aims to discover snowballs. 

Let sncand = {ct1 , ct2,…, ctn} be a set of consecutive clusters, sncand is a snowball 
candidate if cti+1  is cluster-connected to cti  (t1 ti tn). Intuitively, the discovery of 
snowball can extend a shorter snowball candidate into a longer one until it cannot be 
extended. Once the duration of the candidate exceeds δt, it’s a qualified snowball. 

Algorithm 1 presents the pseudo code of snowball discovery. We first initialize 
sets (Line 1-2). At each coming snapshot, we cluster the objects (Line 3-5). Then we 
scan the last cluster of each snowball candidate to see whether there is a set of clusters 
that can be appended to the candidate (Line 6-9). If not, the candidate with enough 
duration is reported as maximal snowball (Line 10-12). Otherwise, the candidate is 
extended by appending each cluster-connected cluster (Line 13-17). After inserting 
new candidates, we remove old ones (Line 18). Since the remaining clusters that can-
not be appended to any candidate may generate new candidates, they also should 
insert into candidate set (Line 19-22). Finally, the algorithm returns results (Line 23). 

Function DiscoverCluster discovers clusters at current timestamp. Function Sear-
chValidCluster searches clusters from cluster set Cti  at current timestamp, which are 
cluster-connected to the last cluster cti-1 of snowball candidate. A naïve method is to 

calculate all conditions in definition 2 for each cti Cti. The most time-consuming part 
is to intersect each two consecutive clusters, suppose n and n1 are the size of moving 
objects and cti-1, then SearchValidCluster requires O(n1  n) time complexity, and it 

will be performed iteratively which is time consuming. 
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Due to expensive computation, we introduce pruning rules to improve efficiency. 

Actually, it’s no need to intersect each two clusters between consecutive snapshots. 

Definition 4(Affected Area): Let cti-1  = {o1, o2, …, on} be a cluster at timestamp ti-1, 

the affected area of cti-1  is defined as a circle Ar at timestamp ti satisfying: 

(1) The center of Ar is cent(Ar) = ∑ ok ti . xlok  cti-1
 n⁄ l=1

dim. 

(2) The radius of Ar is r(Ar) = max{dist(cent(Ar),ok(ti))|ok  cti-1}. 

where dim is the dimension of object, ok(ti) and ok(ti).xl are the position and the lth 
dimensional position of ok at ti, dist(a, b) is the distance between a and b. 

As shown in Fig. 4(a), the affected area Ar of c12 is depicted with red dotted circle. 
Ar is determined by positions of {o3, o4, o5} at timestamp t2, it is obvious that Ar only 
overlaps with cluster c22 and c23, while c21 need not consider. 
 

 
     (a). Example of Affected Area.                       (b). Pruning Rule. 

Fig. 4. Affected Area 
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Lemma 1: Let c be a cluster, and Ar be an affected area, suppose cent(c) is the geo-
metry center of c and r(c) is the distance from cent(c) to the farthest object in c. If 
dist(cent(Ar), cent(c))  r(Ar)  r(c), then Ar and c are disjoint. 

Proof：As Fig.4(b) shows, if dist(cent(Ar), cent(c))   r(Ar)   r(c), for  oi   c, 
dist(oi, cent(Ar))  r(Ar), so oi doesn’t intersect with Ar, then Ar and c are disjoint. 

Lemma 2: Let cti  and cti-1
 be two clusters at ti and ti-1, and δθ be an integrity threshold, 

if there are more than 1 δθ |cti-1| objects of cti-1  appearing in other clusters at ti, 

then cti  will not cluster-connected+ to cti-1.  

Proof: Since each object only belongs to one cluster in a snapshot, then even if all the 
remaining objects of cti-1  appear in cti, condition (1) of definition 2 will not satisfy, as |cti cti-1| |cti-1| (|cti-1| (1 δθ) |cti-1|) |cti-1| δθ , cti won’t cluster-connected+ to cti-1. 

Similarly, if there are more than |cti-1| δθ cti  objects of cti-1  appearing in other 

clusters at ti-1, then cti  will not cluster-connected– to cti-1. 

Lemma 1 and 2 can prune useless process that intersections will be stop earlier if 
the two lemmas are satisfied. Algorithm 2 shows an improved SearchValidCluster. 

 

 
In algorithm 2, we initialize and generate the affected area (Line 1-3). Then for each 

current cluster, before checking the cluster-connected relationship, we check lemma 1 
and 2 first (Line 4-10). Finally, the algorithm returns valid clusters (Line 11). 

In the worst case, the time complexity of algorithm 2 is still O(n1  n), where n1 
and n are the size of cti-1

 and moving objects. But in most case, lemma 1 and 2 can 

prune most of invalid process and improve efficiency. 
Algorithm 1 comprises two steps of clustering and scanning. In the clustering step, 

the algorithm needs O(nlogn) time. In the scanning step, suppose there are average m1 
clusters, and n1 is the average cluster size. Actually each cluster participate in the 
iterative process, thus the time complexity of scanning step is m1   O(n1   n) = 
O(m1  n1  n) = O(n2) and the total time complexity is O(nlogn +n2) = O(n2). 
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4.2 Adjacency-List-Based Algorithm 

Although clustering-and-scanning algorithm uses pruning rules to prune any useless 
process, the time complexity is still O(n2), where n is the number of objects. The two 
steps, clustering and scanning, are separated from each other. But in fact there is some 
connection between them. In this subsection, we use the adjacency list to connect the 
relationship. Adjacency list is a list of clusters that are cluster-connected to a given 
cluster. For each cluster, a linked list of clusters cluster-connected to it can be set up 
in the clustering step, after that, it’s no need to process the most costly part of inter-
section which can be obtained from the adjacency list. 

Given a sequence of snapshots S, we use a weighted graph to represent the rela-
tionship between clusters. A weighted graph G is modeled as the form G = (V, E, W), 
where V is a set of vertices, E is a set of edges and W is a set of values mapping to 
edges. A vertex v  V, defined as v = ci, describes a cluster ci in S. An edge e  E, 
defined as e = <ci, cj>, from ci to cj means ci is cluster-connected to cj. A weight w  W, defined as w(ci,cj) = num, represents there are num intersected objects between ci 
and cj. Then, we can represent the graph by the adjacency lists of all vertices, an adja-
cency list of vertex v is a sequence of vertices cluster-connected to v. 

We convert Fig. 2 to a weighted graph, the graph and the corresponding adjacency 
lists are as shown in Fig. 5. Each vertex in Fig. 5(a) is a cluster in Fig. 2, an edge 
connecting ci to cj means ci is cluster-connected to cj, the weight of each edge 
represents the number of intersected objects between two vertices. Fig. 5(b) shows the 
adjacency lists corresponding to the graph of Fig. 5(a). 

In order to set up adjacency list for each cluster in the clustering step, we modify 
clustering algorithm by building adjacency lists, and snowballs can be directly  
detected using adjacency lists. The adjacency-list-based algorithm is presented in 
algorithm 3. 

 

 
       (a) Weighted Graph.                          (b) Adjacency List. 

Fig. 5. Weighted Graph and Adjacency List 

In algorithm 3, we first initialize sets to store snowballs and adjacency lists (Line 
1-2). At each coming snapshot, we cluster moving objects similar to DBSCAN, 
meanwhile, adjacency list is created or adjusted when every new cluster creates (Line 
3-13). Then, we check the current link in adjacency list to see whether it satisfies 
cluster-connected relationship, if not, it will be removed (Line 14-16). Finally, we 
search links from adjacency lists and output qualified snowballs (Line 17-18). 
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Function GetNeighbours finds dynamic neighborhood of the given object. Function 

ExpandCluster expands a new cluster and adjusts adjacency lists with the new cluster. 
We present the details of ExpandCluster in algorithm 4. When a new object is in-
serted into the cluster, the algorithm checks whether a link exists in adjacency lists, 
which points from the cluster to the previous cluster that the object belongs to at pre-
vious time. If so, the weight of the link is added, otherwise, a new link is created. 

 

 

Function SearchList searches links from adjacency lists, and outputs qualified 
snowballs. We provide midterm results in Fig. 6 to explain adjacency list search 
process for Fig. 5 Suppose the current timestamp is t4 and a duration threshold δt is 4, 
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we start search from c41, and search forward according to the links in adjacency lists 
until there is no link. Then it is easy to see that <c11, c22, c31, c41>, <c12, c23, c31, c41>, 
<c12, c23, c32, c41> and <c13, c24, c32, c41> are qualified snowballs. 

 
time path

t4 c41

t3 <c41, c31> <c41,c32>
t2 <c41, c31, c21> <c41, c31, c22> <c41, c31, c23> <c41, c32, c23> <c41, c32, c24> 
t1  <c41, c31, c22, c11><c41, c31, c23, c12><c41, c32, c23, c12><c41, c32, c24, c13> 

duration 3 4 4 4 4 

Fig. 6. An Adjacency List Search for the Weighted Graph in Fig. 5 

Algorithm 3 includes two steps of clustering and searching adjacency list. Suppose 
there are average m1 adjacency lists, and n1 is the average size for each one. In the 
clustering step, the time complexity is O(n  (n1  logn)), since n1 is significantly 
smaller than n, the time complexity is approximately equal to O(nlogn). In the search-
ing step, the time complexity is O(m1) and the total time complexity is O(nlogn+m1), 
due to m1 is also significantly smaller than n, the time complexity is approximately 
equal to O(nlogn). 

5 Performance Evaluation 

In this section, we conduct experiments to evaluate the effectiveness, precision and 
efficiency of our algorithms based on both real and synthetic moving object dataset.  

The real data is a buffalo dataset (D1) retrieved from MoveBank.org1. Meanwhile, 
we simulate two datasets to show the precision and scalability of our algorithms; one 
dataset (D2) is simulated on the map of Beijing; another dataset (D3) is generated by 
a network-based generator of moving objects[20] on an open road map of Oldenburg. 

All the experiments are implemented in C++ and run on a computer with Intel Pen-
tium CPU(2.0GHZ) and 4GB memory. The main parameters are listed in Table 2. 

Table 2. Experiment Settings 

Name Value Meaning Name Value Meaning 
μ 20-110 the density threshold ε 600-2000 (meter) the distance threshold 

δspeed 0.05-0.6 the speed threshold δθ 0.75-0.95 the integrity threshold 
δt 6-30 (minute) the duration threshold h 2-3 the time windows size 

Data Set Objects# Record# Duration Frequency Data size 
D1 740 26,609 2023 days 3-4 days 5.72 M
D2 6,000 36,000 1 hour 1 minutes 13.4M
D3 10,000 2,707,128 1 day 1 minutes 79.2 M

5.1 Effectiveness 

In this subsection, we compare a snowball pattern with a corresponding convoy pat-
tern that are extracted from D1 in Google Map. 

We preprocess D1 by linear interpolation of the missing data with a time gap of 
one “day”, each buffalo contains 901 days on average. Then we set μ = 5, ε = 0.001 
                                                           
1 http://www.movebank.org 
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(about 111 meters), h = 2, δspeed = 0.6, δθ = 0.6 and  δt = 6. Fig. 7 shows one snowball 
where each cluster has been lasting for two days. The discovery of snowballs enables 
us to capture the trends of moving behavior of buffalo and thus detect emergency 
events, such as migration. From the figure, we can see that a snowball+ starts with 5 
objects from region A, then gathers 3 more in region B to increase its size to 8 ob-
jects, and finally arrives at region C with size of 15 objects, which lasts for 6 days, 
during the moving, more and more objects gather and keep moving. 

 

Fig. 7. One Snowball Discovered in D1 

We also discover convoy patterns on the same data set D1 to compare with our 
snowballs. We set μ = 5, ε = 0.001 (about 111 meters), k = 6 and m = 3, where m and k 
are minimum size of cluster and number of consecutive timestamps in convoy, and k 
is equal to δt  in snowball. Fig. 8 shows one convoy pattern—three buffaloes which 
move together from region A to region C lasting 6 days where each cluster samples 
for two days. This convoy pattern is actually comprised in our snowball+ in Fig. 7; 
but the size of snowball+ is increased while the size of convoy keeps the same. 

 

Fig. 8. One Convoy Discovered in D1 

The comparison shows the difference between snowball and convoy, the snowball 
is more meaningful in detecting abnormal trend of clusters, while the convoy aims to 
discover moving together group that cannot capture tendency of abnormal group. 

5.2 Precision 

In this subsection, we simulate 20 emergency events and the corresponding behavior 
of 6000 moving objects to evaluate the precision of snowball patterns. To simulate the 
real-world emergency events, we rank emergency events into 5 grades based on  
the duration of an event; the higher the grade, the longer the event lasts for. Once the 
event occurs (e.g., traffic accident), the behaviors of moving objects will be impact, 
for example, traffic accident that brings traffic jams can be detected from analysis of 
moving object data streams through discovering of snowball patterns. 
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We use two metrics to evaluate the precision of our methods: accuracy = ESN SN⁄  
and recall = ESN EVENT⁄ , where ESN is the number of events discovered by snowballs, 
SN is the number of snowballs, and EVENT is the number of events. Fig. 9 plots the 
accuracy and recall changing with speed δspeed and duration δt, the default parameters 
used in the experiments are: μ = 20, ε = 2000, h = 2 and δθ = 0.8. Fig. 9(a) shows with 
the increase of δspeed, the recall is decreased, the reason is that the condition of snow-
ball becomes stricter with the increase of δspeed, then only the most important events 
can be discovered and ESN is obviously reduced, while EVENT  is remain the same, so 
the recall is decrease. In Fig. 9(b), there is no direct relationship between recall and 
δt, since with the increase of δt, both ESN and EVENT  are decrease, thus the relation-
ship between them is no longer clear. However, the recall is acceptable in most cases, 
it’s almost 60% even in the worst case. On the other hand, the accuracy almost re-
mains stable in both two figures, which is around 90%. 

 

 
     (a) Precision Changing with Speed δspeed.        (b) Precision Changing with Duration δt. 

Fig. 9. Precision Evaluation 

5.3 Efficiency 

In this subsection, we validate the efficiency of proposed algorithms and study their 
performance under different parameter settings using synthetic dataset (D3). The 
proposed algorithms are Clustering-and-Scanning algorithm without/with prune rule 
(CS/CSP) and Adjacency-List-based algorithm (AL). We show the runtime of CS, 
CSP and AL changing with different parameters in Fig. 10. 

Fig. 10(a) and (b) shows the performance of all three algorithms changing 
with μ and ε, the default parameters are: h = 3, δspeed = 0.1, δθ = 0.8 and  δt = 6. From 
Fig. 10(a), we can see that with the increase of μ, runtime of CS and CSP are all de-
creased, while runtime of AL is nearly stable. The reason is that even the runtime of 
clustering step is stable, the number of clusters is decreased with the increase of μ, the 
number of intersection process is also decreased in scanning step of CS and CSP, 
therefore runtime of CS and CSP are reduced. While the runtime of AL is mainly 
affected by clustering step, so it keeps stable with the increase of μ. Fig. 10(b) shows 
that the runtime of all three algorithms are increased by the increase of ε. Because the 
costly part of clustering step is distance calculation, when ε is increased, the time cost 
of CS, CSP and AL are all increased. In addition, AL is more efficient than CS and 
CSP, while CSP is more efficient than CS in both two figures; these experimental 
results are consistent with our theoretical algorithm complexity analysis in section 4. 
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Fig. 10. Runtime Evaluation 

Fig.10(c) and (d) show the runtime of CS, CSP and AL changing with δspeed and δθ  
respectively, by setting μ = 30, ε = 1000, h = 3 and  δt = 6. From Fig. 10(c) and Fig. 
10(d) we can see that AL is the most efficient one, followed by CSP, and CS is the 
worst. In addition, the performances of all three algorithms do not change with the 
speed threshold δspeed and  δθ , since the variations only affect the results of snowballs 
not the efficiency of algorithms. The runtime of AL is around 35% less than CS and 
27% less than CSP; this demonstrates that AL is far more efficient than CS and CSP, 
just as theoretical algorithm complexity analysis in section 4. 

In summary, experiments on both real dataset and large synthetic datasets demon-
strate the performance of our algorithms in terms of effectiveness, precision and effi-
ciency. Compared with convoy pattern, E3D can effectively discover rapidly increase 
(or decrease) clusters to detect emergency events, while convoy has no such a capa-
bility. Meanwhile, E3D can discover snowballs in real time with high precision. 

6 Conclusion 

In this paper, we define a new snowball pattern and provide two algorithms for snow-
ball discovery from moving object data streams. Different from most related existing 
patterns that aim to find a size-fixed group of objects moving together for a long time, 
snowball patterns assist to discover emergency event where the size of a cluster of 
objects with common behaviors is rapidly changed (e.g., increased or decreased) and 
the change is lasted for a certain period of time. We then proposed a clustering-and-
scanning algorithm and an adjacency-list-based algorithm to discover snowball pat-
terns. The effectiveness is demonstrated on a real dataset, while the precision and 
efficiency are validated using two large synthetic datasets. 
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Abstract. Web-based Data Imputation enables the completion of incomplete
data sets by retrieving absent field values from the Web. In particular, complete
fields can be used as keywords in imputation queries for absent fields. However,
due to the ambiguity of these keywords and the data complexity on the Web, dif-
ferent queries may retrieve different answers to the same absent field value. To
decide the most probable right answer to each absent filed value, existing method
issues quite a few available imputation queries for each absent value, and then
vote on deciding the most probable right answer. As a result, we have to issue a
large number of imputation queries for filling all absent values in an incomplete
data set, which brings a large overhead. In this paper, we work on reducing the
cost of Web-based Data Imputation in two aspects: First, we propose a query exe-
cution scheme which can secure the most probable right answer to an absent field
value by issuing as few imputation queries as possible. Second, we recognize and
prune queries that probably will fail to return any answers a priori. Our extensive
experimental evaluation shows that our proposed techniques substantially reduce
the cost of Web-based Imputation without hurting its high imputation accuracy.

Keywords: Web-based Data Imputation, Imputation Query, Cost Reduction.

1 Introduction

Data incompleteness is a pervasive problem in all kinds of databases [19]. The process
of filling in absent field/attribute values is well-known as Data imputation [3]. Recently,
a new generation of Web-based Data Imputation approaches were proposed to retrieve
the absent field values from the web [16, 9, 23, 4, 13, 20]. In particular, external data
sources on the Web are typically rich enough to answer absent fields in a wide range of
incomplete data sets, while complete fields in a data set can be utilized as keywords in
imputation queries for absent fields in the same data set.

However, the high cost remains a big problem with the Web-based Data Imputa-
tion approaches. In particular, due to the ambiguity of existing information about ab-
sent values in the local data set, various answers might be retrieved for each absent
value. In order to find out the most probable correct answer for an absent value, exist-
ing method has to trigger all available imputation queries to this value, and then decides
the most probable correct answer according to the voting results proposed by all issued
queries. In particular, existing method relies on a confidence scheme to estimate a con-
fidence score for every issued query [15, 16] indicating the probability that the query

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 438–452, 2014.
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Table 1. An Example Incomplete Table with Absent Values

Title Name Uni. Street City Zip

Prof. Jack Davis NYU W. 4th Str. NYC 10012
Dr. Tom Smith NYU NYC 10012
Mr. Bill Wilson Columbia Broadway NYC 10027
Mr. Wei Wang Cornell East Ave. Ithaca 14850
Ms. Ama Jones W. 37th Str. 90089

Lank Hanks UCLA W. Boulevard LA 90024
Wei Wang UIUC W. Illinois Str. Urbana 61801

can retrieve a right answer. Then it employs a confidence combination scheme, such as
Noisy-All [17, 1], to decide a joint confidence score to each distinct retrieved answer.
For example, for the absent Uni Value in the 5th tuple in Table 1, assume we have
multiple queries with different existing attribute values as keywords, which are listed
with their probabilistic scores and retrieved answers as follows:

Query (Keywords → Target Absent Value) Confidence Score Answer
“Ms. + Ama Jones + W. 37th Str.”→ Uni. 0.90 “USC”
“Ms. + Ama Jones + 90089” → Uni. 0.85 “UCLA”
“Ms. + Ama Jones + LA” → Uni. 0.80 “UCLA”
“Ms. + Ama Jones” → Uni. 0.65 “USC”

According to Noisy-All, the joint confidence score of “USC” is: 1 − (1 − 0.90) ∗ (1 −
0.65) = 0.965, while that of “UCLA” is: 1− (1 − 0.85) ∗ (1 − 0.80) = 0.97. After all,
the one with highest confidence score (i.e., “UCLA”) will be taken as the most probable
right answer, or what we call as the winner answer, to an absent value.

Given the above, to decide the winner answer to an absent value, existing method
has to fire quite a few available imputation queries for each absent value in order for
calculating the joint confidence of each distinct answer, which, on the other hand, brings
a large overhead. In addition, among all fired queries, a significant part of them probably
will not return any answer, which we call as empty-result queries. For example, for the
absent Uni value in the fifth tuple in Table 1, the query “Ms. + Ama Jones + W. 37 th Str
+ 90089” → Uni may not return any results, as there is no Web documents mentioning
all these values together with the Uni value. Apparently, issuing these empty-result
queries without getting any results is totally a waste of resources.

In this paper, we work on reducing the number of issued queries by Web-based Data
Imputation based on two intuitions below: First, an answer can be secured as the win-
ner answer to an absent value as long as we can ensure that the joint confidence of this
answer must be higher than that of all the other answers. Particularly, we can calculate a
lower-bound joint confidence and upper-bound joint confidence to each distinct answer,
indicating the lowest and highest joint confidence that this answer can achieve respec-
tively, based on the results of already issued queries and the number and confidence of
the left un-issued queries. Once we have the lower-bound joint confidence of an answer
higher than the upper-bound joint confidence of all the other answers, we can secure
this answer as the winner answer to the absent value. As a result, we don’t need to issue
the left un-issued queries. In addition, in order for securing the winner answer as early
as possible (i.e., with as few issued queries as possible), queries with higher confidence
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should be issued earlier than those with lower confidence, given that the cost of each
query is more or less the same, but those with higher confidence have greater impact to
the final imputation result to an absent value.

Secondly, a query w.r.t. an absent value in one tuple can be predicted as an empty-
result query a priori, if it already failed to retrieve any answer to absent values in several
other tuples, especially when these tuples share some common attribute values. The in-
tuition here is, queries of the same format, that is, leveraging the same set of attributes
(with complete values) as keywords and target at absent values under the same attribute,
tend to have similar performance to absent values in similar instances. For example,
after we learned that queries leveraging values under attributes Title + Name +
Zip as keywords returned no answer to the absent Street value in several processed
instances, it is very possible that query of the same format is also an empty-result query
to an absent Street value in a new instance, when this new instance shares the same
Uni values with the processed instances. Based on this intuition, we rely on a super-
vised learning method to construct an empty-result query prediction model for each
query format. However, the drawback of supervised learning method lies on the re-
quirement of a large training set. Fortunately, we can automatically generate training
sets with complete instances of the data set.

In summary, the main contributions of this paper are as follows:

1) We propose to secure the winner answers to an absent value with as few issued
queries as possible in Web-based Data Imputation through working out the condition
for securing an answer as the winner answer to an absent value.

2) We devise empty-result queries predictors to predict empty-result queries a priori.
Besides, an empty-result queries pre-pruning rule is also proposed for further iden-
tifying empty-result queries.

3) We perform experiments on several real-world data collections. The results demon-
strate that the proposed two techniques could greatly decrease the number of exe-
cuted queries by up to 85% comparing to existing method.

In the rest of this paper, we give preliminaries and then define our problems in Sec-
tion 2. We present how we secure the winner answers early in Section 3, and then
introduce the failure queries predictors in Section 4. The experiments are reported in
Section 5, followed with related work in Section 6. We conclude in Section 7.

2 Preliminaries and Problems Definition

In this section, we give preliminaries on existing Web-based Data Imputation approaches,
and then define our problems in this paper.

2.1 Preliminaries on Web-Based Data Imputation

Web-based Data Imputation formulates Imputation Queries to retrieve absent values
from the Web [15, 16]. Specifically, for each absent value, imputation queries are issued
to retrieve relevant web documents, from which we then extract the target absent value
with Named Entity Extraction techniques [8, 5].

Definition 1. (Imputation Query). Given an instance with an absent value under
attribute Y and complete values under attributes X, an imputation query to the absent
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Y value can leverage values under a set of attributes X ⊆ X as keywords, denoted as
X → Y , in order for retrieving an answer for the absent Y value from the Web.

Theoretically, any subset of existing attribute values in an instance can be used as
keywords in an imputation query to any absent value in the same instance. In reality,
however, only those queries with a relatively high confidence (which was set to ≥ 0.4
in [15, 16]) are qualified to be used for imputation.

In particular, the confidence of an imputation query format q: (X → Y ) indicates its
probability in retrieving the right answer for an absent value under Y . The confidence
of each query can be easily estimated based on a set of complete instances in the same
data set [15]. For example, if queries of the same format (X → Y ) can retrieve correct
answer for 8 complete instances out of 10, then its confidence can be calculated as 0.8.
In reverse, the confidence of a retrieved answer equals to its corresponding imputation
query, given the premise that all initially existing attribute values in the data set are
correct.

However, due to the data complexity on the Web and the ambiguity of the used
keywords in imputation queries, different queries may return different answers to the
same absent value. In order to find out the most probable right answer to an absent
value, the existing method has to trigger all imputation queries for this absent value, and
then employs a confidence combination scheme to decide a probabilistic score to each
distinct retrieved answer. Finally, only the answer with the highest Joint Confidence will
be taken as the most probable right answer, or what we call the Winner Answer, to the
absent value.

More specifically, assume an answer y was returned by a number of queries Q(y) to
an absent value under attribute Y , three different confidence combination schemes can
be utilized as follows:

– Max-Conf: The highest confidence of a retrieved answer is taken as its joint confi-
dence, that is,

C(y) = max
q∈Q(y)

C(q, y) (1)

where Q(y) is the set of all imputation queries that retrieve y as the answer to the
absent value, and C(q, y) is the confidence of y retrieved by q.

– Sum-Conf: The sum of the confidence of a retrieved answer is taken as its joint
confidence, that is,

C(y) = N ∗
∑

q∈Q(y)

C(q, y) (2)

Here N is a normaliser to prevent the confidence getting larger than 1. Usually,

we set N =
1∑

y′∈V (Y ) C(y′)
, where V (Y ) is the set of retrieved answers for this

absent value.
– Noisy-All: We can also adopt the noisy-all scheme [17, 1] in estimating the joint

confidence of a retrieved answer. That is,

C(y) = 1 −
∏

q∈Q(y)

(1 − C(q, y)) (3)

Example 1. Assume two distinct values y1 and y2 are retrieved for one absent value,
where y1 is retrieved by a query with confidence 0.8, and y2 is retrieved by three other
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queries with confidence 0.5, 0.4 and 0.4 respectively. The joint confidences of y1 and y2
according to different calculation schemes are listed in Table 2. After all, with the Max-
Conf scheme, the winner answer is y1, while with the other two schemes, the winner
answer is y2.

Table 2. Computing Joint Confidence for an Absent Value

Distinct Values with Retrieved Confidences Max-Conf Sum-Conf Noisy-All
y1: 0.8 0.80 0.38 0.80
y2: 0.5; 0.4; 0.4 0.50 0.62 0.82
The Winner Answer y1 y2 y2

2.2 Problems Definition

In order to find the winner answer for an absent value, the existing method triggers all
available imputation queries to the value, which, as a result, brings a large overhead. In
addition, among all fired queries, a part of them probably will not return any answer,
which we call as empty-result queries. In order to reduce the cost of Web-based Data
Imputation, our work presented in this paper addresses and proposes solutions to the
following two challenging problems:

1) How we secure the winner answer for an absent value by issuing as few queries
as possible, when any one of the three confidence combination schemes above is
applied? (Section 3)

2) How we decrease the number of issued empty-result queries? (Section 4)

3 Securing Winner Answers Early

This sections focus on securing the winner answer to an absent value with as few issued
queries as possible. We first introduce how we secure winner answer with Max-Conf,
and then present how we secure winner answer with Sum-Conf or Noisy-All.

3.1 Securing Winner Answers with Max-Conf: Confidence-Prior Execution

When the Max-Conf scheme is employed, we can secure the winner answer for an
absent value as long as we find out the non-empty-result query with the highest con-
fidence to this absent value. According to Max-Conf scheme, the answer retrieved by
this particular query must be the winner answer to this absent value.

In this light, we can employ a simple Confidence-Prior Execution Strategy, which
always selects the query with the highest confidence for execution at a time. Follow-
ing this execution strategy, the first retrieved answer must be the winner answer to an
absent value according to the Mac-Conf scheme, and as a result, we do not need to
issue/execute the left un-issued queries. Given the above, we have:

Lemma 1. With the confidence-prior execution strategy, the first retrieved answer to
an absent value must be the winner answer to this absent value when the Max-Conf
scheme is employed.
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Proof. Let q1 be the first issued query with a returned answer y1 for an absent value
under Y . According to Max-Conf scheme, the joint confidence of y1 must be: C(y1) =
C(q1, y1) = C(q1). For all the other queries, since their confidence is lower thanC(q1),
so they are impossible to return an answer with a confidence higher than C(y1). Thus,
y1 must be the winner answer to the absent value.

3.2 Securing Winner Answers with Sum-Conf and Noisy-All

Different from Max-Conf, when either Sum-Conf or Noisy-All is employed, the joint
confidence of every answer to an absent value can only be calculated when all corre-
sponding queries are executed. Nonetheless, we can secure an answer, say y1, as the
winner answer if no other answer can beat y1 with a higher joint confidence w.r.t. a
target absent value. This condition requires us to compute the upper-bound joint confi-
dence and lower-bound joint confidence of every distinct answer w.r.t. an absent value.
Specifically, the upper-bound joint confidence of an answer w.r.t. an absent value is the
highest possible confidence that this answer can achieve after all imputation queries
to this absent value are executed, while the lower-bound joint confidence of an answer
w.r.t. an absent value is the lowest possible confidence that this answer can achieve after
all imputation queries to this absent value are executed.

Based on the definitions above, we can have the following condition for securing the
winner answer to an absent value without executing all corresponding queries:

Lemma 2. Once the lower-bound joint confidence of an answer y1 is higher than the
upper-bound joint confidence of all the other answers w.r.t. an absent value, we can
secure y1 as the winner answer to this absent value a priori.

Note that the upper-bound and lower-bound joint confidence of every answer w.r.t.
an absent value will be updated every time a new query to this absent value is executed.
Once the winner answer to an absent value is secured, we don’t need to execute the left
yet executed queries for this absent value.

In the following, we introduce how we calculate the upper-bound and lower-bound
join confidence to an answer with either Sum-Conf or Noisy-All scheme.

1. Calculating Upper-bound and Lower-bound with Sum-Conf: Let Qt denote the
set of executed queries to an absent value under Y , and Qt(y) ⊂ Qt denote the set
of executed queries that retrieve the answer y. Let Qu denote the set of yet executed
queries to the absent value. The upper-bound joint confidence of answer y w.r.t. this
absent value can be achieved when all the unexecuted queries in Qu will retrieve y.
Hence, we have the upper-bound joint confidence to y as:

C(y) =

∑
q∈Qt(y)

C(q) +
∑

q∈Qu
C(q)∑

q∈Qt
C(q) +

∑
q∈Qu

C(q)
(4)

where C(q) denotes the confidence of a query q.
On the contrary, the lower-bound joint confidence of answer y w.r.t. the absent value

can be gotten when all the unexecuted queries in Qu will not retrieve y for the absent
value. Hence, we have the lower-bound joint confidence to y as:
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C(y) =

∑
q∈Qt(y)

C(q)∑
q∈Qt

C(q) +
∑

q∈Qu
C(q)

(5)

Let Ct(y) =
∑

q∈Qt(y)
C(q) denote the Temporary Confidence that an answer y

holds w.r.t. an absent value according to the Sum-Conf scheme. Then we have the con-
dition for securing the winner answer as:

Lemma 3. Assume answer y1 holds the highest temporary confidence Ct(y1) w.r.t. an
absent value at a moment, and answer y2 holds the second highest temporary confi-
dence Ct(y2), we say y1 can be secured as the winner answer if Ct(y1) − Ct(y2) >∑
q∈Qu

C(q) when the Sum-Conf scheme is employed.

Proof. Let C(y2) denote the upper-bound join confidence of y2, and C(y1) denote the
lower-bound join confidence of y1, both of which will be achieved when all the un-
executed queries retrieve y2 for the absent value. According to Lemma 2, as long as
we have C(y2) < C(y1), we can secure y1 as the winner answer. Finally, we have:

Ct(y1) − Ct(y2) >
∑
q∈Qu

C(q) as the condition to secure y1 as the winner answer.

2. Calculating Upper-bound and Lower-bound with Noisy-All: With the Noisy-All
scheme, the upper-bound joint confidence to an answer y w.r.t. an absent value can also
be achieved when all the unexecuted queries in Qu will retrieve y for the absent value.
That is,

C(y) = 1 −
∏

q∈Qt(y)

(1 − C(q)) ∗
∏

q∈Qu

(1 − C(q)) (6)

, while the lower-bound joint confidence to y is also gotten when all the unexecuted
queries in Qu will not retrieve y for the absent value. More specifically,

C(y) = 1 −
∏

q∈Qt(y)

(1 − C(q)) (7)

Let Ct(y) = 1−
∏

q∈Qt(y)

(1−C(q)) denote the temporary confidence that an answer

y holds w.r.t. an absent value, we have the condition for securing the winner answer
with the Noisy-All scheme as:

Lemma 4. With the Noisy-All scheme, an answer y1 can be secured as the winner

answer to an absent value if
1 − Ct(y1)

1 − Ct(y2)
<
∏

q∈Qu

(1 − C(q)), where y1 is the answer

with the highest temporary confidence Ct(y1), while y2 is the answer with the second
highest temporary confidence Ct(y2).

Proof. Let C(y2) denote the upper-bound join confidence of y2, and C(y1) denote the
lower-bound join confidence of y1, both of which will be achieved when all the un-
executed queries retrieve y2 for the absent value. According to Lemma 2, as long as
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we have C(y2) < C(y1), we can secure y1 as the winner answer. Finally, we have:
1 − Ct(y1)

1 − Ct(y2)
<
∏

q∈Qu

(1 − C(q)) as the condition to secure y1 as the winner answer.

Note that Lemma 3 and Lemma 4 should work in conjunction with the confidence-
prior execution strategy, such that the winner answer to an absent value can be identified
as early as possible.

4 Pre-pruning Empty-Result Queries

The confidence-prior execution strategy proposed in Section 3.1 tends to give priority
to queries with high confidence. However, queries with high confidence also have high
risks to become empty-result queries, as these queries usually involve many attribute
values which might not appear together with the absent value in one web page. As a
result, the existing method may have to bear the cost of executing a large number of
empty-result queries, while garnering non of the benefits.

In this section, we propose to reduce the number of issued empty-result queries by
identifying them a priori with two orthogonal techniques below: First, we build an Empty-
Result Queries Predictor for each query format in Section 4.1, which is actually a classi-
fication model that can classify queries into empty-result category and effective category.
If the prediction result is positive (i.e., an effective query), we will execute this query,
otherwise, we skip the query. Second, we introduce a heuristic Empty-Result Queries
Pre-pruning Rule developed based on the relationship between queries in Section 4.2.

4.1 Empty-Result Queries Predictor

In this subsection, we introduce how we construct empty-result query predictors. In-
tuitively, queries targeting at the same target attribute Y by leveraging the same set of
leveraged attribute X tend to have similar performance when applying them to similar
instances.

Based on this intuition, we rely on a supervised model to predict empty-result queries
a priori. More specifically, for all queries of the same format: q: (X → Y ), one super-
vised empty-result query predictor will be formulated, which will predict the imputation
result of the query to an instance as either (1) Negative, which means the query is an
empty-result query to the instance; or (2) Positive, which means the query is an effective
query to the instance.

In the following, before presenting how we perform supervised learning to a query
predictor, we first introduce the features that designed for each instance, and describe
how we generate the training set with complete instances in the data set.

1. Features: Basically, we utilize two groups of features for each instance based on the
intuitions (or observations) below: (1) instances having complete values under the same
set of attributes are more likely to be in the same category. (2) instances sharing some
complete attribute values are more likely to be in the same category.



446 Z. Li et al.

Firstly, instances having complete values under the same set of attributes are cov-
ered by the same set of queries, which is the basic information required by the query
predictor. Therefore, the first group of features are defined on whether an instance t has
an existing value under each attribute A. If t[A] is not absent, then the feature value
corresponding to this attribute is “TRUE”, otherwise “FALSE”. This group of features
provide the basic information of each instance.

Secondly, sharing some attribute values means instances having some common prop-
erties in some aspects, which may have more or less impact on whether a query can
retrieve any answer for an instance. For example, if two instances in Table 1 share the
same University value, which means the two people are from the same university,
then there is perhaps some unified format for home pages of all staffs in this university,
and as a result, their home pages may always mention the street address and Zip code of
the university. However, some other shared attribute values may be less important such
as Title values. On the other hand, taking every attribute value as a feature will let
the feature space be very large, and the feature space be very sparse.

In order to find out “useful” shared attribute values (or their combinations) for con-
structing the second group of features, we propose to learn some special kind of “asso-
ciation rules” holding between attribute values under X, and the retrieving result (Pos-
itive or Negative) of a query format to an instance. For example, if we learn that when
City=“NYC”, queries of the format { Name, Uni, City} → Zip are not empty-
result queries to 95% of training instances, then “NYC” will be taken as a “useful”
shared attribute value to the predictor. Here we can set a confidence threshold (such
as 75% in our experiments which is demonstrated as a good one) to divide “useful”
attribute values (or combinations of them) from the others. That is, when an attribute
value or a combination of attribute values appears in an “association rule” like the ex-
ample one above, it will be taken as an “useful” attribute values, and the confidence
of the association rule will be taken as the weight of the value (or the combination of
values) in training predictors. Finally, each detected “useful” attribute value or combi-
nation of values will be taken as a feature. For each instance, if it contains an “useful”
value or combination of values, it will have a “TRUE” value under corresponding fea-
ture, otherwise, “FALSE”.

2. Training set: Now we introduce how we automatically generate the training set for
a query format q: X → Y based on a set of complete instances. For each complete
instance t, we take its attribute values under X attributes, denoted as t[X], as keywords
to formulate a web-based imputation query q like (X = t[X]) → (Y =?). We execute
this query to get retrieved answers Yt[X]. If Yt[X] = ∅, this instance t will be labeled as
“Negative”. Otherwise, “Positive”.

Note that when the table is large, we probably have a large number of complete in-
stances to a query format. To save the cost, we only sample a small number of instances
for training. However, simple sampling methods are not sufficient, given that the unbal-
anced distributions ofX values in the data set. Let instances sharing the sameX attribute
values as one group. There might be several very large groups, and many small groups.
As a result, either uniform row sampling or uniform group sampling will generate a
biased training set. Here we adopt a Two-Pass Sampling Scheme [6] for estimating the
confidence of each query pattern in a local table. In the first pass, we uniformly sample a
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number of rows and put into a sample set S. In the second pass, we put instances sharing
the same X attribute values in S into one group, and then uniformly sample some rows
from each group. With this two-pass sampling, the contributions of large groups are not
lost in the first pass, and enough information is collected about each of the sampled small
groups to correctly compute their contributions to the overall training set [6].

3. Predictor Learning: We start with a small set of training data set, and then update
query predictors with new completed instances. In particular, each time we execute
a query to an instance, we will see if this query is a positive or negative one to this
instance. This information can then be used to update the corresponding predictor ac-
cording to an on-line learning algorithm.

Here we adopt a popular on-line learning algorithm, winnow [18], which is simple
but effective when it is applied to many on-line learning problems. In our problem, all
features are boolean-valued features, that is, fi(t) ∈ {1, 0} (1 ≤ i ≤ n), and the label
of each instance is also boolean-valued, that is, labelp(t) = {True, False}. The algo-
rithm maintains non-negative weights wi for the i-th feature. Initially, the first group of
features have uniformed weights, and the second group of features have their calculated
weights respectively. For each instance t with a feature vector [f1(t), f2(t), ..., fn(t)],
the algorithm uses a linear classifier for prediction as:

labelp(t) =

⎧⎨⎩True (
∑n

i=1 wifi(t) > δ)

False (otherwise)
(8)

where δ is a threshold that defines a dividing hyperplane in the instance space. Good
bounds are obtained if δ = n/2.

Then, for each instance that the classifier has predicted, after executing the query
corresponding the query pattern to this instance and get the true label label(t) for it, we
apply the following update rule to the classifier:

– If the instance is correctly classified, that is, label(t) = labelp(t), we do nothing to
the classifier.

– If the instance is incorrectly classified, and label(t) = True, but labelp(t) =
False, all of the weights of the features with value 1 in the mistake instance are
multiplied by a value α (promotion step).

– If the instance is incorrectly classified, and label(t) = False, but labelp(t) =
True, all of the weights of the features with value 1 in the mistake instance are
divided by a value α (demotion step).

We set a typical value 2 to α. Initially, we use the generated training data set to build
the predictor for each query pattern. Later, in the imputation process, each time we exe-
cuted an imputation query which returns empty result, we will update its corresponding
predictor according to the rules above.

4.2 Query Pre-Pruning Rule

Besides the empty-result queries predictors, an empty-result query pre-pruning rule can
also be developed based on the relationship between queries to the same absent value
as follows:
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Lemma 1. For one absent value, if a query q1: (X1 → Y ) fails to retrieve any value
for an instance, then another query q2: (X2 → Y ), where X1 ⊆ X2, will also be an
empty-result query to this instance.

Proof. We assume q2 can also retrieve an answer, say y′, for the absent value in an
instance, there should be some web pages containing both y′ and values under X2 in
this instance. Since X1 ⊆ X2, in no doubt, these web pages should also contain values
under X1 in this instance, thus q1 should also return y′ as an answer to the absent value
in this instance. However, since we know that q1 fails to retrieve any answer to this
absent value, thus the assumption that q2 can retrieve an answer for the absent value in
this instance is incorrect.

According to Lemma 1, each time a query q fails to retrieve any answer for an in-
stance, we could prune some other queries for the same instance, whose leveraged at-
tribute set is a superset of q’s leveraged attribute set.

5 Experiments

We have implemented a Web-based Data Imputation prototype in Java which uses
Google API to answer data imputation queries [15, 16]. To demonstrate the effective-
ness of our techniques, we have experimented with two large real-world data sets and
one small but interesting real-world data set. We say the 3rd data set is interesting since
it is a multilingual data set which could evaluate the performance of our techniques in
multilingual scenario:

– Personal Information Table (PersonInfo): This is a 50k-tuples, 9-attributes table,
which contains contact information for academics including name, email, title, uni-
versity, street, city, state, country and zip code. This information is collected from
more than 1000 different universities in the USA, UK, Canada and Australia.

– DBLP Publication Table (DBLP): This is a 100k-tuples, 5-attributes table. Each
tuple contains information about a published paper, including its title, first author,
conference name, year and venue. All papers are randomly selected from DBLP.

– Multilingual Disney Cartoon Table (Disney): This table contains names of 51 clas-
sical disney cartoons in 8 different languages collected from Wikipedia.

All the three data sets are complete relational tables. To generate incomplete tables
for our experiments, we remove attribute values at random positions from the complete
table, while making sure that at least one key attribute value will be kept in each tuple.
For the PersonInfo dataset, the name and email are key attributes. For the DBLP dataset,
the paper title is the only key attribute. For the Disney dataset, all attributes are key
attributes.

Each reported result is the average of 5 evaluations, that is, for each absent value
percentage (1%, 5%, 10%, 20%, 30%, 40%, 50%, 60%), 5 incomplete tables will be
generated with 5 random seeds, and the experimental results we present are the average
results based on the 5 generated incomplete tables. We then impute these generated
incomplete tables using our methods and evaluate the performance of our solutions by
using the original complete table as the ground truth.
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Fig. 1. The Effectiveness of Winner Answer Securing Techniques

5.1 Evaluating Winner Answers Securing Techniques

To evaluate the effectiveness of the winner answer securing techniques, we compare the
imputation cost of the following three methods based on the PersonInfo and DBLP data
sets: (1) a Baseline method which issues all available queries for each absent value;
(2) the Random method which randomly decides the next query to execute, and also
applies the condition for securing winner answers; and (3) the WinnerSecure method,
which uses the conditions for securing winner answers together with the confidence-
prior execution strategy.

As demonstrated in Figure 1, with the winner answer securing condition only, the
Random method can decrease around 30%-40% issued queries. In addition, with the
confidence-prior execution strategy, the WinnerSecure method can further decrease
about 15% issued queries when the Max-Conf scheme is applied, and can decrease
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Fig. 2. The Effectiveness of Empty-Answer Queries Pre-Pruning Techniques
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about 5-10% issued queries when either one of the other two confidence combination
schemes is applied.

5.2 Evaluating Empty-Result Queries Pre-pruning Techniques

To evaluate the effectiveness of the empty-result queries pre-pruning techniques, we
compare the cost of the following three methods on all the three data sets with Max-
Conf scheme: (1) WinnerSecure method; (2) Predictor method which uses the empty-
result queries predictor based on the WinnerSecure method; (3) Predictor+Rule method
which uses both empty-result queries predictor and query pruning rule based on the
WinnerSecure method. As described in Figure 2, by using the empty-result queries pre-
dictor, the Predictor method can decrease about 20% cost of the WinnerSecure method.
In addition, the Predictor+Rule method can further decrease about 5-10% cost of the
Predictor method.

Overall, the combination of WinnerSecure and Predictor+Rule can decrease the
number of issued queries by up to 85% of the Baseline method. As a result, imput-
ing each absent value averagely costs only 1.2-1.5 imputation queries.

Finally, we evaluate whether the empty-result queries predictors will decrease the
imputation accuracy by killing some positive queries. As depicted in Figure 3, by using
the predictors, the imputation accuracy will be slightly decreased by no more than 5%.
Apparently, compared with the improvement of the imputation efficiency, it is cost-
efficient to use the predictors in doing web-based imputation.
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Fig. 3. The Side-Effect of Imputation Results Predictors

6 Related Work

The process of filling in absent attribute values is well-known as Data Imputation [3].
While most of the previous efforts focus on recovering absent attribute values from the
complete part of the data set [11, 24, 26, 25, 2, 21], which we call as table-based data
imputation methods, there are also many recent work conducted on retrieving absent
attribute values from external resources, such as the Web [15, 14, 7, 23, 13, 16], i.e.,
web-based data imputation methods.

Existing table-based data imputation methods can be divided into two categories: (1)
substitute-based data imputation; and (2) model-based data imputation. More specif-
ically, the substitute-based data imputation approaches find a substitute value for the
absent one from the same data set [11, 24, 25], such as selecting the most common
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attribute value [11] or the k-Nearest Neighbor [10, 25] as the absent value. Besides, as-
sociation rules between attribute values are also learned and used to find a close-fit value
for an absent one from a similar context [22]. However, they are unlikely to reach a high
imputation precision and recall, since the right absent value can only be inferred when
the value is in the complete part of the data set. Differently, the model-based data impu-
tation approaches [2, 21, 26] aim at building a prediction model based on the complete
part of the data set for estimating an answer to each absent value. However, close esti-
mations can not replace the absent original values, especially for non-quantitive string
attribute values like email addresses.

Web-based data imputation methods resort to the World Wide Web for answering
absent values. Many work has been conducted to harvest absent values from either
web lists [13, 7], or web tables [14, 12, 23, 20]. More recently, a general Web-based
approach, WebPut, was proposed to retrieve missing data from all kinds of web docu-
ments [15, 16]. In principle, WebPut utilizes the available information in an incomplete
database in conjunction with the data consistency principle. It extends popular Infor-
mation Extraction (IE) methods for the purpose of formulating data imputation queries
that are capable of effectively retrieving absent values with high accuracy. However, the
cost of web-based retrieving is much higher than that of the table-based inference, as all
absent values need to be retrieved from the web. Although some schedule algorithms
were proposed in WebPut, they are insufficient to solve the high cost problem. This pa-
per is an extended work on WebPut, which aims at using much fewer queries to reach
the same high imputation accuracy.

7 Conclusions and Future Work
In this paper, we mainly focus on minimizing the number of issued imputation queries
in doing Web-based Data Imputation. We not only propose to secure the winner an-
swers by executing as few imputation queries as possible in Web-based Data Imputa-
tion through working out the conditions for securing an answer as the winner answer
to an absent value, but also devise empty-result queries predictors to predict empty-
result queries a priori. The experiments based on several real-world data collections
demonstrate that we can greatly decrease the number of issued queries by up to 85%
comparing to the baseline.

An underlying assumption of the work is that all existing attribute values are faultless
(i.e., clean data), meanwhile we leave the problem of data imputation in the presence
of incorrect and dirty data as part of our future work. We will also work on a hybrid
approach that combines and integrates our web-based approach with previous model-
based data imputation methods.
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Abstract. Crowdsourcing has attracted significant attention from the
database community in recent years and several crowdsourced databases
have been proposed to incorporate human power into traditional database
systems. One big issue in crowdsourcing is to achieve high quality be-
cause workers may return incorrect answers. A typical solution to address
this problem is to assign each question to multiple workers and combine
workers’ answers to generate the final result. One big challenge arising
in this strategy is to infer worker’s quality. Existing methods usually
assume each worker has a fixed quality and compute the quality using
qualification tests or historical performance. However these methods can-
not accurately estimate a worker’s quality. To address this problem, we
propose a worker model and devise an incremental inference strategy
to accurately compute the workers’ quality. We also propose a question
model and develop two efficient strategies to combine the worker’s model
to compute the question’s result. We implement our method and com-
pare with existing inference approaches on real crowdsourcing platforms
using real-world datasets, and the experiments indicate that our method
achieves high accuracy and outperforms existing approaches.

1 Introduction

Crowdsourcing has attracted widespread attention from many communities such
as database and machine learning. The primary idea of Crowdsourcing is to
take advantage of human intelligence to solve problems which are still dif-
ficult for computers, such as language translation, image recognition [6,17].
Several Crowdsourcing-based database systems have been proposed recently, e.g.,
CrowdDB [5,4], Qurk [10,11] and DECO [13]. These systems embedded in tra-
ditional relational database implement complicated crowdsourcing-based oper-
ations. Crowdsourcing platforms, such as Amazon Mechanical Turk (AMT) [2]
and CrowdFlower [1] , provide APIs to facilitate these systems to accomplish
crowdsourcing tasks. Task publishers (called requesters) can easily publish a
large number of tasks on these crowdsourcing platforms, and obtain the answers
completed by many human labors (called workers). Workers receive the pre-set
financial rewards if their answers are accepted by the requester.

Workers on Crowdsourcing platforms typically have different backgrounds
(e.g., age and education), coming from different countries or regions [12], and
thus the answers may be affected by the various subjective experiences. Besides,
spam workers provide answers randomly to get financial rewards. Therefore the
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answers collected from crowdsourcing platforms are usually not accurate. In or-
der to achieve high quality of final results, a typical solution is to assign each task
to multiple workers and infer the final results from the received answers[7,8].

To infer the final results, Majority Vote (MV) is the most popular inference
method which has already been employed by CrowdDB [5,4] and DECO [13].
In MV, workers are assumed to have the same quality, and the answer provided
by majority workers is taken as the result. Obviously MV ignores the fact that
workers with different background and experience may have different quality,
thus it leads to a low-quality inference result. In order to address the problem,
the inference methods in [9,7,14,16] consider different qualities for each worker.
The strategies used to reflect the quality of each worker can be categorized
into two types. The first one is a fixed strategy adopted by CDAS [9], with
the quality of each worker estimated by the worker’s historical performance or
qualification tests. This strategy is simple but not precise enough. For example,
a worker’s quality may increase as she learns more about questions through
the answering procedure, or her quality may decrease when she is a little bit
tired of answering questions. Therefore, modeling the quality for each worker is
necessary for inferring the final results. The second inference method [7,14,16] is
an iterative strategy. This strategy is based on the Expectation-Maximization [3]
algorithm which can improve the results’ accuracy by modeling each worker’s
quality dynamically. However, this inference method is rather expensive, because
whenever it receives a new answer submitted by workers, it uses all received
answers to re-estimate every worker’s quality.

In summary, CDAS [9] can rapidly return the inference results, at expense
of low quality. EM obtains results with higher quality while involving large in-
ference time. To overcome these limitations, we propose an incremental quality
inference framework, called Inquire, which aims to make a better tradeoff be-
tween the inference time and result quality. We devise a novel worker model
and a question model to quantify the worker’s quality and infer the question’s
result, respectively. When a worker submits her answer, Inquire can incremen-
tally update the worker model and the question model, and return the inference
results instantly. We compare Inquire with existing inference methods on real
crowdsourcing platforms using real-world datasets, and the experiments indicate
that our method achieves high accuracy and outperforms existing approaches.

This paper makes the following contributions:

– We formulate the incremental quality inference problem, and propose the
Inquire framework to solve this problem.

– We devise a novel worker model to quantify the worker’s quality, and a
question model to infer the question’s result instantly.

– We propose two incremental strategies to effectively update the question
model and an incremental strategy to update the worker model.

– We compare Inquire with MV, CDAS and EM on real crowdsourcing plat-
forms using real-world datasets. Our experimental results illustrate that
Inquire can achieve a better tradeoff between the inference’s time and
accuracy.



Incremental Quality Inference in Crowdsourcing 455

This paper is organized as follows. We formulate the problem in Section 2 and
introduce the Inquire’s framework in Section 3. Question model and worker
model are discussed in Section 4 and we discuss how to update the two models
incrementally in Section 5. In Section 6, we show our experiment results and
provide result analysis. Section 7 concludes the paper.

2 Problem Formulation

Since workers do not want to answer complicated questions, the tasks on crowd-
sourcing platforms are usually very simple and most of them are binary choices
questions. For example, in entity resolution, each question contains two entities
and asks workers to decide whether the two entities refer to the same entity [15].
In this paper, we also focus on these binary questions with only two possible
choices. For ease of presentation, we assume there is only one correct choice for
each question. It is worth noting that our method can be easily extended to
support the questions with multiple choices.

Formally, a requester has a set of n binary questions Q = {Q1, Q2, . . . , Qn}
where each question asks workers to select the answer from two given choices.
To achieve high quality, each question will be assigned to m workers. The true
result for each question Qi is denoted as Ri. Ri is 1 (or 0) indicating the returned
result is the first choice (the second choice) for question Qi. For example, if each
question has two pictures, and workers are required to decide whether the people
in two pictures are the same person. The two possible choices for this question
is “same" (first choice) or “different" (second choice). If they are the same per-
son, then Ri=1, otherwise Ri=0. After the requester published questions on the
crowdsourcing platform, workers’ answers are returned in a streaming manner.
We use 〈Qi,Wk, Lik〉 to denote the result received from worker Wk for question
Qi with answer Lik where Lik ∈{0,1}. Every time an answer 〈Qi,Wk, Lik〉 re-
ceives, we infer the result of question Qi based on the current answer Lik, the
accuracy of worker Wk, and previous results of Qi.

3 Inquire Framework

The goal of Inquire is to accurately and efficiently infer the final results of each
question. To achieve this goal, we design two models, question model and worker
model. The framework of Inquire is illustrated in Figure 1.

Inquire publishes all the questions to a crowdsourcing platform. Interested
workers answer the questions. Each time a worker Wk completes a question Qi,
Inquire gets the corresponding answer 〈Qi,Wk, Lik〉.

We build a question model for each question, denoted by QMi, which is de-
signed to decide the inference result. Inquire updates QMi based on both the
worker’s accuracy and the newly received answers. Section 5.1 gives how to
incrementally update question model.

We construct a worker model for each worker, denoted by WMk, to capture
the quality of each worker. The accuracy of worker Wk can be directly derived



456 J. Feng et al.

from WMk and Inquire updates WMk based on the worker model QMi and
the answer of the worker 〈Qi,Wk, Lik〉. We present the strategy of incrementally
updating the worker model in section 5.2.

Inference
results

New received
answers

Worker
accuracy

Worker s
answer

Fig. 1. Inquire Framework

The process of Inquire includes two steps:
In the first step, when Wk submits an answer of Qi, QMi is updated according

to the worker model WMk and the new answer Lik. Then Inquire returns the
inference result.

In the second step, if Qi has already been answered m times, Inquire respec-
tively updates the workers’ model for those workers who have answered Qi.

Following the process above, Algorithm 1 illustrates the pseudo code of our
algorithm. The triple 〈Qi,Wk,Lik〉j is the j-th received answer of Qi answered
by Wk with answer Lik. The inference result given by Inquire in the j-th round
is denoted as 〈Qi_Result〉j.
Example 1. Assume that a requester publishes a set of questions Q and asks
three workers to answer each question. Take Q1 as an example. Q1 has received
two answers 〈Q1,W1,L11〉1, 〈Q1,W9, L19〉2 and has a result 〈Q1_Result〉2. For
the arrival of 〈Q1,W4, L14〉3, the QM1 is updated with the current accuracy of
W4 and QM1. Then Inquire returns the new result 〈Q1_Result〉3 depending
on QM1 (line 3 to line 5). After that, three answers of Q1 have been completely
received and then Inquire updates WM1, WM4, and WM9 (line 7).

Compared Inquire to CDAS, the main difference between them is that the
workers’ accuracy never changes in CDAS, while the variation of workers’ accu-
racy is expressed by updating worker model in Inquire. Differing from Inquire,
every time EM receives a new answer, it re-estimates every worker’s quality and
infers new results relying on all received answers. For example, in example 1,
when EM receives 〈Q1,W4, L14〉3, in addition to three answers of Q1, EM ap-
plies other questions’ answers 〈Qi,Wk, Lik〉j collected so far to obtain every
question’s result and every worker’s accuracy.

4 Question Model and Worker Model in Inquire

In this section, we introduce the question model and worker model. The question
model is utilized to infer the result of questions and the worker model is used to
evaluate the quality of workers.
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Algorithm 1. Inquire
Input: 〈Qi,Wk, Lik〉j
Output: 〈Qi_Result〉j

1 begin
2 for arriving 〈Qi,Wk, Lik〉j do
3 Wk_accuracy ← WMk;
4 QMi ← (QMi,Wk_accuracy);
5 〈Qi_Result〉j ← QMi;
6 for Wk has answered Qi do
7 WMk ← (QMi,WMk, Lik);

4.1 Question Model

Inquire builds question model QMi: (pi, 1− pi) for question Qi where pi is the
probability that question Qi’s true result is the first choice and 1 − pi is the
probability that question Qi’s true result is the second choice. For each question
Qi, Inquire compares the value of pi with 1-pi and chooses the choice with
larger probability as the inference result. That is, if pi > 1 − pi, Inquire takes
the first choice as the result, otherwise Inquire returns the second choice. The
initial value of pi is 0.5.

4.2 Worker Model

The key part of achieving high-quality inference result is to estimate workers’
quality in time. The fixed-quality strategy in CDAS would make the inference
results not very accurate since setting a fixed value as each worker’s quality
neglects the change of each worker’s quality with time. To address this problem,
some algorithms [7,14,16] propose to use confusion matrix to calculate workers’
quality. Confusion matrix is builded by comparing worker’s answers to inference
results that EM returns. However, because EM probably infers results with low
accuracy when it receives a small number of answers, the values of confusion
matrix may be inaccurate.

Different from previous work, this paper proposes a more accurate worker
model to compute worker’s quality. Inquire builds a worker model (WMk) for
each worker [

c00 c01
c10 c11

]
The row subscript (the first 0/1 number) means the answer that worker gives

and the column subscript (the second 0/1 number) means the true result of
the question. Let cij denote the total contribution of the worker’s answers to
questions. To a question, the worker’s contribution is represented by the value
of QMi based on the worker’s answer. For example, suppose that QM1 is (0.6,
0.4) and L11 is 1. Then the contribution of W1 to that Q1’s true result is first
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choice is 0.6. Our worker model is different from confusion matrix. In confusion
matrix, the value is the number of times a question which inference result is j was
answered as i. For example, if p2=0.54 and L23=0, that is Q2’s inference result
is 1. Then c01 in W3’s confusion matrix plus one. Because p2 is just 0.54, the
inference result is incorrect with high probability. That means confusion matrix
can not precisely represent actual worker’s performance sometimes.

We can easily use the worker model to calculate the accuracy of a worker.
There are two methods we can compute the worker’s accuracy. The first one
is that the worker’s accuracy is computed separately when the worker gives
different choice. If the answer Lik is 1, the worker Wk’s accuracy is denoted by
αk. Let βk denote the Wk’s accuracy if Lik is 0. αk and βk can be computed
with Formulas 1 and 2, respectively.

αk = p(Ri = 1|Lik = 1) =
c11

c11 + c10
(1)

βk = p(Ri = 0|Lik = 0) =
c00

c00 + c01
(2)

Some workers show biases for certain types of questions and their answers
tend to one choice [7], so αk and βk are not accurate for bias workers. In this
paper, if the difference between αk and βk is more than 50%, we consider this
worker as a bias one.

The second method uses a general accuracy, which is that no matter what
answers the worker returns, the Wk’s accuracy is calculated as (called γk) :

γk =
c11 + c00

c11 + c10 + c00 + c01
(3)

We can initialize each worker model by qualification test or the worker’s his-
torical records. If there is not any pre-information of workers, then cij is 0, and
αk, βk, γk are all set to 50%.
Example 2. Assume that, in example 1, the worker models for three workers who
answered Q1 are the following.

WM1:
[
11 6
7 12

]
, WM4:

[
3 15
2 9

]
, WM9:

[
11 6
3 10

]
We calculate these workers’ accuracy respectively by Formulas 1, 2 and 3.

The results are shown in Table 1. From Table 1, we observed that W4 tends to
choose first choice as the answer. The difference between α4 and β4 is more than
50%, so W4 is a biased worker.

Table 1. Workers’ accuracy
WorkerID α β γ

W1 0.632 0.647 0.639
W4 0.818 0.167 0.414
W9 0.769 0.647 0.7
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5 Updating Question Model and Worker Model

In this section, we discuss how to incrementally update the two models in In-
quire.

5.1 Updating Question Model

Whenever a new answer returns, QMi is updated. We propose two different
updating strategies for QMi: Weighted Strategy and Probability Strategy. From
the voting perspective, we design the first strategy and from the probabilistic
perspective, we design the second strategy.

WeightedStrategy. WeightedStrategy (calledWS ) is aweightedvotingmethod.
The current inference result is gotten by weighted voting, and QMi is the weight
of this vote. The new answer is another vote, and its weight is the accuracy of the
worker. Since the accuracy of a worker can be expressed in two patterns αβ and γ
(as discussed in Section 4.2), updating QMi can be calculated by Formulas 4 or 5.
Formula 4 is called WS -αβ for short and Formula 5 is called WS -γ:

pi =
pi + (αk · Lik + (1 − βk) · (1 − Lik))

2
(4)

pi =
pi + (γk · Lik + (1 − γk) · (1 − Lik))

2
(5)

The example 3 illustrates how the WS works.

Example 3. Assume that, in example 1, the received answers are set as 〈Q1,W1,
1〉1,〈Q1,W9,0〉2 and 〈Q1,W4, 1〉3. We take these three answers and the work-
ers’ accuracy in Table 1 as an example. Figure 2 and Figure 3 describe WS
more specifically. Figure 2 is the process of updating QM1 by WS -αβ. Since
〈Q1,W1, 1〉1 is the first received answer of Q1, based on Formula 1 which is ex-
pressed “(1)" in the figure, the accuracy of W1 is α1=0.632. Taking α1=0.632
and p1=0.5 of current QM1 into Formula 4, new p1 is calculated as 0.656. Then
QM1 is (0.656,0.434). At this time, p1>1-p1, so the first inference result of Q1

is 〈Q1_1〉1. The second answer of Q1 is 〈Q1,W9, 0〉2 and the accuracy of W9

is calculated by Formula 2, so β9=0.647. Formula 4 calculates new p1 using
β9=0.647 and p1=0.656. Then QM1 is (0.459,0.541). Since pi<1-pi, the sec-
ond inference result of Q1 is 〈Q1_0〉2. Received the third answer 〈Q1,W4, 1〉3,
based on α4=0.818 and p1=0.459, Formula 4 calculates new p1=0.639. QM1 is
(0.639,0.361). p1>1-p1, so the third inference result of Q1 is 〈Q1_1〉3.

Figure 3 illustrates the process of WS -γ. The updating process of WS -γ is
similar to that of WS -αβ. There are only two differences between them: the first
is that the worker’s accuracy is calculated by Formula 3 and the second is that
Formula 5 updates pi, in WS -γ.

As seen in Figure 2 and Figure 3, the third inference result of WS -αβ is dif-
ferent from the result of WS -γ. According to these workers’ accuracy in Table 1,
because W4 is bias as mentioned in Section 4.2, it is reasonable that the third
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inference result is 0. That is, when some specific workers are biased, the inference
results are more accurate using WS -γ to update question model. We compare
these two strategies through experiments in Section 6.

Probability Strategy. Probability strategy (called PS ) applies Bayesian meth-
ods to update the question model. Let A1 denote the new arriving answer which
is Lik. And A2 represents the current inference result. Given A = {A1, A2}, we
can compute the probability that the first choice is the true result (i.e. pi) by
Bayesian formula, following Formula 6.

p(Ri = 1|A) = p(A|1) · p(1)
p(A)

=
p(A|1) · p(1)

p(A|1) · p(1) + p(A|0) · p(0) (6)

The prior probability of first choice is equal with the prior probability of
second choice, so Formula 6 can be simplified as:

p(Ri = 1|A) = p(A|1)
p(A|1) + p(A|0) (7)
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We know that p(A|Ri) = p(A1|Ri) · p(A2|Ri) (Ri=0,1). Formulas 8 and 9
calculate p(A1|Ri) as αβ expresses the workers’ accuracy. Formula 10 calculates
p(A1|Ri) as γ expresses the worker’s accuracy. We denote I(cond) as the decision
function. That is, the result is 1 if the cond is true, otherwise the result is 0.

p(A1|Ri = 1) = αI(A1=Ri) · (1 − α)I(A1 �=Ri) (8)

p(A1|Ri = 0) = βI(A1=Ri) · (1 − β)I(A1 �=Ri) (9)

p(A1|Ri) = γI(A1=Ri) · (1 − γ)I(A1 �=Ri) (10)

P (A2|Ri)= p(Ri|A2)·p(A2)
p(Ri)

. The prior probabilities of A2 and Ri are equal. Then
P (A2|Ri) is calculated as:

p(A2|Ri = 1) =
P (Ri = 1|A2) · p(A2)

p(Ri = 1)
= p(Ri = 1|A2) = pi (11)

p(A2|Ri = 0) =
P (Ri = 0|A2) · p(A2)

p(Ri = 0)
= p(Ri = 0|A2) = 1 − pi (12)

As αβ expresses the worker’s accuracy, Formulas 8, 9, 11 and 12 are substi-
tuted into Formula 7. We have Formulas 13 which is called PS -αβ.

p(Ri = 1|A) =
αI(A1=1) · (1 − α)I(A1 �=1) · pi

αI(A1=1) · (1 − α)I(A1 �=1) · pi + βI(A1=0) · (1 − β)I(A1 �=0) · (1 − pi)

(13)

As γ expresses the worker’s accuracy, combining Formulas 10, 11 and 12, we
have Formulas 14 (called PS -γ).

p(Ri = 1|A) =
γI(A1=1) · (1 − γ)I(A1 �=1) · pi

γI(A1=1) · (1 − γ)I(A1 �=1) · pi + γI(A1=0) · (1 − γ)I(A1 �=0) · (1 − pi)

(14)

Example 4 shows how PS works.

Example 4. We use the answers and workers in Example 3 as an example. Fig-
ure 4 illustrates the process of PS -αβ, and Figure 5 shows the process of PS -γ.
The process of PS is similar to that of WS in Example 3. The only difference
between PS and WS is that they apply different formulas to update pi.

The results in Figures 4 and 5 are similar to the results in Figure 2 and 3.
The reason that Figure 4 and 5 return different third inference result is similar
to the analysis of Figure 2 and 3. In Section 6, we compare WS with PS through
experiments.
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5.2 Updating Worker Model

As discussed in Section 3, Inquire has to compute the change of workers’ ac-
curacy in time, and update m workers’ model when a question has received m
answers. We use QMi to calculate cij as mentioned in Section 4.2. According to
Lik, WMk is updated as:

c00 = c00 + (1 − pi), c01 = c01 + pi if Lik = 0 (15)

c10 = c10 + (1 − pi), c11 = c11 + pi if Lik = 1 (16)

The example 5 shows the process of updating worker model.

Example 5. We take the results in Figure 5 as an example. Since L11=1 and
L14=1, we can apply Formula 16 to update WM1 and WM4. WM9 is updated
by Formula 15 since the answer returned by W9 is 0. The new workers’ models
are as follows.

WM1:
[

11 6
7 + 0.651 12 + 0.349

]
, WM4:

[
3 15

2 + 0.651 9 + 0.349

]
, WM9:

[
11 + 0.651 6 + 0.349

3 10

]
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6 Experiments

In this section, we conduct experiments to evaluate our method. Our experimen-
tal goal is to test the efficiency and quality of different inference methods.

6.1 Experiment Setting

Platform. We conducted our experiments on real crowdsourcing platform Ama-
zon Mechanical Turk. We implemented our method using python. All the exper-
iments were run on a PC with Intel core i5 duo 2.6GHz CPU and 4GB RAM.

Datasets. We used two sets of binary choices tasks: Filmpair and Animal. (a)
Filmpair is a dataset of movie poster. Each question contains two movie posters
and workers decide which movie is released earlier. The ground truth of Filmpair is
the actual released time of movies. We choose the most well-known movie posters
in 1996-2006 from IMDB. There are 2000 questions and each question is answered
three times. A total number of 146 workers answered these questions. (b) Animal
is a dataset of animal pictures. Each question contains two animal pictures and
workers decide which animal’s size is larger. The ground truth of Animal is
based on Animal-Size-Comparison-Chart1. Animal contains 300 questions and
each question is completed by five workers. 36 workers participated in Animal.
We use these datasets in all experiments because these are different types of
questions and different number of questions.

Comparison Methods. Firstly, we choose 600 answers and 150 answers respec-
tively from Filmpair and Animal. These answers are used as historical information
to initialize workers’ model. The remaining answers are the validation dataset.
Then we evaluate Inquire on the validation dataset from the following three as-
pects: (1) Section 6.2 evaluates the effectiveness of worker model; (2) Section 6.3
compares the inference results’ accuracy between Inquire and other inference
methods (MV,CDAS and EM); (3) Section 6.4 compares the runtime between
Inquire and other three existing methods mentioned above. To be general, all
these methods run three times and the final experimental results are the average
of the three results.

6.2 Worker Model Analysis

We verify the effectiveness of the worker model by comparing the similarity be-
tween worker model and real confusion matrix (called CMk). This paper applies
the cosine distance to measure the similarity. The value of cosine distance is
between 0 to 1. The bigger value means that WMk and CMk are more similar.
Let define CMk: [

b00 b01
b10 b11

]
1 http://myuui.deviantart.com/art/Animal-Size-Comparison-Chart-109707959
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The similarity between WMk and CMk is calculated as follows:

Sim(WMk, CMk) =
(c00 · b00 + c01 · b01 + c10 · b10 + c11 · b11)√
c200 + c201 + c210 + c211 ·

√
b200 + b201 + b210 + b211

As mentioned in Section 4.2, we need worker’s historical performance to ini-
tialize the value of worker model. We define the percentage of workers with
historical-information in total workers as worker ratio. Because we cannot
guarantee that every worker has historical performance, we study the effect of
worker ratio on similarity between WMk and CMk. We vary worker ratio
from 0%, 10%, 25%, 50%, 70%, 85% to 100% and plot the average similarity of
four strategies (WS -αβ, WS -γ, PS -αβ, PS -γ) as addressed in Section 5.1.

From Figure 6, we can see that the similarity grows with worker ratio in-
crease regardless of the PS or WS. The worker model can achieve relatively
similar results to the real confusion matrix when worker ratio is higher than
50%. Especially, when the worker ratio is 100%, i.e., all the workers has initial
information, the similarity is above 90%. This indicates that our worker model
is more reasonable for the workers’ quality with a higher worker ratio.
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Fig. 6. Average similarity between worker model and real confusion matrix

6.3 Accuracy Analysis

We first compare the results’ accuracy of four strategies (WS -αβ, WS -γ, PS -
αβ, PS -γ). The results’ accuracy is calculated by comparing the inference results
with the ground truth. Figure 7 shows the effect of worker ratio on the average
accuracy of four strategies. We can see that the results of PS -γ and WS -γ are
better than that of PS -αβ and WS -αβ no matter how worker ratio varies. The
main reason is that some workers subjectively want to choose certain choice as an
answer as mentioned in Section 4.2. This results indicate that, to reflect workers’
accuracy, γ method is better than αβ. Thus in the following experiments, we
only evaluate γ method. In addition, the accuracy with 70% worker ratio is
close to that with 100% worker ratio, so we use 70% worker ratio in the
following experiments.

Next we evaluate the online results of MV, CDAS, EM and Inquire. The
accuracy of the results are shown in Figure 8. We can observe that, on both
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Fig. 7. Average accuracy by varying worker ratio
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Fig. 8. Accuracy on the number of received answers

datasets, the accuracy of Inquire with WS -γ or PS -γ is always higher than that
of MV and CDAS, because Inquire can reflect the change of workers’ accuracy
in time. Since the workers’ quality are equal in MV, just like the analysis in
section 1, the results of MV is worse than those of CDAS. We also observed that
the results of EM changes a lot. For example, on Filmpair dataset, the accuracy
is only about 0.65 when receiving 600 answers. Once received all answers, the
accuracy can achieve 0.85 which is 0.03 higher than those of Inquire with PS -γ.
However, the accuracy of Inquire increased gradually with increased answers.
When receiving less than 70% of answers Inquire performs better than EM. On
Animal dataset, EM and Inquire works similarly when receiving 100% answers,
since the amount of answers is not large. As the results in Filmpair, EM also
performs poorly in the beginning. We addressed in section 4.2 that the values of
confusion matrix maybe not precise when the number of answers is small. And
then the EM’s results are possible not accurate. That is the main reason why
EM has worse performance than Inquire with fewer answers.

6.4 Runtime Analysis

In this section, we compare the runtime of our method to other three methods
mentioned in Section 6.3. Figure 9 shows the effect of the number of received
answers on runtime. Compared the runtime of Inquire with that of MV and
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CDAS, we can see that these three methods always run in milliseconds. The num-
ber of received answers has slight influence on these methods’ runtime. However,
we can observe that EM’s runtime rises sharply when received answers grows.
For example, on Filmpair dataset, the running time of EM costs almost 20 sec-
onds with 100% received answers, while its processing takes less than a second
in the beginning.
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Fig. 9. Runtime on the number of received answers

Next we study time complexity of EM and Inquire. EM algorithm is itera-
tively calculated by two steps. In the E-step, it calculates the results’ probability
of every question by known workers’ accuracy. In the M-step, it calculates every
worker’s accuracy according to the results obtained in the E-step. The time com-
plexity of the E-step is O(2n+2a), n is the number of questions and a is the num-
ber of received answers. The time complexity of the M-step is O(max(2n, 2a)).
Thus the running time of EM increases linearly with the increase of n and a. So
when the number of answers is large EM does not perform well. According to
Algorithm 1 in Section 3, time complexity of Inquire is O(1), that is, neither
the number of questions nor received answers influence the runtime of Inquire.

In summary, when the accuracy and runtime are considered together, Inquire
is obviously superior to MV, CDAS and EM. Comparing the results of PS -γ with
WS -γ in Figure 7 and 8, we can see that the accuracy of PS -γ is better than
that of WS -γ with more answers. So we propose to adopt PS -γ in Inquire.

7 Conclusion

In this paper, we studied the problem of incremental quality inference in Crowd-
sourcing. We presented an incremental inference method, Inquire, which con-
tains the question model and worker model. For the question model, we proposed
two different updating strategies to efficiently infer results. For the worker model,
it can dynamically represent workers’ quality, and we proposed an incremental
strategy to update workermodel. We evaluated our method on real-world datasets.
Compared to MV, CDAS and EM, Inquire achieved a good trade-off between ac-
curacy and time, and thus Inquire is more effective and efficient.
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Abstract. In practice, data are often found to violate functional depen-
dencies, and are hence inconsistent. To resolve such violations, data are
to be restored to a consistent state, known as “repair”, while the number
of possible repairs may be exponential. Previous works either consider
optimal repair computation, to find one single repair that is (nearly) op-
timal w.r.t. some cost model, or discuss repair sampling, to randomly
generate a repair from the space of all possible repairs.

This paper makes a first effort to investigate repair diversification
problem, which aims at generating a set of repairs by minimizing their
costs and maximizing their diversity. There are several motivating sce-
narios where diversifying repairs is desirable. For example, in the recently
proposed interactive repairing approach, repair diversification techniques
can be employed to generate some representative repairs that are likely to
occur (small cost), and at the same time, that are dissimilar to each other
(high diversity). Repair diversification significantly differs from optimal
repair computing and repair sampling in its framework and techniques.
(1) Based on two natural diversification objectives, we formulate two
versions of repair diversification problem, both modeled as bi-criteria
optimization problem, and prove the complexity of their related decision
problems. (2) We develop algorithms for diversification problems. These
algorithms embed repair computation into the framework of diversifica-
tion, and hence find desirable repairs without searching the whole repair
space. (3) We conduct extensive performance studies, to verify the effec-
tiveness and efficiency of our algorithms.

1 Introduction

Data consistency is one of the issues central to data quality. We say data is
inconsistent when they violate predefined data dependencies, e.g., functional
dependencies, and repairing data means restoring the data to a consistent state,
i.e., a repair of the data. Violations of functional dependencies are commonly
found in practice. There is generally no single deterministic way of rectifying
inconsistencies; former works address this issue mainly based on two approaches.
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Fig. 1. Instance, functional dependencies and repairs

The first approach, namely optimal repair computation [3,5,6,10,13], aims to
find a repair with the minimum repair cost, while the second one, namely repair
sampling [4], aims to randomly generate a repair from the space of all repairs.

This paper presents a novel approach, referred to as repair diversification. We
leave the formal framework to Section 3, where repair diversification is formalized
as a bi-criteria optimization problem w.r.t. objective functions in terms of repair
cost and distance. Informally, the goal of repair diversification is to generate a set
of repairs, aiming at minimizing costs of repairs and simultaneously maximizing
their diversity: generating repairs that have small cost to be practical, and that
are dissimilar to each other to avoid the redundancy.

Example 1: We give an illustrative example, and leave formal definitions to
Sections 2 and 3. Fig. 1 presents an instance I of schema (ID,Name,City, Zip)
and some functional dependencies defined on this schema. A weight (number in
bracket) is associated with every attribute value in I, reflecting the confidence the
data owner places in that value [3,5,13]; a larger weight implies a more reliable
value. Instance I violates functional dependencies, and hence is inconsistent.

We also give some (not all) repairs for instance I, denoted by ri (i ∈ [1, 4]).
Each repair is a possible consistent state for this instance, obtained by modifying
some attribute values. Note that some repairs have variables as attribute values,
e.g., v(t2,Zip) in r2, where each variable indicates a new value not used in that
attribute in I. As an example, in r3, v

(t2,Zip) 
= v(t3,Zip) 
= 100000. �
We highlight the properties of repair diversification.

(1) Cost. Intuitively, it costs more to modify a value with a large weight in
a repair, and a repair with a small cost is more likely to occur in practice.
Therefore, small-cost repairs are expected to carry more meaningful information,
and are hence more instructive. Optimal repair computation employs the notion
of cost to find a single optimal repair, while discarding all other repairs even
if they have a similar (or even the same) cost as the found optimal repair. In
contrast, repair sampling generates a random repair each time; some repairs may
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be impractical in terms of repair cost. As will be seen later, repair diversification
includes optimal repair computation as its special case, which is already proved
to be NP-complete in various settings. Worse still, neither of the former work has
considered finding a set of repairs when considering their costs.
(2) Diversity. Repairs each with a small cost, may be similar to each other, and
hence may fail to show its own uniqueness. Therefore, it is generally insufficient
to consider only costs, when generating a set of repairs; each repair is expected
to carry some novel information, in order to avoid redundancy. Recall repairs in
Fig. 1. When diversity is concerned, repair r3 is preferable to r2 in forming a set
with r1. This is because r3 shows a totally different way to restore consistency
compared to r1; their sets of modified values are disjoint. On the contrary, r1 and
r2 deal with tuples t1 and t3 in the same way. To our best knowledge, neither of
the former work on data repairing has considered the notion of diversity.

Repair cost and diversity may compete with each other; we therefore need to
take them both into consideration, and find a tradeoff between them.

Motivating scenarios. Intuitively, repair diversification results in a set of re-
pairs that are likely to occur (small cost), and simultaneously, that are dissimilar
to each other (high diversity). Complementary to existing methods, we contend
that repair diversification is useful in various practical situations. For example,
as remarked in [4], the notion of consistent query answering [1] can be gener-
alized to uncertain query answering, when each possible repair is regarded as a
possible world. In this setting, repair diversification technique can be employed
to compute a set of repairs that effectively summarizes the space of all repairs,
which may be sufficient to obtain meaningful answers. As another example, since
fully automated repair computation may bring the risk of losing critical data, the
guided data repair framework [15] is recently proposed to involve users (domain
experts) in repair computation: several representative repairs are first presented
to the users, and machine learning techniques are then applied to user feedback
or comments on these repairs, for improving the quality of future repairs. Due to
the large number of possible repairs, techniques for selecting good representative
repairs become very important. As noted earlier, repair diversification technique
lends itself as an effective approach to generating such repairs, while neither
optimal repair computation nor repair sampling is suitable for this setting.

Contributions. We make a first effort to investigate repair diversification.
(1) We provide a formal framework for repair diversification problem (Section 3).
We first study two functions to rank repairs: a distance function that measures
the dissimilarity of repairs, and a cost function that measures the possibility of
a repair. We then present two diversification objectives, both to minimize repair
cost and to maximize repair distance. Based on them, we propose two versions of
repair diversification problem, both modeled as bi-criteria optimization problem,
and show that their decision problems are NP-complete.
(2) Despite the intractability, we develop algorithms for repair diversification
problems, i.e., to find diversified top-k repairs based on diversification objectives
(Section 4). Our algorithms embed repair computation into the framework of di-
versification, by employing diversification objectives to guide repair generations.
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Hence, these algorithms have the early termination property: they stop as soon as
desirable repairs are found, without searching the whole repair space.
(3) Using both real-life and synthetic data, we conduct an extensive experimental
study to verify the effectiveness and efficiency of our algorithms (Section 5).

Related Work. As remarked earlier, repair diversification aims to generate a set
of repairs by considering both repair cost and diversity, and hence significantly
differs from former works on data repairs. Specifically, (1) optimal repair com-
putation [3,5,6,10,13] generates exactly one (nearly) optimal repair in its cost;
and (2) repair sampling [4] is proposed to generate a random repair from the
space of all possible repairs in each run, considering neither cost nor diversity.

There has been a host of work on data repairing (see [2,9] for a survey of more
related works). Specifically, guided (interactive) data repairing [15] is proposed
to incorporate user feedback in the cleaning process for improving automatic
repairing results. Moreover, the dashboard discussed in [7] supports user inter-
action, which provides several summarization of data violations.

One may find there are some similarities between repair diversification and
query result diversification [8,11], if regarding repair computation as a query
finding repairs from the repair space, and regarding the cost of a repair as the
opposite of its relevance to the query. However, repair diversification introduces
new challenges that we do not encounter in query result diversification. Query
result diversification is proposed to pick diversified results from a known set
of relevant results. In contrast, repair diversification aims to compute and pick
diversified repairs from those low-cost ones, when taking as input the exponen-
tial repair space with many costly repairs that are supposed to rarely occur in
practice. These costly repairs should always be excluded from the result, even
if they contribute large distances to other repairs. It is infeasible to compute
all the repairs in advance, since the number of repairs is exponential and the
computation of a single repair is also expensive, especially when repair cost is
involved. Therefore, a tricky technique of repair diversification concerns employ-
ing diversification objectives to guide repair generation, hopefully avoiding as
much as possible repair computations.

2 Preliminaries

We review some basic notations and the definition of repair [4].
An instance I of a relation schemaR(A1, . . . , Am) is a set of tuples inDom(A1)

× · · · × Dom(Am), where Dom(Ai) is the domain of attribute Ai. We denote by
DomI(Ai) the set of values that appear in attribute Ai in I. We assume that
every tuple is associated with an identifier t that is not subject to updates, and
use the terms tuple and tuple identifier interchangeably. We denote an attribute
Ai of a tuple t in an instance I by I(t, Ai), called a cell, and abbreviate it as
t[Ai] if I is clear from the context.

For an attribute set X ⊆ {A1, . . . , Am}, an instance I satisfies a functional
dependency (FD) X → Ai, written as I |= X → Ai, if for every two tuples t1, t2
in I such that t1[X ] = t2[X ], we have t1[Ai] = t2[Ai]. We say I is consistent
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w.r.t. a set Σ of FDs if I satisfies every FD in Σ; otherwise I is inconsistent
w.r.t. Σ. Similar to former works on repairs [4,5,13], we adopt attribute value
modification as the only repair operation, which is sufficient to resolve FD vio-
lations. Specifically, for any two tuples t1, t2 in I that violate an FD X → Ai,
we fix this violation either (1) by modifying I(t1, Ai) to be equal to I(t2, Ai)
(or vice versa), or (2) by introducing a new value in Dom(Ak)\DomI(Ak) to
I(t1, Ak) or I(t2, Ak), where Ak ∈ X .

To distinguish introduced new values from existing constant values in I, we
denote these new values by variables. Specifically, the new value introduced to
I(ti, A) is denoted by v(ti,A); v(ti,Aj) and v(ti′ ,Aj′ ) denote the same value if and
only if i = i′ and j = j′. Observe that v(ti,A) introduced to I(ti, A) may also be
used as the value of I(tj , A) (i 
= j) in repairing I, due to the enforcement of
an FD of the form X → A. To simplify notation, in this case we replace v(ti,A)

as v(tk,A) where k is the minimum tuple identifier such that I(tk, A) = v(ti,A).
Note that this is just a symbol mapping between variable names.
Repair w.r.t. FD. Assume that instance I of a relation schema R(A1, . . . , Am)
is a set of tuples {t1, . . . , tn}, and that I is inconsistent w.r.t. a set Σ of FDs.
We can apply attribute value modifications to I, for a new instance Ir that is
consistent w.r.t. Σ, called a repair of I. As an auxiliary notion, we denote by
mod(I, Ir) cells ti[Aj ] that have different values in I and Ir.

We now formally define the notion of a repair. A repair of I w.r.t. Σ is an
instance Ir such that (1) Ir has the same set of tuples (with identifiers) as I,
and is obtained from I by a list of attribute value modifications, in which some
I(ti, Aj) (i ∈ [1, n], j ∈ [1,m]) is replace by either (a) a different constant in
DomI(Aj), or (b) a variable denoting a new value in Dom(Aj)\DomI(Aj); (2)
Ir is consistent w.r.t. Σ; and (3) there is no Ir′ that satisfies (1) and (2), such
that mod(I, Ir′) ⊂ mod(I, Ir) and for each ti[Aj ] ∈ mod(I, Ir′), Ir′(ti, Aj) =
Ir(ti, Aj), where Ir′(ti, Aj) is either a constant or a variable.

Example 2: All repairs presented in Fig. 1 satisfy our notion of repair. �

3 Framework of Repair Diversification

Distance & Cost. We are to define a distance function d to measure the dis-
similarity between two instances carrying the same set of tuples (identifiers),
with modified attribute values. Following former works [3,5,13], we use weight
to reflect the confidence of the accuracy of data. These weights can be manually
placed by the users, be collected through analysis of existing data, or be set to
an equal value by default; our approach does not depend on a particular setting.
Specifically, a weight w(t, A) ∈ [0, 1] is attached to each attribute A of each
tuple t, i.e., t[A]. We assume that two instances carrying the same set of tuple
identifiers, e.g., instance I and its repair Ir, or two repairs Ir, Ir′ of I, have the
same weight w(t, A) for t[A]. Distance function d is defined as follows:

d(I1, I2) =
∑

i∈[1,n],j∈[1,m]

w(ti, Aj) × '(I1(ti, Aj), I2(ti, Aj))
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I1, I2 are instances of schema R(A1, . . . , Am), both carrying a set of tuple
identifiers {t1, . . . , tn}. '(a, b) = 0 if a = b, otherwise '(a, b) = 1, where a
(resp. b) is either a constant or a variable.

Example 3: Considering the weights presented in Fig. 1, the distance between
r3, r4 is 0.8+0.8+0.3+0.3=2.2. Note that v(t2,Zip) in t2[Zip] of r3, r4 does not
increase their distance: any new value that can be assigned to v(t2,Zip) in r3 can
also be used in r4, and vice versa. �

The function d, when applied to an instance I and its repair Ir, measures the
cost of Ir. defined as follows:

c(Ir) = d(I, Ir).
Example 4: r1, r2, r3, r4 have a cost of 1.6, 1.3, 1.2, 1.2, respectively. �

Since I is clear from the context, below we write repair Irk of I as rk. We use
U(I,Σ) to denote the space of all possible repairs of I w.r.t. a set Σ of FDs. To
formalize repair diversification problem, we introduce two natural diversification
objective functions of the form f(S, c(·), d(·, ·)), where S ⊆ U(I,Σ), and c(·), d(·, ·)
is the above mentioned cost and distance function, respectively. c(·) and d(·, ·)
are assumed to be fixed here; we hence abbreviate the function as f(S).
(1) Diversification function fd(S). On a set S = {r1,. . . ,rk} of k repairs, one
natural bi-criteria objective concerns the difference between the cost sum and
the distance sum of the repairs in S, which is encoded as follows:

fd(S) = (1 − λ)
∑
ri∈S

c(ri) − 2 · λ
(k − 1)

∑
ri,rj∈S,i<j

d(ri, rj).

The distance sum is scaled down with 2
(k−1) , since there are

k·(k−1)
2 numbers for

distance sum, while only k numbers for cost sum. Here λ is a parameter defining
a trade-off between repair cost and distance; preference to distance increases as
λ increases. Observe the following. (1) As λ increases, it tends to introduce large-
cost repairs for the optimization of fd(), since their overhead in cost is outweighed
by their distances to small-cost repairs. However, repair diversification aims to
pick diversified repairs from low-cost ones; large-cost repairs that rarely occur
in practice should be banned. (2) It is generally infeasible to avoid large-cost
repairs by setting an upper bound for repair cost; for a given number a, it is
NP-complete to determine whether there exists a repair ri such that c(ri) ≤ a.
Putting these together, we find λ used in fd() is typically a small number, e.g.,
λ ∈ [0, 0.3]. We will further discuss this through experiments (Section 5).
(2) Diversification function fm(S). Our second bi-criteria objective concerns
the maximum difference between the cost and the distance of the selected set :

fm(S) = (1 − λ)max
ri∈S

c(ri) − λ min
ri,rj∈S,i<j

d(ri, rj),

As shown in experiments, fm() can better adapt to different settings of λ ∈ [0,1].

Example 5: When λ = 0.3, (fd({r1, r3, r4}) = 0.64) < (fd({r2, r3, r4}) = 0.73),
while (fm({r1, r3, r4}) = 0.46) > (fm({r2, r3, r4}) = 0.4). �
Repair Diversification Problem. We next state the repair diversification
problem. Given a positive integer k, a parameter λ, an inconsistent instance I
w.r.t. a set Σ of FDs, a repair diversification objective function f(S), it is to find
a set S∗

k of k repairs, such that S∗
k = argminS⊆U(I,Σ)

|S|=k

f(S).
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Specifically, we denote the proposed repair diversification problem by MindiffP
(resp. MinmaxP) when f(S) = fd(S) (resp. fm(S)).

Note that an optimal solution of MindiffP may be far from the optimum w.r.t.
MinmaxP and vice versa. Also observe that neither fd(S) nor fm(S) satisfies the
stability property [11]: fd(S) (fm(S)) cannot guarantee that S∗

k ⊂ S∗
k+1. There-

fore, the optimal solution cannot be constructed incrementally with the increase
of k, which necessarily complicates the optimization of MindiffP (MinmaxP).

Not surprisingly, MindiffP (MinmaxP) is intractable; it includes optimal repair
computation [13] as a special case.

Theorem 1: The MindiffP (resp. MinmaxP) problem is NP-complete. �

4 Finding Diversified Repairs

We present algorithms for diversification problems MindiffP and MinmaxP. In
light of the intractability, our algorithms are necessarily heuristic. The first set of
algorithms relate repair diversification problems to known techniques for facility
dispersion problems (Section 4.1). These algorithms, however, may suffer from
both effectiveness and efficiency. We then present the second set of algorithms
(Section 4.2). These algorithms embed repair computation into the framework
of repair diversification, and therefore have the early termination property.

4.1 Baseline Algorithms

Algorithm BMindiff. Given a positive integer k, a parameter λ and an inconsis-
tent relation I w.r.t. a set Σ of FDs, BMindiff is designed for problem MindiffP,
aiming at picking k repairs to minimize the objective function fd(S) (Section 3).
In a nutshell, BMindiff works in two steps. (1) It randomly computes a set S of n
(n ≥ k) repairs. This can be achieved by employing existing techniques, e.g., re-
pair sampling. (2) It selects a set Sk of k repairs from S. To do so, BMindiff relates
the diversification objective fd() to the objective of the well-known Maximum
Sum Dispersion problem (MAXSUMDISP) [12]; this is a technique commonly
used for optimization problems [11]. Recall that the objective of MAXSUMDISP
problem is to select k points from a set of n points, such that the sum of all
pairwise distances between these k points is maximized.

We show that an instance of MindiffP can be transformed to an instance of
MAXSUMDISP. Given a set S of n repairs, we construct a set S′ of n points,
in which each point vi represents a repair ri ∈ S. The objective function of
MAXSUMDISP is f ′

d(S
′) =

∑
vi,vj∈S′,i<j d

′(vi, vj), where d′(vi, vj) is the distance
between vi, vj . Herein, for two points vi, vj ∈ S′, we define the distance between
them: d′(vi, vj) = 2·λ

(k−1)d(ri, rj) − 1−λ
(k−1) (c(ri) + c(rj)), where d(·, ·), c(·) is

the distance and cost function defined on repairs (Section 3). For a set S′
k of

k points, it can be verified that f ′
d(S

′
k) = 2·λ

(k−1)

∑
ri,rj∈Sk,i<j d(ri, rj) − (k −

1)· 1−λ
(k−1)

∑
ri∈Sk

c(ri) = − fd(Sk); each c(ri) is counted exactly k -1 times in the

sum. Therefore, S′
k is the set of points that maximizes the objective function of

MAXSUMDISP if and only if Sk is the set of repairs that minimizes the objective
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function of MindiffP. Given this reduction, we can employ known techniques
for MAXSUMDISP in the second step of BMindiff. Although MAXSUMDISP is
proved to be NP-complete, various heuristic and approximation algorithms have
been proposed to solve MAXSUMDISP (see e.g., [12,14]).
Remark. (1) The bottleneck of BMindiff in terms of effectiveness lies in its
first step, in which n candidate repairs are generated by considering neither cost
nor diversity. Although BMindiff may simulate the known best algorithms for
MAXSUMDISP in its second step, it still suffers from this significant limitation.
(2) To improve the effectiveness of overall algorithm, BMindiff has to pick a
n ( k in its first step, however, at the cost of efficiency.
Algorithm BMinmax. Taking the same input as BMindiff, BMinmax deals with
problemMinmaxP, aiming to select k repairs that minimize the objective function
fm(S) (Section 3). Just as BMindiff, BMinmax first randomly generates n repairs
from the repair space, and then select k repairs from these repairs. To do so,
BMinmax links the objective of MinmaxP to Maximum Min Dispersion problem
(MAXMINDISP) [14]. For space limitation, we omit the details here.

4.2 Early Termination Heuristics

We are about to present algorithms Mindiff and Minmax for problems MindiffP
and MinmaxP, respectively. These algorithms combine repair computation into
repair diversification: instead of random repair generation adopted in BMindiff
(BMinmax), Mindiff (Minmax) employs diversification objective to guide repair
generation. This helps find repairs that are beneficial to diversification, and si-
multaneously avoids unnecessary computation. To facilitate repair generation,
we first present a repairing algorithm, referred to as Genrepair. Genrepair is based
on the sampling algorithm presented in [4], with non-trivial improvement by in-
cremental techniques. It can produce different repairs of an inconsistent instance
I, by taking as input different sorting of cells in I. As will be seen later, a tricky
technique concerns sorting cells in Mindiff (Minmax) to produce different inputs
for Genrepair, such that desirable repairs can be generated.

Algorithm Genrepair. Genrepair is a common basis of Mindiff and Minmax. It
takes as input a list of cells of an inconsistent instance I w.r.t. a set Σ of FDs,
and produces a repair of I after processing all cells one by one in the list order.

Genrepair has to detect conflicts that are among cells processed so far, and
that are deduced by FD reasoning. To this end, Genrepair employs the notion of
equivalence class (EC) [3,4]. Each EC is associated with an attribute: an EC eA

on attribute A is a set of cells of the form ti[A]; these cells have a same value in
the repair generated by Genrepair. We use the following notations. (1) Any cell
c belongs to exactly one EC at any time, denoted by ec(c); cell c is initially in
the EC {c}, i.e., a singleton set containing itself. (2) Any EC eA is associated
with a value that is assigned to all cells in eA in the generated repair, denoted
by val(eA); val(eA) is initially NULL, which implies that the value is not yet
determined. (3) We denote by ξ the set containing all equivalence classes (ECs).

After initializing the set ξ of ECs (line 1), Genrepair processes cells one by one.
(1) when the current cell ti[B] has already been put into an EC containing other
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cells, and the value of that EC is determined, Genrepair modifies ti[B] if its value
is different from the value chosen for that EC (lines 4-5). (2) Otherwise, Genrepair
has to determine the value for the EC that ti[B] belongs to, and maintains ξ for
further processing (lines 6-11). Genrepair first tries to use the value of ti[B] as
the value of its EC (line 7), while this may cause its EC to be merged with
other EC having the same value (line 8). To address this issue, Genrepair calls
function Merge (line 9). If the merging fails (NULL is returned), Genrepair turns
to introduce a new value as the value of ti[B] and its EC (line 10). Otherwise,
Merge returns a modified set of ECs, accepted by Genrepair (line 11).

Algorithm 1. Genrepair

input : a list L of cells of inconsistent instance I w.r.t. a set Σ of FDs.
output: a repair of I.

1 initialize ξ: each cell c is in the EC {c};
2 while L is not empty do

3 remove the first cell c from L; suppose c = ti[B] and ec(ti[B]) = eB;

4 if |eB| 	= 1 and val(eB) 	= NULL then
5 if ti[B] 	= val(eB) then ti[B] := val(eB);

6 if (|eB | 	= 1 and val(eB) = NULL) or (|eB | = 1) then
7 val(eB) := ti[B];

8 if there exists e′B ∈ ξ such that val(e′B) = ti[B] then

9 ξ′ := merge(eB, e′B , ξ, I) ;

10 if ξ′ = NULL then introduce a new value to ti[B] and val(eB) in ξ ;
11 else ξ := ξ′ ;

Function Merge

input : ECs eB , e′B, set ξ of ECs and instance I
output: a modified ξ if merging of eB , e′B succeeds, or NULL

1 put (eB, e′B) into an empty list K ;
2 while K is not empty do
3 remove the first element, say (eC , e′C), from K;

4 if val(e′C) 	= NULL and val(eC) 	= NULL and val(e′C) 	= val(eC) then
return NULL;

5 remove eC , e′C from ξ, and add to ξ a new EC e′′C := eC ∪ e′C , where
val(e′′C) := val(e′C) if val(eC) = NULL, otherwise val(e′′C) := val(eC) ;

6 while there exists (1) X → A ∈ Σ and (2) tuples t1, t2 in I such that (1)

C∈X, (2) t1[C] ∈ eC, t2[C] ∈ e′C , (3) ∀D ∈ X, ec(t1[D]) = ec(t2[D]) and
(4) ec(t1[A]) 	= ec(t2[A]) do

7 put (ec(t1[A]), ec(t2[A])) into K if (ec(t1[A]), ec(t2[A])) 	∈ K;

8 return ξ;

The difficulty of function Merge arises from the fact that merging of two ECs

may cause mergings of other ECs iteratively. To this end, Merge maintains a
list K of pairs of ECs to be merged, and continues until this list is empty. The
merging of two ECs fails when the values of these ECs are not NULL, and are
different (line 4). Otherwise, Merge merges two ECs by replacing them with a
new EC that is equal to their union (line 5). Merge then collects in K all pairs
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of ECs to be merged (lines 6-7). To improve the efficiency, Genrepair provides
an incremental version of the chase approach. Specifically, given two ECs on
attribute C, Merge only checks tuples t1, t2 when t1[C], t2[C] originate from the
two ECs respectively, and applies FDs that have C as left-hand side attribute.
Merge returns a modified ξ when all merging succeeds (line 8).

Example 6: Recall repairs in Fig 1. Genrepair produces repair r1 when taking
as input cells first sorted in tuples t1, t2, t3 and then in attributes ID,Name,
Zip, City, while r2 is generated when sorting cells first in attributes ID,Name,
City, Zip, and then in tuples t1, t2, t3. �
Complexity. The number of iterations in Genrepair is equal to the number of
cells, i.e., m · n, where m is the number of attributes and n is the number of
tuples. In each iteration, Genrepair may call Merge to merge ECs when necessary,
and the worst case complexity of Merge is O(m · n logn). Therefore, Genrepair
takes O(m2 ·n2 logn) in the worst case. Note that (1) cells not involved in any FD

can be safely skipped; and (2) ECs are incrementally maintained in Genrepair and
chase is incrementally conducted in Merge. The actual complexity of Genrepair
is hence much better than its worst case complexity.

Remark. Compared to [4], Genrepair improves equivalence class techniques by
maintaining all ECs in an incremental way, while [4] requires to rebuild ECs

from scratch when new cell is processed. Combining this with the incremental
chase adopted in Merge, Genrepair outperforms [4] in the efficiency of producing
a single repair, as will be verified by experiments (Section 5).

Algorithm Mindiff. We then present algorithm Mindiff for MindiffP. Combining
diversification methods, this algorithm is based on the following observations.
(1) Genrepair postpones resolution of FD violations until it has to do so. For
example, suppose cells t1[A], t1[B], t2[A], t2[B] violate an FD A → B, Genrepair
will resolve this violation by modifying the value of the last cell among this four
cells in the input list. (2) Genrepair uses as the value of each EC the value of the
first cell of that EC in the input list, when this does not cause merging of ECs
to fail. (3) It is preferable not to modify cells that have been modified by other
repairs, when producing a repair r for diversity. Intuitively, such modifications
increase the cost of r, while may fail to simultaneously increase the distances
between r and other repairs, and hence hinder repair diversification.

Taken together, these tell us the following. (1) When calling Genrepair with an
input list L, it is better to put at the front of L those cells that we prefer not to
modify, while put at the rear of L those cells that we prefer to modify. (2) When
generating diversified repairs, cells modified in former repairs should be adjusted
towards the front of the input list, to reduce the possibility of modifying these
cells in future repairs.

Example 7: We adjust the list for producing r1 in Example 6, by putting at its
front the three cells that are modified in r1, i.e., t2[City], t3[Name], t3[City],
Genrepair generates r3 when taking this adjusted list as its input. �

We present details of Mindiff. It employs Genrepair to compute Sk of k repairs
by providing different list L as input (lines 1-8). Specifically, function w′(c)
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measures the preference of modifying a cell c, say t[A], in the current repair (line
3). In w′(c), cnt(Sk, t[A]) denotes the number of repairs in Sk that have modified
cell t[A], and vio(t[A]) is computed as the number of tuples violating t on A.
Intuitively, it is preferable to modify cell c with a small w′(c) value, i.e., cell with
a small cost, modified by less repairs, and involved in more FD violations; this
follows the semantics of repair diversification: finding diversified repairs among
low-cost ones. In addition to this idea, Mindiff also uses parameter α ∈ [0, 1] to
follow a greedy randomized approach, in producing input list L for Genrepair
(lines 5-7). Note that max (resp. min) in line 6 may require recomputation after
cells are removed from P . When α = 0, cells are ordered in L by decreasing w′()
values; when α = 1, L is purely constructed at random; otherwise, each time a
random cell, among cells whose w′() values are within a range, is added to list
L. Complementary to greedy strategies, randomization is introduced to Mindiff
by following this approach; this allows for trying different sorting of cells.

Algorithm 2. Mindiff

input : k, λ and inconsistent relation I w.r.t. a set Σ of FDs.
output: a set Sk of k repairs for diversification objective fd().

1 Sk := ∅;
2 while |Sk| ≤ k do
3 compute w′(c) for each cell c, say t[A], where w′(c) = (w(t, A) · (1− λ) +

λ·cnt(Sk,t[A])·w(t,A)
(|Sk|−1)

)/(vio(t[A]) + 1) if |Sk| > 1; otherwise w′(c)= w(t,A)
vio(t[A])+1

;

4 suppose P is a set containing all cells in I ; initialize an empty list L;
5 for i:=1; i ≤ |P |; i++ do
6 randomly pick c from P such that w′(c) ≥ max− α· (max−min), where

max (resp. min) is the maximum (resp. minimum) w′() value in P ;
7 remove c from P , and add c to L;

8 r := Genrepair (L); add r to Sk if r 	∈ Sk ;

9 repeat
10 pick repair r such that f ′

d(r) is maximum among all f ′
d() values of unlabeled

repairs in Sk, where f ′
d(r) = (1− λ) · c(r) − λ

(k−1)

∑
r,ri∈Sk,ri 
=r d(r, ri) ;

11 old := fd(Sk) ; Sk := Sk\{r} ;
12 compute and add a repair r′ to Sk, by following the same way as lines 2-8 ;
13 if old ≤ fd(Sk) then replace r′ by r in Sk and label r;
14 else label r′ and remove all other labels in Sk.

15 until termination condition is satisfied ;

Finally, Mindiff performs swaps between repairs in Sk and some newly gener-
ated repairs, in order to improve objective function fd() (lines 9-15). Specifically,
Mindiff measures the contribution of repair r to fd(Sk) as f

′
d(r), and tests repairs

in decreasing order of f ′
d() values (line 10). When trying to replace a repair r,

Mindiff generates a new repair r′ by running methods for producing Sk on the
set Sk\{r}, i.e., employing lines 2-8 by setting the initial Sk as Sk\{r}. Repair
r′ that improves diversification objective is kept in Sk; this will cause f ′

d(·) to
be recomputed for all repairs in line 10. For each repair whose testing does not
change Sk, Mindiff attaches a label to it, such that it will not be tested again
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until Sk changes; such label is also attached to each new repair added to Sk. The
termination condition (line 15) can be set based on the number of new repair
computations, or based on the gain of swaps, e.g., terminates when the average
improvement in fd(·) of the last n swaps is below some threshold.

Complexity. Computing w′(·) for all cells (line 3) and then sorting cells based
on w′(·) (lines 5-7) take O(m · n) and O(m · n log(m · n)), respectively, where m
is the number of attributes and n is the number of tuples. The cost of a repair
modifying p cells can be computed in O(p), and the distance between two repairs
modifying p and q cells respectively can be computed in O(p+q). Then, suppose
l is the maximum number of modified cells in any repair, computations of f ′

d(·)
take O(k2 · l) (line 10). Typically, l ) n · m. Therefore, the overall complexity
of Mindiff is governed by the running times of line 8 and line 12 that compute
repairs, with the worst case complexity of O(m2 · n2 logn).

Algorithm Minmax. Taking the same input as Mindiff, Minmax is designed for
problem MinmaxP, aiming to optimize objective fm(). Minmax follows the same
framework as Mindiff, we therefore only highlight the differences between them.

(1) Minmax computes the value of w(t,A)
vio(t[A])+1 for each cell t[A], and fixes top β%

cells at the front of the list L when calling Genrepair. Intuitively, this reduces
the possibility of modifying these cells and hence avoids generating repairs with
large costs. In our experiments, we set β% = 10%.
(2)Minmax uses function f ′

m(r) to measure the contribution of repair r to fm(Sk)
in the swap stage, and tests repairs in decreasing order of f ′

m() values. f ′
m(r) =

max((1−λ) · (c(r)−maxc(Sk\{r})), λ · (mind(Sk\{r})−minr′∈Sk,r′ �=rd(r, r
′))),

where maxc(S) = maxri∈Sc(ri), and mind(S) = minri,rj∈S,i<jd(ri, rj). Intu-
itively, repair r with the maximum f ′

m(r) value is the “worst” repair in terms of
the optimization of fm(Sk).

5 Experimental Study

Experimental Setting. We use a PC with 3.3GHz Intel Duo CPU, 4GB mem-
ory and Windows 7. All experiments report the average over five runs.
Data. (1) DBLP data is extracted from dblp bibliography. (2) Synthetic Person
data extends the relation in Fig. 1, and we populate the relation using a data
generator. Each dataset in the experiments is produced by introducing noises,
controlled by two parameters: (a) |D|: the number of tuples; and (b) noi%: the
noise rate, which is the ratio of the number of violating cells w.r.t. FDs to the
total number of cells in the dataset. We randomly assign a weight to each cell.
Algorithms. We implement the following algorithms for problems MindiffP and
MinmaxP, all in C++: (1) baseline algorithms BMindiff and BMinmax; and (2)
Mindiff and Minmax. BMindiff (resp. BMinmax) randomly computes a set S of
repairs, from which k repairs is then found. We implement repair sampling tech-
nique [4] to generate S, with a parameter N=|S|. To select k repairs from S in
BMindiff (resp. BMinmax), we implement the facility dispersion technique pre-
sented in [12] (resp. [14]). In Mindiff and Minmax, we set the randomization
parameter α=0.3, and compute k new repairs in repair swapping phase.
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Fig. 2. Experimental Results

Exp-1. We verify the effectiveness of Minmax (resp. Mindiff) against the optimal
result minimizing fm()(resp. fd()). Due to the intractability, we find the optimal
result by enumerating all possible ones. Using Person data, fixing |D| = 100,
noi% = 6.5% and k = 5, it takes about 8 minutes to find the optimal result;
this approach does not scale with data size. Fig. 2(a) shows results of fm(), by
varying λ from 0.1 to 0.9. Note that fm() values decrease with increasing λ; as
λ increases, the minuend decreases while the subtrahend increases in fm(S) for
any given set S. We find gaps between fm() values of Minmax and the optimal
ones are about [15%, 35%] of the optimal ones, and Minmax only takes 2 seconds.

In the same setting, Fig. 2(b) shows results of fd() by varying λ from 0.1
to 0.3. We see gaps between fd() values of Mindiff and optimal ones are about
[17%, 32%] of the optimal ones. Results on larger λ are omitted, because we
find when λ = 0.4, the maximum repair cost in the optimal solution increases
sharply, more than 150% of that when λ = 0.3. This shows that it favors large-
cost repairs in minimizing fd(); their overhead in cost sum is outweighed by their
large distances to small-cost repairs in distance sum as λ increases. However, this
significant rise in repair cost implies that an optimal solution for fd() deviates
from a good result for repair diversification. To avoid such disturbance, λ has to
be a small number when used in fd().
Exp-2. We verify the effectiveness of Minmax against BMinmax, using DBLP
(|D| = 1100 and noi% = 10%). In Fig. 2(c), we fix k = 5, vary λ, and use N=20,
100 for BMinmax. We see the following. (1) Minmax significantly outperforms
BMinmax even when N = 100, which requires more repair computations than
Minmax by orders of magnitude. Specifically,Minmax reduces fm() values by 10%



Repair Diversification for Functional Dependency Violations 481

to 55%, compared to BMinmax (N = 100). (2) As expected, the performance
of BMinmax improves as N increases; however, the improvement is minor. The
increased sample number is still too small compared to the exponential number
of repairs, although it is already very costly to compute these repairs. (3) The
gap between fm() values for Minmax and BMinmax decreases as λ increases. This
is because preference to distance increases as λ increases, and it is relatively easy
to pick a small number (k=5) of dissimilar repairs from an exponential repair
space at random. Nevertheless,Minmax still outperforms BMinmax by about 10%
when λ=0.9, and the cost sum of the k repairs in Minmax is about 75% of that
in BMinmax (not shown). This demonstrates that Minmax is effective in finding
diversified repairs from small-cost ones.

By fixing λ = 0.3 and varying k, Fig. 2(d) shows fm() values. Minmax consis-
tently outperforms BMinmax. Indeed, the performance of Minmax is stable, while
BMinmax degrades as k increases. The solution is incrementally constructed in
BMinmax by its employed facility dispersion technique, i.e., S∗

k ⊂ S∗
k+1, where

S∗
k is the solution with k repairs. However, fm() does not have this property.

Minmax addresses this issue by introducing randomization and by performing
swaps between repairs, which is proved to be effective.

We then verify the effectiveness of Minmax using Person (|D| = 1000 and noi%
= 6.5%). The results are reported in Fig. 2(e) and Fig. 2(f), in the same setting
as Fig. 2(c) and Fig. 2(d), respectively. These results confirm our observations
on DBLP data. For instance, Minmax outperforms BMinmax in reducing fm()
value by 9% to 45%, as shown in Fig. 2(e).
Exp-3. Using DBLP (|D| = 1100 and noi% = 10%), the effectiveness of Mindiff
is verified against BMindiff (N=20, 100), shown in Fig. 2(g) (k=5) and 2(h)
(λ=0.3). Note that (1) λ is varied from 0.1 to 0.3 in Fig. 2(g). Mindiff still
outperforms BMindiff for large λ; however, as noted earlier, those settings of
λ deviate from the purpose of repair diversification; and (2) we show fd()/k
values in Fig. 2(h), i.e., the difference between the average cost and the average
distance of repairs; these values are comparable for different k. The results show
that Mindiff performs well. fd() values of Mindiff are only about [50%, 58%] of
those of BMindiff; the performance of Mindiff is stable as k increases.
Exp-4. We evaluate the efficiency and scalability of Minmax against BMinmax
(N=10, 20) on DBLP. We set λ=0.3, k=5, |D|= 1100 and noi%= 10% by default,
and vary one parameter in each of Fig. 2(i), 2(j), 2(k) and 2(l), respectively. For
space limitation, we omit the results of Minmax on other dataset, and omit the
results of Mindiff, since they are similar. We find Minmax outperforms BMinmax
in terms of efficiency and scalability. (1) Fig. 2(i) shows that running times of all
algorithms are not sensitive to λ, as expected. In this setting, numbers of repair
computations conducted in Minmax (initial phase and swap phase) and BMinmax
are the same. The results show that the time for Minmax is about 70% of that for
BMinmax; this implies that Minmax is more efficient in computing a single repair,
due to incremental computation techniques adopted in Genrepair. (2) Fig. 2(j)
shows that running times of BMinmax are the same as k increases, since it always
computes N=20 repairs and the time for selecting k repairs from these repairs is
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trivial. The running time of Minmax is almost linear in k; k controls the number
of repair computations conducted in Minmax and as stated in the complexity
analysis, time for repair computations governs the overall time. (3) Running
times of all algorithms in Fig. 2(k) increase as |D| increases, as expected. We see
Minmax scales better with |D| than BMinmax. (4) The increase of noi% also has
a negative impact on the running times in Fig. 2(l), as expected. We find that
Minmax scales well with noi%.

6 Conclusions

We have presented a formal framework for repair diversification problems, es-
tablished the complexity and developed algorithms for these problems, and ex-
perimentally verified our approach. We are currently experimenting with more
real-life data sets to test the usefulness of the proposed algorithms, exploring dif-
ferent diversification objective functions, and studying optimization techniques
to further improve our algorithms.
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Abstract. Big Data is considered proprietary asset of companies, orga-
nizations, and even nations. Turning big data into real treasure requires
the support of big data systems. A variety of commercial and open source
products have been unleashed for big data storage and processing. While
big data users are facing the choice of which system best suits their needs,
big data system developers are facing the question of how to evaluate their
systems with regard to general big data processing needs. System bench-
marking is the classic way of meeting the above demands. However, exis-
tent big data benchmarks either fail to represent the variety of big data
processing requirements, or target only one specific platform, e.g. Hadoop.

In this paper, with our industrial partners, we present BigOP , an
end-to-end system benchmarking framework, featuring the abstraction of
representative Operation sets, workload Patterns, and prescribed tests.
BigOP is part of an open-source big data benchmarking project, Big-
DataBench1. BigOP’s abstraction model not only guides the develop-
ment of BigDataBench, but also enables automatic generation of tests
with comprehensive workloads.

We illustrate the feasibility of BigOP by implementing an automatic
test generation tool and benchmarking against three widely used big data
processing systems, i.e. Hadoop, Spark and MySQL Cluster. Three tests
targeting three different application scenarios are prescribed. The tests
involve relational data, text data and graph data, as well as all operations
and workload patterns. We report results following test specifications.

1 Introduction

Companies, organizations and countries are taking big data as their important
assets, as the era of big data has inevitably arrived. But drawing insights from
big data and turning big data into real treasure demand an in-depth extraction of
its values, which heavily relies upon and hence boosts the deployment of massive
big data systems.

Big data owners are facing the problem of how to choose the right system for
their big data processing requirements, while a variety of commercial and open
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source products, e.g., NoSQL databases [9], Hadoop MapReduce [5], Spark [28],
Impala [3], Hive [7] and Redshift [1], have been unleashed for big data storage
and processing. On the other hand, big data system developers are in need of
application-perspective evaluation methods for their systems. Benchmarking is
the classic way to direct the evaluation and the comparison of systems.

Though many well-established benchmarks exist, e.g. TPC series benchmarks
[13] and HPL benchmarks [8], no widely accepted benchmark exists for big data
systems. Some benchmarks targeting big data systems appear in recent years
[22,23,18,21], but they are either for a specific platform or covering limited work-
load patterns.

Together with our industrial partners, we present in this paper an end-to-end
system benchmarking framework BigOP, which enables automatic generation of
tests with comprehensive workloads for big data systems. We build BigOP for our
urgent need to benchmark big data systems. BigOP is part of a comprehensive big
data benchmarking suite BigDataBench [27], which is already used by our col-
laborators in testing architecture, network and energy efficiency of big data sys-
tems. The development of BigDataBench is guided byBigOP’s abstractionmodel.

BigOP features an abstracted set of Operations and Patterns for big data
processing. We work out the abstraction after considering the powerful represen-
tativeness of the five primitive relational operators [17] and the 13 computation
patterns summarized in a report by a multidisciplinary group of well-known re-
searchers [14]. The operations are extended from the five primitive relational
operators, while the workload patterns are summarized based on general big
data computation characteristics.

Figure 1 demonstrates an overview of BigOP. In BigOP, a benchmarking test
is specified as a prescription for one application or a range of applications. A
prescription includes a subset of operations and processing patterns, a data set, a
workload generation method, and the metrics. The subset of operations and pro-
cessing patterns are selected from BigOP’s whole abstraction set. The data set
can be obtained from real applications or generated through widely-obtainable
tools. The workload generation method describes how operations are issued from
clients, e.g, the number of client threads, the load, etc. The metrics can include
the test duration, request latency metrics, and the throughput. With BigOP,
a prescribed test can be implemented over different systems for comparison.
System users can also prescribe a test targeting their specific applications.

BigOP leaves the choice of data set to users because the variety of big data
makes a predefined data set for benchmarking irrelevant. Besides, data sets are
usually related to the processing performance in big data scenarios, for example,
highly isolated webpages vs. highly linked webpages for PageRank computations.
The size of the chosen data set is required to be larger than the total memory
size of the system under test (SUT) so that the volume characteristic of big
data is covered. The velocity characteristic of big data can be represented in
the workload generation specification. That is, BigOP design takes the three
properties of Big Data into consideration.
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Fig. 1. Overview of BigOP

After presenting the design of BigOP (Section 2), we give three test prescrip-
tions targeting three different application scenarios as an example. We bench-
mark against three widely used big data processing systems, i.e. MySQL cluster,
Hadoop[5]+HBase[6] and Spark [28], using BigOP (Section 3). The tests in-
volve relational data, text data and graph data, as well as all operations and
workload patterns. We discuss workload representativeness by comparing YCSB
[18], TPC-DS [26] and BigBench [22] to BigOP. We summarize related work
(Section 4) and conclude (Section 5) in the end.

2 BigOP Design

2.1 Overview

BigOP is an end-to-end system benchmarking framework with a big data pro-
cessing operation and pattern (OP) abstraction. Comprehensive workloads can
be specified and thus constructed based on the OP abstraction.

An adequate level of abstraction and the end-to-end execution model leaves
space for various system implementations and optimizations. Benchmarks with
these two properties enable comparisons among different kinds of systems servic-
ing the same goals. The success of TPC benchmarks [13] demonstrates this fact
[16]. Therefore, BigOP takes an end-to-end benchmarking model. Benchmarking
workloads are applied by clients issuing requests through interfaces. Requests are
sent through a network to the system under test (SUT). Metrics are measured
at the client side.

The success of TPC benchmarks also highlights the importance of benchmark-
ing systems with functions of abstraction and the functional workload model [16].
Functions of abstraction are basic units of computation occurring frequently in
applications, while the functional workload model includes functions of abstrac-
tion, the representative application load, and the data set. Functions of abstrac-
tion is the core. To generalize functions of abstraction for BigOP, we abstract a
set of operations and patterns common to big data processing.

Furthermore, big data embodies great variety. So do big data applications.
Therefore, BigOP allows users to flexibly specify data sets and workloads in test
prescriptions. The test prescription allows for application-specific features, as
well as comparisons across systems.
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Table 1. Basic Operations

Categories Typical Operations

Element Operation put, get, delete; transform; filter

Single-Set Operation
project, order by
aggregation(min,max,sum,median,average)

Double-Set Operation union, difference, cross product

2.2 Operation and Pattern Abstraction for Big Data Processing

Before going into the details of BigOP’s operation and pattern abstraction, we
first review some facts about big data processing.

The concept of set in relational algebra [17] is still effective in big data pro-
cessing scenarios, e.g. the MapReduce [19] model, which plays an important role
in big data processing. In the model, a large piece of data is transformed into a
set of elements denoted by key-value pairs in the map stage. The reduce stage
does further processing over the mapped set. We thus adopt the general concept
of set in BigOP. Elements in a set can be uniquely identified.

Data accesses to memory and disk, as well as across network, must be con-
sidered in big data benchmarking. Memory size plays an important role as for
system performance. As technology improves, the starting data size of TPC-H
increases along with the obtainable amount of memory. Thus, benchmarks must
consider the whole system, including the system composition. Besides, big data
systems can consist of not only nodes, but also datacenters, due to the huge vol-
ume of big data. Thus, communication must also be considered in benchmarks.
Furthermore, the huge volume of big data and the resulting processing complex-
ity demand distribution and parallelization of computation tasks. Otherwise, the
time required for big data processing would be intolerably long. Hence, BigOP
requires the data set size to exceed the total memory size of the SUT, but a sin-
gle element in the data set must fit into a single node’s memory to be processed;
or, the element can at least be read serially and transformed into a set of smaller
elements for processing.

Operation Abstraction. Considering the above facts, we first abstract big
data processing operations into three categories, i.e., element operation, single-set
operation and double-set operation. Element operation can be computed based
on an individual element, which might require only local memory access. Single-
set operations are computed based on elements of one set. Double-set operations
require input from two sets of data. We did not include multi-set operations,
which can be composed by combining multiple double-set operations. The more
sets are involved in a processing task, the more demands for data accesses involv-
ing memory, disk and network communication are there. Operations from the
three categories can be combined and permutated to meet complex processing
requirements. Table 1 illustrates the three categories of operations.

BigOP adopts the five primitive operators from relational algebra [17], which
also takes a set -based perspective. They are filter(select), project, cross product,
set union, and set difference. The five primitive operators are fundamental in
the sense that omitting any of them causes a loss of expressive power. Many
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Table 2. Workload Patterns

Patterns Example Workloads

Single-Operation Processing any abstracted operation

Multi-Operation Processing operation combinations, SQL queries

Iterative Processing graph traversal, finite state machines

other set operations can be defined in terms of these five. The filter operation is
an element operation because it can operate a set element on given conditions
with only element-local information. The project operation is in the single-set
operation category, requiring the set information. The union, difference, and
cross product fall in the double-set operation category.

The basic data access operations of put, get and delete are in the element
operation category. We also add a transform operation to this category because
it is common to turn a big element into a set of elements or another element,
as demonstrated by the Map usages of MapReduce. transform is user-defined.
Most big data are unstructured data, therefore transform is important to define
data-specific computations.

We also include the commonly used order by and aggregation operations in the
single-set operation category. order by is equal to sort, a fundamental database
operation noted by Jim Gray [14]. Quite a few benchmarks have been built based
on sort [11]. Aggregation is included because it is widely recognized important
operation to turn sets into numerals.

Pattern Abstraction. The abstracted operations can be combined into more
complex processing tasks following some patterns. We summarize three patterns
as demonstratedwith examples in Table 2. The three patterns are single-operation,
multi-operation and iterative processing patterns. The single-operation pattern
contains only a single operation in a processing task, while the multi-operation
and iterative patterns can have multiple operations in a task. The inclusion of
multiple operations allows the big data system to make a whole optimization plan
for all operations in the task. The difference between multi-operation processing
and iterative processing patterns is whether the exact number of operations to be
executed is known beforehand. Iterative processing patterns only provide stop-
ping conditions (which can be specified as user-defined functions), thus the exact
number of operations can only be figured out in running time.

Different from SQL queries, the processing patterns in Table 2 can result in
more than one set. Furthermore, the element definition of a data set relies on
the transform operation, instead of schema. For example, a text document can
be transformed into a set with word elements or with sentence elements. While
element operation can be processed locally, global optimization techniques can be
employed for single-set and double-set operations, as well as for multi-operation
and iterative processing patterns.

The choice of the operations in Table 1 is in no way complete, but it is
representative enough to represent a broad range of processing workloads when
used with the patterns of Table 2. Besides, we think the efforts in benchmarking
should be incremental and evolving. That is, more basic operations can be added
to Table 1 in the future, as well as more patterns to Table 2.
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Table 3. Test Prescriptions without Workload Generation Method Specifications

Fast Log PageRank
Storage Monitoring Computation

Operations put, get, delete put, get, filter, get, transform, filter,
union aggregation order by

Patterns single-operation single- and multi-operation all patterns

Data Set randomly generated real server logs randomly generated
structured data directed graph

Metrics throughput request latency statistics test duration

2.3 Prescriptions and Prescribed Tests

Each benchmarking test is specified by a prescription. Thanks to the abstraction
of processing operations and patterns, a prescribed test can be implemented over
different systems for comparison. A prescription includes a subset of operations
and processing patterns, a data set, a workload generation method, and the mea-
sured metrics. The subset of operation and processing patterns is selected from
BigOP’s whole abstraction set. The data set can be taken from real applications
or generated through widely-obtainable tools. The size of the chosen data set is
required to be larger than the total memory size of the SUT, so that the volume
characteristic of big data is covered. The workload generation method describes
how operations are issued from clients. The velocity characteristic of big data can
be represented in the workload generation specification. The measured metrics
can be the duration of the test, request latency statistics, and the throughput.

We instantiate three prescribed test examples in Table 3, from the simplest
to the most complex. The first and the third examples2 are taken from Big-
DataBench, while the second example is constructed from a common application
scenario. The workload generation methods are not included in the prescription
for space consideration. Instead, we describe them respectively in the following,
together with an introduction to the application corresponding to each example.

Example 1. Fast Storage. Applications make frequent requests of data storage.
This is the most basic scenario of big data acquisition. The data set is gener-
ated using BDGS’ data generation tool [24]. The workload generation combines
YCSB’s workloads. The throughput of operations is the key metric.

Example 2. Log Monitoring. An application monitors its services by logs. Ap-
plications like user and server activity monitoring can be represented by this
prescription. The workload generation is specified as follows. put is applied to
some random log entries at a speed of 5000 operations per second (ops) till
the total data size exceeds twice of the total system memory. Simultaneously,
get+filter+aggregation is applied to the data set based on some random filtering
condition for a sum result continuously.

Example 3. PageRank Computation. This is a core computation in the widely
deployed Internet service. It is also a representative computation of graph ap-
plications. In workload generation, get+filter+ transform is applied to the data
set iteratively till a given condition is met. The order by operation, a.k.a. sort,
is executed to get the final result.
2 Referred as Cloud OLTP and PageRank workloads respectively in BigDataBench.
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Fig. 2. Testing process and functional components of BigOP

In constructing test prescriptions, we can adjust factors in the prescription
according to our needs. For example, to test for data scalability, we can increase
the workload of put. Similarly, to test more complicated computations, we can
increase the number of combinations for multi-operation and iterative processing
patterns, as well as defining a sophisticated transform function.

3 Evaluation

Based on the BigOP framework, we implement an automatic test generator,
which can generate tests from prescriptions. Figure 2 demonstrates the testing
procedure of the evaluation.

We benchmark three widely used big data processing systems, i.e. MySQL
cluster (SUT1), Hadoop+HBase (SUT2) and HDFS+Spark (SUT3). All the
three SUTs are deployed over five physical nodes connected with 1Gbps net-
work. Each node has 32 GB memory and a processor with six 2.40GHz cores.
The operating system is Centos release 5.5 with Linux kernel 2.6.34. Among our
three examples, we only choose the second and the third for the evaluation, since
the first example has been extensively tested in other benchmarks.

Log Monitoring. Figure 3 demonstrates the resulting performances of SUT1
and SUT2. SUT2 excels under the frequent record insert task as expected. SUT1
performs much better in statistics computation tasks because of the long start-
ing time of jobs in SUT2. For complex multi-operation tasks, SUT1 is very likely
to excel the others as well. The reason is as follows. Even though MapReduce-
like systems including Hadoop, Shark and Hive support complex user defined

Fig. 3. System performances under log monitoring workloads. (The zero min latency
of SUT1 is due to the batch commit mode.)
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functions, they have not considered optimizations on multi-operation and itera-
tive processing patterns. On the contrary, traditional databases are strictly SQL
compliant and heavily optimized for relational queries, which usually contain
single-operation and multi-operation processing patterns.

Pagerank Computation. We generate 0.5 million pages and 3.7 million links
using an open-source tool [24], resulting in more than 250GB data (including
page contents), which is larger than the total system memory. The running time
of the task over SUT2 is 363 seconds, while that over SUT3 is 96 seconds.
We also run this test over SUT1 through a stored procedure, which contains
costly large-scale joins leading to intolerable test durations. The indication here
is twofold. First, distributed in-memory computation is effective for the iterative
computation pattern, while frequent disk accesses and network communications
can be costly. Second, there is still much optimization space for distributed com-
putation in relational database, especially when the iterative pattern is involved.

We report a small fraction of evaluation results here due to the page limit.
Further benchmarking results can be found on the BigDataBench webpage3.

Discussion. Existent big data benchmarks only cover part of BigOP’s abstrac-
tion of processing operations and patterns. We take YCSB [18], TPC-DS [26],
and BigBench [22] for example. YCSB is mainly for NoSQL database bench-
marking. Its workload consists of only put and get operations, though which can
be combined by the multi-operation pattern to form scan and read-modify-write
operations. TPC-DS covers all abstracted operations and the first two patterns,
except for the iterative pattern. It targets a single application domain, i.e., de-
cision support applications. The involved data is structured data. Thus, it is
not as flexible in suiting different benchmarking requirements as BigOP. Big-
Bench extends TPC-DS. It adds new data types of semi-structured data and
unstructured data, but it still does not include the iterative pattern.

4 Related Work

BigBench [22] is the recent effort towards designing a general big data bench-
mark. BigBench focuses on big data analytics, thus adopting TPC-DS as the
basis and adding atop new data types like semi-/un-structured data, as well
as non-relational workloads like sentiment queries. Although BigBench has a
complete coverage of data types, it targets only a specific big data application
scenario, not covering the variety of big data processing workloads.

The AMPLab of UC Berkeley also proposes a big data benchmark [2] in recent
years. It is the systems of Spark [28] and Shark [20] that inspire the design of the
benchmark, which thus targets real-time analytic applications. The benchmark
not only has a limited coverage of workloads, but also covers only relational data.

Industrial players also try to develop their benchmark suites. Yahoo! release
their cloud benchmark specially for data storage systems, i.e. YCSB[18]. Having
its root in cloud computing, YCSB is mainly for scenarios like that in the Fast
Storage example. The characteristics of and the diverse application workloads

3 http://prof.ict.ac.cn/BigDataBench/
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for big data are not considered in YCSB. CALDA[25] effort represents a micro
benchmark for Big Data analytics. It has compared Hadoop-based analytics to
a row-based RDBMS one and a column-based RDBMS one.

There exist also benchmarks targeting a specific platform, e.g. Hadoop [5]. Hi-
Bench [23] is a widely-known benchmark for Hadoop MapReduce. Hence, its four
categories of workloads are limited to MapReduce based processing. It exploits
stochastic methods to generate data for its workloads. However, its randomly
generated data misses various features of real big data. Besides, its choice of
workloads lacks of coverage, as well as solidly founded grounds. Gridmix [4] and
Pigmix [10] are also two benchmarks specially designed for Hadoop MapReduce.
They include a mix of workloads, including sort, grep and wordcount. They are
also suffering from incomplete coverage of data and workloads.

Across different research fields, there are multiple famous and well established
benchmarks. TheTeraSort orGraySortBenchmark [11] considers the performance
and the cost involved in sorting a large number of 100-byte records. The work-
load of this benchmark is too simple to cover the various needs of big data pro-
cessing. SPEC [12] works well over standalone servers with a homogeneous archi-
tecture, but is not suitable for the emerging big data platforms with large-scale
distributed and heterogeneous components. TPC [13] series of benchmarks are
widely accepted for database testing, but only consider structured data. PARSEC
[15] is a well-known benchmark for shared-memory computers, thus not suited for
big data applications that mainly take a shared-nothing architecture.

5 Conclusion
BigOP is targeted at big data systems that support part of or all of its process-
ing operation and pattern abstractions. Users of BigOP can flexibly construct
tests through prescriptions for their application-specific or general benchmarking
needs. Benchmarking tests can be constructed based on BigOP’s abstracted op-
erations and patterns. Big data systems that can implement the same prescribed
test are comparable. System users can prescribe tests targeting at their specific
application scenarios, while system developers can carry out general tests with all
abstracted operations and patterns mixed and randomly generated in the work-
load.We design BigOP as a benchmarking framework in considering the variety of
big data and its applications, which we believe is a good trade-off between bench-
marking flexibility and conformity to real big data processing requirements.
Acknowledgments. This work is supported in part by the State Key Devel-
opment Program for Basic Research of China (Grant No. 2014CB340402) and
the National Natural Science Foundation of China (Grant No. 61303054).
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Abstract. We introduce the A*STAR Data Analytics and Exchange
Platform (“A*DAX”), which is the backbone data platform for differ-
ent programs and projects under the Urban Systems Initiative launched
by the Agency for Science, Technology and Research in Singapore. The
A*DAX aims to provide a centralized system for public and private sec-
tors to manage and share data; meanwhile, it also provides basic data
analytics and visualization functions for authorized parties to consume
data. A*DAX is also a channel for developers to develop innovative ap-
plications based on real data to improve urban services.

In this paper, we focus on presenting the platform components that
address challenges in data integration and processing. In particular, the
A*DAX platform needs to dynamically fuse heterogeneous data from un-
predictable sources, which makes traditional data integration mechanisms
hard to be applied. Also, the platform needs to process data with different
dynamics (i.e., database vs. data stream) in large scale. In our design, we
use a semantic approach to handle data fusion and integration problems,
and propose a hybrid architecture to process static and dynamic data to
answer queries at the same time. Other issues about the A*DAXplatform,
e.g., security and privacy, are not covered in this paper.

1 Introduction

1.1 Background

Cities around the world are growing at an extraordinary pace, with the current
population of 1.7 billion urban dwellers expected to grow to 2.2 billion by 2020.
This translates to an increase of 1 million people living in cities every week -
particularly cities in emerging regions like Asia and Africa. The challenge of
all cities, regardless of its stage of development, is to be able to grow sustain-
ably, create job opportunities for its dwellers and ensure social wellness through
efficient provision of infrastructure and services.

The Agency for Science, Technology and Research (A*STAR) of Singapore
launched the Urban Systems Initiative in 2012, which is a five-year multi-program
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initiative to address the new technological needs of the rapidly urbanizing world.
It aims to enable the development of solutions for complex urban challenges in
collaboration with the relevant government agencies and industries to enhance
the competitiveness of Singapore in the construction of “smart city”.

Under the Urban Systems Initiative, four inter-related programs have been
launched to address these challenges:

Integrated Urban Planning. To develop an integrated platform for quanti-
tative and evidence-based urban planning.

Sense & Sense-abilities. To develop a unified platform to “sense” and “make-
sense” of the living environment in real-time.

Complex Systems. To develop complex system theories and models to unravel
the complexity of city dynamics.

City Logistics & Supply Chain. To develop city logistics platforms based on
complex systems approach and data analytics for addressing freight traffic
congestion.

The four programs identify research problems, design solutions and implement
infrastructures in each domain. Meanwhile, they are also dependent on each other
for resource reuse, research achievement sharing and decision making.

Data is essential to all the programs under the initiative. In each domain, both
problem identification and solution validation are supported by data, which are
contributed by the government agencies, industrial partners and social media.
Furthermore, another objective of the Urban Systems Initiative is to encourage
companies, research institutions and individual developers to fuse data from
different domains and come out with new applications or services for better
social good.

To achieve the goal, large amount of social, economic, geographic, business and
educational data that are collected by the public and private sectors need to be
effectively merged and stored, efficiently accessed for use, and securely shared
among programs and third-party developers. Motivated by this, the A*STAR
Data Analytics and Exchange Platform (“A*DAX”) is built. The A*DAX is a
scalable and open standards based platform for data management, sharing and
analytics. It is the backbone for the various projects under the Urban Systems
Initiative.

1.2 Challenges

Designing the A*DAX platform faces difficult challenges in system, networking,
security, etc. In this paper, we focus on the challenges in data management.
The first challenge we need to resolve is integrating unpredictable source data.
Traditional data integration [3] assumes the deterministic set of input database
schemas, and applies either Local-As-View (LAV) or Global-As-View (GAV)
approach to logically link up the source data and provide a unique view to data
users. However, in our scenario, ideally more and more parties will dynamically
join the A*DAX platform for data sharing. It is not possible to determine a
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permanent unique view across source data. Thus, it is difficult to use the existing
approach for schema mapping.

Another challenge is the combination of static data and dynamic data. Based
on the current tenants of the A*DAX platform, some data are one-time loaded,
while some data are continuously streaming into the system for storing. The
platform needs an efficient solution to archive and to query two types of source
data, so that the data are well consumed by different users.

1.3 Contribution and Organization

In this paper, we first depict the A*DAX platform with respect to different
components for different functions. Then we focus on the several components
that resolve challenging problems such as data fusion and static and dynamic
data processing. We propose a metadata-level semantic graph to guide data
fusion, and we show how the semantic graph is incorporated with new data
source merging. For data processing across both static datasets and dynamic data
streams, we adapt the λ-architecture and manage both view and materialized
view for users to query the underlying data. This design benefits both the data
owners and data users in access control and query issuing.

The rest of the paper is organized as below. In Section 2 we describe the
A*DAX platform in a high level. In Section 3 we present how the platform
adaptively manage and fuse source data. In Section 4, the data processing archi-
tecture is introduced. We introduce the access control mechanism in the A*DAX
platform in Section 5. Finally, we conclude the paper in Section 6.

2 Platform Overview

Fig. 1 shows the logical architecture of the A*DAX platform. Basically, there
are three layers for the platform, namely Storage Layer, Master Layer and Ap-
plication Layer. The Storage Layer maintains several database management sys-
tems for different types of data. The relational database management system
(RDBMS) is used for storing structured data. There is also an XML extension
to the RDBMS to handle semi-structured data. The Geospatial DB is used for
managing GIS data. To serve the urban planning, map-based GIS data pro-
cessing and visualization is a main part of the platform. The Text DB archives
text-based documents. It supports keyword-based search and retrieval. The plat-
form also incorporates a Hadoop cluster to store large-scale datasets and provide
parallel data processing. All the data storages are inter-connected and commu-
nicate with the View Manager in the Master Layer for data access.

The Master Layer contains all the major components of the platform. The
Data Semantics Manager summarizes the semantics of the metadata of all data
sources. It constructs a semantic graph, which can be dynamically extended as
new data sources arriving, to link up all data sources and merge identical entities.
It also guides the view generation to provide the interface for users to use the data
from different sources holistically. The View Manager creates both materialized
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and non-materialized views on top of the data storage. We require that users
can only query the data store via provided views. There are two advantages of
this restriction. First, the data can be better protected. The data providers will
authorize and supervise the creation of views on their data. Thus they can choose
what data can be showed to users. Second, it eases the management of pools of
data. On one hand, the users do not need to worry about different query formats
to different source data, as all queries will be interpreted against views rather
than raw datasets; on the other hand, access control policies can be enforced
on top of views so that it is easy to check whether a user query is legitimate
to access the information it is interested in. The Query Manager accepts user
queries, validates them and then passes them to the View Manager. The View
Manager will do query parsing and transformation and forward sub-queries to
different data storages for processing. More details about the Data Semantics
Manager and View Manager will be discussed in the next two sections.
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DSMS (CEP) Data Transfer Channel
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Fig. 1. Logical Architecture of the A*DAX platform

The Master Layer also contains the Data Analytics Module which provides
classic data mining tools, e.g., for regression and classification, to users. The
Visualization Module can visualize data and data analytics results to users.
There are also Access Control Module and Security Module to ensure the security
and privacy of the system. All the operations will be logged and audited.

Finally, the Application Layer provides user interfaces to upload data to the
A*DAX platform, or to consume data. The platform also provides APIs for
developers to use the data (by authorization) to develop innovative applications.

3 Data Fusion

The main purpose of the A*DAX is to provide a platform for different agencies
to share their data. Despite the uniqueness of the data owned by each agency,
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there are still many overlapped attributes among different data sources. These
overlapped attributes will link up different datasets and then give opportunities
for users to mesh them and come out with new insight. We call the process of
linking up different data sources by their common attributes as data fusion.

As mentioned in Section 1, traditional data integration techniques are not
proper for the data fusion in the A*DAX platform. The reason is that the number
of data sources keeps increasing as more sectors join the platform. We need a
more dynamic approach to extend the data fusion by keeping the existing fused
data framework unchanged. In our platform, we propose to use a metadata-level
semantic graph to reflect the linking between data sources.

The semantic graph is similar to the ER (Entity-Relationship) diagram [1]
which models a relational database at conceptual level. There are two types of
nodes in the semantic graph, i.e., entity nodes and relationship nodes. An entity
node models an entity class of a data source. If two datasets from different sources
have any common attributes, the related entity classes in the two datasets will
be linked by a relationship node in the semantic graph, and the relationship
node contains the information of the common attributes from the two datasets.
Once a new dataset is added to the data sharing platform, it will be linked to the
existing nodes in the semantic graph by common attributes, and keep the existing
graph unchanged. Similarly, if a dataset is removed from the platform, only the
relevant entity nodes and corresponding relationship nodes in the semantic graph
are removed, without affecting other nodes.

In fact, we do not really require the owner of each dataset to identify entity
class and to decompose their data. When a data owner tries to upload data to
the system, he/she only needs to go through the schema of the existing datasets
through the semantic graph, and tell the system which attributes in his/her
dataset overlap with the attributes in the existing data store. Then the new
dataset can be linked to existing ones in the semantic graph. In other words,
each dataset can be treated as a whole as an entity class in the semantic graph.
Fig. 2 shows an example semantic graph for the data sources from different
government agencies.

In this example, let us assume that the Immigration & Checkpoints Authority
(ICA) shares citizen data, the Inland Revenue Authority (IRAS) shares personal
income tax data, the Housing Development Board (HDB) shares residential data
and the Urban Redevelopment Authority (URA) shares land planning data in
the A*DAX platform. There are many common attributes between different
datasets, and the semantic graph can be constructed as shown. There is an entity
table and a relationship table describing the semantic graph. In the entity table,
the name of each entity dataset and its database location, owner and upload
time are recorded. As a result, given an entity in the semantic graph that is
queried by a user, from the entity table we can locate the physical storage of the
dataset and then route the relevant sub-query (composed by the View Manager,
as described later) to the data storage for processing. The relationship table tells
how two entities are linked. For example, for r1, the NRIC attribute from the
ICA citizen data can be matched to the ID attribute in the IRAS data.



498 N. Amudha et al.

e1 e2r1

r2 e3

e4

r4

e5 e6r5

ID name location onwer timestamp

e1 citizen RDB.citizen ICA 2008-01-01

e2 tax RDB.tax IRAS 2009-01-01

e3 housing RDB.hdb HDB 2009-01-01

e4 landuse RDB.land URA 2007-01-01

r3

... ... ... ... ...

Entity

ID E1 E2 Linkable Attributes

r1 e1 e2 E1.NRIC ~ E2.ID

r2 e2 e3 E1.ID ~ E2.owner

r3 e1 e3 E1.NRIC ~ E2.onwer

r4 e3 e4 E1.postcode ~ E2.pc

... ... ... ...

Relationship

Fig. 2. Logical Architecture of the A*DAX platform

The semantic graph and the description tables are managed by the Data Se-
mantics Manager in the platform. It also communicates with the View Manager
for creating views across different data sources, as well as the Query Manager for
accepting new queries and finally translating the queries into sub-queries issued
to different data sources.

4 Data Processing

As mentioned, the A*DAX platform can be used for sharing heterogenous data,
e.g., data with different representation type and data with different dynamics.
We need to resolve this data heterogeneity during data processing.

4.1 Mixed-type Data Processing

In the A*DAX platform, we support three types of data, i.e., structured data,
semi-structured (XML) data and unstructured (text) data. As such, we support
both structured query and unstructured query to the mixed-type data storage.
Structured query can be issued to the structured and semi-structured datasets,
via SQL and XQuery query languages (though we do not require users to mas-
ter all query languages as discussed later). Unstructured query, i.e., keyword
query can be used to either select relevant records in the structured and semi-
structured databases, or retrieve relevant text documents.

4.1.1 Structured Query Processing

Although there are standard structured query languages for different types of
data, i.e., SQL for relational data and XQuery/XPath for XML data, we cannot
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prompt the platform users to specify queries in different languages to search
different parts of data store. This is because users may be blind to the underlying
data structures, and do not know the type of the data they are interested in.
To solve this problem, we leverage on the views, which are a set of type-unified
virtual representation of underlying data. Views are driven by user queries, and
created under the supervision of owners of involved datasets. Views are the only
data interface presented to users to let them know what data they can query. The
internal relationship between a view and involved datasets in either relational
format or XML format will be handled by the system. A user only need to issue
SQL queries to the view, and the system will translate the query into sub-queries,
in either SQL or XQuery to query involved physical datasets.

Continuing with the example data in Fig. 2, if a user would like to know the
details of particular house owners, he/she may raise a request to the A*DAX.
After getting approvals from the ICA and the URA, a view with citizen’s par-
ticulars and their housing information will be created. The user can just issue
SQL queries to the view, and the system will internally join the two datasets to
process queries.

There are also materialized views, which will be discussed later. All views are
managed by the View Manager.

4.1.2 Keyword Query Processing

Keyword queries can be issued to structured/semi-structured datasets, or text
document store. If the keyword query is to search structured or semi-structured
data, the query engine will return data records that contain query keywords and
are ranked based on interpreted query intention. Both structured data and semi-
structured data will be semantically indexed and searched by our algorithms. The
detailed semantics-based keyword search algorithms are omitted in this paper.
They can be found in [2].

If the keyword query is issued to the text database, an inverted list based
document retrieval will be executed. Relevant text documents will be returned.
We follow the existing document retrieval techniques, and omit the details in
this paper.

4.2 Mixed-Dynamics Data Processing

4.2.1 Data Storage

Data shared in the A*DAX platform can be either uploaded in batch to the
system, or streamed into the system in real-time. For batch data, depending on
the data size, data characteristics and the data owner’s preference, the system
will either store the data into databases, or the Hadoop Distributed File System.
Basically, if the data size is manageable and the data will be used for OLTP-like
query processing, the data will be stored in database. On the other hand, if the
data is too large and only for BI-like analytical purpose, the data will be stored
in the Hadoop system and processed by MapReduce.
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For streaming data, a data stream management system (DSMS) will receive
the data and perform complex event processing (CEP) over the data to answer
continuous queries. Meanwhile, the data will also be archived in databases, un-
less the data owner denies this operation. The system will keep a size threshold
for each data stream, and the database archive for each stream will be period-
ically transferred to the Hadoop system to release database space and ensure
database query performance.

4.2.2 Query Processing

In this part, we talk about how the A*DAX processes queries over both static
data and dynamic data. We adapt the λ-architecture [4] to design the query pro-
cessing module for both static data and dynamic data in the A*DAX platform.
Fig. 3 shows the architecture in the A*DAX for query processing.
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Fig. 3. Query processing over static and dynamic data in A*DAX

As shown in Fig. 3, we consider three layers of data storage. The DSMS system
temporarily store the most recent set of streaming data in its memory, in order
to process continuous queries registered in the system. Then it pushes all data to
the database system. The database system is expected to execute SQL queries
on-the-fly. Periodically, the database system will further archive old data in the
Hadoop Distributed File System.

The DSMS offers a virtual real-time view to users to use the data streams.
Users may issue continuous queries, in SQL format, to the real-time view, which
will eventually register into the DSMS system for data filtering. There are also
virtual views on top of the database system. As mentioned, such views may be
constructed across different database instances, guided by the semantic graph in
the Data Semantics Manager. Users may issue SQL query to search the datasets
in the A*DAX platform via these views, and all queries will be eventually exe-
cuted in the Storage Layer.
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The materialized views are constructed based on approved analytical queries
(such as aggregation queries) over the large-scale historical data (mainly) in the
Hadoop system. In other words, materialized views store the result of analytical
queries processed in the Hadoop system. Since data processing over large-scale
data, e.g., using MapReduce in Hadoop is time consuming, we pre-cache pro-
cessing results for certain frequently asked queries for users to perform efficient
online analytical data processing and visualization. The data in the materialized
views will be periodically updated as new data are archived in the Hadoop sys-
tem. Note that the platform also allows users to program MapReduce jobs and
process data on the Hadoop Distributed File System.

Let us assume the scenario that the HDB continuously sends house transaction
data to the A*DAX, and another government agency would like to find out the
highest transaction price for each month, after being approved to view such data.
Assume the house transaction data are partially stored in both the Hadoop
system and the database system, and a materialized view to summarize each
month’s transaction data stored in the Hadoop system was created. This query
will be sent to all the three views. In the materialized view, historical summarized
records can be easily retrieved. For the non-materialized view, the query will
be executed against the database data, and return the result. During the data
execution, the continuous query issued to the real-time view will monitor the
most recent data, and compare the result with the database search result to find
out the highest transaction price for the most recent month.

If the materialized view for the issued query does not exist, the query will be
programmed as a MapReduce task and executed in the Hadoop system. In this
case, the Hadoop execution will be long, and probably dominates the overall
query processing time. Then the continuous query issued to the real-time view
becomes significant, which ensures that no data is missing during the query
processing.

Finally, the query results from all views will be merged and post-processed,
if necessary, and returned to the user.

5 Access Control

The A*DAX platform involves a lot of sensitive data from public and private
sectors in Singapore. The security and privacy of the system is crucial. The Secu-
rity Module of the platform guarantees the system security using cryptographic
techniques. In this section, we focus on privacy control.

Each data provider has a right to control the access to his/her data. Since
the data in the platform are very sensitive and the platform users can be quite
diverse with different levels of profiles, we do not follow the typical role-based
access control model. Instead, we provide the channel and require each data user
to get approval from the data owner before he/she can access the data. The data
owners do not need to specify any access control policy on the data. They will
evaluate each data access request in ad-hoc manner, and grant the access or
partial access to their data based on data users’ profiles and access purposes.
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Because the A*DAX shares data among government agencies and big companies,
rather than in individual level, the number of users is limited and the workload
for ad-hoc access approval is not high.

The Access Control Module of the A*DAX platform maintains the access
privilege of each user, and compiles it against the views to make decision that
whether the user is allowed to access the queried attributes of each view.

For example, a user is querying the view contains citizen particulars and hous-
ing information, i.e., the view across the ICA and the HDB’s data. Suppose the
user is granted the full access to the citizen data by the ICA, and granted partial
access to the housing data on which only the transaction price for each house
is not accessible. If the user query does not involve the attribute of transaction
price, the query will be processed. Otherwise, the query will be rejected.

6 Conclusion

In this paper, we introduced the A*DAX platform, a platform for cross-domain
data linking, sharing and analytics for public and private sectors in Singapore, to
improve urban planning and development.We described the general framework of
the platform, and focused on the components that handle data storage, data fu-
sion and query processing.We designed an adaptive semantics-based metadata to
guide the system integrating data from unpredictable data sources. Furthermore,
we designed a system architecture based on the λ-architecture to process hetero-
geneous data in the A*DAX data storage. In particular, our architecture provides
virtual and materialized views between the data storage and the query engine. It
offers convenience for users to issue queries in unique format, and it also provides
a way for data owners to control the disclosure of their data to users.
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Abstract. With growing and pervasive interest in Big Data, SQL re-
lational databases need to compete with data management by Hadoop,
NoSQL and NoDB. Database research has mainly focused on result gen-
eration by query processing. But SQL databases require data in-place
before queries may be processed. The process of DB loading has been
a bottleneck leading to external ETL/ELT techniques for loading large
data sets. This paper focuses on DB engine level techniques for opti-
mizing both data loads and extracts in an MPP, shared-nothing SQL
database, dbX, available on in-house commodity hardware and cloud
systems. The agile, data loading of dbX exploits parallelism at multiple
levels to achieve TBs of data load per hour making it suitable for cloud
and continuous actionable knowledge applications. Implementation tech-
niques at DB engine level, extensions to load/extract syntax and perfor-
mance results are presented. Load optimization techniques help to speed
up data extract to flat files and CTAS type SQL queries too. We show
linear scale up with cluster scale out for load/extract in public cloud
and commodity hardware systems without recourse to database tuning
or use of expensive database appliances.

Keywords: parallel DBMS, bulk load/extract, cloud, big data, dbX.

1 Introduction

The Big Data Era is upon us, ushering in data that has higher volume, ve-
locity and variety compared to structured data processed by traditional SQL
databases. In its recent report on the Digital Universe [6], IDC revises its 2010
size estimate to 1,227 exabytes and projects 40,000 exabytes for 2020, with an-
alyzed volume for 2012 at 0.5%, growing to 33% in 2020. In today’s industry,
multi-TB databases running to hundreds of TBs are indeed common.

Big data arrives in a variety of formats. SQL database can do query processing
only after data is in-place in its internal format. This very first step for data
analytics and mining, loading data, is considered a performance bottleneck [1, 2,
4, 11]. Estimated ingest rate in 2006 for a multi-petabyte scientific applications
database [7] was about 1 TB in ten hours! Data load performance expectations of
today’s applications have risen multi-fold, way beyond the 102 GB/hr of LSST.
And, such performance is demanded on commodity hardware or cloud, not on
expensive, special purpose database appliances.
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Traditional SQL databases have to urgently revisit the problem of data load,
and the less frequently used data extract, for their very survival in the Big Data
era. In this paper, we focus on issues of load/extract problem of SQL databases
and propose solutions for mitigating the bottleneck. Our proposals have been
incorporated at architectural and implementation levels of a new product, dbX,
a parallel, SQL database, to provide load/extract rates of multi-TBs/hr.

dbX is a high performance, full featured ANSI SQL database designed as
an MPP, shared-nothing system that can be deployed on commodity hardware
systems and cloud [12]. Based on open source rdbms PostgreSQL [8], it is not
a federated system but has been fully re-architected and re-engineered to sup-
port a vector execution model exploiting parallelism at multiple levels: IO, data
partitioning, intra-operator, operator and intra-query. The architecture of dbX
comprises 1 head and n data nodes with scale out options and multi-tenancy (a
physical node runs multiple virtual data nodes). Currently, dbX is available on
two public, pay-for-use, cloud systems: Amazon (AWS) and Rackspace.

The rest of the paper is organized as follows. Section 2 discusses related
work highlighting importance of data load performance. Section 3 summarizes
load/extract statements of dbX SQL. Section 4 highlights technical issues that
affect load/extract performance of DB engines with solutions proposed in sec-
tions 5 and 6. Section 7 presents and discusses dbX performance results for
different use-case scenarios on commodity hardware and cloud; the final section
concludes with directions for future work.

2 Why Is Load Performance Important?

Loading an external, ASCII file into a DB as pages adds to query cost and has
led to several criticisms in related work that is summarized below.

Inherently Slow:Despite faster query processing of databases, the pre-requisite
of loading is termed slow and complex. [11] presents a compelling argument
against data loading: until entire flat file is loaded, queries cannot be run pre-
cluding the possibility of quick peeks into data; they explore hybrid techniques
with flat files as part of DB. The time-to-first-analysis cost for structured data
with steps of modeling, loading and tuning is termed unjustifiable [2] in the con-
text of Hadoop systems, leading to a proposal that piggybacks on Map/Reduce
to load conventional DBs. [1] shows that databases underperform for loads and
over perform for querying vis a vis Hadoop.

Alternative Approaches: Hadoop’s Map/Reduce paradigm deals with flat
files without incurring cost of data loading, but has slower query performance
[1] and this NoSQL approach has gained wide acceptance. The NoDB approach
of [4] takes ideas of [11] further and modifies a traditional row based database
to support querying over raw files and claims competitive query performance.

Continuous Actionable Knowledge: An emerging use-case is near real-
time data warehousing, whose proponents argue that more recent data, from
frequent loads, leads to better decision support almost on a continuing basis
from analytics and mining [10] and propose external methods to achieve it.
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Load-Analyze-Drop: Pay-for-use, public cloud systems offer several levels
of storage at different costs and IO performance, e.g., Amazon’s cheapest storage
S3 is not the best for query processing. Consequent to prohibitive cost of high
performance storage (idle servers are charged), an emerging trend is to setup need
based clusters on cloud to load data residing in low cost storage, run analytic
queries and drop the cluster within a limited period of a few days. To service
such requirements, faster loads and linear scale out gains are essential on cloud.

Multi-file Bulk Data: Emerging big data applications in digital advertising,
click streams, stock/equity trade, etc., generate a large number of structured data
files from multiple sources, to be loaded into a single table of the DB. The number
of small files, of a few 100MBs, in a day may be 30,000 or more, totaling to several
TBs. Multiple load commands for many small files underperform compared to a
single command to load all files.

Load Metric: The importance of data load performance is now recognized
by the Big Data community: unlike TPC benchmarks that focus only on query
processing, recent proposal for a Big Data benchmark [3] includes data load as
part of the benchmark metric.

3 Load and Extract in dbX SQL

dbX supports bulk loading and extraction of data through its COPY statement
[13], which is an enhanced version of the COPY statement of PostgreSQL. We
highlight only special features of dbX COPY statement. Data source for load
may be a file in staging area, a Linux pipe or even the DB port. Multi-file bulk
data requirements of section 2 are addressed: when source path is staging area
directory or contains a regular expression pattern for filename.

An important COPY option is the use of reserved words NODE or NODEID
in the statement; the latter specifies a parallel mode of bulk load/extract to
take advantage of MPP, shared-nothing architecture of dbX to land/emanate
multiple source/target pipes on/from data nodes for higher rates.

COPY all_trn FROM ’/v1/2013/nov/14oct.dat’ DELIMITER ’|’ NODE;

COPY all_trn FROM ’/v1/2013/nov/14*.d?t’ DELIMITER ’|’ NODEID;

When data is loaded in parallel, COPY may distribute data across nodes
based on scatter method (round robin or hash) specified for target table, and
range partition data stored on a node. In addition to standard load options for
DELIMITER, NULL AS, ESCAPE and QUOTE, other special options include:
EOL (non-LF/CR char as line terminator to handle multi-line text columns),
IGNORE TRAILING (columns set as DB null for missing trailing values) and
INSTEAD NULL (columns stored as DB null when value is all blanks).

As COPY is also a statement under transaction control, errors due to data
type mismatches, invalid syntax, missing columns, integrity violations, bad es-
cape sequences, etc., may rollback correctly loaded data leading to iterative
cycles. To avoid such iterations, error handling methodology may be specified us-
ing ON ERROR CONTINUE (ignore error and continue with load; no rollback),
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ON ERROR LOG (log error data to file and continue with load; no rollback),
LIMIT (abort and rollback only if number of errors exceeds a specified limit)
and ON ERROR ABANDON (default option to rollback on first error).

The syntax of extract is similar to COPY of load without error option; COPY
also supports CSV and fixed format files. Another form of load/extract statement
is CTAS query (CREATE TABLE AS, SELECT INTO, INSERT SELECT) that
loads results of a SQL query into another table. More details of load/extract
statements and CTAS queries may be found in [13].

4 Issues in Data Load/Extract

The load task parses all source data breaking them into lines, and converts them
to rows in DB pages for persistent storage. Though without any algorithmic com-
plexity, the task is fraught with issues at several levels: IO system, computational
steps, SQL standard requirements, parallelism and error handling.

Synchronous IO: The general purpose file system of an OS like Linux supports
POSIX calls that perform synchronous or serial IO, which imposes a serial order
on (read, compute) or (compute, write) requirements of the application.

Kernel Buffering: Linux IO is generally buffered by the kernel with small
buffers (4k or 8k) and is not conducive to big sized IO preferred by databases for
bulk writes (data load) or even reads (sequential scan). Further, the look-ahead
policies of the kernel for reading may be at variance with database requirements.

Disk Fragmentation: Disk systems perform better with contiguous block
allocation. General purpose file system usage varies widely leading to disk frag-
mentation; attendant head seek costs lead to poorer IO performance.

IO Contention: During load or extract, concurrent read and write are per-
formed on a system with limited IO bandwidth. Also, a DB may write temp files,
or its own logs for transaction durability. Despite use of RAID, the IO contention
reduces IO bandwidth available to the DB engine.

Compute Load: Though not so, bulk loading is generally believed to be
IO bound without any serious compute load. The task of parsing a large file for
syntax and semantic correctness, and generating DB tuples imposes a significant
compute load; any potential parallelism must be exploited on multi-core systems.

Locking: Databases need to support concurrent clients; e.g., during a bulk
load other concurrent clients may run queries, or multiple loads, on the same
table and access pattern for table file becomes N-1 [5, 9] requiring locks. Locks
affect performance and load rate is subject to workload variations of database.

ACID Compliance: Databases build a write-ahead log (WAL) to support
durable transactions. Persistent table writes of database must be logged increas-
ing IO cost of loads. Generally, WAL records are small in size but for bulk loads
this could become doubling of system write volume for DB pages.

Integrity Constraints: May be simple predicates on column values, a pri-
mary key or duplicate constraint on distinctness of column values or more com-
plex foreign key constraints. Integrity constraint checks add to compute demand
of load and also IO bandwidth contention as other tables may be read.
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Indexes: May be user defined for query performance or internally created to
manage primary key, foreign key and duplicate constraints. User defined indexes
may be deferred, but internal indexes must be built during load. Index building
is costly and significantly reduces load performance.

Data Partitioning: Parallel databases distribute data across nodes either
by hashing, on 1 or n columns, or in round robin mode. This entails data move-
ment across nodes through the network layer, which has lower performance than
IO hardware. Range partitioning distributes data across child tables based on
column predicates: entails compute load and handling of multiple files.

Parallel Configuration: Data source for load may be a single pipe landing
on the DB: flat file in staging area or a Linux pipe. The transfer rate of the
single incoming pipe limits load rate; can be improved for parallel databases
with multiple source pipes. Multi-tenancy configurations also add to contention.

Error Handling: Source data isn’t always error free: type mismatches, syn-
tax, integrity violations, etc. Due to transaction requirements, good data loaded
until error may be lost by rollback; iterative load cycles are not acceptable;
retaining good data with log of bad rows has more compute and IO demand.

Data extraction from a DB is affected by several of the data load issues: sync
IO, kernel buffering, IO contention, disk fragmentation, compute load (to convert
tuples to formatted strings), locking and parallel extract.

5 Optimizing Load Performance

Solutions for issues of section 4 are outlined below in terms of architectural
changes, careful engineering decisions and implementation techniques for opti-
mizing load performance of databases.

Parallel IO: An alternative to synchronous IO is asynchronous IO (aio) of
Linux systems with a POSIX interface. Unlike sync IO, aio calls do not block
the caller on an IO request and completion is notified through an interrupt;
computations may be overlapped with IO. As a policy, we adopt async IO for all
IO including flat file reads/writes. The use of parallel IO opens up opportunities
for database specific read-aheads, and threaded parallel computation.

File System & Big IO: Kernel buffering of Linux file system may be by-
passed and IO performed as direct IO (O DIRECT ) with big buffers that ac-
commodate multiple DB pages. The database has a better control on its caching
requirements as it no longer relies on kernel caching. XFS is a scalable, high
performance file system that performs well for such requirements.

Parallel Task Scheduling: By careful analysis, the loading problem may
be broken into tasks scheduled in parallel through a framework of master and
worker threads on multi-core CPUs. Despite synchronization overheads, gains
are significant. The parsing and tuple creation task of bulk loads is parallelizable
with each worker thread dealing with different parts of input file; multiple DB
pages may be created in two steps. For data intensive applications, a similar
scheduling framework is reported at file system level in recent work [9].
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Minimal Locking: A DB table is organized as pages of fixed size identified
by a position index, used for non-sequential IO. By forcing every new load to
begin at a page boundary, worker threads may use private buffers to create
DB pages eliminating lock costs. As a N-1 access pattern to table file, loading
cannot avoid locks. Consequent to table file growth, contention for pages must
be resolved without degrading to a 1-1 access pattern. We use bunched locking
to acquire the required, multiple pages with a single lock. The short duration,
transient locks support concurrent clients on target table for querying or load.

Transaction Logging: A transaction layer using MVCC, snapshot isolation
and two phase commits may be based on the positive assumption that users
want a transaction to commit, not rollback and support minimal WAL logging
to reduce IO overheads for bulk loading and CTAS queries. Log data written
for such tasks is just a minimal WAL record (minWAL), carrying adequate
information for recovery to deal with aborted load transactions, and not the
entire page or its rows. A consequence of this approach: bloat in table file size
for aborted load; such bloat may be compacted using other DB commands.

Data Distribution: For hash distribution of data, parallel DB may shift
data across data nodes through the network: node #3 may first process a row
that must be stored on node #5. Data shipping across nodes is done using large
buffers of 4 MB and managed by independent worker threads that avoid file
writes; network cost is reduced by networks such as InfiniBand and 10G.

Parallel Loads: A parallel database must support loads that land source
pipes directly at data nodes; with local disks on data nodes, IO bandwidth
contention reduces and throughput increases with compute and IO parallelism.
But the scale-up in load rate may be affected by contention between flat file
reads and database writes within a node. Parallel load implementation must
take advantage of cluster scale out for linear scale up in performance.

Constraints & Indexes: Simple check constraints on column values may be
evaluated by worker threads. Local indexes and primary key index may also be
processed before pages are written out. When constraints involve use of global
indexes, network traffic across data nodes increases. To avoid resource lock-ups,
such checks must be performed in buffered mode, and may be deferred after page
writes. Index creation is costly and is often done sequentially.

6 dbX Load/Extract Implementation

dbX architecture and its implementation incorporate solutions outlined in sec-
tion 5. We depict a simple scenario in Fig.1: a single, non-parallel data source in
head staging area for load to n nodes that adopts a pipelined architecture. The
master process (mast-h) on head reads flat file with big aio requests. Independent
threads (iohn) handle aio callbacks and ensure only integral number of lines are
part of raw buffers (rb) dispatched round robin to nodes by threads (xferh).
The master process never blocks on IO or network, but monitors channels for
completion or errors. On node side, a set of threads (xfern) manage channels
from head and other data nodes. Raw buffers of max size 4 MB are queued up
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Fig. 1. dbX Load Architecture

for processing by a set of 4 to 8 worker threads (w#1 to w#n) to parse data
buffers (rb) and convert to DB tuple buffers (tb). The node master (mast-n)
may dispatch a tuple buffer (tb) to a peer node or process it locally to generate
DB pages in a private page buffer of 2 MB. Relation is extended under bunched
locking and in the post-lock phase page buffers are updated with page index val-
ues and pages written to relation file through aio; a minWAL record is written
into WAL on first write to relation file. The page buffer filling and write method
is akin to handling of N-1 strided access pattern in parallel file systems [5].

Though less common, extracting DB data as external, ASCII files suffers
from same issues as data load. dbX architectural model for extract is similar to
load and uses several load optimization techniques. For non-parallel extract to
head, the process is driven from data node side, where a master process issues
look-ahead, big aio read requests on table to fill its private buffers. 4 to 8 worker
threads process pages for transaction visibility and tuple conversion to delimited,
ASCII lines with JIT compilation. Filled buffers are handled by network threads
on both node and head, with the master on head generating the output file.

7 Performance Results

Load and extract performance results are from dbX on Amazon cloud and com-
modity system in our lab with 1 head and 8 data nodes: 2x AMD Opteron 2431,
2.4 GHz, 6 core, 32 GB RAM, Infiniband, RAID 6, 7.2k rpm, 1 tb disks (16 on
head, 12/node); Linux Centos with XFS. For bulk loading, we use TPC-H 1 TB
lineitem (6.14 billion rows, 765 GB) and define database rate as size of uncom-
pressed input or output file divided by time taken for load or extract statement
expressed as a per sec (mb/s), or per hour (tb/h) value; on commodity system
rate values are averaged over 3 runs. Configuration 8x4 denotes a system with
8 physical, data nodes running 4 virtual nodes (multi-tenancy) per data node.

7.1 Load and Extract

Commodity Hardware: Fig. 2 shows results of load/extract runs in parallel
and non-parallel modes varying node multi-tenancy. Best results for parallel
mode are on 8x1: load at 1059 mb/s (3.64 tb/h) and extract at 1306 mb/s
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(4.48 tb/h); single source, non-parallel mode, bottlenecked by head IO, is best
on 8x4: load at 927 mb/s (3.18 tb/h) and extract at 583 mb/s (2 tb/h). Multi-
tenancy without real scale out increases resource demand on data nodes, as
confirmed by dstat monitoring of CPU and IO demands, and drops rates at 8x4.

Fig. 2. Load and Extract: dbX on Commodity Hardware and Cloud

Cloud: On Amazon, we use cluster of hs1.8xlarge instance with 1 head and
8 data nodes of multi-tenancy 4 each. Fig. 2 shows results of 1 TB parallel load
and extract on 2x4, 4x4 and 8x4. We observe a linear scale-up in performance
with cluster scale out; 8x4 has max rates of 1402 mb/s (4.8 tb/h) for load and
1706 mb/s (5.9 tb/h) for extract. Without any special tuning for cloud, dbX
delivers higher rates for parallel COPY on better hardware of cloud.

Data Partitioning & Errors: Single source, non-parallel load of 100 GB,
300 GB and 1 TB lineitem on lab system of 8x1 with the three data partitioning
options of dbX showed no significant change in rates. Load rate of 1 TB file with
2.5% errors dropped to 2.72 tb/h generating a log of about 156.7 million rows;
rate drop was found proportional to number of error rows and log file size.

7.2 Rate Scale up on Cluster Scale Out

A scale out test requires enhancement to cluster configuration; increasing multi-
tenancy does not add computing power. On lab system of max 8 nodes, scale out
test runs 2x1 to 8x1 configurations while on cloud we use 2, 4 and 8 node clusters
with multi-tenancy 4. Results in Fig. 3 show linear scale up in performance for
parallel load with scale out of cluster nodes on both lab and cloud systems. Scale
out test results indicate that techniques adopted to implement load/extract in
dbX can provide several TBs per hour rate dependent purely on cluster size.

7.3 Concurrent Clients

Multiple (2 to 6) concurrent loaders load 1 TB into same target table on 8x1 and
8x2 lab system (total 36.84 billion rows after 6 clients). As system resources are
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shared, load rate is calculated as a throughput rate: divide total file size across
all concurrent loaders by slowest loader’s time. Fig. 3 shows a 12% drop in non-
parallel load throughput rate from 2 to 6 clients due to head IO bottleneck.
Parallel loads saturate at 3 clients, but show a 10% gain from 2 to 6. Almost
linear curve shows that N-1 access pattern of load is handled reasonably well.

Fig. 3. dbX Scale Up on Scale Out and Concurrent Loaders

In the second test on 8x1 lab system, parallel loader runs concurrently with
10 query (count, join, group, union, etc.) clients in a loop accessing load table
and other tables. Query and load clients share system resources and throughput
rate drops by about 50% (single loader) or 20% (4 loaders) of non-query, single
loader rate. When loaders and query clients compete for resources, load rates
may be improved by controlling query scheduling with user set priority.

7.4 Others

To validate per hour rates got by extrapolating figures from a smaller sized file,
we run a rate sustainability test. Parallel load of a 5.88 TB flat file (got by copying
1 TB lineitem multiple times) on 8x4 cloud was at 4.72 tb/h (extrapolated at
4.8); extract at 5.8 tb/h (5.9 extrapolated); both measured variations are under
1.7%. Similar sustainability test on 8x2 lab system: load at 3.23 tb/h (3.59
extrapolated); extract at 4.25 tb/h (4.22 extrapolated); lower load rate on lab
system may be due to disk fragmentation for flat file with head seek cost.

A disk occupancy issue, fragmentation, is highly dependent on file system
workload and affects load/extract rates of DBs; even if fragmentation is restricted
only to flat file, rates can drop by 15 to 25%. All tests on lab system were run at
about 45 to 55% free space on disks. When data load includes index creation or
constraint checks for duplicates or foreign keys, load rate is significantly affected,
and for such cases dbX performance is not optimized.

8 Conclusion

We have outlined several DB engine level techniques for optimizing performance
of SQL load/extract statements. An optimal partitioning of load/extract prob-
lem has been proposed and implemented in dbX to deliver over 3.5 tb/h load
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rate on commodity hardware and 4.8 tb/h on Amazon cloud, both on small
clusters. The careful engineering decisions, implementation techniques and use
of parallelism at multiple levels help to mitigate issues in supporting DB specific
requirements for load/extract. Without recourse to database tuning or use of
expensive database appliances, we show linear performance scale up with clus-
ter scale out on a DB running in public cloud and commodity systems, with
rates sustainable over longer periods and larger file sizes. The dbX implementa-
tion makes load/extract linearly dependent on IO/CPU power of base hardware
eliminating non-linear effects due to DB requirements. Extending these ideas to
other related aspects of DB engine in management of indexes/constraints, disk
fragmentation and query scheduling are directions for future work.
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Abstract. We have developed a novel communication system that en-
ables ALL users to share information and emotion effectively through
ALL Web pages based on a physical property: a user can perceive others
browsing the same pages through avatars on the Web browser, like a face
to face communication in real world. The system optimize the displayed
and communicable users by the relationship among them based on the in-
formation searching and sharing activities. Furthermore, the system also
enables users to search not only Web pages but appropriate users: we
construct a new ranking model by combining the real space information
(the user activities) with the Web space information (the hyperlinks). We
also verify the effectiveness of the system by the user study experiments
in the condition where we suppose the system works especially well, i.e.,
information retrieval, collaboration tasks, and sharing of feelings.

Keywords: Communication; Search; Ranking.

1 Introduction

People have spent time in the Web space as much as in real space now. In real
world, people in the same place can efficiently share information, e.g., opinions,
questions, impressions, etc. However, in the Web, users can not effectively and
immediately share them because the Web space lacks a physical property: the
perception of others browsing the same Web contents pointed by URI; in real
world, people in the same place can recognize each other by involuntary physical
conditions, whose property enables to construct a loose relationship, which is we
believe a natural and important feature but lacked in nowadays Web experience.

On the other hand, the social networks, micro blogs, or Q&A sites are becom-
ing popular for the information sharing services based on a semantic distance:
these services are restricted within specific users having friendly relationship or
specific Web sites, not applicable for all users and all Web contents.

Therefore, we aim to realize seamless Web page centered communication for
all sites and users by adopting the physical property. Thus, the user can perceive
other users browsing the same contents or Web pages pointed by URI as avatars
on the Web browser, as if people can see the faces of others happened to be in
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(a) Communication while browsing (b) Rankings of pages and users

Fig. 1. A physical approach to seamless communication in Web and real space

the same place in real. Moreover, since the communication system is developed
as a extension of the existing browser, there is no need to construct an another
virtual space, e.g., Second Life, in addition to existing Web space. The developed
system[11][12] visualizes Web browsing users as avatars and enables them to
communicate with each other while browsing the similar pages (Fig. 1(a)). As a
result, the developed system enables real world-like communication as follows:

– Lost person asks the direction to a passer-by.
– The audiences happened to attend the lecture discuss the same document.
– People looking at a baseball game at the stadium, a painting at the museum,

the sight of city, etc., talk with each other for sharing the feeling.

However, the distribution of visiting people is different between Web and real
space. That is, the number of people visiting the famous sites in Web space is
larger than famous place in real space. Then, in the Web space, it is difficult
to communicate with each other. Therefore, the displayed and communicable
users are optimized for the target user based on the relationship among them by
utilizing the browsing or communication history, as stated afterwards.

The developed system also enables users to search not only desired Web pages
but appropriate users by utilizing the information retrieval and sharing activities
in the Web (Fig. 2). We construct a new ranking model, a page-user ranking
model (PURank), by combining the real space information (user activity) with
the Web space information (hyperlinks). Communication with pages or users
in the model means recommendation like hyperlinks in PageRank[3]. The user
activity is represented by a link because we only need to extend PageRank which
would be best algorithm to search vast web pages and users immediately.

In this paper, we explain the developed system and also verify the effectiveness
of the system by the user study experiments in the condition where we suppose
the system works especially well, i.e., information retrieval tasks, collaboration,
and usability.
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Fig. 2. Relationship between communica-
tion and ranking functions

Fig. 3. Communication over different
pages

2 Page Centered Communication

If the user has a question about contents on the page, s/he can immediately ask
others by typing a sentence into chat sidebar. The others can see the question
in the chat sidebar and respond accordingly.

For some unpopular pages, the number of users accessing them may be small,
even zero. Thus, the system provide two functions: 1) a chat log sidebar, and 2)
a communication with other users over different pages.

The chat log sidebar enables asynchronous communication, making the past
chat logs on Web pages available to the current users; they can search the answer
to the previous similar question from the chat log.

We also extend the communication function by enabling real-time communi-
cation not only in the same page but similar pages as shown in Fig. 3. The details
are as follows: a target user can communicate with not only users browsing the
same page that the target user is browsing now, but also 1) users having browsed
the page that the target user is browsing now, and 2) users browsing the page
that the target user browsed before. To distinguish the difference, the former is
displayed transparently and is not saved to the log (Fig. 3) — as if we heard a
hum of far-off voices in the real space.

At all pages, the user can click a transparent user avatar and go to the page
that the clicked avatar is browsing now. The user also click the transparent chat
log to jump to the page in the same way.

The developed system also displays avatars related to the query, i.e., avatars
related to the information the target user want to acquire. Of course, users can
click the avatars to go to their browsing pages. To encourage users to talk more
with each other, users can easily find the frequently talking avatar; if a user
enters more sentences, his or her user avatar is enlarged.

The communication function is achieved by the collaboration between the
server side and the client side. The system construction is shown in Fig. 4.
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Fig. 4. System construction diagram

3 Page-User Ranking Model

The communication with pages or users in our model means recommendation
like hyperlinks in PageRank. Thus, we regard all kinds of communication as
positive recommendation even though these includes the negative one as well.

3.1 Page-User Graph and Adjacency Matrix

The nodes of proposed graph consist of four parts (Fig. 5).

1. Hyperlinks between pages (Part I)
If a page pi has a hyperlink to another page pj , the element of matrix
M(pj , pi) is set to 11; otherwise, the value is set to 01.

2. Social page links from users to pages (Part II)
If a user ui has communication through a page pi or had communication
through a page pj before, the elements matrix M(pi, ui) and M(pj, ui) are
marked as 12 and 12, respectively; otherwise, the value is set to 02.

3. Social page links from pages to users (Part III)
This part represents whether a page has communication or had communi-
cation by a user. Thus, the links of Part III are represented as the inverse
matrix of those of Part II (13, 13, or 03).

4. Social user links from users to users (Part IV)
If two users have similar interests, a bidirectional social link is generated
between them. Our implementation is based on comparing the overlap of
pages that two users have browsed as follows:

M(ui, uj) =M(uj , ui) =

⎧⎨⎩14 if

∑
k (pkui ∧ pkuj)∑
k (pkui ∨ pkuj)

> τ,

04 else,

(1)

where pkui and pkuj are determined by whether ui and uj have browsed pk or
not, respectively. If M(ui, uj) is larger than a threshold τ , the corresponding
element of Part IV is set to 1.
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Fig. 5. Page-user graph and adjacency matrix

3.2 Probability Transition Matrix

First, ρα/a, σβ/b, and σγ/b are multiplied by the elements of the adjacency
matrix depending on the kinds of elements: 11, 13, 13, respectively. Similarly,
ρx/a, ρy/a and σz/b are multiplied by the elements: 12, 12, and 14, respectively.

In this model, α, β, and γ are the weight parameters assigned to 11, 13, 13,
respectively. x, y, and z are the weight parameters as well. Thus, the higher the
parameter, the more the importance of the kind of the links.

On the other hand, a and b are scaling parameters: the number of pages and
the number of users, respectively. Then, ρ and σ are the weight parameters
assigned to the kinds of elements of the matrix: pages and users, respectively.
The higher the parameter, the more the importance of the kind of the elements.

Then, the elements each row is normalized by linear transformation:

M(i, j) =
M(i, j)∑
iM(i, j)

(2)

4 Ranking and Query Processing

In the preprocessing, the system crawls Web pages using Apache Nutch and
indexes them using Apache Solr by search and ranking server shown in Fig. 4.
Next, a page-user graph, its adjacency matrix, and probability transition matrix
are constructed. Then, PURank scores of pages and users are calculated. In the
implementation, the PURank scores can be obtained by calculating the eigenvec-
tor of the probability transition matrix corresponding to the largest eigenvalue:

r = dMr +
(1 − d)

n
e, (3)

where n is the total number of pages and users in the page-user graph, d is a
damping factor given by a user,M denotes the probability transition matrix, and
e denotes an n-dimension column vector with all elements set to 1. All elements
of r are initialized to 1 and the calculation terminates when r converges.



518 Y. Shiraishi et al.

Submitting a query, the final scores of pages and users are calculated imme-
diately: 1) the score of page p according to the query q is calculated by

sp(q) = rptfidfp(q), (4)

where rp is the score of PURank with page p and tfidfp(q) is the tf-idf score of
query q in page p, 2) the score of user u to the query q is calculated by

su(q) = ru
∑
p

su(q, p), (5)

su(q, p) = sp(q)f(tu(p)), (6)

where ru is the score of PURank with user u, su(q, p) is the score of query q
with user u in page p, and f(tu(p)) is a decay function depending on tu(p), the
browsing time of page p with user u.

After that, the lists of pages and users are displayed as shown in Fig. 1(b)
according to sp(q) and su(q) in descending order. The lists of pages of recom-
mendation of users also displayed according to su(q, p) in descending order.

5 Evaluation

In this paper, we evaluate the communication function of the developed system1.
To verify the effectiveness of the system in the condition where we suppose the
system works especially well, i.e., information retrieval tasks, collaboration, and
usability, the beginning evaluation of the system focuses on the communication
function among users who use the system for the first time within one hour.

We have evaluated the calculation time of PURank using real crawling data
under the condition displayed in the Table 1. First, for the 13,166 URIs of Web
pages of a specific city and 5 users, the PURank matrix (having 13,171 × 13,171
elements) are constructed. Nest, PURank scores are calculated using SLPEc
library. As a result, it is confirmed that the calculation time is 356.21[sec].

The calculation time is not enough fast for real-time search, but satisfies the
requirements for background processing. Then, the search results according to a
user’s query is determined immediately by the query processing process.

It is also confirmed that the parameter of PURank affects the ranking results
[11]. Therefore, in this experiment, the evaluated system provides both the Web
page centered communication function and the ranking function based on the
number of accessing Web pages, but provides neither user rankings results nor
page rankings results based on hyperlinks and social links. This limitation is
exposed because the experiment is carried out for users who use the system for
the first time. In this case, it is difficult to evaluate the user ranking results
because of the short period of the usage of the system. Another practical reason
is that the cost of crawling all Web sites is too expensive. Thus, the evaluated
system provides full communication function and the simple ranking function

1 This system is now available in [10]. Firefox 13 or newer version is required.
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Table 1. Search and ranking server environment

Server HP ProLiant SL390s G7 2U ×4
CPU Intel(R) Xeon(R) X5650 (2.67GHz,

12MB Cache, 6.40GT/s QPI) ×2
(number of cores: 6)

Memory 24GB (4GB×6/2R/1333MHz/
DR3 RDIMM)

Storage 500GB, 7,200RPM SATA
Network NC362i dual-port Gigabit Ethernet
Network Switch Cisco SG300-20-JP
OS CentOS release 5.5 (Final)
Libraries PETSc 3.2-p7, SLEPc 3.2-p5,

FBLASLAPACK 3.1.1, OpenMPI 1.4.2
Crawling target Web pages of a specific city
Matrix size 13,171 × 13,171
Number of URI 13,166
Number of users 5

based on the browsing history. This situation would also occurs in the case the
PURank model works well and selects the appropriate users.

In this case, we verify especially the communication function of the system
by analyzing the questionnaire results[4], after the realization of pseudo environ-
ment in which the system could improve the user experience of searching tasks.
Thus, the followings three case studies are analyzed:

1. Task becoming enjoyable or useful by communicating with each other
2. Difficult task obtaining the useful information by nonprofessional user
3. Task becoming efficient by collaboration with each other

In these cases, we suppose that a few users are faced with the similar searching
task simultaneously 2. Since users can communicate with each other over different
pages, this situation would appear for not too frequent queries (daily usage search
words) such as 10,000 times a month. Then, these users can have a chance to
communicate with each other by using our developed communication function.

5.1 Experimental Method

At first, all participants are explained how to use the system for ten minutes.
Next, about five participants of each group are asked to solve each task within
ten minutes. Almost all participants each group are unfamiliar each other.

In the first experiment for three groups consisting of five experienced users
who are university students in computer science including at least one experi-
enced users with searching experience more than ten years, two tasks for Case
1 (e.g., “Plan to go on a sightseeing.”), one task for Case 2 (e.g., “Write down a
programming code to sum up 1 to n in Haskel.”), and one task for Case 3 (“List
the special products of each prefecture in Japan.”) are presented sequentially.

In the second experiments for other five group consisting of two to five be-
ginners (totally eighteen participants) who are teenager or above 40 years old

2 This situation would often occur after the developed system spreads to enough users.
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Fig. 6. Questionnaire and evaluation results: 1 (strongly disagree) ∼ 4 (neither agree
nor disagree) ∼ 7 (strongly agree), N=32 (N=14 for experiment 1, N=18 for experiment
2), the mean μ and the standard deviation μ− σ ∼ μ+ σ are shown

persons including at least one beginner with searching experience less than three
years, one tasks for Case 1 and one tasks for Case 2 are presented sequentially.

The communication with each other is allowed only by using the system. The
searching method is also restricted by using the toolbar (Fig. 1(b)), by which the
system shows only the top 20 results3 with the hot levels (which represent how
may users access the pages according to eleven levels). The system also provides
“hotsites” button, which shows the list of pages that have highest hot levels4.

After the experiments, the questionnaire shown in Fig. 6 are completed by
the participants with seven-level Likert scale[6] with the reason. The contents
of questionnaire are determined based on the ISO/IEC TR 9126 standard for
product quality[5] and the collaboration catalog[8]. In the experiment 2, Q3
(error recovery) is not questioned because of beginner participants.

5.2 Experimental Results

The fourteen effective questionnaire results are obtained for the first experiment;
the eighteen effective results for the second experiment as shown in Fig. 6.

3 This condition is set to raise the probability of meeting each other.
4 This represent how may users access the page according to eleven levels.
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Fig. 6 shows the evaluation results with the mean μ and the standard deviation
σ for valid completions of questionnaire. These results show the effectiveness of
the system because μ − σ >= 4 for all questionnaire in total experiment.

In Q2, μ− σ >= 4 for Experiment 2; for Experiment 1, μ− σ < 4 but μ ≈ 5.
This results indicate that the avatars sometimes seem to prevent from browsing
Web only for experienced users who always watch around all around in browser.
In Q4 and Q5, as μ − σ >= 4 for both Experiment 1 and Experiment 2, it is
confirmed that the way to learn the usage and the way to use the system is easy
not only experienced users but also beginners.

As the evaluations of Q6 are positive, it is also confirmed that almost all users
felt enjoyable while using our system n the case 1.

In Q8, μ − σ >= 4 for Experiment 2; for Experiment 1, μ ≈ 5. These results
show that many users acquired useful information from others; the remained a
few users have different opinions as follows: 1) other participants do not give me
any useful information, 2) only top 20 sites are too small.

As for 1), a few users only provided the useful information but could not ac-
quire one by other participants. This means that they supported non-professional
users. Thus, we consider that the system works effectively in the case study 2. 2)
is caused by the experimental conditions, and this restriction would be removed.

In Q9, the results shows our system supported the collaboration tasks effi-
ciently. Thus, the functionality of the system in the case study 3 is confirmed.

In addition, “hotsites” seem to support the beginner users’ Web experience
by referencing the other users browsing activities.

As written above, it is confirmed that our system supports information sharing
even among unfamiliar users by Web page centered communication.

6 Related Work

Twitter, Facebook, etc. can have similar function by collaborating with specific
sites showing tweets or posts there. These might be useful just to know oth-
ers’ comments but difficult to communicate with each other especially among
unfamiliar users. Flicker, Instagram, etc., are also becoming popular now, and
are called object centered social networks. However, the communication is also
restricted to the users having similar interest, e.g., favorite photo. We provide
Web page centered communication, i.e., place-centered not object-centered.

ComMentor[9] provides an annotation function to Web contents. Wakurawa[1]
display the browsing paths of other users currently accessing the web page.
However, the users have to find interesting and popular pages for connecting
with other users, and only a communication service is provided.

Various approaches based on user interactions have been developed for ranking
Web pages. For example, popular pages can be identified on the basis of the users’
browsing histories[2,7]. In BrowseRank[7], to calculate the ranking, the huge log
data are basically needed; in our model, as utilizing not only user activities but
also page links, large data would not be needed.
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7 Conclusion

We have developed a novel communication system that enables users to share
information seamlessly in the Web and the real space based on a physical ap-
proach: users can perceive other users browsing the Web contents as avatars in
Web browsers like faces in real world. The developed system also enables users
to search not only desired Web pages but appropriate users; we construct a new
ranking model by combining user activity with the hyperlinks. Experimental re-
sults showed the system has a potential to efficiently provide a novel physical
approached, i.e., Web page centered communication experience to the users.

Acknowledgments. This work was partially supported by MIC SCOPE and
JSPS KAKENHI (24780248).
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Abstract. This demonstration presents TaxiHailer, a situation-specific
recommendation system for passengers who are eager to find a taxi.
Given a query with departure point, destination and time, it recommends
pick-up points within a specified distance and ranked by potential wait-
ing time. Unlike existing works, we consider three sets of features to build
regression models, as well as Poisson process models for road segment
clusters. We evaluate and choose the most proper models for each cluster
under different situations. Also, TaxiHailer gives destination-aware rec-
ommendations for pick-up points with driving directions. We evaluate
our recommendation results based on real GPS datasets.

Keywords: location-based service, taxi, recommendation system.

1 Introduction

The applications of location-based services (LBS) have sprung up in recent years.
Based on historical trajectory data, a number of taxi-related recommendation
systems and research issues have been proposed. Y. Ge et al.[1] present a mobile
recommender system, which has the functionality to recommend a sequence of
pick-up points for taxi drivers, in order to maximize the probability of busi-
ness success. The non-homogeneous Poisson process (NHPP) model has been
employed by X. Zheng[2] to describe the behavior of vacant taxis and then to
estimate the waiting time of passengers. T-Finder[3] adopts the NHPP model
to make road segment recommendations for passengers. It also recommends the
top-k parking places and routes to these places for taxi drivers.

It is valuable to make recommendations for passengers using crowd sensing
with GPS data of taxi. However, making an accurate recommendation is still
a challenge due to many factors, such as the noisy GPS data, the fluctuated
weather, the complexity associated with real-world traffic patterns, etc. For ex-
ample, the NHPP model generally works well for road segments recommenda-
tions, but it is not suitable in all situations, such as unpopular roads[2]. Thus, it
can achieve higher accuracy through adopting different models for road segments
according to the specific situation and adding more features to train models.

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 523–526, 2014.
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We develop a situation-specific pick-up points recommendation system for
passengers, which takes many factors into account, such as departure point, des-
tination, time, weather and traffic patterns. TaxiHailer distinguishes itself from
existing taxi-hailing and recommendation systems in four major ways. First,
it focuses on the efficiency of offline processing on large trajectory datasets by
taking advantage of the MapReduce framework. Second, we use three sets of fea-
tures that can influence the waiting time: (i) trajectory-related features, which
are statistics calculated based on historical data for road segments, e.g. traffic
volume, pick-up rate, etc, (ii) road segment features that describe road properties
such as lanes, direction and so on and (iii) additional features including weather
conditions. Third, We cluster road segments into groups. For each group, we
build regression models and Poisson process model for prediction and deploy the
most efficient ones for different situations. Finally, the route to the destination
is used to prune the ranked pick-up point candidates, since it is unreasonable to
hail a taxi driving in the opposite direction especially on main roads.

2 System Overview

Given a query with specified departure point, destination, time and weather,
TaxiHailer gives a ranked list of pick-up points within a specified distance. The
points are ranked by the potential waiting time with walking penalty and have
been pruned by the direction of route to destination. The models used for pre-
diction are built on historical trajectories collected from taxi GPS devices.

As Figure 1(a) illustrates, TaxiHailer consists of two major parts: (1) offline
processing and (2) online computing. The offline modules re-build the waiting
time prediction models using recent data periodically. Firstly, in the prepro-
cessing module, we filter the raw GPS data with noises and errors and persist

Fig. 1. (a)System Architecture (b)TaxiHailer Screenshot
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trajectories into repository. Each taxi trajectory is a collection of GPS points
with attributes such as taxi ID, timestamp, taxi state, speed and so on. In the
next step, a MapReduce job starts to calculate the statistical features of road
segments. We collect additional features, such as weather conditions through
web services. Afterwards, road segments are clustered into hundreds of groups
to reflect different traffic situations. Besides, to generate potential pick-up points,
we clustered historical pick-up points on segments with frequency and distance
rules. Then, one point in each cluster is chosen as potential pick-up point for
recommendation. Finally, we build regression models and Poisson process mod-
els for each road segment cluster under different situations. We choose the best
models for each cluster by evaluating using sampled test set.

In the online part, TaxiHailer processes queries and recommends pick-up
points within the specified distance. A brief query processing flow is shown as
follows. Firstly, the origin of user query is mapped to the road network. Then,
we can select the prediction model according to the query context. Next, a col-
lection of result candidates can be fetched by distance limitation. Afterwards,
we use the route towards the destination to prune the candidate set, and finally,
we re-rank the pruned candidates and return them with predicted waiting time.

3 Challenges and Approaches

In this section, we discuss our implementation details coping with some major
challenges in TaxiHailer.

– Error and Noise Filtering
Raw GPS data are never perfectly accurate and contain noise and outlier
data points due to sensor noise and other factors. In TaxiHailer, we correct
part of inaccurate or noise data from raw GPS data by path inference. For
outliers and recording errors, we remove them by setting rules on GPS record
attributes. For example, a GPS point should be removed if the distance to
the previous point is longer than the possible driving distance in the time
interval.

– Efficient Offline Trajectory Processing
Tens of thousands of taxis drive on the roads and generate billions of GPS
points per month in big cities, e.g. there are more than 60,000 taxis in Bei-
jing. Huge volume of data accumulated in several months makes accurate
predictions possible. Due to the large scale of taxi GPS datasets, we need
an efficient mechanism to perform calculation. We implement Map-Reduce
flows for the generation of trajectory statistical features. Briefly, the Map
tasks map the taxi points to road segments in parallel. The Reduce tasks
calculate all statistics we need for the road segments.

– Situation-Specific Model Building
The waiting time for the same road segment may differ in different situa-
tions, such as weather, time period. Also, social activities can cause traffic
jams, leading to a longer waiting time there. Thus, before model building,
we separate anomalous situations from the statistics. Besides, we divide time
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into hours and weekdays/weekends/holidays. In practice, we first train set
of models for each road segment group. Then, the most proper waiting time
prediction model for different situations can be selected by periodically eval-
uation. We generate sufficient test sets which are sampled on the roads and
calculated from the historical trajectory data. In this way, TaxiHailer can
yield different recommendations in different situations.

– Destination-Aware Pick-up Points Recommendation
The driving direction is rarely considered in previous taxi recommendation
services. However, the volumes of taxis driving on opposite side of the same
road are quite different in most cases. It is undesirable to get recommended
taxis that drive in the other side. As we generate potential pick-up points
including their directions, destination awareness is included in our query
algorithm. When the candidate pick-up points are retrieved, we firstly prune
them by the direction of planned route to destination. The items in final list
are ranked by waiting time plus their walking penalty.

With all the approaches mentioned above, TaxiHailer can effectively select
pick-up points for passengers according to destinations and specific queries.

4 Demonstration Scenario

We will demonstrate TaxiHailer and showcase its pick-up points recommenda-
tion service. The demonstration is based on taxi GPS datasets in Beijing and
Shanghai. More specifically, our demonstration includes two parts shown below:

– TaxiHailer backend. We will show how GPS data are processed and mod-
els are built in TaxiHailer. Trajectories, road segments, potential pick-up
points will be visualized on the map. For a specific situation, different cate-
gories of models chosen for road segments will be labelled in colors. We will
also report our evaluation results of prediction models in charts.

– TaxiHailer application. We will show a mobile application of TaxiHailer
as the screenshot is shown in Figure 1(b). Users can generate two kinds
of queries: (i) simulated queries based on historical data and (ii) real-time
queries. The application will mark the recommended pick-up points on the
map. If the destination is specified, an optimized ranked list will be returned.
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Foundation of Wuhan University (Grant No. SKLSE2012-09-16).
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Abstract. A Journey Group T-Pattern (JG T-Pattern) is a special kind
of T-Pattern(Trajectory Pattern) in which a large number of users walked
through a common trajectory; also, it allows users depart from the tra-
jectory for several times. Travel route is an instance of Journey Group
and hot travel route can then be mined under the help of Camel. In-
stagram is a popular photo-sharing smart phone application based on
social network, it is widely used among tourists to record their journey.
In this paper, we focus on data generated by Instagram to discover the
JG T-pattern of travel routes. Previous researches on T-pattern mining
focus on GPS-based data, which is different from the UGC-based(User
Generated Content based) data. Data of the former is dense because
it is often generated automatically in a certain pace, while the latter
is sparse because it is UGC-based, which means the data is generated
by the uploading of users. Therefore, a novel approach, called Journey
Group T-pattern Mining strategy, is proposed to deal with the trajec-
tory mining on sparse location data. The demo shows that Camel is an
efficient and effective system to discover Journey Groups.

1 Introduction

This demo presents Camel: a Journey Group T-Pattern mining system built with
Instagram data and Google Map API. Camel distinguishes itself from existing
trajectory mining systems as it mines sparse location data generated by users,
i.e., UGC-based data, not dense data, i.e., GPS-based data, generated automati-
cally in a certain pace by GPS devices. Existing trajectory mining system almost
includes temporal information with dense and regular time span and snapshot
can then be applied. However, location data in Camel system is generated by
the uploading of photos taken by Instagram users, which results in sparse and
irregular time span. For this reason, existing T-Pattern mining methods under
GPS-based data [1–5] cannot be used for UGC-based data directly. For exam-
ple, a travel agency may place more emphasis on caring for common trajectories
among travelling routes of all tourist to discover popular tourist areas. Here, the
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common trajectory, generated by linking clusters in which travellers walked to-
gether with departing from for appointed several times at most, is called Journey
Group T-Pattern in our Camel system, abbreviated to be JG T-Pattern.

In fact, JG T-Pattern is derived from the concept “Swarm” proposed in paper
[6]. The difference between “Swarm” and “Journey Group” is that the former
has temporal information while the latter uses the index number instead. Some
similar concepts in trajectory mining such as “Flock”, “Convoy” and “Swarm”
are compared by researchers [7], and further, a new concept “Gathering” is put
forward. A key feature of these existing related concepts mentioned above is
that all of them need temporal information, which results in the availability
of snapshot in trajectory mining systems involving these concepts. In the JG
T-Pattern mining problem, however, the time span between adjacent location
points is irregular, in other words, the time span is not fixed, and the upper limit
is not known either. Due to this reason, the snapshot is unavailable. As a result,
a novel algorithm is proposed in this paper to solve the JG T-Pattern mining
problem, and implemented in the prototype Camel, which is based on Instagram
trajectory data and Google Map API.

Fig. 1. Mining of JG
T-Patterns

Fig. 2. Hash Table

To illustrate JG T-Pattern concept further, we firstly give two definitions in
the following. Here, let np represent the number of participators in a cluster, kp
denote the lowest number of cluster one participator must appears in and mp is
the number of points belonging to common participator in two linkable clusters.

Definition 1. (Participator) A participator means the owner of a location
point, and the owner is a user generating the trajectory where the point in.

Definition 2. (Journey Group) The concept Journey Group derives from
Swarm [6]. In a Journey Group, each cluster must satisfy that np ≥ mp and
each participator must appear in at least kp clusters.

Based on the definitions mentioned above, the basic meaning of JG T-Pattern
is shown in Fig.1. There are three directional trajectories (P11 → P12 → P13 →
P14), (P21 → P22 → P23 → P24 → P25), (P31 → P32 → P33 → P34) where the
direction depends on the uploading time sequence, respectively belongs to users
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O1, O2, and O3. JG T-Pattern mining is to find a T-pattern in which the three
users all walked through a certain number of location points in some common
areas. As shown in Fig.1, there are three clusters denoted as dotted circle and
a Journey Group denoted as dotted line with arrows. P12, P22, P32 and P24 are
locations departed from their trunk trajectory. Each point can be denoted as a
complex binary tuple, i.e., Pki={(latitude, longitude), i}, where Pki means the
ith location point of kth trajectory, and parameter i means the index number of
a point. As shown in Fig.1, let kp=1 and mp=3. Then, C1, C2, C3 are clusters
due to np≥mp, and C1 is linked to C2 because the number of points belonging
to common participator in C1 and C2 is equal to mp, so as C2 and C3, and the
cluster sequence C1→C2→C3 forms a Journey Group.

2 JG T-Pattern Mining Algorithm

Based on T-Patterns data in Fig.1, a hash table with the form 〈key,value〉 is
generated, which is shown in Fig.2. The key is grid index number coming from
divided map at an appointed size and the value is a pointer pointing to a list
containing the trajectory points located in same grid. Every trajectory path
belonging to an user is connected by dotted line. JG T-Pattern Mining Algorithm
is implemented as follows.

1) Set Thresholds. There are 2 parameters need to be set. One is the lowest
number of participators appearing in both two adjacent clusters, and the other
is the size of radius when do density-based clustering. The former is represented
by mp and the latter is denoted as Eps.

2) Cluster Points. Aiming at hash table, the algorithm scans it from up
to down, and finds an item whose pointer field is not empty. Once it finds a
grid with location points, it does density-based clustering in that gird. For those
satisfying the condition to be a cluster, i.e., the number of points in a grid is
over or equal to the threshold, we add it to the set Mined Clusters, if the set
is not empty, we must compare the current cluster with existing clusters in the
set.

3) Generate JG T-Patterns. When at least mp participators appearing in
both the current cluster and other clusters in the Mined Clusters, we link the
two clusters, that is to say, at least mp users walked through from the current
cluster to that cluster, which can form a segment of a Journey Group T-Pattern.

3 Demonstration

We collected image data from Instagram users of five cities (Sydney, Melbourne,
Brisbane, Perth and Darwin) in Australia. For the purpose of displaying trajec-
tories clearly in the demo GUI, we just only used a part of the whole data. We
load 2000 user trajectories into the Camel to execute our JG T-Pattern mining
algorithm. In fact, all data can be processed in Camel. The running results are
displayed in Google Map, which is shown in Fig.3. Circular region generated by
Google Map API represents marker cluster where each marker marks a location
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(a) All Trajectories (b) Mined Clusters and JG
T-Patterns

Fig. 3. Demonstration of Camel System

point. The region will be scaled up as zooming in or out the map. Fig.3(a) shows
all users trajectories, where the labels shaped like water drops represent loca-
tions where user taking photos and can be connected one by one by directional
lines when these labels belong to the same user. Fig.3(b) shows the mined clus-
ters and JG T-Patterns, here, two Journey Groups, denoted as red directional
line, are discovered. Here, parameter Eps can be changed from 0.5 to 0.3, and
mp (denoted by MinPts in Camel GUI) from 100 to 200. From these figures
mentioned above, we can conclude that lots of Australian travellers have been
to the United States.
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Abstract. Online Social Network (OSN) is one of the hottest innova-
tions in the past years. For OSN, users’ behavior is one of the important
factors to study. This demonstration proposal presents Harbinger, an
analyzing and predicting system for OSN users’ behavior. In Harbinger,
we focus on tweets’ timestamps (when users post or share messages),
visualize users’ post behavior as well as message retweet number and
build adjustable models to predict users’ behavior. Predictions of users’
behavior can be performed with the established behavior models and the
results can be applied to many applications such as tweet crawlers and
advertisements.

Keywords: Social Network, User Behavior, Message Timestamp.

1 Introduction

Online social networks have exploded incredibly in the past years. For instance,
Twitter has 200 million active users who post an average of 400 million tweets
altogether every day [4]. Since the large group of users make OSNs valuable
for both commercial and academical applications, the understanding of users’
behavior could help these applications to improve efficiency and effectiveness.

The understanding of users’ behavior brings challenges. The crucial one is
that they keep on challenging computing resources. Another difficulty is that
users are influenced by many factors, most of which are invisible through OSNs.

Existing works study OSN users’ behavior in several different ways. [5] char-
acterizes behavior by clickstream data. [7] downloaded user profile pages, and
modeled users’ online time with Weibull distributions.

To analyze and predict users’ behavior, we present Harbinger system.
Harbinger has two major functions: users’ post behavior analyzing and single
message retweet number analyzing. Statistics methods in [6] are applied to avoid
the effect of invisible factors. We observe both a group of users and single tweets,
collect message timestamps and message retweet numbers, visualize users’ post
behavior and the variation of message retweet number, and describe them by
Gaussian Mixture Model as well as Logarithm Model. Unlike previous works,
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Harbinger analyzes users’ post behavior through tweets’ timestamps rather than
users’ clickstream, online time or friendship.

2 System Overview

Our System contains two major functions: the users’ post behavior analyzing
function and the single message retweet number analyzing function.

For the OSN users’ post behavior, the user of Harbinger is expected to choose
an analyzing function, a target OSN user and an analyzing pattern (daily, weekly
or monthly pattern). Then corresponding data are selected and statistics are
preformed. We set the time span of the statistics to be one hour (from 00:00 to
24:00) to the daily pattern, and one day from the beginning to the end of the
week or month to the weekly or monthly pattern. Finally, the figure of message
number and time, and the analysis results such as Figure 2(a) will be plotted.

For the retweet number function, a user chooses a tweet function and target
tweet rather. The system analyzes the data and plots the relationship between
time and the retweets of the selected tweet such as Figure 2(b).

Fig. 1. Modules of Harbinger

As shown in Figure 1, Harbinger has five major modules: crawl, storage,
interface, analyzer and figure drawer modules.

In the crawl module, we develop an OSN crawler. The crawler collects the
message information, including content and timestamp, and then stores it in the
storage module, where all data are stored in a database. The User Interface (UI)
of the Interface Module connects visitors to Harbinger and other modules. The
user of Harbinger can select target OSN user or tweet, and the analyzing pattern
in the UI module. The selection is sent to the analyzer. After statistics, analysis
and calculation in the analyzer are based on the models in Section 3, and the
results are sent to the figure drawer, which draws figures in the UI according to
the analysis results.

3 Models and Algorithms

In this section, we describe the models and algorithms used in our system. They
are the major parts of the analyzer. Based on the technology in [6], we develop the
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(a) Figure of Gaussian Mixture Model (b) Figure of Logarithm Model

Fig. 2. Figure of retweet number and time

Gaussian Mixture Model (GMM) to describe OSN user behavior and Logarithm
Model to illustrate the relationship between retweet number and time. Figure 2
shows the results of the GMM and Logarithm Model.

Gaussian Mixture Model

In the daily pattern of the users’ post behavior, we find that the relationship
between new messages’ number and the time in a day follows the mixture of
two Gaussian Distributions (or Normal Distributions). OSN users mostly work
during the day, while rest at the noon and dusk. Thus there are two peaks
of fresh OSN messages. The curve around each peak is similar to a Gaussian
Distribution. As the result, the figure can be treated as a mixture of two Gaussian
Distributions.

Thus we develop Gaussian Mixture Model [1] (GMM) to compute unknown
parameters of the figure. Assume the daily time is t, the number of new messages
during t is f(t), the two Gaussian Distributions are N1(μ1, σ

2
1) and N2(μ2, σ

2
2),

and there is

f(t) =
1√
2πσ1

e
− (x−μ1)2

2σ2
1 +

1√
2πσ2

e
− (x−μ2)2

2σ2
2

To figure out the exact parameters (μ1, σ1, μ2, σ2) in GMM, we apply
Expectation-Maximization (EM) algorithm [2], which is the computing process
of GMM. Figure 2(a) shows the results of GMM. In Figure 2(a), the solid line
means the original figure of time and retweet number (the user post frequency
in a day), and the dotted line means the results of EM algorithm. The results
show that the post frequency is indeed similar to the sum of two Gaussian dis-
tributions.

Logarithm Model

We find that the relationship between retweet number and posted time of a
specific message follows the logarithm function. After stretching and shifting, a
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basic logarithm function can describe retweet number properly. In this curve,
x-axis is the posted time (e.g. how long the tweet is posted) of the message and
y-axis is the retweet number.

The retweet number grows very fast after the tweet is posted, and with x
increasing, the growth becomes more and more unchanged. Thus we compute
the retweet number RN in the posted time t (e.g. how long the message is posted)
as RN = k1logbase(k0x+ k2) + k3, where base is the base of logarithm function
representing the steepness of the curve. k0 is the x-axis stretch parameter, k1
is the y-axis stretch parameter, k2 is the x-axis shift parameter, and k3 is the
y-axis shift parameter.

To compute the exact parameters of LogarithmModel, we apply Least Squares
Algorithm [3]. The basic idea of Least Squares algorithm is to approximate the
model by a linear function and to refine the parameters with iterations.

Figure 2(b) describes the result of Logarithm Model. The solid line means
the original figure of time and retweet number growth (how the retweet number
changes over time after being posted), and the dotted line means the result of
Logarithm Model. The result shows that the original figure is indeed similar to
a logarithm function figure.

4 Demonstration Scenario

Harbinger is well encapsulated with a friendly interface. Though the system has
a large database and specialized analyzer module, what the user faces is only
a simple UI. The interface is shown in the video (http://www.youtube.com/
watch?v=xgXcsbNYqqQ&feature=youtu.be).
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Abstract. Scalability, flexibility, fault-tolerance and self-manageability are de-
sirable features for data management in the cloud. This paper demonstrates
ParaDB, a cloud-scale parallel relational database system optimized for intensive
transaction processing. ParaDB satisfies the aforementioned four features with-
out sacrificing the ACID transactional requirements. ParaDB is designed to break
the petabyte or exabyte barrier and scale out to many thousands of servers while
providing transactional support with strong consistency.

1 Introduction

Relational database management systems (RDBMS) have been extremely successful in
traditional enterprise environments for more than three decades. However, RDBMSs
are no longer competitive choices for cloud-scale applications, since data management
in the cloud desires scalability, flexibility, fault-tolerance and self-manageability, which
cannot be completely well supported by existing RDBMSs.

Recently, numerous NoSQL systems have been proposed for scalable data man-
agement in the cloud, such as Amazon Dynamo, Google BigTable, Yahoo PNUTS,
Facebook Cassandra. These systems do not (fully) support SQL and usually build atop
key-value data storage, where data are partitioned, replicated and then distributed over
multiple nodes to achieve high performance, scalability and availability. However, all
these systems guarantee only eventual consistency or other weak consistency variants.

Although a small number of large-scale Web applications can tolerate weak consis-
tency, almost all enterprise applications demand ACID-compliant transaction process-
ing, so as to guarantee the application correctness and simplify the application logic
design. As such, Google developed Megastore and Percolator on top of BigTable for
more general support of transaction processing. Other recent research works towards
the similar direction include ElasTraS [1] and CloudTPS [2]. However, these systems
still cannot perfectly support cloud-scale enterprise transactional applications.

We thereby present ParaDB, a scalable, flexible, fault-tolerant and self-manageable
parallel database system supporting ACID transaction consistency. Unlike the afore-
mentioned systems, ParaDB facilitates the data management in the cloud by scaling
out a traditional centralized RDBMS. Moreover, since current NoSQL databases usu-
ally expose a subset of functionalities of RDBMS, a straightforward encapsulation of
ParaDB can easily enable existing NoSQL applications to run with ParaDB. ParaDB is
designed to break the petabyte or exabyte barrier and scale out to many thousands of
servers while providing transactional support with strong consistency.

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 535–538, 2014.
c© Springer International Publishing Switzerland 2014
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Fig. 1. ParaDB System Architecture

The major contributions of ParaDB are summarized as follows:
(1) ParaDB employs an intelligent iterative hyper-graph based database partitioning

engine, which minimizes the number of distributed transactions, the major performance
bottleneck. ParaDB also conducts intelligent data re-partitioning and live database mi-
gration without losing load balance and transparency.

(2) ParaDB implements an efficient eager active-active replication mechanism, which
ensures strong ACID consistency in the multi-master configuration, and improves sys-
tem availability and fault-tolerance at the cost of only small performance reduction.

(3) ParaDB deploys multiple identical masters to avoid the single node bottleneck
and improve system scalability, with the help of an efficient and elastic multi-master
metadata synchronization mechanism.

2 System Overview

Figure 1 depicts the high-level system architecture of ParaDB. There are two types of
system nodes: shard server node and master server node. The shard server handles table
storage and query processing. The tables in the database are partitioned, replicated and
then stored at different shard server nodes. The master server serves as a query router
and a distributed transaction coordinator. It only stores the metadata and system status
information. There could be multiple master servers, which can concurrently accept
and process clients’ query requests. ParaDB supports concurrency control, transaction
recovery and consistency management. ParaDB utilizes two-phase commit protocol to
guarantee the ACID properties.

As shown in Figure 1, ParaDB consists of three major functional components,i.e.
intelligent data partitioning, eager and active-active data replication and metadata
management and synchronization, which are described as follows. Due to the space
limitation, we ignore some technical details and the comprehensive performance study,
both of which can be found in the technical report [5].

Intelligent Partitioning. ParaDB considers both the database schema and workloads
to derive an intelligent scheme for data partitioning and query routing, so as to mini-
mize the number of distributed transactions and thus optimize the system performance.
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In addition, in case of dramatic system configuration changes, database upgrades or
workload shifts, ParaDB also applies intelligent database re-partitioning and live data
migration without losing load balance and transparency. We realize the above function-
alities by constructing an intelligent iterative hyper-graph based database partitioning
engine, which first analyzes the database and workload and constructs a weighted hyper-
graph, then conducts iterative hyper-graph partitioning to obtain the optimal partitioning
scheme. More details about the partitioning engine can be found in the paper [3].

Eager and Active-Active Replication. In ParaDB, data are replicated within the bound-
aries of shard groups. Each shard group consists of three shard server nodes, which
store identical data. Eager replication means that modifications by a transaction to one
replica of a data item will be applied to other replicas before the transaction commits,
which guarantees strong consistency at all times. Active-active replication means that
every data replica can accept read/write requests of transactions, as well as coordi-
nate the data synchronization with other replicas. We implement an active-active eager
replication protocol based on Postgres-R(SI) [4] with the help of an open-source group
communication system called Spread1, which guarantees that messages will be sent to
all members of a group following a strict and user-specified order. With the atomicity
and total order guaranteed by Spread, our replication protocol can ensure the transac-
tions to be executed (or the changes to be applied) at different nodes in the same order,
therefore enforcing the transaction consistency across different shard server nodes.

Metadata Management and Synchronization. ParaDB deploys multiple master
servers to avoid single node bottleneck. Efficient metadata synchronization mechanisms
are required among these masters. The metadata management component in ParaDB is
responsible for synchronizing the system metadata and the snapshots (e.g. name and
status) for both master nodes and shard nodes. All these distributed coordination func-
tions are realized with the aid of Zookeeper2, an open-source coordination service for
distributed applications, which simplifies the consensus protocol design, and are elastic
when facing new or unpredictable synchronization and management expectations.

3 Demonstration Scenarios

Our demonstration will illustrate both the general properties of ParaDB as a parallel
database system, as well as its unique and novel features like intelligent partitioning
and eager replication. For the purpose of system demonstration, we will install and
run ParaDB on three physical machines, which are virtualized into two master server
nodes and nine shard server nodes, managing sample databases generated by the TPC-
C3 benchmark. In this demonstration, we design four demonstration scenarios.

System Introduction. In this scenario, we will first introduce the motivation of ParaDB
and explain its overall system design and novel features. Then we will dive deeply into
the technical details of the data partitioning, active-active eager replication and metadata
synchronization in ParaDB.

1 http://www.spread.org/
2 http://zookeeper.apache.org/
3 http://www.tpc.org/tpcc/

http://www.spread.org/
http://zookeeper.apache.org/
http://www.tpc.org/tpcc/
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(a) ParaDB Data Partitioning Controller (b) ParaDB Log Viewer

Fig. 2. ParaDB Demonstration System

Intelligent Partitioning. In this scenario, we will demonstrate how the data partitioning
controller of ParaDB (shown in Figure 2a) semi-automatically and intelligently parti-
tions and replicates database tables. We will show the audience the visualized partition-
ing results for the TPC-C database. Finally, we will illustrate how ParaDB conducts
data re-partitioning and live migration by removing one shard server node.

Eager and Active-Active Replication. In this scenario, we will demonstrate how the
eager active-active replication protocol works, by analyzing the query execution logs
output by the log viewer of ParaDB (shown in Figure 2b). We will verify the correctness
of our protocol by conducting a set of conflicting transactions to be executed concur-
rently at two shard server nodes. We will also demonstrate that shard servers of a shard
group can simultaneously accept and process read/write requests of transactions.

Performance Study. In this scenario, we will demonstrate the performance and scala-
bility of ParaDB, with the log viewer in Figure 2b. We will first conduct experiments
to study the performance impact of our replication protocol. After that, we will sequen-
tially run the TPC-C benchmark queries against three TPC-C databases containing 1000
warehouses, 2000 warehouses and 3000 warehouses respectively, in order to prove that
ParaDB can scale linearly along with the database size.
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Abstract. A synthetic social media data generator, namely BSMA-
Gen is introduced in this demonstration. It can parallelly generate time-
line structures of social media. The data generator is part of BSMA, a
benchmark for analytical queries over social media data. Both its internal
process and generated data are to be shown in the demonstration.

1 Introduction

Social media has become an important kind of source of many applications. Be-
sides systems based on general purpose big data management or processing tools,
specifically designed systems, such as the Little Engine[1] and Feed Frenzy[2],
also exist. Since these systems diverge in design principles, benchmarking their
performance and understanding their advantages become a problem. Efforts on
designing such benchmarks include LinkBench[3], LDBC[4], and BSMA[5]. In
this demonstration, we will show BSMA-Gen, the data generator of BSMA.

BSMA1 is a benchmark for social media analytical queries, which contains a
formal description of social media data, a set of social media analytics workloads,
and a tool for measuring query processing performance. BSMA-Gen is the
component for generating synthetic timeline structures when users need dataset
with different volume and/or distribution compared with the real-life data.

Intuitively, a synthetic data generator should be flexible to generate realistic
data efficiently. BSMA-Gen simulates the process of users’ behavior on tweeting
and retweeting. Operations of other social media services can be mapped to these
terms. It provides configurable parameters to generate synthetic social media
timelines with various distributions. It also has a parallel version for generating
high-throughput tweet streams.

2 System Overview

The architecture of BSMA-Gen is shown in Fig. 1 (a). It contains a master
that schedules workloads. On each slave, after recieving the workload, it outputs

1 Available at: https://github.com/c3bd/BSMA

S.S. Bhowmick et al. (Eds.): DASFAA 2014, Part II, LNCS 8422, pp. 539–542, 2014.
c© Springer International Publishing Switzerland 2014

https://github.com/c3bd/BSMA


540 C. Yu et al.

and output items in the timeline. An item is a tuple < t, c, u, f >, in which t is
the timestamp when the tweet is published, c is the content of the tweet, u is
the author, and f is the father of the tweet, which can be nil for denoting the
message is original, or a pointer to another tweet n, denoted by n ← m, meaning
that m is a repost of n. Apparently, m’s timestamp is always later than that of
n, i.e. tm > tn.

BSMA-Gen determines the value of timestamp t, author u, and the pointer f
online, based on the information from the social network and history. It utilizes
two in-memory data structures, namely, the followship network (Fig. 1 (a)) and
a buffer (Fig. 1 (b)) for recent tweets. The part of social network on each slave
is assigned by the master, while the buffer is dynamically maintained.

(a) BSMA-Gen framework

...

u2

u1

un

u3

Start time End time

Window 
Size

t1t'1

time

M1

...

M2

t2t'2

(b) BSMA-Gen slave framework

Fig. 1. The architecture of BSMA-Gen

There are two components in each slave for generating tweets.

Tweet Generation. This component determines values of timestamp t and au-
thor u. A nonhomogeneous Poisson process with changing intensity function
is used to model each user.

Retweet Generation. This component determines values of the pointer f . The
distribution of number of retweets, which is often a power-law distribution,
is used, in combination of a time decay function, to choose tweets from the
buffer as candidate values of f .

The parameters of the above models can be determined based on statistics
over real-life data, or specified by users directly.

2.1 Parallel Execution

The performance bottleneck on a BSMA-Gen node is the querying of the social
network. Thus, BSMA-Gen uses a master, that partitions the social network
and assigns partitions to working nodes, i.e. slaves. Each slave is responsible
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for generating tweets posed by users in the partition. BSMA-Gen may use
any graph partitioning algorithm. In current implementation, the fast unfolding
algorithm[6] is used.

Most real-life social networks cannot be partitioned into relatively equal-size
disconnected components. Thus, interactions between nodes with connected par-
titions is inevitable. In BSMA-Gen, a simple protocol is used. A slave looks
up neighborhood information in master, and then retrieves history tweets from
neighboring slave’s buffer directly.

An asynchronized model and the delayed update strategy are used. While
retrieving information from other slaves, the node continues to generate new
feeds that do not need interactions with others. While the required information
is received, the tweet depending on it is generated with a new delayed timestamp.
Thus, the items in the feed are still ordered. Experiments show that this strategy
does not affect the distribution of generated data.

3 Evaluation of the Data Generator

Part of the experimental results are shown in Fig. 2. The distributions of gener-
ated data are compared with those from S3G2, the data generator of LDBC[4],
and from real-life Sina Weibo data, in Fig 2 (a) and (b). It is shown that BSMA-
Gen may generate more realistic data compared with S3G2.

The scaling experiment is shown in Fig. 2 (c). It is shown that along with the
increasing of slaves, the performance of BSMA-Gen increases almost linearly.
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Fig. 2. Experimental results

4 Demonstration Outline

The demonstration will be conducted on a laptop, with threads running on dif-
ferent CPU cores generating tweet feeds parallelly. Our demonstration includes
the following two parts:
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BSMA-Gen internals We will show how BSMA-Gen generates timelines:
– We will show how the buffer is organized. The buffer contains recent

tweets. The information and statistics of these tweets and their authors,
as well as how the buffer is updated, will be shown.

– The social network, which is an important source for determination of
retweeting, is to be shown in the demonstration. We will show the active
part of the social network that are queried by BSMA-Gen. Furthermore,
we will show how opinion leaders, who are users with many followers,
generate hot tweets, that are retweeted many times, and affect users that
are not following them.

– We will demonstrate the parallel execution of the threads. The parti-
tioned social network, as well as the workloads of the threads, and the
communication among them, are to be shown.

BSMA-Gen monitor We will show the output of BSMA-Gen monitor, which
is the tool visualizes the performance and the synthetic data:
– The throughput of BSMA-Gen will be shown in the demonstration.
– The dynamics of retweet graphs of top retweeted tweets will be monitored

and visualizing online, while the data are being generated.
– The distributions of different aspects of the generated data, including

distributions over time, users, and tweets, are to be shown online, while
BSMA-Gen is running. The baseline, which is the expected distribution
based on parameter setting, will also be shown.
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Abstract. The log data collected from mobile telecom services contains plenty 
of valuable information. The critical technical challenges to mobile log analysis 
include how to extract information from unformatted raw data, as well as how 
to visually represent and interact with the analysis results. In this paper, we 
demonstrate MobiLogViz, which seamlessly combines multidimensional data 
visualization and web usage mining techniques. By automatically processing 
the log data and providing coordinated views with various interactions, Mobi-
LogViz effectively aids users in analyzing and exploring mobile log data. 

Keywords: Mobile log, visualization, multidimensional.  

1 Introduction 

As smart phones connecting to Internet and running various applications become 
more and more pervasive, a vast amount of mobile log data is continuously generated. 
These mobile logs record comprehensive and concrete user behavioral information, 
and thus are of great value. Analyzing mobile logs, discovering valuable knowledge 
and discerning patterns hidden within the massive and multidimensional logs may 
help mobile service providers spot subtle trends, investigate phone usage and aggre-
gated statistics, and then predict network traffic flow or refine their services. Howev-
er, the log data are often semi-structured, dynamically generated, disordered, of high 
redundancy, noisy, and thus hard to process. Furthermore, their huge volume and 
strong temporal correlation also impose challenges to their processing.  

It has two limitations to apply web usage mining techniques to extract information 
from mobile log data. On one hand, the mining process is usually not dynamically 
adjustable at runtime. On the other hand, the presentation of mining results is not 
intuitive and provides no user-friendly interface. 

In this paper, we demonstrate MobiLogViz, an interactive visual mobile log analy-
sis system, which seamlessly couples existing web usage mining techniques and  
multi-dimensional data visualization techniques. MobiLogViz enables analysts to 
investigate the mobile log data in a more exploratory and intuitionistic manner. In 
MobiLogViz, multidimensional attributes of logs, such as time, phone brand, website 
                                                           
* This work is a part of the joint research project with EMC Labs China (the Office of CTO, 

EMC Corporate), and is funded by EMC China Center of Excellence. 
** Corresponding author. 
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visited, browser used and operate system embedded, are encoded into visual compo-
nents (e.g. color hue). As a result, the variation trends of dimensions and the relation-
ships among them can be easily configured and fully understood.  

2 System Overview 

Following the visualization process referred in [1], we divide the overall mobile log 
analysis (shown in Figure 1) procedure into two consecutive phases.  

 

Fig. 1. The mobile log analysis overview 

2.1 Phase 1: Processing and Analysis of Large Scale Log Data 

In the processing phase, information is extracted from the raw data and structured into 
tables. The raw data exists in a collection of text files. Each file consists of series of 
records, each of which comes from the HTTP header and is separated by a special 
separator. A record usually starts with a timestamp and four IP addresses. In addition, 
it contains various header fields as “Get”, “Host”, “Accept”, “User-Agent”, “Accept-
Encoding” and “Accept-Language”, etc. In this demonstration, we focus on the fields 
“timestamp”, “Host” and “User-Agent” and conduct the analysis tasks to be further 
discussed in section 3.The processing phase is carried out in the following steps. 

STEP1: Detect if there is a newly arrived log file. If true, go to STEP2. 
STEP2: Extract the header fields “Time”, “Host” and “User-Agent”.  
STEP3: Extract time and website information from field “Time” and “Host”. 
STEP4: Extract mobile phone information (e.g. phone brand, operating system and 

browser used) from field “User-Agent”.  
STEP5: Insert the extracted information into a formatted table.  
STEP6: Apply statistics functions to get summarizations along with time, includ-

ing the summary of website hits for each website, the summary of the use of different 
browsers, operating system or phone brand, as well as the statistics of website hits on 
a specific operating system.  

At last, we generate several statistical tables based on different attributes and their 
correlations. For an instance, table “Time-Host” contains the mainstream websites 
traffic every each hour. Table “Time-Host-OS” contains the correlations between 
mainstream websites and operating systems over the time. In the following part, we 
will take these two tables for example. 
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2.2 Phase 2: Visualization of the Analysis Results 

Based on the output table generated in the previous phase and following the design 
guidelines of visualization, we designed MobiLogViz which consists of three visuali-
zation metaphors. ThemeRiver has been developed to visualize the time-varying in-
formation in log data. HeatMap has been enhanced to mainly convey the relationship 
between pairs of attributes and temporal distribution of individual attributes. And 
HistoMatrix has been used for correlation visualization.  

 

Fig. 2. User interface of MobiLogViz 

The ThemeRiver view mainly represents the changes of website hits, the use of 
browser, operating system or phone brand along with time. Take website hits analysis 
as example, the website in table “Time-Host” is mapped to different colored horizon-
tal layer, as illustrated in Figure 2a. Blue layer represents website qq.com while 
orange layer represents website sina.com. The vertical width of each layer at a partic-
ular time point indicates the value of website hits. A layer narrows (or widens) along 
with the time, means that the hits of corresponding website decreases (or increases). 

In HeatMap view (Figure 2b), color is used to visually represent different value. 
We enhance HeatMap visualization by changing the mapping scheme from linear to 
exponential for each range of value. As shown in Figure 2b, each square represents 
the hits of a website in a particular time interval. The closer to the red of a square is, 
the larger the value is; and a blue square has the smallest value. When the mouse hov-
ers over the squares, the concrete value will be displayed. Furthermore, user can se-
lect an item in drop-down box to switch HeatMap view. 

HistoMatrix View is used to display correlations among attributes. Figure 2c shows 
its application on correlations among website, operating system and time. Each raw of 
the graph represents the relationship between a particular website and several operat-
ing systems. The histogram in each grid, which is discriminated by different colors, 
represents different types of operating systems. The height of a bar chart represents 
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the value of website hits on a specific operating system in a time interval. When user 
selects some interested websites to explore their temporal hit distributions in HeatMap 
view, the view will update to represent the circumstances of the relevant operating 
systems and the website hits along with time. 

In addition to three visualization views, our system also provides convenient inte-
ractions that enable users to further explore log data. The interactions include 
attributes selection, view switches, time range selection and color choices, etc. 

3 Demonstration Scenarios 

First, we will perform several trend analyses including analyzing mainstream websites 
traffic trends over time, trends of market share of different mobile phone brands over 
time, trends of market share of mainstream operating systems over time and trends of 
market share of different user agents over time. After that, other analysis tasks such as 
finding patterns and discovering hidden information will be illustrated.  

Scenario 1. Here we illustrate one example scenario, where our user uses MobiLog-
Viz to explore and understand mainstream websites traffic trends over time and the 
correlation between mainstream websites and operating systems over time. This sce-
nario will touch upon major features of MobiLogViz. 

Our user begins with HeatMap view which shows traffic changes of 50 mainstream 
websites over 24 hours (Figure 2b). ThemeRiver view presents traffic trends of the 
top 10 websites over time (Figure 2a). HistoMatrix view (Figure 2c) supports correla-
tion analyses among time, mainstream websites and operating systems. Our user can 
select 1 to 10 websites from HeatMap view, to further analyze patterns in ThemeRiv-
er view and HistoMatrix view. Furthermore, ThemeRiver and HeatMap views provide 
the analyses of historical data.  

Scenario 2. Here we demonstrate the capability of MobiLogViz in real-time flow data 
analysis. After the new arrival of log files at every each hour, we extract useful infor-
mation and structure them into tables. Then the HeatMap view, ThemeRiver view and 
HistoMatrix view in our system will update to show the latest 24 hours’ data. Fur-
thermore, the audience can choose one or more visualization views to focus. Both 
static and dynamic analyses of flow data are available.  
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Similarity-Based Analytics for Trajectory Data:

Theory, Algorithms and Applications

Kai Zheng

The University of Queensland

The prevalence of GPS sensors and mobile devices has enabled tracking the
movements of almost any kind of moving objects such as vehicles, humans and
animals. As a result, in the past decade we have witnessed unprecedented in-
crease of trajectory data both in volume and variety. With some attributes such
as variable lengths, uncontrolled quality, high redundancy and uncertainty and
so on, trajectory data challenge the traditional methodologies and practices in
many research areas including data storage and indexing, data mining and ana-
lytics, information retrieve, etc. Trajectory data management has been attracting
numerous research interests from both academia and industry due to its tremen-
dous value and benefits in a variety of critical applications like traffic analysis,
fleet management, trip planning, location-based recommendation, etc. In this tu-
torial, we will talk about the challenges, techniques and open problems with the
focus on similarity-based analytics, the foundation of trajectory management,
and covering a range of topics from fundamental theory, algorithms to advanced
applications.

Outline
This tutorial consists of the following parts:

– Basic concept and background information
– Trajectory similarity measures
– Trajectory index
– Trajectory pattern mining

Some related work that will be covered in this tutorial are listed as follows:
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Graph Mining Approaches:

From Main Memory to Map/Reduce

Sharma Chakravarthy

Information Technology Laboratory and CSE Department
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1 Audience

Practitioners and professionals requiring up-to-date information on latest trends
in newer forms of mining paradigms and how to apply these techniques for
various applications, such as dealing with very large graph sizes, partitioning
techniques, graph query answering etc. will benefit from this tutorial. The pre-
senter has been working for over a decade on graph mining, scalability issues
of graph mining, and its applications. Although graph mining itself has been
around for a long while, it has come to the forefront due to its ability to make a
difference in such domains as fraud monitoring and more recently analyzing very
large social networks. Conventional mining techniques do not lend themselves
to some of these applications as they cannot represent inherent structural rela-
tionships and exploit them during mining. We will present several graph mining
approaches that have been proposed in the literature and new ones that are be-
ing developed. Practitioners will benefit from the practical nature of the topics
and find the solutions presented applicable to problems they have encountered.
Researchers will benefit from the issues that need to be addressed in one of the
hot areas currently being revolutionized by increasing amounts of information
available using large computing farms.

2 Tutorial Description

In this tutorial, we argue that graph mining techniques are extremely impor-
tant and it is getting its share of attention recently as the sizes of graphs have
exploded due to social networks and the need for their analusis. There is also
renewed interest in answering graph queries in both exact ad approximate way
due to the presence of large graph based such as Freebase and entity-based very
large graphs. Most of the earlier mining approaches assume transactional and
other forms of data. However, there are a large number of applications where
the relationships among data objects are extremely important. For those appli-
cations, use of conventional approaches results in loss of information that will
critically affect the knowledge that is discovered/inferred using traditional min-
ing approaches. Mining techniques that preserve and exploit the domain char-
acteristics is extremely important and graph mining is one such general purpose
technique as it uses arbitrary graph representation using which complex rela-
tionships can be represented.
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Graph mining, as opposed to transaction mining (association rules, decision
trees and others) is suitable for mining data with structural relationships. Graph
mining is certainly appropriate for mining web graphs, social networks, and other
graphs created by large data sets (e.g., author-citation, query/answer graphs
from Question/Answer sites). The complex relationships that exist between en-
tities that comprise these structures (for example, friendship relations, and ques-
tion/answer relationships) can be faithfully represented using graph format. A
graph representation comes across as a natural choice for representing complex
relationships because it is relatively simple to visualize as well. The various as-
sociations between objects in a complex structure are easy to understand and
represent graphically. Most importantly, the representation in graph format pre-
serves the structural information of the original application which may be lost
when the problem is translated/mapped to other representation schemes.

Graph mining aims at discovering interesting and repetitive patterns/ sub-
structures within structural data. Relevant work in graph mining starts the
Subdue substructure discovery system. Subdue discovers interesting and repeti-
tive substructures in graph representations of data. It employs a beam search to
discover interesting subgraphs and compresses the original graph with instances
of the discovered substructures. The frequent subgraphs (FSG) approaches use
a priori algorithms to structural data represented in the form of a labeled graph
and finds frequent itemsets that correspond to recurring subgraphs in the in-
put. Scalability has always an issue which has given rise to disk-based graph
mining and database-oriented graph mining. More recently, Map/reduce, Pregal
and partitioning of graphs have become new paradigms for further scaling graph
mining to unprecedented sizes.

In this tutorial, we start with main memory graph mining algorithms, need for
scalability and how database-oriented algorithms served that purpose. The tuto-
rial will continue with some of the more recent approaches using map/reduce and
other paradigms due to the explosion in the sizes of graphs coming from social net-
works.We compare these approacheswith respect to the problems addressed, scal-
ability, and how graph querying can use some of the techniques developed earlier.
We present a few applications that have used graphmining techniques beneficially.

3 Significance

Mining has become an important technique for extracting higher forms of ab-
straction and knowledge from large amounts of connected data and as a result
has become an enabling technology for information management. Information
management is a challenging task as the amount of information is increasing
dramatically. Graph mining techniques offer a unique advantage that conven-
tional mining techniques do not offer. This is extremely significant as relation-
ships among data are becoming more and more complex. This is an area that is
witnessing renewed emphasis and we believe that the area has lots of potential
for both research and practical applications.

This tutorial brings various aspects of mining, information management,
applications, and recent trends in meeting the needs of knowledge discovery.



Crowdsourced Algorithms in Data Management
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Abstract. As a novel computation paradigm, crowdsourcing is being
actively pursued in diverse academic disciplines. Within computer sci-
ence, many sub-fields have embraced the concept of crowdsourcing with
open arms and applied the concept to solve diverse challenging problems.
Database community is no exception to this phenomenon and there have
been many exciting new results using crowdsourcing appearing in recent
database literature. This tutorial in particular seeks to cover state-of-
the-art crowdsourced algorithms in data management. After gentle in-
troduction on the concept of crowdsourcing, this tutorial provides the
overall landscape of crowdsourced database research, with the focus on
the latest crowdsourced algorithms that extend conventional database
algorithms (e.g., count, sort, match, and search).

1 Introduction

As the notion of “crowdsourcing” emerges as a novel computing paradigm, the
database community has actively adopted it. By utilizing the human-based com-
putation within DBMS, researchers have proposed novel database systems (e.g.,
Deco [1], CrowdDB [2], Qurk [3], CDAS [4]) that are particularly effective in ad-
dressing the computations hard for machines but easier for humans. At a more
micro-level, in addition, people have developed novel human-powered database
operations by extending existing techniques. Often, human-powered algorithms
attempt to optimize (one of) three objectives–i.e., monetary cost, latency, and
quality of answers [5]. Among many recent advancements in such crowdsourced
algorithms, in this tutorial, we focused on representative ones, categorized with
respect to the four database operations as follows:

1. Count. Being able to count the number of items in a collection with the help
of humans has been studied in [6,7,8].

2. Sort. In sorting items using human powers, one can use conventional tech-
niques such as tournament sort [9] or novel sorting [10]. Beyond sorting, more
advanced sort-related problems such as crowd-enabled max queries [11,5],
top-k queries [12,13], and skyline queries [14] are considered.

3. Match. This covers the crowdsourced database join [10,15] as well as human-
powered entity resolution [16,17] techniques.
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4. Search. How to filter, search, and retrieve a set of constrained items fast and
accurately with the help of human judges is an interesting problem. Recent
advancements such as [18,19,20,21] are covered in this tutorial.
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