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Preface

The prediction of crystal structure for a chemical compound is still a challenge. It

requires advanced algorithms for exhaustive searches of the possible packing forms

and highly accurate computational methodologies to rank the possible crystal

structures. This book presents some of the important developments in crystal

structure prediction in recent years. The chapters do not cover every area but rather

present a wide range of methodologies with applications in organic, inorganic, and

hybrid compounds.

The blind tests organized by the Cambridge Crystallographic Data Center

(CCDC) showed a notable improvement for the crystal structure prediction of

organic compounds over recent years. The first two chapters of this book present

two of the methodologies contributed to the success in recent blind tests. The

chapter “Dispersion Corrected Hartree–Fock and Density Functional Theory for

Organic Crystal Structure Prediction” by Brandenburg and Grimme is dedicated to

recent advances in the dispersion-corrected Hartree–Fock and density functional

theory. Another important area showing remarkable progress is the efficient treat-

ment of the internal flexibility of molecules with many rotatable bonds. The chapter

“General Computational Algorithms for Ab Initio Crystal Structure Prediction for

Organic Molecules” by Pantelides et al. summarizes some of the algorithms that

have contributed to this success. In addition, the chapter “Accurate and Robust

Molecular Crystal Predictions Using Fragment-Based Electronic Structure Meth-

ods” by Beran et al. illustrates how fragment-based electronic structure methods

can provide accurate prediction of the lattice energy differences of polymorphs of

organic compounds.

One research area that would benefit tremendously from the crystal structure

prediction of organic compounds is the design of organic semiconductors. In the

chapter “Prediction and Theoretical Characterization of Organic Semiconductor

Crystals for Field-Effect Transistor Applications” by Şule Atahan-Evrenk and

Alán Aspuru-Guzik, discuss some aspects of theoretical characterization and pre-

diction of crystal structures of p-type organic semiconductors for organic transistor

applications. The chapter also provides information about the structure–property

relationships in organic semiconductors.
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In organic systems, thanks to the internal constraints of molecular structures,

random sampling methods can be used successfully. In inorganic crystals, however,

there are no constraints other than the chemical compositions. Therefore, the

challenge in the crystal structure prediction of inorganic compounds is the search

problem, and the methodologies that span the search space effectively are crucial.

The chapters by Hautier, by Revard et al., and by Zhu et al. are dedicated to cover

recent advances towards achieving inorganic crystal prediction. The chapter “Data

Mining Approaches to High-Throughput Crystal Structure and Compound Predic-

tion” by Hautier discusses data mining approaches and the chapters by Revard et al.

and by Zhu et al. cover evolutionary algorithms for compound prediction. In

particular, the chapter “Structure and Stability Prediction of Compounds with

Evolutionary Algorithms” by Revard et al. presents different methodologies

adapted for the evolutionary algorithms approaches and the chapter “Crystal Struc-

ture Prediction and Its Application in Earth and Materials Sciences” by Zhua et al.

focuses on the state of the art of the USPEX methodology.

The prediction of hybrid materials such as metal-organic frameworks posits a

specific set of challenges for structure prediction. The chapter “Large-Scale Gener-

ation and Screening of Hypothetical Metal-Organic Frameworks for Applications

in Gas Storage and Separation” by Wilmer and Snurr discusses the large-scale

generation and screening of metal-organic frameworks. With possible applications

in storage, catalysis, pharmaceuticals, and electrochemistry, these methodologies

show great potential for development of hybrid systems.

We believe crystal structure prediction will be one of the most important tools in

solid-state chemistry in the near future. Applications ranging from pharmaceuticals

to energy technologies would benefit tremendously from computational prediction

of the solid forms of materials. We believe this book provides up-to-date, concise,

and accessible coverage of the subject for a wide audience in academia and industry

and we hope that it will be useful for chemists and materials scientists who want to

learn more about the state-of-the-art in crystal structure prediction methods and

applications.

We would like to thank Springer editors Birke Dalia and Elizabeth Hawkins for

inviting us to edit this volume and all the authors for their contributions. Lastly, we

would like to thank all the members of the Aspuru-Guzik Group for their support

and camaraderie.

Cambridge, MA, USA Şule Atahan-Evrenk and Alán Aspuru-Guzik

December 2013
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Dispersion Corrected Hartree–Fock and

Density Functional Theory for Organic

Crystal Structure Prediction

Jan Gerit Brandenburg and Stefan Grimme

Abstract We present and evaluate dispersion corrected Hartree–Fock (HF) and

Density Functional Theory (DFT) based quantum chemical methods for organic

crystal structure prediction. The necessity of correcting for missing long-range

electron correlation, also known as van der Waals (vdW) interaction, is pointed out

and some methodological issues such as inclusion of three-body dispersion terms are

discussed. One of the most efficient and widely used methods is the semi-classical

dispersion correction D3. Its applicability for the calculation of sublimation energies

is investigated for the benchmark set X23 consisting of 23 small organic crystals. For

PBE-D3 the mean absolute deviation (MAD) is below the estimated experimental

uncertainty of 1.3 kcal/mol. For two larger π-systems, the equilibrium crystal

geometry is investigated and very good agreement with experimental data is found.

Since these calculations are carried out with huge plane-wave basis sets they are

rather time consuming and routinely applicable only to systems with less than about

200 atoms in the unit cell. Aiming at crystal structure prediction, which involves

screening of many structures, a pre-sorting with faster methods is mandatory. Small,

atom-centered basis sets can speed up the computation significantly but they suffer

greatly from basis set errors. We present the recently developed geometrical counter-

poise correction gCP. It is a fast semi-empirical method which corrects for most of

the inter- and intramolecular basis set superposition error. For HF calculations with

nearly minimal basis sets, we additionally correct for short-range basis incomplete-

ness. We combine all three terms in the HF-3c denoted scheme which performs very

well for the X23 sublimation energies with an MAD of only 1.5 kcal/mol, which is

close to the huge basis set DFT-D3 result.
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BSE Basis set error

BSIE Basis set incompleteness error

BSSE Basis set superposition error
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D3 Third version of a semi-classical first-principles dispersion
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DF Density functional
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PBE Generalized gradient-approximated functional of Perdew, Burke,
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RPBE Revised version of the PBE functional

SAPT Symmetry Adapted Perturbation Theory

SCF Self-consistent field

SD Standard deviation

SIE Self interaction error

SRB Short-range basis incompleteness correction

SVP Polarized split-valence basis set of Ahlrichs

TBTQ Tribenzotriquinazene

TS Tkatchenko and Scheffler dispersion correction

VASP Vienna ab initio simulation package

vdW Van der Waals

VV10 Vydrov and van Voorhis non-local correlation functional

X23 Benchmark set of 23 small organic crystals

XDM Exchange-dipole model of Becke and Johnson

ZPV Zero point vibrational energy

1 Introduction

Aiming at organic crystal structure prediction, two competing requirements for the

utilized theoretical method exist. On the one hand, the calculation of crystal energies

has to be accurate enough to distinguish between different polymorphs. This involves

an accurate account of inter- as well as intramolecular interactions in various

geometrical situations. On the other hand, each single computation (energy including

the corresponding derivatives for geometry optimization or frequency calculation)

has to be fast enough to sample all space groups under consideration (and possibly

different molecular conformations) in a reasonable time [1–5]. Typically, one

presorts the systems with a fast method and investigates the energetically lowest

ones with a more accurate (but more costly) method. For the inclusion of zero point

vibrational energy (ZPVE) contributions a medium quality level is often sufficient.

A corresponding algorithm is sketched in Fig. 1. The generation of the initial structure

(denoted as sample space groups) is an important issue, but will not be discussed in

this chapter. Here we focus on the different electronic structure calculations, denoted

by the quadratic framed steps in Fig. 1. We present dispersion corrected Density

Functional Theory (DFT-D3) as a possible high-quality method with medium

computational cost and dispersion corrected Hartree–Fock (HF) with semi-empirical

basis error corrections (HF-3c) as a faster method with medium quality.

Density Functional Theory (DFT) is the “work horse” for many applications in

chemistry and physics and still an active research field of general interest [6–9]. In

many covalently bound (periodic and non-periodic) systems, DFT provides a very

good compromise between accuracy and computational cost. However, common

generalized gradient approximated (GGA) functionals are not capable of describing

long-range electron correlation, a.k.a. the London dispersion interaction

[10–13]. This dispersion term can be empirically defined as the attractive part of

Dispersion Corrected Hartree–Fock and Density Functional Theory for Organic. . . 3



the van der Waals-type interaction between atoms and molecules that are not

directly bonded to each other. For the physically correct description of molecular

crystals, dispersion interactions are crucial [14, 15]. In the last decade, several well-

established methods for including dispersion interactions into DFT were developed.

For an overview and reviews of the different approaches, see, e.g., [16–25] and

references therein. Virtual orbital dependent (e.g., random phase approximation,

RPA [26]) and fragment based (e.g., symmetry adapted perturbation theory, SAPT

[27]) methods are not discussed further here because they are currently not

routinely applicable to larger molecular crystals. For the alternative combination

of accurate molecular quantum chemistry calculations for crystal fragments with

force-fields and subsequent periodic extension see, e.g., [28, 29].

Here we focus on the atom-pairwise dispersion correction D3 [30, 31] coupled

with periodic electronic structure theory. The D3 scheme incorporates

non-empirical, chemical environment-dependent dispersion coefficients, and for

dense systems a non-additive Axilrod–Teller–Muto three-body dispersion term. We

present the details of this method in Sect. 2.1. Compared to the self-consistent

Sample Space Groups

Optimize with fast,
medium quality method

→ Electronic energy Eel

2nd derivatives with fast,
medium quality method

→ Zero point vibr. energy EZPV E

Re-Optimize with moderately
fast, high quality method

→ New electronic energy Eel

Most stable structure(s)

Eel < Min{Eel}+Δ

Min{Eel + EZPV E}

Eel + EZPE < Min{Eel + EZPV E}+Δ

Fig. 1 A typical crystal structure prediction algorithm [1]. First, the optimum electronic crystal

energy Eel is calculated with a fast, medium quality method. Second, the more costly second

derivatives for the electronically lowest structures in a certain energy interval (Δ) are calculated to
get the zero point vibrational energy EZPVE. Finally, the electronic energy E

0
el is re-calculated for

the energetically lowest structures in a (different) energy interval (Δ0) with a more accurate

method. The data from step two can be finally used also to estimate thermal and entropic

corrections

4 J.G. Brandenburg and S. Grimme



solution of the Kohn–Sham (KS) or HF equations, the calculation of the D3

dispersion energy requires practically no additional computation time. Although

it does not include information about the electron density, it provides good accuracy

with typical deviations for the asymptotic dispersion energy of only 5% [19]. The

accuracy for non-covalent interaction energies with current standard functionals

and D3 is about 5–10%, which is also true for small relative energies [32].

Therefore, it is an ideal tool to fulfill fundamental requirements of crystal structure

prediction. We evaluate the DFT-D3 scheme with huge plane-wave basis sets in

Sect. 2.2 and compare it to competing pairwise-additive methods, which partially

employ electron density information.

Because the calculation of the DFT or HF energy is the computational bottle-

neck, a speed-up of these calculations without losing too much accuracy is highly

desirable. The computational costs mainly depend on the number of utilized single

particle basis functions N with a typical scaling behavior from N2 to N4. The choice

of the type of basis functions is also an important issue. Bulk metals have a strongly

delocalized valence electron density and plane-wave based basis sets are probably

the best choice [33]. In molecular crystals, however, the charge density is more

localized and a typical molecular crystal involves a lot of “vacuum.” For plane-

wave based methods this can result in large and inefficient basis sets. In a recently

studied typical organic system (tribenzotriquinacene, C22H16), up to 1.5 � 105

projector augmented plane-wave (PAW) basis functions must be considered for

reasonable basis set convergence [34]. For this kind of system, atom-centered

Gaussian basis functions as usually employed in molecular quantum chemistry

could be more efficient. However, small atom-centered basis sets strongly suffer

from basis set errors (BSE), especially the basis set superposition error (BSSE)

which leads to overbinding and too high computed weight densities (too small

crystal volumes) in unconstrained optimizations. Because different polymorphs

often show various packings with different densities, correcting for BSSE is

mandatory in our context. In order to get reasonable absolute sublimation energies

and good crystal geometries, these basis set errors must be corrected. A further

problem compared to plane-wave basis sets is the non-orthogonality of atom-

centered basis functions which can lead to near-linear dependencies and bad self-

consistent field (SCF) convergence. We have recently mapped the standard Boys

and Bernardi correction [35], which corrects for the BSSE, onto an atom-pairwise

repulsive potential. It was fitted for a number of typical Gaussian basis sets and

depends otherwise only on the system geometry and is therefore denoted gCP [36].

Analytic gradients are problematic in nearly all other counterpoise schemes, but are

easily obtained for gCP. For the calculation of second derivatives, analytic first

derivatives are particularly crucial. Periodic boundary conditions are included and

the implementation has been tested in [37].We present the gCP scheme here

together with an additional short-range basis (SRB) incompleteness correction in

Sect. 3.1. In Sect. 3.2 the combination of small (almost minimal) basis set DFT

and HF, dispersion correction D3, geometrical counterpoise correction gCP, and

short-range incompleteness correction SRB is evaluated for typical molecular

crystals. The plane-wave, large basis PBE-D3 results are briefly discussed and

used for comparison.

Dispersion Corrected Hartree–Fock and Density Functional Theory for Organic. . . 5



2 Dispersion Corrected Density Functional Theory

2.1 London Dispersion Correction

At short inter-atomic distances, standard density functionals (DF) describe the

effective electron interaction rather well because of their deep relation to the

corresponding electron density changes. Long-range electron correlation cannot

be accurately described by the local (or semi-local) DFs in inhomogeneous

materials. To describe this van der Waals (vdW)-type interaction, one can include

non-local kernels in the vdW-DFs as pioneered by Langreth and Lundquist [38, 39]

and later improved by Vydrov and van Voorhis (VV10 [25]). For the total

exchange-correlation energy Exc of a system, the following approximation is

employed in all vdW-DF schemes:

Exc¼EGGA
X þ EGGA

C þ ENL
c , (1)

where standard exchange (X) and correlation (C) components (in the semi-local

generalized gradient approximation GGA) are used for the short-range parts and

ENL
c represents the non-local correlation term describing the dispersion energy. In

the vdW-DF framework it takes the form of a double-space integral:

ENL
c ¼ 1

2

ðð
ρ rð ÞΦNL r; r

0
� �

ρ r
0

� �
d3rd3r

0
: (2)

The electron density ρ at positions r and r0 is correlated via the integration kernel
ΦNL(r,r0). It is physically approximated by local approximations to the frequency

dependent dipole polarizability α(r,ω). The VV10 kernel has been successfully

used in various molecular applications [40–43] by us but is not discussed further in

this work.

The famous Casimir–Polder relationship [44] connects the polarizability with

the long-range dispersion energy, which scales as C6 ¼ R6 where R is the distance

between two atoms or molecules. The corresponding dispersion coefficient CAB
6 for

interacting fragments A and B is given by

CAB
6 ¼ 3

π

ð1
0

αA iωð ÞαB iωð Þdω, (3)

where αA(iω) is the averaged dipole polarizability at imaginary frequency ω. In
vdW-DF (but not in DFT-D3) dispersion can be calculated self-consistently and

changes the density in turn. Because this change is normally insignificant [25, 38,

40], ENL
c is typically added non-self-consistently to the SCF-GGA energy. The main

advantage of vdW-DF methods is that dispersion effects are naturally included via

the system electron density. Therefore, they implicitly account for changes in the

6 J.G. Brandenburg and S. Grimme



dispersion coefficients due to different “atoms-in-molecules” oxidation states in

a physically sound manner. The disadvantage is the raised computational cost

compared to pure (semi-)local DFs.

By treating the short-range part with DFs and the dispersion interaction with a

semi-classical atom-pairwise correction, one can combine the advantages of both

worlds. Semi-classical models for the dispersion interaction like D3 show very

good accuracy compared to, e.g., the VV10 functional [43, 45] for very little

computational overheads, particularly when analytical gradients are required.

The total energy Etot of a system can be decomposed into the standard,

dispersion-uncorrected DFT/HF electronic energy EDFT/HF and the dispersion

energy Edisp:

Etot ¼ EDFT=HF þ Edisp: (4)

We use our latest first-principles type dispersion correction DFT-D3, where the

dispersion coefficients are non-empirically obtained from a time-dependent, linear

response DFT calculation of αA(iω). The dispersion energy can be split into two-

and three-body contributions Edisp ¼ E(2) + E(3):

E 2ð Þ ¼ ffi 1

2

X
n¼6, 8

Xatom pairs

A 6¼B

X
T

sn
CAB
n

rB ffi rA þ Tk k þ f RAB
0

� �n (5)

E 3ð Þ ¼ 1

6

Xatom pairs

A 6¼B

X
T

CABC
9 3cos θacos θbcos θc þ 1ð Þ
r9ABC � 1þ 6 rABC=R0ð Þ ffi αð Þ : (6)

Here, CAB
n denotes the averaged (isotropic) nth-order dispersion coefficient for

atom pair AB, and RA/B are their Cartesian positions. The real-space summation

over all unit cells is done by considering all translation invariant vectors T inside a

cut-off sphere. The scaling parameter s6 equals unity for the DFs employed here

and ensures the correct limit for large interatomic distances, and s8 is a functional-

dependent scaling factor. The rational Becke and Johnson damping function f(Rab
0 )

is [46]

f Rab
0

� � ¼ a1R
ab
0 þ a2, Rab

0 ¼
ffiffiffiffiffiffiffi
Cab
8

Cab
6

s
: (7)

The dispersion coefficients CAB
6 are computed for molecular systems with the

Casimir–Polder relation (3).We use the concept of fractional coordination numbers

(CN) to distinguish the different hybridization states of atoms in molecules in a

differentiable way. The CN is computed from the coordinates and does not

use information from the electronic wavefunction or density but recovers basic

information about the bonding situation of an atom in a molecule, which has a

dominant influence on the CAB
6 coefficients [30]. The higher order C8 coefficients

are obtained from the well-known relation [47]
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C8 ¼ 3

2
C6

r4
� �
r2h i : (8)

With the recursion relation Ciþ4 ¼ Ci-2
Ciþ2

Ci

� �
and C10 ¼ 49

40

C2
8

C6
, one can in

principle also generate higher orders, but terms above C10 do not improve the

performance of the D3 method. The three parameters s8, a1, and a2 are fitted for

each DF on a benchmark set of small, non-covalently bound complexes. This fitting

is necessary to prevent double counting of dispersion interactions at short range and

to interpolate smoothly between short- and long-range regimes. These parameters

are successfully applied to large molecular complexes and to periodic systems [45,

48]. In the non-additive Axilrod–Teller–Muto three-body contribution (6) [30, 49],

rABC is an average distance in the atom-triples and θa/b/c are the corresponding

angles. The dispersion coefficient CABC
9 describes the interaction between three

virtually interacting dipoles and is approximated from the pairwise coefficients as

CABC
9 ¼ ffi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CAB
6 CAC

6 CBC
6

q
: (9)

The applicability of this atom-pairwise dispersion correction with three-body

corrections in dense molecular systems was shown in a number of recent publications

[16, 50, 51].

For early precursors of DFT-D3 also in the framework of HF theory, see

[52–56]. Related to the D3 scheme are approaches that also compute the C6

coefficients specific for each atom (or atom pair) and use a functional form similar

to (5). A system dependency of the dispersion coefficients is employed by all

modern DFT-D variants. We explicitly mention the works of Tkatchenko and

Scheffler [57, 58] (TS. “atom-in-molecules” C6 from scaled atomic volumes),

Sato et al. [59] (use of a local atomic response function), and Becke and Johnson

[46, 60, 61] (XDM utilizes a dipole-exchange hole model). The TS and XDM

methods are used routinely in solid-state applications [62–65].

2.2 Evaluation of Dispersion Corrected DFT

2.2.1 X23 Benchmark Set

A benchmark set for non-covalent interactions in solids consisting of 21 molecular

crystals (dubbed C21) was compiled by Johnson [24]. Two properties for

benchmarking are provided: (1) thermodynamically back-corrected experimental

sublimation energies and (2) geometries from low-temperature X-ray diffraction.

The error of the experimental sublimation energies was estimated to be 1.2 kcal/mol

[66]. Recently, the C21 set was extended and refined by Tkatchenko et al. [67]. The

X23 benchmark set (16 systems from [67] and data for 7 additional systems were
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obtained from these authors) includes two additional molecular crystals, namely

hexamine and succinic acid. The molecular geometries of the X23 set are shown in

Fig. 2. The thermodynamic back-correction was consistently done at the PBE-TS

level. Semi-anharmonic frequency corrections were estimated by solid state heat

capacity data. Further details of the back-correction scheme are summarized in [67]

The mean absolute deviation (MAD) between both data sets is 0.55 kcal/mol.

Because the X23 data seem to be more consistent, we use these as a reference. If

we take the standard deviation (SD) between both thermodynamic corrections as

statistical error measure, the total uncertainty of the reference values is about

1.3 kcal/mol. In the following, all sublimation energies and their deviations

consistently refer to one molecule (and not the unit cell).

The calculations are carried out with the Vienna Ab-initio Simulation Package

VASP 5.3 [68, 69]. We utilize the GGA functional PBE [70] in combination with a

projector-augmented plane-wave basis set (PAW) [71, 72] with a huge energy

cut-off of 1,000 eV. This corresponds to 200% of the recommended high-precision

cut-off. We sample the Brillouin zone with a Γ-centered k-point grid with four

k-points in each direction, generated via the Monkhorst–Pack scheme [73]. To

simulate isolated molecules in the gas phase, we compute the Γ-point energy of a

single molecule in a large unit cell (minimum distance between separate molecules

of 16 Å, e.g., adamantine is calculated inside a 19 � 19 � 19 � Å3 unit cell). In

order to calculate the sublimation energy, we optimize the single molecule and the

corresponding molecular crystal. The unit cells are kept fixed at the experimental

values. The atomic coordinates are optimized with an extended version of the

approximate normal coordinate rational function optimization program (ANCOPT)

[74] until all forces are below 10ffi4 Hartree/Bohr. We compute the D3 dispersion

Fig. 2 Geometries of the 23 small organic molecules in the X23 benchmark set for non-covalent

interactions in solids. Hydrogen atoms at carbons are omitted for clarity. Carbons are denoted by

dark gray balls, hydrogens are light gray, oxygens are red, and nitrogens are light blue
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energy in the Becke–Johnson damping scheme with a conservative distance cut-off

of 100 Bohr. The three-body dispersion energy is always calculated as a single-

point on the optimized PBED3/1,000 eV structure. The results for X23 are

summarized in Table 1. Figure 3 shows the correlation between experimental

sublimation energies and the calculated values on the PBE/1,000 eV, PBE-D3/

1,000 eV, and PBE-D3/1,000 eV+E(3) levels. The uncorrected functional yields

unreasonable results. Because of the missing dispersion interactions, the attraction

between the molecules is significantly underestimated, which results in too small

sublimation energies. Some systems are not bound at all on the PBE/1,000 eV level.

For PBE-D3 all results are significantly improved. The MAD is exceptionally low

and drops below the estimated experimental error of 1.3 kcal/mol. The mean

deviation of +0.4 kcal/mol indicates a slight overbinding on the PBE-D3/

Table 1 Mean absolute deviation (MAD), mean deviation (MD), and standard deviation (SD) of

the calculated, zero-point exclusive sublimation energy from reference values for the X23 test set.

The energies and geometries refer to the PBE/1,000 eV, PBE-D3/1,000 eV, PBE-D3/1,000 eV

+E(3) levels. Values for the XDM and TS method are taken from [24] and the data for 16 systems

on the PBE-MBD level from [67]. Negative MD values indicate systematic underbinding

Method

X23 sublimation energy

MAD MD SD

PBE/1,000 eV 11.55 ffi11.55 6.20

PBE-D3/1,000 eV 1.07 0.43 1.34

PBE-D3/1,000 eV+E(3) 1.21 ffi0.49 1.65

PBE-XDM/1,088 eV 1.50 ffi0.45 2.12

B86b-XDM/1,088 eV 1.37 ffi0.33 1.91

PBE-TS/1,088 eV 1.53 3.50 2.32

PBE-MBD/1,000 eV 1.53 1.53 0.95

All energies are in kcal/mol per molecule
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Fig. 3 Correlation between experimental and PBE computed sublimation energy with and

without dispersion correction. The gray shading along the diagonal line denotes the experimental

error interval. All energies are calculated on optimized structures but with experimental lattice

constants
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1,000 eV level. The three-body dispersion correction is always repulsive and

therefore decreases the sublimation energy. At the PBE-D3/1,000 eV+E(3) level

the MAD and SD is slightly raised but these changes are within the uncertainty of

the reference data and hence we cannot draw definite conclusions about the

importance of three-body dispersion effects from this comparison. Because

inclusion of three-body dispersion has been shown to improve the description of

binding in large supramolecular structures [45] and is not spoiling the results here,

we recommend that the term is always included. However, the many-body effect

(i.e., adding E(3) to the PBE-D3 data) is smaller than found in recent studies by

another group [58, 75] employing a general many-body dispersion scheme. We

compare our results to the pairwise dispersion corrections XDM and TS and show

the normal error distributions in Fig. 4. The XDM model works reasonably well

with an MAD of 1.5 kcal/mol, while the TS scheme is significantly overbinding

with an MAD of 3.5 kcal/mol. The overbinding of the TS model is partially

compensated by large many-body contributions and the MAD on the PBE-MBD

level drops to 1.5 kcal/mol. A remarkable accuracy with an MAD of 0.9 kcal/mol

was reported with the hybrid functional PBE0-MBD [67, 76]. The XDM model

works slightly better in combination with the more repulsive B86b functional.

However, the mean deviation of –0.5 kcal/mol and –0.3 kcal/mol reveals a system-

atic underbinding of the XDM method consistent with results for supramolecular

systems (ER Johnson (2013), Personal Communication). This will lead to a worse

result when a three-body term is included.

As a further test we investigate the unit cell volume for the same systems.

We perform a full geometry optimization and compare with the experimental

low-temperature X-ray structures. The unit cell optimization is done with the VASP

quasi-Newton optimizer with a force convergence threshold of 0.005 eV/A�. Without

dispersion correction, too large unit cells are obtained. On the PBE/1,000 eV level, the

volumes of the orthorhombic systems are overestimated by 9.7%. We compare the

0
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Fig. 4 Deviations between experimental and theoretical sublimation energies for the X23 set. We

convert the statistical data into standard normal error distributions for visualization. The gray
shading denotes the experimental error interval. The quality of the theoretical methods decreases

in the following order: PBE-D3/1,000 eV, PBE-XDM/1,088 eV, and PBE-TS/1,088 eV
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theoretical zero Kelvin geometries with low-temperature X-ray diffraction data at

approximately 100 K. Therefore, the calculated values should always be smaller than

the measured ones due to thermal expansion effects. After applying the D3 correction,

the unit cells are systematically too small by 0.8% which is reasonable considering

typical thermal volume expansions assumed to be approximately 3%. In passing it is

noted that the geometries of isolated organic molecules are systematically too large in

volume by about 2% with PBE-D3 [77], which is consistent with the above findings.

In summary, PBE-D3 or PBE-D3 + E(3) provide a consistent treatment of interaction

energies and structures in organic solids. Screening effects on the dispersion

interaction as discussed in [58, 75] seem to be unimportant in the D3 model.

2.2.2 Structure of Tribenzotriquinazene (TBTQ)

As an example for a larger system where London dispersion is even more

important, we re-investigate the recently studied tribenzotriquinacene (TBTQ)

compound [34] which involves π-stacked aromatic units. We utilized the GGA

functionals PBE [70] and RPBE [78], a PAW basis set [71, 72] with huge energy

cut-off of 1,000 eV within the VASP program package. The crystal structures of

TBTQ and its centro-methyl derivate (Me-TBTQ) was measured and a space group

R3m was found for both TBTQ and Me-TBTQ. However, a refined analysis

revealed the true space group of TBTQ to be R3c (an additional c-glide plane),

while the space group of Me-TBTQ is confirmed. The structure in Fig. 5 shows the

tilting between neighboring TBTQ layers. With dispersion corrected DFT

(PBE-D3/1,000 eV), we were able to obtain all subtle details of the structures as

summarized in Table 2. The unusual packing induced torsion between vertically

stacked molecules was computed correctly as well as an accurate stacking distance.

The deviations from experimental unit cell volumes of 1.4% for TBTQ and 1.5%

for Me-TBTQ are within typical thermal volume expansions. The agreement

between theory and experiment is excellent but necessitated a huge basis set with

1.46 � 105 plane-wave basis functions. A calculation of the crystal structure of

Me-TBTQ on the same theoretical level confirms the measured untilted stacking

geometry.

The dispersion correction is also crucial for the correct description of the

sublimation energy. For PBE negative values (no net bindings) are obtained. On

the PBE-D3 level reasonable ZPVE-exclusive sublimation energies of 35 and

29 kcal/mol are calculated, which fit the expectations for molecules of this size.

In Fig. 6 we show the potential energy surface (PES) with respect to the vertical

stacking distance for Me-TBTQ. In addition to the PBE functional, we applied the

Hammer et al. modified version, dubbed RPBE [78], to investigate the effect of

the short-range correlation kernel. For each point, we perform a full geometry

optimization with a fixed unit cell geometry. The curves for both uncorrected
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Fig. 5 X-Ray (left) and PBE-D3/1,000 eV (middle) crystal structure of TBTQ. The computed

structure was obtained by an unconstrained geometry optimization [34]. The right figure highlights
the analyzed geometry descriptors

Table 2 Comparison of experimental X-ray and computed PBE-D3/1,000 eV structures. The first

block corresponds to the TBTQ crystal, the second to the Me-TBTQ crystal. As important

geometrical descriptors the vertical stacking distance R, the tilting angle Θ, and the unit cell

volume Ω are highlighted

X-Ray PBE-D3/1,000 eV

R 4.75 4.67

Θ 6.2� 9.8�

Ω 2,075 2,046

a, b, c 15.96, 15.96, 9.48 15.92, 15.92, 9.32

α, β, γ 90.0, 90.0, 120.0 90.0, 90.0, 120.0

R 5.95 5.91

Θ 0.0� 0.0�

Ω 2,306 2,272

a, b, c 14.96, 14.96, 11.90 14.90, 14.90, 11.82

α, β, γ 90.0, 90.0, 120.0 90.0, 90.0, 120.0

All lengths are given in Å
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X-ray
PBE

PBE-D3
RPBE

RPBE-D3

Fig. 6 Dependence of the cohesive energy Ecoh per molecule on the vertical cell parameter c (the
dashed line denotes the experimental value). The results refer to the PBE and RPBE functional

with a PAW basis set and an energy cut-off of 1,000 eV. The cell parameters a and b are fixed to

their experimental value. For each point we perform a full geometry optimization with a fixed unit

cell geometry. The asymptotic energy limit c ! 1 corresponds to the interaction in one

Me-TBTQ layer, approximated by a large distance of 15 Å
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functionals show no significant minimum in agreement with the wrong sign of the

sublimation energy. Furthermore, we see significant deviation between the two

functionals, i.e., PBE is much less repulsive than RPBE. With the inclusion of the

D3 correction the differences between both functionals diminishes nicely and the

PES are nearly identical. This is a strong indication that the D3 correction provides

a physically sound description of long- and medium-range correlation effects.

In fact, RPBE-D3 reproduces the equilibrium structure even slightly better than

PBED3. This confirms previous observations from different groups that dispersion

corrections are ideally coupled to inherently more repulsive (semi-local)

functionals [19, 79, 80].

3 Dispersion Corrected Hartree–Fock with Basis

Set Error Corrections

3.1 Basis Set Error Corrections

The previously presented results were obtained with huge plane-wave basis sets and

these DFT calculations are rather costly. It seems hardly possible to use fewer

plane-wave functions, because the stronger oscillating functions are necessary to

describe the relatively localized electron density in molecular crystals. A significant

reduction of basis functions seems only possible with atom centered functions, i.e.,

Gaussian atomic orbitals (AO). In contrast to plane-waves, however, small AO

basis sets suffer greatly from basis set incompleteness errors, especially the BSSE.

Semi-diffuse AOs can exhibit near linear dependencies in periodic calculations and

the reduction of the BSSE by systematic improvement of the basis is often not

possible. A general tool to correct for the BSSE efficiently in a semi-empirical way

was developed in 2012 by us [36]. Recently, we extended the gCP denoted scheme

to periodic systems and tested its applicability for molecular crystals [37].

Additionally, the basis set incompleteness error (BSIE) becomes crucial when

near minimal basis sets are used. For a combination of Hartree–Fock with a MINIX

basis (combination of valence scaled minimal basis set MINIS and split valence

basis sets SV, SVP as defined in [81]), dispersion correction D3, and geometric

counterpoise correction gCP, we developed a short-ranged basis set incompleteness

correction dubbed SRB. The SRB correction compensates for too long covalent

bonds. These are significant in an HF calculation with very small basis sets,

especially when electronegative elements are present. The HF-D3-gCP-SRB/

MINIX method will be abbreviated HF-3c in the following. The HF method has

the advantage over current GGA functionals that it is (one-electron) self interaction

error (SIE) free [82, 83]. Further, it is purely analytic and no grid error can occur.

The numerical noise-free derivatives are important for accurate frequency calcula-

tions. In contrast to many semi-empirical methods, HF-3c can be applied to almost

all elements of the periodic table without any further parameterization and the
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physically important Pauli-exchange repulsion is naturally included. Here, we

extend the HF-3c scheme to periodic systems and propose its use as a cheap

DFT-D3 alternative or for crosschecking of DFT-D3 results.

The corrected total energy EHFffi3c
tot is given by the sum of the HF energy

EHF/MINIX, dispersion energy ED3
disp, BSSE correction EgCP

BSSE, and short-ranged

basis incompleteness correction ESRB:

EHFffi3c
tot ¼ EHF=MINIX þ ED3

disp þ EgCP
BSSE þ ESRB: (10)

The form of the first term ED3
disp is already described in Sect. 2.1. For the HF-3c

method the three parameters of the damping function s8, a1, and a2 were refitted in

the MINIX basis (while applying gCP) against reference interaction energies [84]

and this is denoted D3(refit). The second correction, namely the geometrical

counterpoise correction gCP [36, 37], depends only on the atomic coordinates

and the unit cell of the crystal. The difference in atomic energy emiss
A between a

large basis (def2-QZVPD [85]) and the target basis set (e.g., the MINIX basis)

inside a weak electric field is computed for free atoms A. The emiss
A term measures

the basis incompleteness and is used to generate an exponentially decaying, atom-

pairwise repulsive potential. The BSSE energy correction EgCP
BSSE EgCP BSSE reads

EgCP
BSSE ¼ σ

2

Xatom pairs

A 6¼B

X
T

emiss
A

exp ffiα � rB ffi rA þ Tk kβð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SAB � Nvirt

B

q , (11)

with Slater-type overlap integral SAB, number of virtual orbitals on atom B in the

target basis set Nvirt
B , and basis set dependent fit parameters σ , α, and β. The Slater

exponents of s- and p-valence orbitals are averaged and scaled by a fourth fit

parameter η to get a single s-function exponent. For each combination of Hamiltonian

(DFT or HF) and basis set, the four parameters were fitted in a least-squares sense

against counterpoise correction data obtained by the Boys–Bernardi scheme [35].

Systematically overestimated covalent bond lengths for electronegative

elements

are corrected by the third term ESRB:

ESRB ¼ ffi s

2

Xatom pairs

A 6¼B

X
T

ZAZBð Þ3=2exp ffiγ R0,D3
AB

� �3=4
rB ffi rA þ Tk k

� �
: (12)

We use the default cut-off radii R0;D3
AB as determined ab initio for the D3

dispersion correction and ZA/B are the nuclear charges. The parameters s and γ
were determined by fitting the HF-3c total forces against B3LYP-D3/def2-TZVPP

[86] equilibrium structures of 107 small organic molecules. Altogether, the HF-3c

method consists of nine empirically determined parameters, three for the D3
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dispersion, four in the gCP scheme, and two for the SRB correction. The HF-3c

method was recently tested for geometries of small organic molecules, interaction

energies and geometries of non-covalently bound complexes, for supramolecular

systems, and protein structures [81], and good results superior to traditional semi-

empirical methods were obtained. In particular the accurate non-covalent HF-3c

interactions energies for a standard benchmark [84] (i.e., better than with the

“costly” MP2/CBS method and close to the accuracy of DFT-D3/“large basis”)

are encouraging for application to molecular crystals.

3.2 Evaluation of Dispersion and Basis Set Corrected
DFT and HF

We evaluate the basis corrections gCP and SRB by comparison with reference

sublimation energies for the X23 benchmark set, introduced in Sect. 2.2. We

calculate the HF and DFT energies with the widely used crystalline orbital program

CRYSTAL09 [87, 88]. In the CRYSTAL code, the Bloch functions are obtained by

a direct product of a superposition of atom-centered Gaussian functions and a

k dependent phase factor. We use raw HF, the GGA functional PBE [70], and the

hybrid GGA functional B3LYP [89, 90]. The Γ-centered k-point grid is generated

via the Monkhorst–Pack scheme [73] with four k-points in each direction. The large
integration grid (LGRID) and tight tolerances for Coulomb and exchange sums

(input settings. TOLINTEG 8 8 8 8 16) are used. The SCF energy convergence

threshold is set to 10ffi8 Hartree. We exploit the polarized split-valence basis set

SVP [91] and the near minimal basis set MINIX. The atomic coordinates are

optimized with the extended version of the approximate normal coordinate rational

function optimization program (ANCOPT) [74].

Mean absolute deviation (MAD), mean deviation (MD), and standard deviation

(SD) of the sublimation energy for the X23 test set and for the subset X12/Hydrogen

(systems dominated by hydrogen bonds) are presented in Table 3. The dispersion and

BSSE corrected PBE-D3-gCP/SVP and B3LYP-D3-gCP/SVP methods yield good

sublimation energies with MADs of 2.5 and 2.0 kcal/mol, respectively. The artificial

overbinding of the gCP-uncorrected DFT-D3/SVP methods is demonstrated by the

huge MD of 8.5 kcal/mol for PBE and 10.1 kcal/mol for B3LYP. Adding the three-

body dispersion energy changes the MADs for D3-gCP to 2.9 and 1.7 kcal/mol,

respectively. As noted before [37], the PBE functional with small basis sets

underbinds hydrogen bonded systems systematically. The HF-3c calculated sublima-

tion energies are of very good quality with an MAD of 1.7 and 1.5 kcal/mol without

and with three-body dispersion energy, respectively, which is similar to the previous

PBE-D3/1,000 eV results. Considering the simplicity of this approach, this result is

remarkable. The MD is with 0.6 and –0.2 kcal/mol, respectively, also very close to

zero. This indicates that, with the three correction terms, most of the systematic errors

of pure HF are eliminated. For hydrogen bonded systems the MAD is only slightly
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higher, which indicates an overall consistent treatment. To analyze the HF-3c method

in more detail, we investigate the different energy contribution to the sublimation

energy on the optimized HF-3c structures as shown in Fig. 7.

Plain HF is not capable of describing the intermolecular attraction in the crystals

and has the largest MAD of 11.3 kcal/mol. The only significant physical attraction

between the molecules arises in hydrogen bonded systems which are dominated by

Table 3 Mean absolute deviation (MAD), mean deviation (MD), and standard deviation (SD) of

the computed sublimation energy with respect to experimental reference data for the X23 test set

and for the subset X12/Hydrogen dominated by hydrogen bonds. We compare the HF-3c method

with gCP corrected PBE-D3/SVP and B3LYP-D3/SVP methods. For PBE/SVP level, we also give

deviations to the corresponding large plane-wave basis set values in parentheses

X23 X12/Hydrogen

Method MAD MD SD MAD MD

PBE-D3/SVP 8.5 (8.1) 8.5 (8.1) 3.5 (3.4) 10.5 (9.7) 10.5 (9.7)

PBE-D3-gCP/SVP 2.5 (2.1) ffi1.1 (1.5) 3.0 (2.6) 2.8 (2.5) ffi1.4 (–2.3)

PBE-D3-gCP/SVP+E(3)a 2.9 (2.0) ffi2.0 (–1.5) 3.2 (2.5) 3.1 (2.4) ffi2.2 (–2.2)

B3LYP-D3/SVP 10.1 10.1 4.1 12.0 12.0

B3LYP-D3-gCP/SVP 2.0 0.5 2.3 1.7 ffi0.1

B3LYP-D3-gCP/SVP+E(3)a 1.7 ffi0.4 2.2 1.8 ffi0.8

HF/MINIXb 11.3 ffi11.3 6.1 10.7 ffi10.7

HF-D3(refit)/MINIXb 6.3 6.3 3.6 7.5 7.5

HF-D3(refit)-gCP/MINIXb 1.6 0.5 1.9 1.8 ffi0.0

HF-3c 1.7 0.6 2.0 1.8 0.0

HF-3c+E(3)a 1.5 ffi0.2 2.0 2.0 ffi0.7
aThree-body dispersion E(3) as single-point energy on optimized structures
bSingle-point energies on HF-3c optimized structures

All values are in kcal/mol per molecule
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electrostatics which is properly described by HF. By inclusion of dispersion, the

MAD drops to 6.3 kcal/mol on the HF-D3(refit)/MINIX level, but the sublimation

energy is significantly overestimated. This too strong attraction can be efficiently

and accurately corrected with the gCP scheme. The MAD on the HF-D3(refit)-gCP/

MINIX level is 1.6 kcal/mol and very similar to the MAD of the full HF-3c method.

This demonstrates that the SRB correction mainly affects geometries as intended.

Because the energy decomposition analysis is done for fixed geometries, we cannot

investigate the importance of the ESRB contribution in more detail. In conclusion,

the computationally very cheap HF-3c method provides encouraging energies.

However, for a few systems we encounter convergence problems of the SCF

procedure with the CRYSTAL09 code. This can be sometimes avoided with

tighter tolerances for Coulomb and exchange integral sums with the side effect of

increased computational cost. Zero point vibrational energies are not analyzed here,

but numerically stable second energy derivatives of HF-3c were reported in [81].

4 Conclusions

We have presented and evaluated dispersion corrected Hartree–Fock and Density

Functional Theories for their potential application to computed organic crystals and

their properties. For a correct description of molecular crystals, semi-local (hybrid)

density functionals have to be corrected for London dispersion interactions.

A variety of modern DFT-D methods, namely D3, TS/MBD, and XDM, can

calculate sublimation energies of small organic crystals with errors close to the

experimental uncertainty. For the X23 test set we found that the D3 scheme gives

the best performance of the tested additive dispersion corrections with an MAD of

1.1 kcal/mol, which is well below the estimated error range of 1.3 kcal/mol. In the

DFT-D3 scheme the three-body dispersion energy corrections are approximately

5% of the sublimation energy. The finding that the method, which has been

developed originally for molecules and molecular complexes, can be applied

without further, solid-state specific modifications is encouraging. It was further-

more shown that DFT-D3 can calculate the π-stacking of tribenzotriquinacene

and its centro-methyl derivative with all subtle geometry details. This example

demonstrates that larger molecules routinely considered in organic chemistry can

also be treated accurately in their solid state by DFT based methods.

In addition to these calculations with huge plane-wave based basis sets, we

exploited Gaussian atom-centered orbitals. We demonstrated the large basis set

errors on the DFT-D3/SVP and HF-D3/MINIX levels and presented and evaluated

two semi-empirical basis set corrections. The resulting DFT-D3-gCP/SVP and

HF-3c methods perform well and the MAD of 1.5 kcal/mol (with three-body

dispersion) for HF-3c is especially remarkable. However, the SCF convergence

with unscreened Fock-exchange is sometimes problematic and, despite a larger

basis being used, the PBE-D3-gCP/SVP calculations converge faster and yield an

acceptable MAD of 2.5 kcal/mol for the X23 sublimation energies.
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In Fig. 8 we summarize the results of the various theoretical methods for the X23

benchmark set by converting the statistical data into standard normal distributions.

The best results are calculated with the D3 dispersion corrected PBE functional in a

huge PAW basis set. HF-3c + E(3) and PBE-D3-gCP/SVP can also be

recommended.

In future work the description of energy rankings of polymorphs on the different

theoretical levels has to be investigated systematically. Furthermore, coupling of

the D3 dispersion correction to different GGA, meta-GGA, and hybrid GGA

functionals might provide even better performance. In any case, the future for

fully quantum chemical based first principles crystal structure prediction seems

bright.
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Ab Initio Crystal Structure Prediction

for Organic Molecules

Constantinos C. Pantelides, Claire S. Adjiman, and Andrei V. Kazantsev

Abstract The prediction of the possible crystal structure(s) of organic molecules is

an important activity for the pharmaceutical and agrochemical industries, among

others, due to the prevalence of crystalline products. This chapter considers the

general requirements that crystal structure prediction (CSP) methodologies need to

fulfil in order to be able to achieve reliable predictions over a wide range of organic

systems. It also reviews the current status of a multistage CSP methodology that has

recently proved successful for a number of systems of practical interest. Emphasis

is placed on recent developments that allow a reconciliation of conflicting needs

for, on the one hand, accurate evaluation of the energy of a proposed crystal

structure and on the other hand, comprehensive search of the energy landscape

for the reliable identification of all low-energy minima. Finally, based on the

experience gained from this work, current limitations and opportunities for further

research in this area are identified. We also consider issues relating to the use of

empirical models derived from experimental data in conjunction with ab initio CSP.
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Abbreviations

API Active pharmaceutical ingredient

CCDC Cambridge Crystallographic Data Centre

CDF Conformational degree of freedom

CSD Cambridge Structural Database

CSP Crystal structure prediction

DFT Density functional theory

DFT+D Dispersion corrected density functional theory

LAM Local approximate model

QM Quantum mechanical

rmsd15 Root mean square deviation of the 15-molecule coordination sphere

1 Introduction

Crystalline organic materials play an important role in many high-value

manufacturing sectors such as the pharmaceutical, agrochemical and fine chemicals

industries. For instance, the majority of active pharmaceutical ingredients (APIs)

are produced and delivered as solids [1]. The propensity of medium-size organic

molecules to crystallize in multiple forms (“polymorphs”) leads to significant

challenges for the industry as differences in crystal structure can lead to large

changes in physical properties such as solubility, dissolution rate and mechanical

strength. These variations affect both manufacturing process and product effective-

ness, and the appearance of a new, more stable, crystal structure of a given API can

have wide-ranging effects on the availability and economic value of a drug [2]. As a

result, the crystalline structure of an API has become a key element of patent

protection and regulatory approval.
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Given the practical importance of polymorphism and its intrinsic scientific

interest, much research effort has been devoted towards increased understanding

of this phenomenon and converting this understanding into methodologies for

crystal structure prediction (CSP). Five blind tests for CSP have been organised

by the Cambridge Crystallographic Data Centre (CCDC) since 1999 [3], providing

useful benchmarks and helping to identify areas where improvements and further

research are needed. While the blind tests are based on a relatively small set of

compounds, the publications summarising their results [3–7] provide some evi-

dence of progress in the development of increasingly reliable methodologies.

Of particular note is the growing ability to predict the solid state behaviour of

molecules of size, complexity and characteristics that are relevant to the pharma-

ceutical industry [8–10].

1.1 Definition and Scope of the CSP Problem

The central problem of CSP can be summarised as follows:

Given the molecular diagrams for all chemical species (neutral molecule(s) or
ions) in the crystal, identify the thermodynamically most stable crystal structure at
a given temperature and pressure, and also, in correct order of decreasing stability,
other (metastable) crystal structures that are likely to occur in nature.

From a thermodynamic point of view, the most stable crystal structure is that

with the lowest Gibbs free energy at the given temperature and pressure and, where

relevant, at the given composition (crystal stoichiometry). The other structures of

interest are normally metastable structures with relatively low free energy values.

Mathematically, all these structures correspond to local minima of the Gibbs free

energy surface, with the global (i.e. lowest) minimum determining the most stable

structure.

The scope of the CSP methodology presented in this chapter includes both

single-component crystals and co-crystals, hydrates, solvates and salts. It is appli-

cable to flexible molecules of a size typical of “small molecule” pharmaceuticals

(i.e. up to several hundred daltons) and to crystals in all space groups, without

restriction on the number of molecules in the asymmetric unit (any Z0 > 0).

Examples of such systems are presented in Fig. 1.

1.2 Requirements for General CSP Methodologies

In this chapter we are interested in CSP methodologies that can be applied reliably

in a systematic and standardised manner across the wide range of systems defined

above. Based on the experience of the last two decades of activity in CSP, but also

from other areas of model-based science and engineering, this translates into certain

key requirements:
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• A reliable CSP methodology must be based on automated algorithms, with

minimal need for user intervention beyond the specification of the problem to

be tackled. This in turn limits the scope for reliance on previous experience

and/or similarities with other systems, which in any case can lead to erroneous

results as small changes in molecular structure can result in significant changes

in the crystal energy landscape [15], including the number of local minima and

the detailed geometry of the crystal packing. Statistical analysis of experimental

evidence, such as that contained in the Cambridge Structural Database (CSD),

does not always provide reliable guidance and sometimes leads to potentially

relevant stable/metastable crystal structures being missed. In past blind tests [7],

this was one of the stated reasons for failing to produce successful matches to

experimental crystal structures.

• It must have a consistent, fundamental physical basis that can be applied

uniformly to wide classes of systems. In our experience, “special tricks”

(e.g. case-by-case adjustments of intermolecular interactions), whilst sometimes

successful at reproducing known experimental structures for specific molecules,

lead to limited predictive capability. They also sometimes obscure the real issues
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Fig. 1 Examples of systems of interest to current CSP methodologies. (a) “Molecule XX”, fifth

CCDC blind test target [4] (benzyl-(4-(4-methyl-5-( p-tolylsulfonyl)-1,3-thiazol-2-yl)phenyl)-
carbamate). (b) Bristol-Myers Squibb’s BMS-488043 [11] (1-[4-(benzoyl)piperazin-1-yl]-2-

(4,7-dimethoxy-1H-pyrrolo[5,4-c]pyridin-3-yl)ethane-1,2-dione). (c) Pfizer’s Axitinib anti-cancer
drug [12] (N-methyl-2-[[3-[(E)-2-pyridin-2-ylethenyl]-1H-indazol-6-yl]sulfanyl]benzamide).

(d) (R)-1-phenyl-2-(4-methylphenyl)ethylammonium-(S)-mandelate salt [13]. (e) Progesterone-

pyrene (2:1) co-crystal [14]
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that need to be addressed, acting as an obstacle to gaining the understanding that

is necessary for the advancement of the field.

• It must produce consistently reliable solutions, e.g. as judged in terms of its

ability to reproduce experimental evidence for different systems, predicting all

known polymorphs with low energy ranking. However, such an assessment is

complicated by the practical unfeasibility of conducting exhaustive experimen-

tal “polymorph screening” programs. While it is always possible to recognise

that a CSP approach has failed to identify an experimental structure or to find its

correct stability rank, it is harder to draw conclusions when it predicts structures

that have not been observed experimentally [16, 17].

• It must take advantage of current state-of-the-art computer hardware and soft-

ware within practicable cost. There is little benefit in a computationally efficient

CSP methodology that is capable of producing results within minutes on a

desktop computer if it fails to identify significant low-energy structures. While

there is certainly a higher cost in securing access to advanced distributed

computing hardware, this is usually negligible compared to the cost of a missed

polymorph.

Current methodologies for crystal structure prediction pay varying degrees of

attention to the above requirements. In any case, the blind test papers and several

recent reviews provide a good overview of current thinking and of the tools that

have been developed [18–25].

1.3 The CrystalPredictor and CrystalOptimizer Algorithms

As much of the relevant background is readily available elsewhere, our focus in this

chapter is to provide a coherent overview of a CSP methodology that we have been

developing over the past 15 years in the Centre for Process Systems Engineering at

Imperial College London. Consistent with the principles outlined above, our meth-

odology, algorithms and workflow have been heavily influenced by a systems

engineering background and have drawn on experience in developing algorithms

and implementing them in large software codes in other areas. We aim to provide a

CSP algorithm designer’s perspective, setting out the general considerations that

need to be taken into account in a manner that can hopefully be of value to designers

of future algorithms. The approach presented is one concrete example of what can

be achieved given current constraints on underlying software infrastructure (e.g. for

quantum-mechanical (QM) calculations) and on computing hardware.

Our work has focused on two general-purpose algorithms and codes, namely

CrystalPredictor [26, 27] which performs a global search of the crystal energy

landscape, and CrystalOptimizer [28] which performs a local energy minimisation

starting from a given structure. Over the last few years, these algorithms have been

applied both by us and more extensively by others to a relatively wide variety of

systems including single compound crystals [15, 29–36], co-crystals [14, 37–39],
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including chiral co-crystals [40, 41], hydrates and solvates [42, 43]. The codes have

also been used separately, e.g. Gelbrich et al. [44] report a recent application of

CrystalOptimizer to the study of four polymorphs of methyl paraben.

The CrystalPredictor algorithm has been in use since the third blind test [4–6],

while CrystalOptimizer has been available only since the latest (fifth) blind test [4],
where it was applied successfully to the prediction of the crystal structure of target

molecule XX [9], one the largest and most flexible molecules considered in a blind

test to date. Both codes have been evolving continually in terms both of the range of

systems to which they are applicable and of their computational efficiency.

1.4 Structure of Chapter

Section 2 of this chapter reviews the main considerations that need to be taken

into account in the design of CSP algorithms. Based on this background, Sect. 3

provides a description of the key elements of our methodology in its most recent

form. Finally, Sect. 4 seeks to draw some general conclusions based on the

experience gathered from a fairly consistent application of this methodology across

a relatively wide range of systems over the last few years. In particular, we consider

the limitations of our current approach and identify areas of further work that are

needed to address them. We also consider issues relating to the use of empirical

models derived from experimental data in conjunction with ab initio CSP.

2 Key Considerations in the Design of CSP Algorithms

2.1 Mathematical Formulation of the CSP Problem

A crystal formed from one or more chemical species is a periodic structure defined

in terms of its space group, the size and shape of the unit cell, the numbers of

molecules of each species within the unit cell and the positions of their atoms.

For example, Fig. 2 shows the unit cell of crystalline Form II of piracetam

((2-oxo-1-pyrrolidinyl)acetamide). In this case, there is only one molecule per

unit cell, and the crystal structure is also characterised by the Cartesian coordinates

of the atoms within this cell. For the purposes of this chapter, we are interested in

systems that extend practically infinitely in each direction and are free of all defects.

The crystal structures of practical interest are those which are stable or meta-

stable at the given temperature, pressure and composition; as such they correspond

to local minima in the free energy surface with relatively low values of the Gibbs

free energy, G, which can be expressed as:
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min G ¼ U þ pV � TS ð1Þ

where U denotes the internal energy of the crystal, p the pressure, V the volume,

T the temperature and S the entropy on a molar basis. The minimisation is carried

out with respect to the variables defining the crystal structure as listed above.

The entropic contribution �TS is typically omitted in the context of CSP as it is

difficult to compute reliably and at low computational cost for systems of practical

interest. The magnitude of this term is expected to be small compared to the

enthalpic contribution at the relatively low temperatures of interest [46]; on the

other hand, omission of the term is often cited as one of the possible reasons for

failing to predict experimentally observed structures accurately. In any case, any

predictions made by CSP methodologies making use of this simplification in

principle relate to a temperature of 0 K.

The work term +pV is also often omitted from the free energy expression. It is

worth mentioning that, in contrast to the –TS term, this term can be computed with

negligible cost, and is sometimes important for predictive accuracy at high

pressures.

Based on the above approximations, the energy function used to judge stability

of a crystal structure is usually reduced to the lattice internal energy U, typically

computed with reference to the gas-phase internal energy Ugas
i of the crystal’s

constituents i:

min ΔG ffi U �
X
i

xiU
gas
i ð2Þ

where xi is the molar fraction of chemical species i in the crystal structure. Posing

the CSP problem in this manner reduces it to two important sub-problems, namely

the accurate computation of this energy for a proposed crystal structure and the

reliable identification of all local minima, or at least those with relatively low

energy values. We consider these in more detail in the two sections below.

β

b

a

c

α
γ

Fig. 2 Lattice vectors

(a, b, c) and angles

(α, β, γ) defining the unit

cell in the Form II crystal

of piracetam [45]
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2.2 Accurate Computation of Lattice Energy

In principle the lattice energy can be computed through QM computations, as is

the case in periodic solid-state density functional theory approaches, e.g. [47, 48].

However, such an approach is computationally very demanding, to an extent that

may currently limit its applicability with respect to the size of the system to which it

can be applied successfully; its theoretical rigour is also somewhat compromised by

the need to use an empirical model of dispersion interactions. The alternative is

the “classical” approach to computing lattice energy which distinguishes intra-

molecular and pair-wise intermolecular contributions, with the latter being further

divided into repulsive, dispersive and electrostatic terms. Moreover, starting with a

reference unit cell, one has to add up the interactions of its molecules with those in

all other cells within an infinite periodic structure.

Most organic molecules of interest to CSP have a non-negligible degree of

molecular flexibility which allows them to deform in the closely packed crystalline

environment. In turn, the deformation induces changes to their intramolecular

energy, but also to two other aspects that affect intermolecular interactions within

the crystal, namely the relative positioning of the atoms in the molecule and their

electronic density field. Overall, then, stable/metastable crystal structures represent

a trade-off between the increase in intramolecular energy caused by deformations

from in vacuo conformations and the overall energy decrease due to attractive and

repulsive intermolecular interactions. This is illustrated in Fig. 3 for xylitol

(1,2,3,4,5-pentapentanol) using a model that includes separate contributions to

the lattice energy from the intra- and intermolecular interactions (cf. Sect. 3).

Intramolecular forces tend to favour larger values of the torsions in the range

considered (cf. Fig. 3d where the minimum energy point occurs at the top right

corner). On the other hand, intermolecular forces drive torsion angle H1-O1-C1-C2

to a low value, and torsion angle O1-C1-C2-C3 towards an intermediate value of

approximately 180� (cf. Fig. 3c where the minimum energy point is near the middle

of the left vertical axis). These opposite effects are of similar magnitudes, resulting

in the torsions adopting intermediate values in the experimentally observed con-

formation (cf. Fig. 3b).

The classical approach to lattice energy computation is common to most current

CSP approaches. Notwithstanding the approximations that are already inherent in

the classical calculations, what is not always appreciated is the very significant

extent to which even relatively small inaccuracies in them affect the quality of

crystal structure predictions, especially when considering relative stability rankings

as a measure of success. Potential pitfalls include:

• Inaccuracies in Intramolecular Energy Calculation

These may arise either from failing to take account of all the conformational

degrees of freedom that are substantially affected by the crystalline environment,

or from approximations in the calculation of the intramolecular energy for a given

conformation (e.g. via the use of inappropriate empirical force fields).
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• Inaccuracies in Pairwise Intermolecular Interactions—Electrostatic Contributions

Analysis of blind test results (for example for Molecule VIII [19]) indicates

that partial charges do not provide a sufficiently accurate representation of the

electrostatic field, and one has to resort to more complex alternatives such as

off-centre charges [50] or distributed multipoles [51, 52]. These classical electro-

static descriptions are often derived from gas-phase isolated-molecule QM calcu-

lations and therefore ignore the effects of polarisability, which can sometimes lead

to inaccurate ranking, especially for polar crystals. Approaches aiming to address

this issue include the use of gas-phase calculations on dimers [53], or of continuum

polarisable models for the isolated-molecule calculations [54]. Developments in

more accurate atom-atom potentials also hold promise in this area [55, 56].
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Fig. 3 Effect of conformational flexibility on the energetics of xylitol. (a) Molecular confor-

mation of xylitol in the experimental crystal structure [49], with blue arrows denoting the

two torsional angles being considered here. (b) Lattice energy map as a function of the two angles.

(c) Intermolecular energy map. (d) Intramolecular energy map. The open circle on each map

denotes the values of the torsions in the experimentally observed crystal
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• Inaccuracies in Pairwise Intermolecular Interactions—Dispersion/Repulsion

Contributions

Given the difficulty in their ab initio computation, the contributions of repulsion/

dispersion interactions are usually computed via empirical potentials fitted to

experimental data [57–63]. A potential pitfall in this context is that the values of

the repulsion/dispersion potential parameters derived from such an exercise depend

on what other terms are included in the lattice energy (e.g. intramolecular and/or

intermolecular electrostatic contributions) and on precisely how each such term is

computed (e.g. whether electrostatic contributions are accounted for in terms of

partial charges or distributed multipoles, and the level of theory employed in the

QM isolated-molecule calculations used to derive these partial charges/multipoles).

For example, the commonly used parameters from [60, 61, 63] were estimated

assuming perfectly rigid molecules, with electrostatic interactions computed via

atomic charges derived from HF/6-31G** QM calculations. Therefore, these

parameter values are not necessarily consistent with more recent CSP techniques

that take account of molecular flexibility and/or employ distributed multipoles

derived from QM computations at much higher levels of theory.

• Errors in Summation of Intermolecular Interactions Over Infinite Periodic

Structures

The importance of efficiently and accurately computing these summations is

generally well understood, and techniques such as Ewald summations [64] are

routinely used to calculate conditionally convergent electrostatic sums such as

charge–charge interactions. However, the quality of practical implementations

varies widely. For example, cut-off distances for determining which terms to

include in these summations are often set to inappropriately low values, and/or

are applied to distances between centres of mass (rather than individual atoms) of

the molecules involved – even when the size of the molecule is a significant fraction

of the cut-off distance itself; in the latter case, at least some of the terms omitted

from the summation relate to pairs of atoms that are much closer to each other than

centre-of-mass distances suggest.

2.3 Identification of Local Minima on the Lattice Energy
Surface

Addressing the issues identified above is clearly important for ensuring an accurate

calculation of the lattice energy. The next area of concern is ensuring that the

crystal structures predicted are local minima on the energy surface. This may not be

the case if the optimisation algorithm used for energy minimisation converges to

points that are not true local minima. Such failures may be caused by using

algorithms, such as simplex [65], which do not make use of the values of the partial

derivatives of the energy with respect to the crystal structure decision variables, and
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consequently exhibit slow convergence. More recent work had tended to avoid this

problem by using gradient-based optimisation algorithms [66]; nevertheless, failure

may still occur because of inaccurate values of these partial derivatives (e.g. when

they are approximated via finite difference perturbations).

Ensuring that any crystal structures obtained are true local minima does not

necessarily guarantee that all such structures of practical relevance are identified.

The standard approach for identifying multiple local minima is based on generating

a large number of structures which are used as initial points for local energy

minimisation along the lines described above. Mathematically, it can be shown

that such an approach is guaranteed to identify all local minima provided an infinite

number of initial points are generated in a manner that sufficiently covers the space

of decision variables. The more practical question is how many structures need to

be generated in order to provide a reasonably high probability of identification of all

structures of interest. Some relevant insight is provided in Fig. 4 which shows the

local minima identified during the global search phase for the ROY molecule

[36]. Even for such a relatively small molecule, there are several thousands of

local minima, many hundreds of which would be of interest as potential starting

points for a refinement using a more accurate lattice energy model. Given that there

is currently no technique which can selectively and directly identify only relatively

low-energy structures, it seems that the desired degree of reliability in CSP can be

achieved only by generating very large numbers (in the order of tens or hundreds of

thousands) of candidates.

Insufficient exploration of the space of possible crystal structures may also

arise in more subtle ways as a result of the introduction of artificial constraints

during the global search. A common pitfall is to base the search on a finite number

of rigid molecular conformations generated a priori by fixing some of the key

flexible degrees of freedom (e.g. torsion angles) to specific sets of values. This

“multiple rigid-body searches” approach avoids the need to handle molecular

flexibility during the global search. However, whilst this approach can be successful

in specific cases (cf. the “RCM” algorithm reported in [9]), its outcome is highly

dependent upon the specific choice and indeed the total number of rigid structures

tested; for highly flexible molecules, comprehensive coverage of the crystal struc-

ture space may be achievable only via a very large number of global searches, each

based on a different rigid conformation. Moreover, taken together, these rigid-body

global searches may result in many more unique structures than a single flexible

search: two or more neighbouring but ostensibly distinct local minima may relax

into a single one if the molecules are allowed to deform continuously under the

intermolecular forces exerted on them. Not taking advantage of this relaxation

effect during the global search stage invariably results in a higher number of

structures that need to be analysed at the refinement stage, and consequently a

higher computational load.
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2.4 Implications for CSP Algorithm Design

The analysis presented above suggests that taking shortcuts in the

accurate calculation and minimisation of crystal energy in an attempt to reduce

computational complexity may be detrimental to the quality of the prediction, as are

attempts to sample only a small part of the decision space (e.g. by using only

hundreds or thousands of initial points in the global search). Such “savings”

may prove highly counter-productive in applications (e.g. in the pharmaceutical

industry) where failing to identify a low-energy polymorph or identifying too

many fictitious ones can have serious implications. Accordingly, one needs

to aim for algorithms that attempt to maximise reliability of prediction within

currently available computational power.

Fig. 4 Local minima of lattice energy surface for ROY molecule (5-methyl-2-[(2-nitrophenyl)

amino]-3-thiophenecarbonitrile, [67]) identified by global search. (a) Energy vs density diagram;

each point corresponds to a unique local minimum on the lattice energy surface. (b) Cumulative

number of unique local minima identified vs energy difference from the global minimum
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The challenge for the CSP algorithm designer is how to reconcile the need

for very accurate evaluation of energy and its partial derivatives for the purposes

of local minimisation of lattice energy, with the extremely large number of

such minimisations that have to be carried out during the search for low-energy

structures. A practical way of achieving this is via a two-stage procedure where

the global search is performed using a relatively simpler and computationally

less expensive energy model. This allows a much smaller number of promising

structures to be identified which can then serve as starting points for refinement via
local minimisation using a more detailed model.

The two-stage approach to ab initio CSP is illustrated schematically in Fig. 5.

It takes as input the stoichiometry of the crystalline phase and the molecular

connectivity diagrams for the relevant chemical species, and produces as output

the crystal structure with the lowest (globally minimum) lattice energy as well as

other crystal structures that correspond to local lattice energy minima with energy

values close to the global minimum.

In practice it is usually necessary to have an additional “Stage 0” dedicated to the

study of each individual species in order to:

• Identify important aspects of its molecular flexibility (e.g. the set of torsional

angles that are likely to undergo significant deformation in the crystalline

environment, and the likely range of any such deformation).

• Determine an appropriate level of theory of QM calculations (e.g. via compar-

ison with any available experimental data on its gas-phase conformation or any

already known polymorphs for crystals formed by it).

In some CSP methodologies the information necessary for computing intramo-

lecular energy and/or intermolecular electrostatic contributions during Stages 1 and

2 is also generated via QM calculations during this Stage 0. Alternatively, these QM

calculations may be performed “on-the-fly” when necessary during Stages 1 and

2 (see Sect. 3.3).

The multistage approach to CSP has been widely adopted [18, 25, 38, 68] and

has been successfully used in the blind tests of crystal structure prediction [3–7,

9]. Its success hinges on the hypothesis that relatively simple models of the energy

surface can provide energy minima whose geometry is in reasonably good agree-

ment with that of energy minima on a more accurate surface – even if the actual

energy values differ significantly, in both absolute and relative terms, between the

simpler and the more rigorous models. The approach comes with its own potential

pitfalls: for example, using too simplistic an energy model at the global search

phase may result in some of the structures of interest either being missed altogether

or being ranked so high in crystal energy that they are not selected for subsequent

refinement. Therefore, the global search phase also exhibits an accuracy vs com-

putational cost trade-off, and the way the balance between these two is struck

differs significantly between algorithms.
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Fig. 5 Multistage approach for CSP, illustrated for molecule BMS-488043 (cf. Fig. 1b)
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3 The CrystalPredictor and CrystalOptimizer

CSP Algorithms

The CrystalPredictor and CrystalOptimizer algorithms (cf. Sect. 1.3) are aimed,

respectively, at the global search and refinement stages of the general methodology

described in Fig. 5. They are designed to be applicable to crystal structures which

belong, in principle,1 to any space group and which involve any number of

chemical species of the same or different types within the asymmetric unit.

Based on the analysis presented in Sect. 2, and in order to ensure the maximum

degree of consistency between the two algorithms, their overall design philosophy

can be summarized as follows:

• In CrystalOptimizer, use the highest degree of accuracy in lattice energy

computation that can be practically deployed at the refinement stage.

• In CrystalPredictor, apply the above subject to the minimal set of simplifications

that are necessary to accommodate the additional computational complexity of

the global search.

Inevitably, the practical implications of these general principles have been

changing over the years, reflecting advances in our ability to describe efficiently

and accurately various terms in the energy function. In this section we discuss the

current state of the algorithms and their implementation in computer code.

3.1 Molecular Descriptions

The description of the molecular conformation is a key element of any CSP

methodology. In CrystalPredictor and CrystalOptimizer each chemical entity in

the crystal is assumed to be flexible with respect to all conformational degrees of

freedom (CDFs), including torsion angles, bond angles and bond lengths.

In general, we divide the CDFs into two different sets2:

• The independent CDFs, θ, are those which are affected directly by

intermolecular interactions in the crystalline environment.

• The dependent CDFs, θ , always assume values that minimise the intramolecular

energy of an isolated molecule for given values of θ; therefore θ ¼ θ θð Þ.
By spanning the whole range from an empty set θ (i.e. a rigid molecule

calculation) to an empty set θ (i.e. a fully atomistic computation), the above

1 See Sect. 3.5.2 for details of the current implementation.
2 In fact, the algorithms also recognise a third class of CDFs which can be fixed at user-provided

values (e.g. in order to exploit a priori available experimental information in performing more

targeted searches). However, in the interests of clarity of presentation, we omit this complication

from the mathematical descriptions provided in this chapter.
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partitioning provides a mechanism for adjusting the number of degrees of freedom

that have to be manipulated during the energy minimisation (see Sect. 3.2). More

specifically, it allows us to employ different degrees of molecular flexibility

between the global search and refinement stages.

In earlier applications of our CSP methodology, θ would typically include only

the more flexible torsion angles while θ would comprise the remaining torsion

angles, as well as bond angles and lengths. However, with increasing computational

capability and more efficient ways of computing intramolecular energy contribu-

tions (see Sect. 3.3), one can afford to shift the balance from θ to θ, taking direct

account of a wider range of torsion angles and even some bond angles, especially

during the refinement stage. A number of examples employing extended sets of

independent CDFs θ, including fully atomistic computations, were reported in [28].

3.2 The Lattice Energy Minimisation Problem

The lattice energy minimisation problem is formulated in terms of the following

independent decision variables:

• The unit cell lattice lengths and angles, collectively denoted by X
• The positions of the centres of mass and the orientation of the chemical entities

within the unit cell, collectively denoted by β
• The independent CDFs, θ, of the chemical entities

As already mentioned, the dependent CDFs θ can be computed as functions of

the independent ones, i.e. θ θð Þ via minimisation of the intramolecular energy, i.e.

θ θð Þ ¼ arg minθU
intraðθ , θÞ ð3Þ

carried out as an isolated-molecule QM calculation. The latter also produces the

information necessary for deriving an appropriate finite-dimensional description

Q(θ) of the molecule’s electrostatic field in terms of charges or distributed multi-

poles [52, 69]. The CDFs θ andθ can also be used in conjunction with the molecular

positioning variables β to determine the Cartesian coordinates Y of all atoms

within a central unit cell, i.e. Y ¼ Y θ; θ; β
� �

. Finally, Y together with the unit cell

parameters X determines the atomic positions in all periodic images of the central

unit cell, which are required for the calculation of intermolecular energy

contributions.

Overall, the lattice energy minimisation problem in both CrystalPredictor and

CrystalOptimizer is formulated mathematically as3

3 The actual implementations also include the +pV term in the objective function which, therefore,

corresponds to lattice enthalpy. However, in the interests of simplicity of presentation, this is

omitted here and in subsequent discussion.
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minX,β,θ U X; β; θð Þ � ΔUintra θ;θ
� �þ Ue Q; Y;Xð Þ þ Urd Y;Xð Þ ð4Þ

where ΔUintra represents the intramolecular energy contribution (after subtraction

of the gas-phase internal energy of the chemical species in the crystal) and Ue

and Urd represent the intermolecular electrostatic and repulsion/dispersion contri-

butions. Note that, in the interests of clarity, the above expression does not show

explicitly the direct and indirect functional dependence of the quantities θ ,Q, Y on

the independent decision variables X, β, θ.

3.3 Accounting for Molecular Flexibility During
Lattice Energy Minimisation

The evaluation of the intramolecular contribution ΔUintra θ; θ
� �

in the above

objective function can be done via a standard QM minimisation of configurational

energy at given (fixed) values of θ. In general, such isolated-molecule calculations

can provide the accuracy required for modelling the deformation of the molecular

structure and energy within the crystal [70], although neglecting intramolecular

dispersion can lead to inaccuracies for highly flexible molecules [71].

In principle this QM calculation could be embedded directly within the overall

energy minimisation algorithm, as implemented in the DMAFlex algorithm

[72]. This has the added advantage of also producing consistent values of the

dependent CDFs θ , thereby allowing correct evaluation of atomic positions

Y within the central unit cell, and consequently of the interatomic distances that

are needed for the correct calculation of intermolecular contributions Ue and Urd at

each iteration. It also allows the derivation of consistent electrostatic descriptions

Q which are also needed for the accurate evaluation of the intermolecular electro-

static contributions, Ue.

The obvious difficulty that arises from embedding an expensive QM calculation

within an iterative optimisation procedure is one of computational cost, and this

severely limits the number of independent CDFs that can be handled in practice. An

alternative would be to replace the QM calculations by molecular mechanics

intramolecular potentials (cf. the use of the DREIDING and COMPASS potentials

in the RCM approach reported in [9]). Such techniques can approximate the effects

of θ on ΔUintra to a varying degree of accuracy; however, they do not take account

of the secondary effects on intermolecular contributions arising from the effects of

θ on θ and Q. Overall, there is some doubt regarding the suitability of such models

for CSP [19, 68].

A different way of addressing the above difficulties is via the use of

pre-constructed interpolants for ΔUintra (and, in principle, θ and Q) based on a

multi-dimensional grid of values of θ. An example of such an approach was the

restricted multidimensional Hermite interpolants used in earlier versions of
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CrystalPredictor [27]. However, the size of the required grid effectively imposed a

limit on the number of independent CDFs that could be handled to typically 3–6

torsion angles depending on the complexity of the molecule(s) under consideration.

For molecules exhibiting higher degrees of flexibility, one had to resort to artificial

approximations, such as grouping the flexible torsion angles into multiple, suppos-

edly non-interacting groups, and then constructing the interpolants using QM

calculations based on surrogate simpler molecules, each involving a different

group of torsions. For example, in the case of molecule XX of the fifth blind test,

the six flexible torsion angles considered during the global search were decomposed

into two “independent” groups (of three angles each) located at either end of the

molecule; the QM calculations were then performed using two simpler surrogate

molecules derived from the original molecule (cf. Sect. 2.1 in [9]). While in this

case the global search was ultimately successful in identifying a structure

corresponding to the experimentally observed crystal, in general such an approach

is cumbersome, involves elements of subjective judgment and may not be applica-

ble in cases where the torsion angles interact more closely with each other; all these

factors make it less than ideal, especially in the context of the general principles and

requirements set out in Sect. 1.2.

In view of the above, the approach used in the most recent versions of our

algorithms is based on Local Approximate Models (LAMs) [28]. LAMs are essen-

tially multidimensional quadratic Taylor expansions of the functions ΔUintra θð Þ
� minθU

intra θ , θ
� �� Ugas and θ θð Þ � arg minθU

intra θ , θ
� �

, and multidimensional

linear Taylor expansions of the functions Q� θð Þ � Q θ , θ
� �

. As their name implies,

they are local approximations constructed around certain points θ[1], θ[2], θ[3] . . . in
the space of the independent CDFs θ. Because of the continuity and differentiability
of the functions ΔUintra θð Þ, θ θð Þ,Q� θð Þ, each LAM can be guaranteed to be

accurate within a required tolerance within a finite non-zero volume surrounding

the point at which it was derived. Consequently, in principle the entire θ-domain of

interest can be covered with a finite number of LAMs. In practice the range of

applicability of LAMs for each molecule of interest is determined based on test

calculations at Stage 0 of the methodology of Fig. 5.

The use of LAMs can provide accurate values of ΔUintra(θ), θ θð Þ and Q*(θ) for
the computation of the lattice energy function at minimal cost. It may also poten-

tially improve the performance of the optimisation algorithm as LAMs are not

subject to the numerical noise that may arise because of the iterative nature of the

QM calculations. However, certain adjustments need to be made to the optimisation

algorithm to account for the discontinuities that may arise as the iterates move from

one LAM to a neighbouring one.

LAMs were originally introduced in the context of CrystalOptimizer [28]. In this

case the θ-domain of interest cannot normally be determined a priori, and therefore

the sequence of Taylor expansion points θ[1], θ[2], θ[3] . . . is determined “on-the-

fly” during the optimisation iterations. This is illustrated schematically in Fig. 6 for

a hypothetical molecule involving two independent CDFs, θ1 and θ2. Once a LAM
is derived, it is kept in memory even if the optimisation iteration moves out of its
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range of applicability; this allows the LAM to be re-used should the optimisation

iterates return to within range at a later state of the optimisation iterations (cf. the

green point in Fig. 6). Moreover, at the end of the calculation, the relevant QM

results that have been used to derive LAMs are stored in persistent storage (“LAM

databases”), thereby allowing them to be re-used in future CSP calculations involv-

ing this particular molecule.

The introduction of LAMs in CrystalOptimizer over the last 3 years has signif-

icantly increased the range of molecular flexibility that can be handled from only a

few (typically no more than six) torsional angles to large numbers of torsion and

bond angles and indeed all the way to fully atomistic calculations [28]. For exam-

ple, the successful prediction of molecule XX in the fifth blind test involved treating

14 torsion angles and 5 bond angles as independent CDFs (cf. the “FCC” approach

reported in [9]).

The benefits realized from the use of LAMs in CrystalOptimizer and also the

experience gained with the application of earlier versions of CrystalPredictor to the

global searches undertaken in the context of the fifth blind test [4, 9] and other

challenging systems [36] have motivated the introduction of LAMs in

CrystalPredictor [27]. In this case, the θ-domain of interest is known a priori

since the global search algorithm (see Sect. 3.5.3) will, by design, cover the entire

allowable space of θ, as well as those of the other optimisation decision variables

X and β. Therefore, in this case there is no advantage in computing the LAMs

on-the-fly during the search; instead, it is more efficient to compute them before the

start of the global search based on a regular grid, as illustrated in Fig. 7.4 This recent

Fig. 6 Use of LAMs during lattice energy minimisation by CrystalOptimizer for a molecule

involving two independent CDFs θ1 and θ2. The points and solid arrows indicate the progress of
the optimisation iterations in the two-dimensional [θ1, θ2] domain. Large red circles indicate

points at which new LAMs have to be derived, while the smaller circles indicate other iterates at
which an existing LAM can be used. The dashed rectangles indicate the limits of applicability of

each LAM; these are usually expressed in terms of ranges � Δθ which are established at Stage

0 of the procedure in Fig. 5

4As already mentioned, these LAMs can be stored in persistent LAM databases to be re-used in

later calculations, such as those required for the subsequent refinement stage.
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development has made it possible to consider much higher degrees of molecular

flexibility during the global search without the need for ad hoc approximations such

as the molecular decomposition described earlier.

3.4 Intermolecular Contributions to the Lattice Energy

Both CrystalPredictor and CrystalOptimizer calculate the intermolecular electro-

static contributions to the lattice energy using finite representations of the electro-

static potential determined via isolated-molecule QM computations (cf. Sect. 3.3).

The main difference between the two codes is in the form of this finite represen-

tation. In the interest of computational efficiency during the global search,

CrystalPredictor employs simple charges located at the atomic positions. On the

other hand, in order to ensure higher accuracy during the crystal structure refine-

ment stage, CrystalOptimizer makes use of distributed multipoles, placing an

expansion comprising charge, dipole, quadrupole, octupole and hexadecapole

terms at each atomic position. The expansion is derived directly from the isolated

molecule wavefunction [52] using the GDMA [69] program. Distributed multipole

moments have been shown to be successful in predicting the highly directional

(anisotropic) lone-pair interactions, π–π stacking in aromatic rings and hydrogen

bond geometries in molecular organic crystals [73–75].

CrystalPredictor and CrystalOptimizer employ empirical isotropic potentials for

the computation of repulsion/dispersion contributions to the lattice energy. The

energy contribution arising from a pair of atoms (i,i0) located at a distance r from
each other is given by the Buckingham potential [76]:

Fig. 7 LAMs for use by global search in CrystalPredictor for a molecule involving two indepen-

dent CDFs θ1 and θ2. LAMS are derived at points (indicated by the large red circles) placed on a

regular grid defined over the θ-domain of interest [θ1
min,θ1

max] 	 [θ2
min,θ2

max]. The dashed rectan-
gles indicate the limits of applicability of each LAM; these are usually expressed in terms of ranges

� Δθ which are established at Stage 0 of the procedure in Fig. 5
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0 are given parameters. For atoms of the same type (i.e. i ¼ i0),

the values of the latter are taken from [62]; for unlike pairs (i0 6¼ i), they are

computed via the combining rules:
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The summations of intermolecular atom-atom interactions between the central

unit cell and its neighbouring cells are handled via a combination of direct and

Ewald [64] summations.

3.5 The Global Search Algorithm in CrystalPredictor

CrystalPredictor performs a global search by generating very large numbers of

structures, each one of which may be used as an initial guess for a local

minimisation of the lattice energy function (cf. Sect. 3.2). The key aspects of this

algorithm are described below.

3.5.1 Exploitation of Space Group Symmetry

Physically, any crystal structure will have to belong to one of the 230 crystallo-

graphic space groups. For a given space group, only a subset of the optimisation

decision variables X, β, θ may be independent, while the rest can be determined via

space group symmetry relations. In practical terms this means that the global search

for this particular space group only needs to explore the space of the independent

subset, thereby improving the coverage of the decision space that can be achieved

with any given number of candidates.

In its current implementation, CrystalPredictor generates candidate structures in

59 space groups chosen among those most frequently encountered in the CSD. The

total number of structures to be generated is specified by the user, and so is the

distribution of these structures among the 59 space groups. Typical choices include

the numbers of structures generated being either the same for all space groups, or in

direct proportion to the space groups’ frequency of occurrence in the CSD.

3.5.2 Search Domains for Conformational Variables

The domain of independent CDFs θ (cf. Sect. 3.2) that needs to be searched is an

important aspect of the global search algorithm given the complexity and cost
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associated with handling the effects of these variables on both intramolecular and

intermolecular energy contributions (cf. Sect. 3.3). For example, the size of the

domain [θ1
min, θ1

max] 	 [θ2
min, θ2

max] illustrated in Fig. 7 directly determines the

number of LAMs that are needed to cover it, which is an important consideration

given the fact that the construction of each LAM requires a computationally

expensive isolated-molecule QM calculation.

In view of the above, establishing appropriate ranges of the independent CDFs

for each chemical entity that appears in the crystal is an important part of the

preliminary conformational analysis carried out at Stage 0 of the algorithm of

Fig. 5. Typically, this involves varying each independent CDF θ around its value

in the in vacuo conformation of the molecule while keeping all other θ constant at

their in vacuo values. The variations that are assumed to be relevant for CSP

purposes are those which increase intramolecular energy by up to a given threshold

(typically +20 kJ/mol) from its minimum value at the in vacuo conformation.

Overall, the above procedure establishes the range of interest for each indepen-

dent CDF θi in terms of lower and upper bounds [θi
min,θi

max] . The θ-domain of

interest is assumed to be the Cartesian product [θ1
min,θ1

max] 	 [θ2
min,θ2

max] 	
[θ3

min,θ3
max] 	 . . . . Theoretically, the one-dimensional scans used to determine

this could result in inadvertently excluding certain combinations of multiple θi that
would result in intramolecular energy increases below the specified threshold.

However, this has not been found to be a problem in practice; this may be a result

of setting the threshold at a conservatively high value.

It is worth noting that, in some cases, the values of interest may belong to

multiple ranges that are disjoint from each other, e.g. [a, b] and [c, d] with c > b. In
such cases, the CrystalPredictor global search is applied separately to each range. If

more than one independent CDF has multiple ranges, then the search needs to be

applied to each combination of the ranges of these CDFs.

3.5.3 Generation of Candidate Structures

An important decision in any global search algorithm is the precise way in which

candidate points are generated over the space of independent variables being

searched. Typical choices include creating points on a uniform grid in

multidimensional space, or as random samples from a uniform probability distri-

bution (the Monte–Carlo approach). CrystalPredictor [26, 27] makes use of deter-

ministic low-discrepancy sequences [77]. These normally lead to better coverage of

the search space for any given number of points being generated.

By way of illustration, Fig. 8 shows 225 points being placed on a

two-dimensional search space according to the 3 schemes mentioned above. By

construction, the low-discrepancy sequence approach (cf. Fig. 8c) places each new

point so as to maximise a measure of distance from all previous points; this leads to

better coverage of the domain than that achievable using random samples

(cf. Fig. 8b). Moreover, the projection of each point onto each of the axes corre-

sponds to a distinct value of each decision variable, i.e. no two points in the
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low-discrepancy sequence in Fig. 8c have the same abscissa or ordinate; in practical

terms this means that the search samples 225 distinct values of each variable in the

search space, as compared with only 15 distinct values in the uniform grid case of

Fig. 8a. A further advantage of low-discrepancy sequences over uniform grids is

that the final number of candidate points does not have to be decided a priori.

Should the initial search be deemed to be insufficient for whatever reason, more

points can be added and optimally placed with respect to all previously generated

points.

3.5.4 Local Minimisation of Lattice Energy

The crystal structures generated by the approach described in Sect. 3.5.3 are used as

starting points for minimisation of the lattice energy function. In practice, before

doing this, CrystalPredictor applies a pre-screening based on density, lattice energy

and steric hindrance criteria, aimed at eliminating from further consideration any

structures that are clearly unrealistic.

The minimisation of lattice energy, subject to the symmetry constraints deter-

mined by the space group currently under consideration (cf. Sect. 3.5.1) and simple

bounds on the decision variables, is performed via a sequential quadratic program-

ming (SQP) algorithm [66]. For efficiency and robustness, the algorithm makes use

of exact first-order derivatives of the objective function and the constraints, deter-

mined via analytical differentiation and application of the chain rule on the depen-

dent quantities θ θð Þ,Q θð Þ,Y θ; θ; β
� �

.

The CrystalPredictor code is designed to use distributed computing environ-

ments involving arbitrarily large numbers of processors for the simultaneous

minimisation of multiple structures.

Uniform grid Random points 
drawn from 
uniform 
probability 
distributions

Low-discrepancy 
sequences

a b c

Fig. 8 Different schemes for candidate point generation during global search. (a) Uniform grid.

(b) Random points drawn from uniform probability distributions. (c) Low-discrepancy sequences
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3.5.5 Post-Processing of Generated Structures

The successful execution of CrystalPredictor typically results in a large number of

structures, each of which is a local minimum of the lattice energy within a given

space group. Given the even larger number of initial candidate structures that are

generated and minimised, not all of these final structures will be unique. Accord-

ingly, CrystalOptimizer applies a clustering step intended to remove any duplicate

structures among the final set based on their lattice energy, density and interatomic

distances.

Finally, because of the space group symmetry constraints, it is possible that a

structure is a local minimum only with respect to the space group under which it

was generated but only a saddle point as far as the lattice energy surface is

concerned. This is assessed by generating the corresponding Hessian matrix of

the lattice energy via centered finite differences and evaluating its eigenvalues. For

a true local minimum, all of these have to be positive; if the Hessian is found to have

one or more zero or negative eigenvalues, then a small perturbation is applied to this

structure and it is then used as a starting point for a lattice energy minimisation

without any space symmetry constraints. This leads to a lower-energy structure that

is a true local minimum on the lattice energy surface.

3.6 Crystal Structure Refinement Via CrystalOptimizer

The crystal structures of lowest energy determined at the end of the

CrystalPredictor global search stage (cf. Sect. 3.5.5) are selected for refinement

by CrystalOptimizer using a more detailed model of lattice energy. One common

criterion for determining whether a given structure is to be refined is based on the

difference between the structure’s lattice energy and the globally minimum lattice

energy determined during the search, with typical cut-off points being placed at

around +10–20 kJ/mol. Alternatively, a fixed number of structures (e.g. the lowest

1,000) may be chosen for refinement. Inevitably, there is a degree of subjective

judgment in both of the above criteria, the overall objective being to apply refine-

ment to the minimum possible number of structures but without leaving out any

polymorphs that are likely to occur in nature. In general, the number of structures

that need to be refined becomes lower as more physical detail is added to the lattice

energy computation during the global search.

At the fundamental level, CrystalOptimizer employs a very similar lattice

energy description as CrystalPredictor with two important differences:

• Molecular flexibility: both algorithms employ the concept of partitioning CDFs

into independent θ and dependent θ (cf. Sect. 3.1) and the LAMs described in

Sect. 3.3. However, in order to achieve higher accuracy, CrystalOptimizer

calculations typically involve more independent and fewer dependent CDFs.
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Because of the use of LAMs, the incremental computational cost is usually

acceptable, especially given the relatively few structures that have to be refined.

• Intermolecular electrostatic interactions: as has already been stated,

CrystalPredictor uses atomic charges while CrystalOptimizer employs distrib-

uted multipole expansions.

At the implementational level, the minimisation of lattice energy in

CrystalOptimizer is unconstrained: there is little advantage in explicitly enforcing

space group symmetry constraints in order to reduce the number of independent

decision variables during the optimisation. The space groups of the final structures

can be determined by a posteriori analysis using tools such as PLATON [78].

Finally, CrystalOptimizer poses the lattice energy minimisation as a bilevel

optimisation problem of the form

minθ ΔUintra θ, θ θð Þ� ffiþ Uinter
� θ, θ θð Þ,Q θð Þ� ffi� � ð7Þ

where the functionUinter
� is the intermolecular energy corresponding to theminimum

lattice energy crystal incorporating rigid molecule(s) described by CDFs θ, θ and

distributed multipole expansions Q, i.e.

Uinter
� θ; θ;Q

� ffi � minX,β Ue Q,Y θ; θ; β
� �

,X
� ffiþ Urd Y θ; θ; β

� �
,X

� ffi� �
: ð8Þ

Thus, the bilevel optimisation problem comprises:

• An outer optimisation problem in the independent CDFs θ
• An inner optimisation problem in the unit cell parameters X and molecular

positioning variables β.

CrystalOptimizer employs a quasi-Newton algorithm for the solution of the

outer problem, and the DMACRYS code [79, 80] for the solution of the inner

problem. The partial derivatives of the function Uinter
� are obtained via centered

finite differences.

The application of the refinement algorithm to the structures selected at the end of

the global search stage may result in the same structure being generated more than

once. This often arises because the additional molecular flexibility taken into account

by CrystalOptimizer allows two or more structures identified by CrystalPredictor as

being distinct to relax into the same structure. Accordingly, a clustering algorithm

based on the root mean square deviation in the 15-molecule coordination sphere [81]

is applied to eliminate any crystallographically identical structures. This finally

leaves the list of distinct structures that are reported to the user in ascending order

of lattice energies as potential polymorphs.
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4 Concluding Remarks

The methodology presented in this chapter is applicable to the prediction of a wide

range of crystal structures of organic molecules, including those involving highly

flexible molecules and containing multiple molecules (of the same or different

types) or ions in the asymmetric unit.

Based on a two-stage global search/refinement approach, the methodology

incorporates some major recent advances such as the use of low-discrepancy

sequences for the systematic coverage of the space of decision variables during

the global search, the efficient and accurate handling of molecular flexibility during

both the global search and the refinement stages via LAMs and the accurate

description of electrostatic interactions via distributed multipole expansions at the

refinement stage. The CrystalPredictor and CrystalOptimizer codes are based on a

careful implementation of these ideas, together with efficient numerical optimisa-

tion algorithms and exploitation of modern distributed computing resources.

4.1 Predictive Performance of CSP Methodology

There is currently a growing body of experience (cf. the references mentioned in

Sect. 1.3) on the performance of these codes on a range of systems; some of this

experience has been gained under blind test conditions. It may be worth noting in

this context that, as the codes have been evolving over the last decade, results

reported in different publications may have been obtained with different versions.

However, an improvement in applicability and predictive accuracy is clearly

discernible over this period, and we have now reached a point where, for example,

we can usefully study molecules of relevance to the pharmaceutical or agro-

chemical industries.

Although the predictive performance of the methodology varies from one case to

another, we believe the following statements to be a fair general representation of

the current state of the technology to the extent that this has been explored both by

us and by others:

[S1] Experimentally observed crystal structures are generally identified

successfully.

[S2] In general, the accuracy of structure reproduction is reasonably good for

crystals involving a single chemical species, and less good for co-crystals,

salts and hydrates.

[S3] Experimentally observed structures are generally predicted to have low rank

(i.e. high relative stability).

[S4] For systems where multiple crystal structures have been identified experi-

mentally (cf. the ROY molecule [36]), the predicted stability ranking is not

always correct.
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[S5] Low-energy structures that have not (yet) been identified experimentally are

often also reported, and some of them may be more stable than the experi-

mentally observed ones.

4.2 Errors and Approximations in CSP Methodology

At the fundamental level, our CSP approach incorporates a number of approxima-

tions, including:

• The use of a lattice enthalpy5 criterion, i.e. the omission of entropic contributions

from the Gibbs free energy.

• The separation of lattice energy into intramolecular and intermolecular elec-

tronic and repulsive/dispersive contributions.

• The calculation of the intermolecular contributions as sums of pairwise

interactions.

• The use of finite descriptions of electronic charge density based on isolated

molecule calculations, and not taking account of polarisability effects.

• The use of empirical isotropic repulsion/dispersion potentials.

At a less fundamental, but potentially also important, level the application of the

methodology to a particular system may be subject to practical limitations relating

to:

• The level of theory of QM calculations that can be employed for a given

chemical species within practical computational limits.

• The partitioning between independent and dependent CDFs.

• The use of empirical repulsion/dispersion potential parameters that were esti-

mated from experimental data using molecular descriptions and lattice energy

models which were different to those used by our methodology (e.g. in account-

ing for molecular flexibility, in the description of electrostatic interactions, and

in the QM level of theory); we shall return to consider this issue in more detail in

Sect. 4.4.

4.3 The Free Energy Residual Term

Mathematically, we can summarize the discussion of Sect. 4.2 via the following

expression for the Gibbs free energy, G, of the crystal structure:

5 Including the +pV term.
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G xð Þ ¼ Ĝ xð Þ þ E xð Þ ð9Þ

where x is the set of variables defining the crystal structure, Ĝ is the free energy

approximation that is computed6 by a CSP methodology andE is a residual term that

combines the errors from all the approximations, both physical and mathematical/

numerical, listed in Sect. 4.2.

To date we have not reached firm conclusions regarding the relative importance

of these approximations in the context of our methodology and their relation to

observations [S1]–[S5]. However, some of these factors (e.g. the effects of

polarisability or of anisotropic repulsion/dispersion interactions) have been studied

in the CSP literature, and it would be useful to repeat this type of analysis with the

more detailed energy model presented here. From the general mathematical and

algorithmic perspectives:

• [S1] indicates that the molecular representations (e.g. in terms of flexibility), the

nature and extent of the global search and the criteria used for selecting the

crystal structures to be refined are generally satisfactory.

• [S2] suggests that, at least for crystals comprising single chemical species and

notwithstanding the various approximations listed in Sect. 4.2, the local minima

of the computed lattice energy function are close to true minima of the Gibbs

free energy. Thus, the local sensitivities (gradients) of the residual term E with

respect to the variables x are likely to be significantly smaller than the gradients

of the computed free energy Ĝ , i.e.:

∂E
∂x

����
���� 
 ∂Ĝ

∂x

�����
����� ) ∂G

∂x
� ∂Ĝ

∂x
: ð10Þ

On the other hand, the term ∂E
∂x may be more significant for crystals involving

multiple types of chemical species.

• [S4] indicates that the errors E depend on the variables x to an extent sufficient to
alter the relative stability order of two crystal structures x1 and x2, both of which

correspond to local minima, i.e. Ĝ x1ð Þ < Ĝ x2ð Þ while G(x1) > G(x2).

One practical implication of the above analysis is that, at least in some cases, it

may be useful to:

1. Use our CSP methodology as a way of identifying, with reasonable accuracy, a

small number n of (likely) stable structures xk, k ¼ 1, . . ., n, and their

corresponding energy values Ĝ k.

6 In the case of our CSP methodology, this is the computed value of the lattice enthalpy (as opposed
to the true lattice enthalpy) of the crystal structure.
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2. Keep these structures fixed at the values xk and apply to them more computa-

tionally demanding calculations in order to compute more accurate values Ĝ
0
k.

3. Re-rank the structures xk according to the new values Ĝ
0
k.

Overall, such a procedure may lead to a more accurate ranking of structures

xk, k ¼ 1, . . ., n at a relatively moderate cost and without actually introducing

additional complex calculations within the optimisation carried out at the refine-

ment stage. Examples of a posteriori calculations that could be applied at step

2 include QM calculations at very high levels of theory, and the use of harmonic

approximation techniques for estimating the entropic contributions to the free

energy [82].

4.4 Combining Experimental Information and Ab Initio CSP

The free energy residual term E also provides a useful way of thinking about

the potential role of experimental information and empirical models derived

from it in CSP. We note that any method for constructing an ab initio

approximation of free energy, irrespective of its accuracy, is likely to have a

non-zero residual, E, and this will inevitably lead to non-zero deviations

between predictions and available experimental data. Therefore, a more accurate

estimate of the free energy may be achievable by assuming an empirical

parameterized functional form, E x; αð Þ, i.e.

G xð Þ ¼ Ĝ xð Þ þ E x; αð Þ ð11Þ

and then using the experimental data to estimate the parameters α so as to minimise

some measure of the deviation between data and predictions.

In fact, the use of empirical “repulsion/dispersion” potentials (cf. Sect. 3.4) may

be interpreted as one example of the introduction of a residual term. In particular,

equations (5) and (6) essentially define the functional form of a parameterized

residual function E x; αð Þ, where the set of parameters α comprises the interaction

parameters Aii, Bii and Cii for pairs of atoms of type i. Interestingly, the analysis

presented above indicates that:

• Albeit ostensibly intended to account for repulsion/dispersion interactions, this

residual term actually acts as an all-purpose “garbage bin”, attempting to capture

all errors and approximations listed in Sect. 4.2, some of which may be at least as

important as repulsion/dispersion.

• The values of the parameters α obtained by any experimental data fitting

procedure will depend on the form of the computed energy term Ĝ xð Þ used

for this procedure; using them in conjunction with a different Ĝ xð Þ is, to say the

least, questionable.
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• If the above considerations are not taken into account properly, the use of more

sophisticated calculations7 in an attempt to mitigate the effects of some of the

approximations listed in Sect. 4.2 may be ineffective or even counterproductive.

For example, employing higher levels of theory in QM calculations may some-

times lead to a worse quality of predictions.

Finally, it could be argued that the immediate objective of introducing any
empirical function E x; αð Þ should be to improve CSP accuracy for a specific system
of interest. Therefore it would make sense to estimate the parameters α using

experimental data that are more directly relevant to the system of interest, in

conjunction with the same model Ĝ xð Þ as the one that will be used for carrying

out the CSP. Examples of appropriate experimental data would include already

resolved polymorphs for the same system, or indeed structures in the CSD arising

from similar molecules. We note that such an approach would be substantially

different to the common practice of using information in the CSD to provide

qualitative guidance as to likely high-level features (e.g. packing motifs) in crystal

structures; instead, parameter estimation would extract quantitative lower-level

information on energetic contributions that would complement the ab initio com-

puted energy Ĝ xð Þ in the context of formal CSP algorithms. We believe that this

area, and the fundamental and practical challenges associated with it, constitute a

fruitful subject for further research.
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Abstract Accurately modeling molecular crystal polymorphism requires careful

treatment of diverse intra- and intermolecular interactions which can be difficult to

achieve without the use of high-level ab initio electronic structure techniques.

Fragment-based methods like the hybrid many-body interaction QM/MM tech-

nique enable the application of accurate electronic structure models to chemically

interesting molecular crystals. The theoretical underpinnings of this approach and

the practical requirements for the QM and MM contributions are discussed. Bench-

mark results and representative applications to aspirin and oxalyl dihydrazide

crystals are presented.
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1 Introduction

Organic molecular crystals often exhibit a variety of different packing motifs, or

polymorphs. These different crystal packing motifs can have diverse physical

properties, making crystal structure critically important in a wide range of fields.

Polymorphism plays a major role in the pharmaceutical industry, for example,

where a substantial fraction of drugs including aspirin, acetaminophen, Lipitor,

and Zantac have known polymorphs. Polymorphs of a given pharmaceutical can

have drastically different solubilities and bioavailabilities, making the understand-

ing of polymorphism critical for the drug industry.

Pharmaceutical polymorphism has led to several major drug recalls or with-

drawals in recent years. For instance, the HIV drug ritonavir was temporarily

removed from the market in 1998 when a new, insoluble polymorph appeared in

production facilities, leading to shortages of this desperately needed medicine and

costing its maker hundreds of millions of dollars in lost sales [1, 2]. Polymorphism

is also believed to be behind multiple recalls of the anti-seizure drug carbamaze-

pine, which exhibits several low-solubility polymorphs [3]. In 2008, Neupro brand

skin patches for the Parkinson’s disease drug rotigotine were withdrawn from the

market when a less-effective crystal form appeared visibly on the patches as

dendritic structures [4]. Pharmaceutical polymorphism has also been the subject

of many legal battles arising from the fact that unique crystal forms are patentable.

Major examples include the ulcer/heartburn medication Zantac and the antibiotic

cefadroxil [5].

Crystal packing is also important for foods such as chocolate. Solid cocoa

butter form V is desired to achieve chocolate with a shiny appearance, a 34�C
melting point that causes it to melt pleasingly on the tongue, and other favorable

characteristics. However, form VI cocoa butter, which leads to chocolate that is

dull, soft, grainy tasting, and has a melting point a few degrees higher, is

thermodynamically more stable [6]. At room temperature the transition from

form V to form VI occurs on a timescale of months, and it occurs even faster

at elevated temperatures. The chocolate industry expends considerable effort to

produce and maintain chocolate in the proper form to ensure a high-quality

product with a reasonable shelf life.

Many other areas of chemistry and materials science must cope with molecular

crystal polymorphism as well. Crystal packing influences the stability, sensitivity,

and detonation characteristics of energetic materials, for instance [7, 8]. It also can

have drastic effects on organic semiconductor materials. Solid rubrene currently

holds the record for the highest-known carrier mobility in an organic molecular

crystal. However, a rubrene derivative with a different crystal packing motif

exhibits no measurable carrier mobility [9].

Predicting molecular crystal structure from first principles is extremely chal-

lenging. The problem involves (1) a search over many (millions or more) possible

crystal packings, (2) the accurate evaluation of the lattice energy of the possible

structures (at 0 K), (3) calculation of the finite-temperature thermodynamic
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contributions, and (4) an understanding of the competition between thermodynam-

ically and kinetically preferred packing arrangements.

Significant progress on the “search” problem has been made in recent years. For

example, the Price group uses a hierarchical series of ever-improving theoretical

models to screen out unlikely structures and eventually identify the most stable

forms [10, 11]. The initial screening might consider some ~107 randomly generated

structures with different space group symmetries and numbers of molecules in the

asymmetric unit cell using a very simple force field. This simple force field allows

one to rule out a significant fraction of the energetically uncompetitive structures.

Subsequent rounds improve the quality of the force field, winnowing down the

potential structures toward a final prediction. Neumann and co-workers use a

mixture of density functional theory (DFT) with dispersion corrections and a

force-field fitted to match the DFT results to search over possible structures

[12–15]. In their work the force field identifies a subset of likely structures which

are then refined with DFT. Both strategies proved effective in the two most recent

blind tests of crystal structure prediction [16, 17]. Recent progress in crystal

structure global optimization algorithms may also help solve the search

problem [18].

Once a relatively small number of candidate crystal structures have been iden-

tified, discrimination among them requires predicting the lattice energies or relative

energies very accurately. This necessitates using a theoretical approach that can

handle the subtle balances between intra- and intermolecular interactions that

characterize conformational polymorphism [19]. One must treat the diverse

non-covalent interactions – hydrogen bonding, electrostatics, induction

(a.k.a. polarization), and van der Waals dispersion – with high and uniform

accuracy to avoid biasing the predictions toward certain classes of structures

(e.g., hydrogen-bonded vs π-stacking motifs). Overall, the energy differences

between experimentally observed polymorphs are typically less than 10 kJ/mol,

and they are often closer to ~1 kJ/mol.

After obtaining reliable predictions at 0 K, one can start to think about finite

temperature effects. The computation of finite-temperature enthalpies, entropies,

and free energies is much less mature. The entropic contributions to relative

polymorph stabilities are commonly assumed to be smaller than the enthalpic

ones [20], but of course there will be many exceptions. Thermal effects are typically

estimated using simple (quasi-)harmonic approaches (e.g., [21]) though sampling-

based free energy methods are starting to be explored more actively in this context

(e.g., [22, 23]).

Finally, real-world crystallization is often driven by kinetics, not thermodynamics.

Understanding the kinetics of crystallization is probably even more difficult than the

thermodynamics, since it requires a dynamical understanding of the nucleation and

crystal growth processes with sufficient accuracy to differentiate correctly among the

different packing motifs. Progress in this direction is also being made, but it will

likely be quite some time before one can reliably predict which crystal structures will

form kinetically under a given set of crystallization conditions.
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Nevertheless, the ability to predict the thermodynamically preferred structures

reliably would be very useful for predicting temperature and pressure regions of

phase stability, to determine whether a given pharmaceutical polymorph is stable or

metastable, or to predict a variety of crystal properties. Toward this end, this chapter

focuses on computing accurate lattice energies and relative energies at 0 K.

2 Theory

The theoretical treatment of molecular crystals has traditionally relied on either

molecular mechanics (MM) force fields or electronic structure methods with

periodic boundary conditions. Force field modeling of molecular crystals has

improved dramatically over the past decade [19, 24–27], as demonstrated by the

major successes in the recent blind tests of crystal structure prediction [11, 12,

15–17, 28]. Much of this success arises from the inclusion of increasing amounts of

quantum mechanical information into the force fields, ranging from the parameter-

ization to the determination of intramolecular conformation.

In that vein, one should be able to achieve even better accuracy by treating the

systems fully quantum mechanically. This requires a careful balance between

accuracy and computational expense. Most quantum mechanical (QM) calculations

on molecular crystals are performed with periodic DFT. Widely used semi-local

density functionals generally do not describe van der Waals dispersion interactions.

However, there has been substantial progress toward including van der Waals

dispersion interactions either self-consistently or as an a posteriori correction using

a variety of empirical and non-empirical strategies [29–35]. Despite the tremendous

progress in this area, it can sometimes be difficult to identify when DFT methods are

performing well enough or to interpret the results when different density functionals

make contradictory predictions.

Wavefunction methods offer the potential to improve the quality of the predictions

systematically by improving the wavefunction. The simplest useful wavefunction

technique for molecular crystals is second-order Møller–Plesset perturbation theory

(MP2). A number of periodic MP2 implementations exist, including efficient ones

based on local-correlation ideas [36–47]. These provide a nice alternative to DFT, but

they remain relatively computationally expensive. Furthermore, MP2 correlation

itself is often insufficient, as will be discussed below. Unfortunately, more accurate

periodic coupled cluster implementations are too expensive to be applied to most

chemically interesting molecular crystals [48–51].

2.1 Fragment-Based Methods in Electronic Structure Theory

Fragment-based methods provide a lower-cost alternative to traditional periodic

boundary condition electronic structure methods. These techniques partition the
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system in some fashion, perform quantum mechanical calculations on each indi-

vidual fragment, and piece them together to obtain information about the system as

a whole. While many individual fragment calculations are needed in a single

crystal, each is relatively inexpensive compared to a full periodic crystal calcula-

tion. This allows one to utilize higher-level electronic structure methods at much

lower computational cost.

Early fragment techniques include the fragment molecular orbital method [52,

53], divide-and-conquer techniques [54], and incremental schemes [55, 56], but

there has been an explosion of fragment methods in recent years, as discussed in

two reviews [57, 58] and in a thematic issue of Physical Chemistry Chemical
Physics [59]. A couple of groups have also identified a common framework that

unifies most or all of these fragment methods [60, 61].

One very common fragment strategy decomposes the total energy of a set of

interacting molecules, whether in a cluster or a crystal, according to a many-body

expansion:

Etotal ¼ E1-body þ E2-body þ E3-body þ � � �: ð1Þ

The expansion is formally exact, but any computationally useful application of

this expansion requires approximation of the higher-order terms in some fashion.

For a typical molecular crystal, the three-body and higher terms account for

10–20% of the total interaction energy, making those terms necessary for accurate

crystal modeling.

Approximations to the many-body expansion typically fall into two categories.

The first category uses electrostatic embedding to incorporate polarization effects

into the lower-order terms, thereby reducing the importance of the higher-order

terms. The many-body expansion can then be truncated after two-body or three-

body terms. Examples of such embedding approaches include the electrostatically-

embedded many-body expansion approach [62–64], binary interaction [65–67], and

the exactly embedded density functional many-body expansion [68].

The electrostatic embedding methods are very successful, but they suffer from

two potential disadvantages. First, while it is often true that induction effects

dominate the many-body contributions, many-body dispersion has also proved

important in molecular crystal systems [30, 58, 69, 70], and those effects are not

captured via electrostatic embedding. Second, embedding complicates the calcula-

tion of nuclear gradients and Hessians of the energy. When embedding a particular

monomer or dimer in a potential arising from the other molecules, the embedding

potential depends on the positions of all other atoms in the system. Therefore, the

energy gradient of that monomer or dimer now depends on all 3N atomic coordi-

nates, instead of just the coordinates of the monomer or dimer in question. These

additional gradient contributions arising from the embedding-potential are often

neglected, but they can sometimes be significant [65].

The methods in the second category of many-body expansion approximations

make no truncation in the many-body expansion. Instead, the higher-order terms

are approximated at some lower level of theory. The incremental method and
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other related schemes treat the important low-order terms with accurate ab initio

methods and approximate the higher-order terms using Hartree-Fock (HF), DFT,

or any higher-level QM technique. Alternatively, the hybrid many-body interac-

tion (HMBI) approach (and a nearly identical model simultaneously and

independently proposed by Manby and co-workers [71]) approximates the

higher-order terms using a polarizable force field. The advantage of this approach

is that polarizable force fields are much less expensive to evaluate than electronic

structure methods. Compared to embedding techniques, these approaches can

avoid the need to make a priori assumptions about where to truncate the many-

body expansion and provide the flexibility to build in whatever physical terms are

needed in the system, including the aforementioned many-body dispersion

effects.

2.2 The Hybrid Many-Body Interaction (HMBI) Method

In the HMBI model, the intramolecular (one-body) and short-range (SR) pairwise

intermolecular (two-body) interactions are treated with electronic structure theory,

while the long-range (LR) two-body and the many-body terms are approximated

with the polarizable force field:

EHMBI ¼ EQM
1-body þ EQM

SR2-body þ EMM
LR2-body þ EMM

many-body, ð2Þ

where the “many-body” term includes all three-body and higher interactions

(Fig. 1). To evaluate the energy in practice, one exploits the fact that one can

write a many-body expansion purely in terms of MM contributions:

EMM
total ¼ EMM

1-body þ EMM
SR2-body þ EMM

LR2-body þ EMM
many-body, ð3Þ

which can be rearranged as

EMM
LR2-body þ EMM

many-body ¼ EMM
total � EMM

1-body � EMM
SR2-body: ð4Þ

Substituting this expression into (2) leads to the following working HMBI

energy expression:

EHMBI
total ¼ EMM

total þ
X
i

EQM
i � EMM

i

� �þX
ij

dij Rð Þ Δ2EQM
ij � Δ2EMM

ij

� �
, ð5Þ

where Ei corresponds to the energy of monomer i, and Δ2Eij ¼ Eij � Ei � Ej is the

interaction energy between monomers i and j evaluated as the difference between

the total energy of the dimer Eij and the individual monomer energies Ei and Ej.

Note that the monomer energies in these expressions are evaluated at the same
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geometry as in the dimer (and in the full cluster or crystal). The dij(R) term ensures

no discontinuities arise in the potential energy surface as the model transitions from

the short-range QM to the long-range MM two-body interaction regimes. This

function decays from 1 to 0 as a function of the intermolecular distance

R (defined here as the shortest distance between the two molecules) over a user-

defined interval governed by two parameters, r1 and r0 [72]:

dij Rð Þ ¼ 1

1þ e2
ffiffir1�r0ffiffi= r1�Rð Þ�

ffiffir1�r0ffiffi= R�r0ð Þ
: ð6Þ

By default, we conservatively transition from QM to MM between r1 ¼ 9.0 Å
and r0 ¼ 10.0 Å, but more aggressive cutoffs can often be used. In water/ice, for

instance, using the ab initio force field described in the next section, one can

transition from QM to MM between 4.5 and 5.5 Åwith virtually no loss in accuracy

(see Sect. 2.3).

The energy expression in (5) resembles the expressions used in a two-layer

ONIOM-style QM/MM model. One computes the energy of the entire system at a

low-level of theory, and then corrects it with smaller calculations at a higher level of

theory. The physics described by the two types of models is quite different,

however. In ONIOM QM/MM, one partitions the system into distinct QM and

MM regions. In the fragment-based HMBI QM/MM approach, one instead parti-

tions based on the nature of the interaction. There are no specific QM and MM

regions. Each molecule has both QM and MM interactions in the HMBI model. The

important interactions are treated with QM, while the less important ones are

treated with MM. In this sense, the HMBI model is spatially homogeneous, as is

appropriate for modeling a molecular crystal.

Fig. 1 Schematic of the HMBI method. Each individual molecule in the unit cell and its short-

range pairwise interactions are treated with QM, while longer-range interactions and interactions

involving more than two molecules are treated with MM. The shaded region indicates the smooth

transition QM and MM via interpolation. Reprinted with permission from [115]. Copyright 2010

American Chemical Society
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For systems with periodic boundary conditions like crystals, the HMBI energy

expression in (5) must also include pairwise interactions between central unit cell

molecules and their periodic images:

EHMBI
total ¼ EMM

total þ
X
i

EQM
i � EMM

i

� �þX
ij

dij 0ð Þ Δ2EQM
ij 0ð Þ � Δ2EMM

ij 0ð Þ
� �

þ 1

2

X
i

Ximages

j nð Þ
dij nð Þ Δ2EQM

ij nð Þ � Δ2EMM
ij nð Þ

� �
:

ð7Þ

In this expression, i runs over molecules in the central unit cell, while j can either
be in the central unit cell ( j(0)) or in the periodic image cell n ( j(n)). Unit cell n is

defined as the cell whose origin lies at vector n ¼ nv1v1 þ nv2v2 þ nv3v3 in terms of

the three lattice vectors, v1, v2, and v3. In practice, thanks to the function dij(R), the
sum over j(n) runs only over molecules within a distance r0 of the current central

unit cell molecule i.
The computational bottleneck in HMBI is the evaluation of the QM pairwise

interaction energies Δ2Eij(0) and Δ2Eij(n). Because only short-range pairwise

interactions are treated with QM, the HMBI model scales linearly with the

number of molecules in the system (non-periodic) or unit-cell (periodic). More

precisely, the MM terms do not scale linearly, but their cost is so much smaller

than that of the QM terms for any practical system that linear scaling behavior

is observed. For non-periodic systems, the onset of linear scaling occurs once

the system becomes larger than the outer extent of the QM-to-MM transition

region, r0. In periodic systems, which are formally infinite, linear-scaling

behavior is observed for unit cells of any size. This linear-scaling behavior is

a key advantage of fragment methods compared to fully QM methods like

periodic DFT or MP2. Large unit cells or supercells of the sort that might be

used to perform lattice dynamics or to examine localized/defect behavior can be

much cheaper with a fragment method than with a traditional periodic QM

methods.

2.2.1 Nuclear Gradients and Hessians

The HMBI energy expression contains only additive energy contributions and does

not use any sort of embedding, so derivatives of the energy can be computed straight-

forwardly. For instance, if ql corresponds to the Cartesian x, y, or z coordinates

(not its fractional coordinate) of the l-th atom in the central unit cell, then the

gradient of the energy with respect to ql is given by [73]
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∂EHMBI
total

∂ql
¼ ∂EMM

total

∂ql
þ
X
i

∂EQM
i

∂ql
� ∂EMM

i

∂ql

0
@

1
AþX

ij 0ð Þ

∂dij 0ð Þ
∂ql

Δ2EQM
ij 0ð Þ � Δ2EMM

ij 0ð Þ
� �

þ
X
ij 0ð Þ

dij 0ð Þ
∂Δ2EQM

ij 0ð Þ
∂ql

�
∂Δ2EMM

ij 0ð Þ
∂ql

0
@

1
A

þ 1

2

X
i

Ximages

j nð Þ

∂dij nð Þ
∂ql

Δ2EQM
ij nð Þ � Δ2EMM

ij nð Þ
� �

þ 1

2

X
i

Ximages

j nð Þ
dij nð Þ

∂Δ2EQM
ij nð Þ

∂ql
�
∂Δ2EMM

ij nð Þ
∂ql

0
@

1
A:

ð8Þ

The individual one-body and two-body energy gradient terms in (8) are obtained

readily from the monomer and dimer gradients computed in standard electronic

structure or MM software packages. The expression for the gradient of the

QM-to-MM smoothing function dij has been provided previously [73].

To optimize the size and shape of the unit cell, one also needs the gradient with

respect to the lattice vectors. When working in Cartesian coordinates instead of

fractional coordinates, changing the lattice vectors does not affect the one-body or

two-body terms within the central unit cell, but it does affect the two-body contri-

butions due to interactions between molecules in the central unit cell and those in

periodic image cells and the MM energy of the entire crystal. The resulting gradient

with respect to the qth coordinate (x, y, or z) of the Eth lattice vector (v1, v2, or v3) is
given by

∂E
∂vEq

¼ ∂EMM
total

∂vEq
þ 1

2

X
i

X
j nvð Þ

nv
X
k

∂dij nvð Þ
∂qk

Δ2EQM
ij nvð Þ � Δ2EMM

ij nvð Þ
� �8<

:
þdij nvð Þ

∂EQM
ij nvð Þ

∂qk
�
∂EQM

j nvð Þ
∂qk

0
@

1
A� ∂EMM

ij nvð Þ
∂qk

� ∂EMM
j nvð Þ

∂qk

0
@

1
A

0
@

1
A
9=
;:

ð9Þ

where k sums over the atoms in periodic image monomer j. Often, one expresses the
unit cell in terms of three lattice constants (a, b, and c) and three angles (α, β, and γ).
The expressions for the nine components of the lattice vector gradients in (9) can be

transformed into expressions for these six lattice parameters [73].

Note that, except for the term ∂EMM
total/∂vEq, all the terms needed to compute the

lattice vector gradients in (9) are already available from the gradients with respect

to the atomic positions (8). The ∂EMM
total/∂vEq term can be computed inexpensively,

since it is at the MM level. Therefore, the calculation of the lattice vector gradient

typically requires minimal additional work once the nuclear gradients with respect

to atomic position have been obtained. The evaluation of the one-body and
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two-body QM gradients forms the computational bottleneck in evaluating the full

nuclear gradient.

The nuclear Hessian can be computed similarly by differentiating (8) with

respect to a second nuclear coordinate, q
l
0 :

∂2
EHMBI
total

∂ql∂ql0
¼ ∂EMM

PBC

∂ql∂ql0
þ
X
i

∂2
EQM
i

∂ql∂ql0
� ∂2

EMM
i

∂ql∂ql0

0
@

1
A

þ
X
ij nð Þ

ζijdij nð Þ
∂2Δ2EQM

ij nð Þ
∂ql∂ql0

�
∂2Δ2EMM

ij nð Þ
∂ql∂ql0

0
@

1
A

þ
X
ij nð Þ

ζij
∂dij nð Þ
∂ql

∂Δ2EQM
ij nð Þ

∂q
l
0
�
∂Δ2EMM

ij nð Þ
∂q

l
0

0
@

1
A

þ
X
ij nð Þ

ζij
∂dij nð Þ
∂q

l
0

∂Δ2EQM
ij nð Þ

∂ql
�
∂Δ2EMM

ij nð Þ
∂ql

0
@

1
A

þ
X
ij nð Þ

ζij
∂2

dij nð Þ
∂ql∂ql0

Δ2EQM
ij nð Þ � Δ2EMM

ij nð Þ
� �

,

ð10Þ

where the sums over j(n) run over molecules in both the central unit cell and in

periodic image cells, ζij ¼ 1 for dimers where both monomers lie within the central

unit cell (n ¼ 0), and ζij ¼ 1/2 for dimers where the second monomer lies outside

the central unit cell. Evaluation of the Hessian requires gradients and Hessians for

each individual monomer and dimer. Once the Hessian has been computed, one can

compute harmonic vibrational frequencies, lattice dynamics, statistical thermody-

namic partition functions, etc.

2.2.2 Crystal Symmetry

Molecular crystals often exhibit high symmetry, both translational (due to the

periodic boundary conditions) and space group symmetry, and significant compu-

tational savings can be reaped by exploiting this symmetry in the monomer and

dimer calculations. The straightforward approach would identify the space group of

the crystal and use the symmetry operations of that group to determine which

monomers and dimers are symmetry-equivalent. One need only compute the

energies and forces for the symmetry-unique monomers and dimers and then

scale their contributions based on the number of symmetry-equivalent monomers

or dimers.

Alternatively, one can simply rotate the monomers and dimers to a common

reference frame (e.g., aligned along the principle axes of inertia) and simply test

which monomer/dimer geometries are identical within some numerical threshold.
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This approach avoids the need (1) to specify the space group and (2) to program the

symmetry operations for all 230 space groups.

A sizable fraction of organic molecular crystals exhibit P21/c symmetry, for

which roughly fourfold computational savings can be obtained. The savings can be

even larger for other space groups. For acetamide crystals in the R3c space group,

one obtains 18-fold speed-ups by exploiting symmetry. So while the details are

system-dependent, for a crystal with one molecule in the asymmetric unit cell and a

conservative QM to MM transition distance, one might typically need to perform

~50 symmetry-unique dimer calculations.

2.3 Accurate Force Fields for Long-Range and Many-Body
Interactions

The success of the HMBI approach depends critically on the quality of the polar-

izable force field used for the long-range two-body and the many-body terms; c.f.
(2). This means that it needs to capture two-body electrostatics, two-body van der

Waals dispersion, self-consistent long-range and many-body induction, and many-

body dispersion interactions (approximated here with only the leading three-body

Axilrod–Teller term):

EMM ¼ E2-body es þ E2-body disp þ Einduction þ E3-body disp: ð11Þ

In our early work [74] we used the Amoeba force field [75, 76], which includes

all of these contributions except for the many-body dispersion. It works fairly well

in this context, but even better results are achieved by constructing an ab initio force

field (AIFF) “on the fly” based on QM calculations for each individual monomer

[77, 78].

The key idea behind the AIFF is to parameterize the force field in terms of

atom-centered distributed multipole moments [79–81], distributed polarizabilities

[82, 83], and distributed dispersion coefficients [84]. These are obtained from the

molecular electron density, the static polarizabilities, and the frequency-

dependent polarizabilities, respectively. The form of the force field is well-

justified at long ranges from intermolecular perturbation theory, and empirical

short-range damping functions help avoid serious problems for shorter-range

interactions [85, 86].

This AIFF model mimics the much more expensive QM treatment very well, as

shown in Figs. 2, 3, and 4. The use of multipolar expansions and the lack of

exchange terms lead to some problems at short range, but the long-range interac-

tions are modeled very accurately. Figure 2 shows that the predicted lattice energy

of ice Ih is virtually invariant to the distance at which HMBI transitions from a QM

to an MM description of the long-range pairwise interactions once the two mole-

cules are ~4.5Å apart. For other systems, the corresponding transition distance may
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need to be longer (e.g., ~7 Å in formamide), but the AIFF always behaves well at

sufficiently long distances [58].

The AIFF also reproduces the QM many-body induction effects accurately

[87]. Figure 3 shows the errors in the many-body induction in a set of 101 (form-

amide)8 geometries for the Amoeba force field and AIFF relative to RI-MP2. The

Amoeba force field performs fairly well, but it systematically underestimates the

many-body induction interactions by up to ~2 kJ/mol. The AIFF performs signif-

icantly better, with errors of roughly �0.5 kJ/mol and a mean error very close to

zero. Compared to Amoeba, the success of the AIFF stems from (1) its use of

higher-rank multipoles (up to hexadecapole), (2) its use of higher-rank polarizabil-

ities (up to quadrupole–quadrupole), and (3) the fact that these parameters are

computed for each molecule in its current geometry rather than frozen at the values

for some averaged/equilibrium geometry.

Finally, Fig. 4 demonstrates that the three-body dispersion model performs well

compared to the three-body dispersion term in symmetry-adapted perturbation

theory (SAPT). The simple, isotropic coupled Kohn–Sham dispersion coefficient

representation provides a good approximation to the more complete SAPT

calculation [58].

Overall, the AIFF does an excellent job of reproducing the QM interactions it

replaces at much lower cost. HMBI predictions for the lattice energies of ammonia

and carbon dioxide crystals differ from full periodic MP2 by only 1–2 kJ/mol, for

instance [58].

2.3.1 AIFF Implementation

The long-range two-body electrostatics in the AIFF are implemented in standard

fashion, with electrostatic interaction energy between two atoms A and B being

given by

Ees  
X
tu

QA
t TtuQ

B
u , ð12Þ

where the Ttu matrix includes the distance- and orientation-dependent contributions

for the interaction of two different spherical-tensor multipole moment components

Qt and Qu. To evaluate the induction contributions, one first finds the induced

multipole moments according to

ΔQA
t ¼ �

X
t0u

αA
tt0Tt0u QB

u þ ΔQB
u

� �
, ð13Þ

where αA
tt0 is the static polarizability tensor on atom A and ΔQ is an induced

multipole moment. Clearly the induced multipole moment on atom A depends on

the induced multipole moment on atom B, so this process is done self-consistently

until the induced multipoles reach convergence. Once the induced multipoles are
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known, one can compute the induction energy contribution for the pair of atoms A

and B according to

Eind  
X
tu

ΔQA
t TtuQ

B
u þ QA

t TtuΔQB
u : ð14Þ

The two-body dispersion between atoms A and B is evaluated via

Casimir–Polder integration over the frequency-dependent polarizabilities:

E2-body disp  
X
tu

X
t0u0

TtuTt0u0

ð1
0

αA
tt0 iωð ÞαB

uu0 iωð Þdω: ð15Þ

The integration is typically evaluated via numerical quadrature at ten frequen-

cies ω. The expression in (15) corresponds to an anisotropic model for atom-atom

dispersion. However, to a fairly good approximation, one can approximate this with

a simple isotropic dispersion model (i.e., one which averages over the diagonal

dipole–dipole and quadrupole–quadrupole elements of the frequency-dependent

polarizability and neglects the off-diagonal elements). In that case, the dispersion

model reduces to the standard C6, C8, etc., terms divided by the interatomic distance

R to the corresponding power,

E2-body disp  CAB
6

R6
AB

þ CAB
8

R8
AB

þ � � �: ð16Þ

The isotropic dispersion coefficients Cn are obtained from the Casimir–Polder

integration over the appropriate elements of the isotropic frequency-dependent

polarizabilities α :

CAB
n /

ð1
0

α A iωð Þα B iωð Þdω: ð17Þ

The many-body dispersion is approximated using the leading Axilrod–Teller

three-body dispersion contribution. In the isotropic case, the three-body dispersion

between atoms A, B, and C is computed according to

E3-body disp  CABC
9

1þ 3cos Â cos B̂ cos Ĉ
� �

R3
ABR

3
BCR

3
AC

, ð18Þ

where the RIJ correspond to the distances between pairs of atoms and the cosines

involve the interior angles of the triangle formed by the three atoms. The C9

dispersion coefficient is obtained via Casimir–Polder integration over the

frequency-dependent dipole–dipole polarizabilities on all three atoms:

CABC
9 /

ð1
0

α A iωð Þα B iωð Þα C iωð Þdω: ð19Þ

Note that most of the interaction terms described here also involve various

empirical damping functions at short range to avoid divergences and the “polari-

zation catastrophe,” [78] but those are omitted here for simplicity.
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The most difficult aspect of the force field implementation involves the evalu-

ation of the EMM
total term in (7). The periodic crystal’s induced multipoles are first

computed self-consistently in a large, finite cluster consisting of the central unit cell

and some number of periodic images (e.g., those within 25Å). The algorithm works

by inducing multipoles on the central unit cell molecules, replicating those induced

moments on the periodic image molecules, and repeating the process until self-

consistency is achieved. This procedure minimizes the edge effects arising from the

finite cluster. Next, the permanent and induced multipole moments are combined

and the overall interaction is evaluated via a multipolar Ewald sum [88]. Finally, the

two-body and three-body dispersion contributions are evaluated via explicit lattice

summation with large cutoffs. The evaluation of the AIFF interactions is cheap

compared to the QM calculations, so one can afford to evaluate all of these

contributions with tight cutoffs, thereby minimizing any errors due to truncating

the lattice sums. See [78] for more details on the AIFF implementation and its

performance for molecular crystals.

2.4 Electronic Structure Treatment of the Intermolecular
Interactions

As the results described in Sect. 1 will demonstrate, high quality electronic structure

methods need to be used for the QM one-body and two-body terms in HMBI. The

electronic structure treatment must be capable of balancing the different types of

intramolecular and intermolecular interactions to discriminate properly among

different packing motifs. Ideally, one would employ high-level coupled cluster

methods, like coupled cluster singles, doubles, and perturbative triples (CCSD(T)),

with large basis sets, but this is usually impractical due to its N7 scaling with system

size N.
A more pragmatic approach will primarily use techniques that scale no more

than N5, like MP2. It is well known, however, that while MP2 describes van der

Waals dispersion, it does so poorly [89–91]. Comparisons with intermolecular

perturbation theory reveal the reasons for this poor performance: MP2 treats

intermolecular dispersion interactions at the uncoupled HF (UCHF) level

[92, 93]. In this view, the intermolecular dispersion interaction involves matrix

elements of the intermolecular interaction between the ground state and excited

state wavefunctions for molecules A and B divided by an energy denominator that

depends on the excitation energies from ground to excited states:

Edisp ¼ �
X
ab

< ψ0
Aψ

0
B

ffiffiV̂ ffiffiψ a
Aψ

b
B >

Ea
A � E0

A þ Eb
B � E0

B

: ð20Þ

In UCHF (and MP2) these excited states for ψa and excitation energies Ea � E0

are approximated using unrelaxed, ground-state HF orbitals and Fock matrix orbital

eigenvalue energy differences.
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Better results can be obtained by replacing the UCHF treatment of

intermolecular dispersion with a coupled HF (CHF) [94] or coupled Kohn–Sham

(CKS) [95, 96] one in which the excited states and excitation energies are computed

with time-dependent HF or time-dependent DFT. Or one can obtain improved

dispersion coefficients through other means [97]. The CKS variant has proved

particularly successful, and is known as MP2C:

EMP2C ¼ EMP2 � EUCHF
disp þ ECKS

disp : ð21Þ

MP2C works very well for a variety of intermolecular interaction types across a

wide spectrum of intermolecular separations and orientations [89, 91, 96,

98–102]. The dispersion correction scales N4, so MP2C retains the overall fifth-

order scaling of MP2. However, the prefactor for the dispersion correction is

relatively large, and it consumes a non-trivial amount of computer time. For

example, computing the HMBI RI-MP2C/aug-cc-pVTZ single-point energy of

the aspirin crystal requires ~2,450 h for the MP2 and ~390 h for the dispersion

correction. So while the underlying MP2 calculation clearly dominates, accelerat-

ing the MP2C dispersion correction would be beneficial.

MP2C appears to work very well for molecular crystal problems [70, 103]. Of

course, other alternatives for accurately describing intermolecular interactions with

similar computational cost exist, including spin-component-scaled MP2 methods

[104–106], dispersion-weighted MP2 [107], and van der Waals-corrected density

functionals. Recent improvements in the random-phase approximation (RPA) are

also promising and may prove useful in the near future [108–111].

2.4.1 Faster MP2C for Molecular Crystals

Evaluating the MP2C dispersion correction requires computing UCHF and CKS

density–density-response functions χ for each monomer at a series of frequenciesω,

χ0 ωð Þ½ �PQ ¼ �4
X
ia

P
ffiffiia� �

Eia ia
ffiffiQ� �

E2ia þ ω2
, ð22Þ

and then computing the dispersion energy via Casimir–Polder integration [96]:

Edisp ¼ � 1

2π

ð1
0

dωeχA ωð ÞJAB eχB ωð Þ� �T
JAB
� �T

: ð23Þ

In these expressions, i and a are occupied and virtual molecular orbitals, P and

Q are auxiliary basis functions, Eia is the difference between the HF orbital energies

for orbitals i and a, JAB ¼ (PA|r�112 |Q
B),eχ ¼ S�1χS�1, and S ¼ (P|r�112 |Q). For CKS,

one must obtain the coupled density response functions from the uncoupled one in

(22) by solving the Dyson equation [96].
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Equations (22) and (23) are typically computed using a so-called dimer-

centered (DC) basis, in which the calculations on the isolated monomers are

carried out in the presence of ghost basis functions on the other monomer it is

interacting with. This has two disadvantages for fragment-based calculations in

molecular crystals. First, the ghost basis functions substantially increase the basis

set size and therefore the computational cost. Second, when computing the many

different pairwise intermolecular interaction energies, one must recompute each

monomer’s response function repeatedly for each different dimer interaction in

which it is involved.

However, while the calculation of accurate CKS or UCHF dispersion energies

requires large basis sets [112], it turns out that the energy difference between them

is much less sensitive to the basis set [103]. In fact, one obtains nearly identical

results when using a comparable monomer-centered (MC) basis (i.e., with no ghost

basis functions). This indicates that the basis-set dependence of UCHF and CKS

dispersion are similar, and the higher-order basis-set effects are well described in

the DC UCHF dispersion that is inherent in the supermolecular MP2 calculation. It

is unnecessary to replace those contributions with CKS ones. Figure 5 demonstrates

the excellent agreement between the MP2C results obtained in monomer-centered

and dimer-centered basis sets, nearly independent of whether one uses a double-

zeta basis or extrapolated complete-basis-set limit.

In practice, switching to an MC basis accelerates the calculation of the disper-

sion correction for a single dimer roughly fivefold. Much more dramatic savings

can be obtained in a molecular crystal, however. Thanks to space group symmetry

and the use of periodic boundary conditions, typical molecular crystal unit cells

contain no more than a handful of symmetry-unique monomers. Therefore, one

needs only calculate the monomer density–density response functions in (22) for

those few unique monomers. Then one can compute the dispersion interaction for

each dimer according to (23) with trivial effort. For instance, using this approach

reduces the computational time for evaluating the MP2C/aug-cc-pVTZ dispersion

correction in crystalline aspirin by two orders of magnitude, from 390 CPU hours to

only 2.8 CPU hours. At the same time, the MC MP2C approach affects the relative

energies of the two polymorphs by no more than a few tenths of a kJ/mol relative to

the DC MP2C values (e.g., Fig. 6). For all practical purposes, this approach makes

computing the MP2C correction “free” for molecular crystals. With its high accu-

racy and low cost, MP2C makes an excellent choice for describing the non-covalent

interactions in molecular crystals.

Of course, the aforementioned speed-ups only affect the evaluation of the

dispersion correction. As noted previously, the underlying RI-MP2/aug-cc-pVTZ

calculations in aspirin require ~2,450 CPU hours. Further computational savings

must come from the MP2 part such as through local MP2 or other similar methods.

One must be careful, however, that the truncation schemes do not hinder the ability

to describe the non-covalent interactions at intermediate distances (i.e., beyond

nearest-neighbor interactions but not yet far enough apart to be treated by the force

field in HMBI).
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Fig. 6 Comparison between MC MP2C and DC MP2C for the relative energies of the five

experimentally known polymorphs of oxalyl dihydrazide. The relative polymorph energies differ

by 0.3 kJ/mol or less. Adapted with permission from [103]. Copyright 2013, American Institute of

Physics
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Fig. 5 For the dimers in the S22 test set [139], the MP2C dispersion correction calculated in an

MC basis is nearly identical to that computed in a DC basis, even for a small aug-cc-pVDZ basis.

Adapted with permission from [103]. Copyright 2013, American Institute of Physics
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2.4.2 Basis Sets

It is well know that describing intermolecular interactions with correlated wave

function methods requires large basis sets, so it is no surprise that molecular crystal

energetics can often be very sensitive to the basis sets. This is particularly true for

cases of conformational polymorphism, where the crystal packing motifs differ in

both intramolecular conformation and intermolecular packing. Counterpoise cor-

rections can help correct for basis set superposition error (BSSE). Different con-

formational polymorphs, however, may exhibit varying degrees of intramolecular

BSSE, which is much harder to correct. In the oxalyl dihydrazide example

discussed in Sect. 3.3, for example, the qualitative ordering of the experimental

polymorphs differs dramatically as a function of basis set for exactly this reason.

The intramolecular conformations of certain functional groups, such as the

pyramidalization of nitrogen groups, can also be sensitive to basis sets.

In general, one should take care to ensure that molecular crystal calculations are

converged with respect to basis set. Basis set extrapolation toward the complete

basis set (CBS) limit, where feasible, can be very useful. One can also employ

explicitly correlated techniques like MP2-F12 to achieve large-basis accuracy at

reasonable computational cost [113, 114].

3 Performance and Applications of HMBI

To demonstrate the capabilities of the HMBI method, this section discusses molec-

ular crystal benchmarks for predicting crystal geometries and lattice energies

(Sect. 3.1) along with applications to polymorphic aspirin (Sect. 3.2) and oxalyl

dihydrazide (Sect. 3.3) crystals.

The ability to predict crystal lattice energies accurately provides a demanding

test for any theoretical treatment of molecular crystals. Lattice energies measure the

energy required to dissociate the crystal to isolated gas-phase molecules. Whereas

relative polymorph energies allow for some degree of error cancellation between

the treatments of two different sets of non-covalent interactions, lattice energies

expose any errors in calculating the strength of those interactions (at least for small,

rigid molecules for which the intramolecular geometry is similar in the gas and

crystal phases). The situation is analogous to the differences between computing

reaction energies vs atomization energies, with the former being much easier due to

cancellation of errors. In molecular crystals, the degree of error cancellation in the

relative energies between polymorphs will depend on the differences in intra-

molecular configurations and intermolecular packing. In cases like aspirin, where

the two polymorphs exhibit similar structures, substantial error cancellation occurs.

On the other hand, cases like oxalyl dihydrazide exhibit more diverse interactions

and packing modes, leading to less error cancellation and making it much more

difficult to obtain accurate polymorphic energies.
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3.1 Predicting Molecular Crystal Lattice Energies
and Geometries

3.1.1 Lattice Energies

Benchmark lattice energy predictions have been performed on a series of seven

small-molecule crystals: ammonia, acetamide, benzene, carbon dioxide, formam-

ide, ice Ih, and imidazole. These crystals were chosen because they span a diverse

range of intermolecular interactions, ranging from hydrogen-bonded to van der

Waals dispersion bonded. The calculations start in a relatively small basis

(aug-cc-pVDZ) RI-MP2, then increase the basis set toward the TQ-extrapolated

basis set limit, and then finally examine higher-order correlation effects evaluated

with CCSD(T) in a modest basis. Initially the Amoeba force field was used for the

MM terms [115], but even better results are obtained when the AIFF (in the Sadlej

basis set [116, 117]) described in Sect. 2.3 is used [78].

The primarily hydrogen-bonded crystals exhibit generally consistent improve-

ment toward the experimental lattice energies as the electronic structure treatment

of the one-body and short-range two-body terms is improved, as shown in Fig. 7.

For those cases, the higher-order CCSD(T) correlation contributions are generally

small. However, for the benzene and imidazole crystals, where the π-electron van

der Waals dispersion interactions are significant, MP2 over-binds the crystals by

~10–12 kJ/mol (~10–20%). This sort of error is particularly problematic in the

context of molecular crystal polymorphism, since MP2 will be biased toward such

dispersion-bound packing motifs over hydrogen-bonded ones.

The CCSD(T) results correct the MP2 overestimate of the dispersion interactions

in these two crystals. Overall, for six of the seven crystals, the estimated CBS-limit

CCSD(T) results lie within 1–2 kJ/mol of the nominal experimental values, which
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lights �2 kJ/mol to indicate the excellent agreement with the nominal experimental values. See
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is likely within the experimental errors. The reason for the larger errors in acet-

amide is unclear. Of course, CCSD(T) calculations will often be cost-prohibitive in

molecular crystals. MP2C can provide a lower-cost alternative that substantially

improves upon MP2. Table 1 demonstrates that including the MP2C dispersion

correction has relatively small effects on the hydrogen-bonded crystals, but it

reduces the large MP2 errors for the imidazole and benzene crystals from ~10–12

to ~2–3 kJ/mol, which is only slightly worse than the CCSD(T) results; see [103]

for further details.

3.1.2 Crystal Structures

The HMBI model also provides accurate crystal geometries. Fully relaxed geom-

etry optimizations at the HMBI counterpoise-corrected RI-MP2/aug-cc-pVDZ and

Amoeba MM level for several of the benchmark crystals described above

reproduced the experimental structures fairly accurately, including the space

group symmetry [73]. Root-mean-square errors in the unit cell lattice parameters

are only 1.6% relative to low-temperature crystal structures (100 K or below). For

comparison, the same errors with B3LYP-D* [118] are 3.4% in the 6-31G** basis

and 2.0% in the TZP basis. The HMBI RI-MP2 calculations also perform well for

the root-mean-square deviations in the atomic positions (Table 2). Figure 8 shows

overlays of the experimental and HMBI RI-MP2 optimized structures, highlighting

the good agreement between them.

Overall, the RI-MP2/aug-cc-pVDZ structures are clearly better than dispersion-

corrected B3LYP-D*/6-31G* [118]. They are slightly worse than those obtained

with B3LYP-D* in a triple-zeta basis (TZP), though the MP2/aug-cc-pVDZ results

exhibit slightly more uniform errors. In principle, larger-basis MP2 geometries

ought to be even better, but optimizing in those larger basis sets becomes even

more expensive. One must also worry about the effects of the MP2 treatment of

dispersion on the geometries.

Given the sorts of practical calculations that are currently feasible, it is not

obvious that fragment methods provide a significant advantage relative to DFT for

molecular crystal structure optimization, especially since the basis set requirements

Table 1 Molecular crystal

lattice energies in kJ/mol.

MP2C/CBS-limit performs

much better than MP2/CBS-

limit relative to both the

estimated complete-basis-set

CCSD(T) results and

experiment

Crystal MP2a MP2Cb CCSD(T)a Experimentc

Ice (Ih) 59.9 60.3 60.2 59

Ammonia 39.3 40.5 40.2 39

Formamide 78.6 78.7 80.4 82

Acetamide 79.8 79.8 79.7 86

Carbon dioxide 29.1 26.3 29.5 31

Imidazole 102.8 93.1 88.6 91

Benzene 48.6 61.6 52
aWen and Beran [78]
bHuang et al. [103]
cBeran and Nanda [115]
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for correlated wavefunction methods like MP2 are steeper than those for DFT. For

this reason, we often optimize the geometry using DFT and perform high-level

single-point energies using HMBI. Of course, further improvements in MP2-like

algorithms and continuing advances in computer hardware may change this.

3.2 Aspirin Polymorphism

The crystal structure of aspirin has been known since the 1960s [119], but suspicion

of a second crystal form lingered for many years until 2004, when the structure of

aspirin form II was predicted by the Price group [120]. Experimental confirmation

for form II came a year later [121], though this report was followed by several more

years of controversy in the crystallographic community [122, 123]. Only in the past

couple years has the existence and structure of form II aspirin been firmly

established [124–126].

The controversy arose from the fact that the two aspirin polymorphs exhibit very

similar structures, and it proved very difficult to obtain pure crystals of form II.

Rather, one often obtains mixed crystals containing domains of both forms

I and II. The overall crystal packing of the two polymorphs is very similar except

for the nature of the interlayer hydrogen bonding (Fig. 9). Whereas form I exhibits

dimers, with each acetyl group hydrogen bonding to one other aspirin molecule in

the adjacent layer, form II exhibits a catemeric structure, where each acetyl group

hydrogen bonds to two adjacent molecules. This catemeric structure produces long

chains of hydrogen bonds in form II.

Interestingly, earlier dispersion-corrected DFT studies suggested that form II

was ~2–2.5 kJ/mol more stable than form I [127, 128], which would be surprising

for two crystals that appear to grow together so readily. Other examples of crystals

which form intergrowths are often separated by less than 1 kJ/mol in energy

[129–131].

We investigated this system [132] using HMBI after optimizing the crystal

structures for each form using B3LYP-D*/TZP. We performed a variety of calcu-

lations, including MP2, SCS(MI)-MP2 [104], and MP2C in both aug-cc-pVDZ and

Table 2 Root-mean-square deviations (rmsd15 [140] in Å) between the theoretically optimized

and experimental geometries for clusters of 15 molecules taken from each crystal. The tempera-

tures at which the experimental structures was obtained is also listed. See [73] for details

Crystal

B3LYP-D*/

6-31G**

HMBI RI-MP2/

aug-cc-pVDZ

B3LYP-D*/

TZP

Experimental

temperature (K)

Ice (Ih) 0.13 0.10 0.04 15

Formamide 0.29 0.16 0.22 90

Acetamide 0.16 0.08 0.08 23

Imidazole 0.20 0.12 0.14 103

Benzene 0.09 0.06 0.02 4
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aug-cc-pVTZ basis sets. In all cases, the energy differences between the two

polymorphs were only a few tenths of a kJ/mol, confirming the expected near-

degeneracy of the two forms (Table 3). Interestingly, both MP2 and SCS(MI)-MP2

Fig. 8 Overlays of the experimental (black) and HMBI MP2 structures (red) for (clockwise from
top left) ice Ih, formamide, acetamide, imidazole, and benzene. The experimental unit cell

boundaries are drawn. Adapted with permission from [73]. Copyright 2012, American Institute

of Physics

Fig. 9 Aspirin forms I and II exhibit very similar crystal packing. The key difference lies in

whether the interlayer hydrogen bonding occurs as dimers (form I) or catemers (form II).

Reprinted with permission from [132]. Copyright 2012 American Chemical Society
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appear to overestimate significantly the ~115 kJ/mol experimental lattice energy

[128, 133], predicting aug-cc-pVTZ values of 132 and 136 kJ/mol, respectively. In

contrast, MP2C predicts a lattice energy of 116 kJ/mol, in much better agreement

with the experimental value [103].

In addition to predicting the virtual degeneracy of the two aspirin polymorphs,

physical insight into the nature of the polymorphism was obtained by decomposing

the relative energies of the two polymorphs according to the different contributions in

the HMBI many-body expansion. In particular, we found that while the intramolec-

ular interactions favor form I, the intermolecular interactions favor form II (Fig. 10).

The key differences arise from the nature of the interlayer hydrogen bonding. In

form I, the acetyl group hydrogen bonds to only one adjacent aspirin molecule, which

allows the acetyl group to adopt a slightly more favorable intramolecular conforma-

tion. In contrast, the catemeric hydrogen bonding in form II forces the acetyl group to

adopt a conformation that is slightly less favorable, but in doing so it forms much

better hydrogen bonds and achieves hydrogen bond cooperativity through the

extended hydrogen-bond networks. It turns out that the energy differences in each

case amount to about 1.5 kJ/mol and cancel one another almost perfectly, making the

two polymorphs virtually and “accidentally” degenerate.

From a theoretical perspective, one other key feature emerged from this study:

the strong similarity between the crystal packing in both polymorphs leads to

excellent cancellation of errors in predicting the relative polymorph energetics.

Unfortunately, such thorough error cancellation is probably the exception rather

than the rule, as demonstrated by the case of oxalyl dihydrazide which is discussed

in the next section.

3.3 Oxalyl Dihydrazide Polymorphism

Oxalyl dihydrazide provides another interesting example of molecular crystal

polymorphism. It exhibits five experimentally known polymorphs, denoted α – E,
that differ in their degree of intramolecular and intermolecular hydrogen bonding

Table 3 Lattice energies and

relative energy differences for

the two polymorphs of aspirin

(in kJ/mol). The two

polymorphs are virtually

degenerate across a range of

model chemistries

MP2a SCS(MI) MP2a MP2Cb

aug-cc-pVDZ

Form I 113.7 132.5 –

Form II 113.5 132.3 –

ΔEI ! II
c 0.2 0.1 –

aug-cc-pVTZ

Form I 132.1 135.6 116.1

Form II 132.0 135.5 116.3

ΔEI ! II
c 0.1 0.0 �0.1

aWen and Beran [132]
bHuang et al. [103]
cThe apparent discrepancies between the lattice energies and the

ΔE values arise from rounding
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(Fig. 11). The relative stabilities of the five polymorphs is not known experimen-

tally, but it is believed that the trend follows α, δ, E < γ < β [134]. That is, the β
form is the least stable, followed by the γ form. The other three are more stable,

though their energetic ordering is unknown.

Earlier force field and DFT calculations had significant trouble reproducing

these qualitative trends. The relative polymorph ordering varied widely with the

choice of density functional; see, for example, [135]. Most of those functionals

lacked van der Waals dispersion corrections, however. The empirical dispersion-

corrected D-PW91 functional, which has been very successful in the blind tests of

crystal structure prediction and elsewhere [12, 15, 87, 136–138], does however

obtain a plausible ordering for the polymorphs (α < E < δ < γ < β), but the

overall energy range of the polymorphs is ~15 kJ/mol, which is somewhat larger

than the<10 kJ/mol typically found for experimentally observable polymorphs. On

the other hand, a different dispersion corrected function, B3LYP-D* [118], gives a

very different ordering that is inconsistent with experiment [70]. In other words,

obtaining reasonable results for this system is not simply a matter of including

dispersion. Rather, the energetics are very sensitive to the specific treatment of the

electronic structure and the balance between intermolecular and intramolecular

interactions. Note that vibrational zero-point energy is also important in oxalyl

dihydrazide, and it is included in the results shown here. Finite-temperature effects

may also be significant, but no attempt has been made to estimate them.

Obtaining plausible predictions for the relative polymorph energies proved

challenging, even for correlated wavefunction methods (Fig. 12) [70]. In small

basis sets, MP2 predicts the α form to be the least stable. However, increasing the

basis set size toward the CBS limit dramatically reorders the polymorphs, prefer-

entially stabilizing the α form. The slow basis set convergence in oxalyl
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slightly more favorable intramolecular conformation, while form II exhibits stronger

intermolecular interactions. The two effects have nearly identical energies, and the two poly-

morphs are virtually degenerate. Reprinted with permission from [132]. Copyright 2012 American

Chemical Society
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dihydrazide provides a sharp contrast to aspirin, where the relative energy differ-

ence between the two polymorphs was insensitive to the basis set.

The basis set sensitivity in oxalyl dihydrazide arises from BSSE. The α poly-

morph exhibits only intermolecular hydrogen bonds, while the other four forms

contain mixtures of intermolecular and intramolecular hydrogen bonds. Applying a

standard counterpoise correction to each QM dimer calculation helps correct the

intermolecular BSSE, but it is harder to correct intramolecular BSSE. Therefore,

the α polymorph, which has much less intramolecular BSSE, is destabilized relative

to the other four forms in small basis sets. As the basis set size increases, the

intramolecular BSSE decreases in the other four forms, and the balance between

intermolecular and intramolecular hydrogen bonding is restored.

Beyond the basis set effects, oxalyl dihydrazide exhibits some π-stacking type

van der Waals dispersion interactions, so it comes as no surprise that using MP2C

instead of MP2 also has a significant effect. The dispersion correction reorders the

β and γ polymorphs to the correct experimental ordering. It also stabilizes the α

Fig. 11 The five experimentally known polymorphs of oxalyl dihydrazide

84 G.J.O. Beran et al.



form substantially relative to the other polymorphs. The more empirical SCS(MI)-

MP2 did not perform as well as MP2C in this system [70], perhaps due to the major

differences in the optimal correlation energy scaling factors for intra- and

intermolecular interactions.

Finally, Axilrod–Teller three-body dispersion effects prove important here.

They destabilize the α form relative to the other four forms. The three-body

dispersion contributions here are repulsive and die off with R� 9. Therefore, they

are more repulsive in the dense α polymorph (1.76 g/cm3) than in the four other, less

dense polymorphs (1.59–1.66 g/cm3). Without three-body dispersion, the calcula-

tions predict that the α polymorph is the most stable. However, including the three-

body dispersion terms makes the E polymorph slightly more stable than the α one, in

contrast with the best dispersion-corrected DFT predictions. The predicted ener-

getic preference for the E polymorph over the α one is slight, and no experimental

data currently exists to help resolve the issue. Nevertheless, it is interesting to note

that the empirically dispersion-corrected DFT results in [70, 135] include only

two-body dispersion and favor the α polymorph, just like the HMBI results without

three-body dispersion. From this perspective it would be interesting to see what

state-of-the-art many-body dispersion-corrected density functionals predict here.

4 Conclusions and Outlook

Fragment-based methods like HMBI provide a computationally viable means of

achieving high-accuracy structures and lattice energies for chemically interesting

molecular crystals. The systems examined here highlight the challenges inherent to

modeling molecular crystals, where the subtle energetic competitions can require

careful electronic structure treatments. It will not always be a priori obvious how

elaborate an electronic structure treatment is needed for a given system. One can

sometimes count on cancellation of errors, especially when the different crystal

packing motifs are similar (like in aspirin), but much less error cancellation occurs

in other cases (like oxalyl dihydrazide). Unfortunately, the reduced error-

cancellation case is probably more typical for conformational polymorphs of

flexible organic molecules, especially as the molecules become larger.
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Periodic DFT methods can often provide acceptable accuracy for molecular

crystal systems with reasonable computational costs. In many cases, however,

one will wish to assess the reliability of those predictions or to obtain even more

accurate predictions. From this perspective, one of the key strengths of fragment

methods is their ability to improve systematically the quality of the results with

respect to the underlying electronic structure treatments. The ability to demonstrate

convergence of the predictions with respect to model chemistry is a powerful tool

for making robust predictions. Moreover, for systems with large numbers of

molecules in the unit cell, the inherently linear-scaling nature of the computation-

ally dominant QM calculations in fragment methods will often make them cheaper

than full periodic DFT calculations. Fragment methods also provide a natural

decomposition scheme for understanding the nature of the energetic competitions

in polymorphic crystals.

For evaluating the intermolecular interactions in molecular crystals, the

dispersion-corrected MP2C method provides a useful balance between accuracy

and efficiency, offering near coupled-cluster-quality results at MP2-like cost. In

practice, MP2C (or its explicitly correlated variant, MP2C-F12), with an

aug-cc-pVTZ basis, is practical for molecular crystals containing two to three

dozen atoms per molecule and a handful of molecules in the asymmetric unit

cell. In other words, these techniques are applicable to a number of interesting,

small-molecule pharmaceuticals, organic semiconductors, and energetic materials

(though many more such materials remain impractical for the moment!).

Thus, fragment methods like HMBI will likely play an important role in molec-

ular crystal modeling for years to come. The next advances are likely to come from

a couple of directions. First, further efficiency improvements will enable the

application to larger systems. For instance, the MP2C timings described above

indicate that the vast majority of the computational time is consumed on the MP2

calculations. A sizable fraction of that time comes from evaluating the long-range

interactions, which are then largely discarded through the MP2C dispersion

correction. New, more efficient strategies for achieving similar quality results can

surely be developed. In addition, further improvements to the ab initio force field

would enable one to treat fewer dimers quantum mechanically, thereby accelerating

the calculations. This requires incorporating efficient treatments of the short-rate

exchange interactions into the force field.

Second, one needs to consider finite-temperature entropies and free energies.

This can be done through quasi-harmonic-type approximations or through

dynamical free energy calculations. The latter is potentially more rigorous and

capable of capturing anharmonic effects, but of course it is limited by the need

for extensive computational sampling and the quality of the force fields that can

be used to perform such sampling affordably. Quasiharmonic calculations are

much less expensive computationally, but they involve their own severe approx-

imations. Much more research is needed in this area to determine which tech-

niques are useful under which circumstances. In other words, many theoretical

opportunities remain in molecular crystal modeling to occupy researchers for

quite some time!
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Prediction and Theoretical Characterization

of p-Type Organic Semiconductor Crystals

for Field-Effect Transistor Applications

Şule Atahan-Evrenk and Alán Aspuru-Guzik

Abstract The theoretical prediction and characterization of the solid-state struc-

ture of organic semiconductors has tremendous potential for the discovery of new

high performance materials. To date, the theoretical analysis mostly relied on the

availability of crystal structures obtained through X-ray diffraction. However, the

theoretical prediction of the crystal structures of organic semiconductor molecules

remains a challenge. This review highlights some of the recent advances in the

determination of structure–property relationships of the known organic semicon-

ductor single-crystals and summarizes a few available studies on the prediction of

the crystal structures of p-type organic semiconductors for transistor applications.

Keywords Charge transfer integral � Charge transport � Crystal structure � Crystal
structure prediction � Mobility � Organic field-effect transistors � Organic

semiconductors
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Abbreviations

BTBT [1]Benzothieno[3,2-b][1]benzothiophene
BTBT-C8 2,7-Dioctyl[1]benzothieno[3,2-b][1]benzothiophene
DATT Dianthra[2,3-b:20,30-f]thieno[3,2-b]thiophene
DMA Distributed multipole analysis

DNTT Dinaphtha[2,3-b:20,30-f]thieno[3,2-b]thiophene
DPP Diketo-pyrrolo-pyrrole

DPP(TBFu)2 3,6-Bis(5-(benzofuran-2-yl)thiophen-2-yl)-2,5-bis(2-

ethylhexyl)pyrrolo[3,4-c]pyrrole-1,4-dione
DTT-Ph-C(8,12) 2,6-Bis(4-{octyl,dodecyl}phenyl)-dithieno[3,2-b0:20,30-d]

thiophene

GA Genetic algorithms

ISC Inorganic semiconductor

OSC Organic semiconductor

PDIF-CN2 N,N0-1H,1H-Perfluorobutyldicyanoperylene-carboxydi-imide

Rubrene 5,6,11,12-Tetraphenyltetracene

TbTH Tetraceno[2,3-b]thiophene
TcTH Tetraceno[2,3-c]thiophene
Tips-pentacene 6,13-Bis(triisopropylsilylethynyl)pentacene

TMTSF Tetramethyltetraselenafulvalene

1 Introduction

Organic compounds with π-electron systems show interesting functionality such as

conductivity and semiconductivity [1]. Thanks to their extended π-conjugation,
organic semiconductors (OSCs) have delocalized orbitals where charge carriers can

move. If the charge carriers are produced extrinsically by injection from electrodes

or by the photoelectric effect, electrons or holes can find pathways to go from

molecule to molecule or over a conjugated backbone of a polymer (Fig. 1a, b) Thus

OSCs have great potential to be used as components in electronics or in solar cells.

Especially in inexpensive, flexible, and large area applications such as radio

frequency ID tags, chemical/pressure sensors, display drivers, and solar cells

[8–11], they have the potential to be an alternative to silicon-based semiconductors.

A notable advantage of OSCs is their design potential. The versatility of carbon

provides a vast chemical space which can be explored with in silico strategies.

For example, in the Harvard Clean Energy project database, there are 2.6 million

theoretical candidate OSC compounds combinatorially designed from 30 molecular

fragments as potential semiconductor materials for solar cell applications
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[12–14]. In this vast compound space, theoretical modeling and prediction have the

potential to guide the synthesis of new OSCs thus reducing the high cost of finding

materials by trial and error.

In recent years, increasing numbers of new OSCs have been designed and

improved through computational modeling. For example, the modification of liquid

crystal molecules (Fig. 1c) to enhance columnar organization and optimize

intermolecular couplings for enhanced charge transport [4] or the design of

polycarbazole derivative donor polymers (Fig. 1d) for organic photovoltaic appli-

cations by first-principles screening of the prototypical oligomers [5] proved useful.

The synthesis of a new high performance molecular material [6] (Fig. 1e) or

diketopyrrolopyrrole (DPP)-based polymers (Fig. 1f) with the help of computa-

tional modeling are demonstrated [7]. Despite the common limitations of current

theoretical studies based on approximate methods such as density functional theory

(DFT), these studies, where theory guided the synthesis of high performance

materials, are promising. Now we are just opening a door into a new era where

quantum chemistry methods are integrated into material science and engineering

problems for more intelligent search of better OSC materials [12, 13, 15–19].

The successful prediction and computational design of high performance OSCs

will be possible if three main objectives are achieved. First, a detailed understand-

ing of the structure–property relationship for known OSCs is crucial. The main goal

is to know what works, why it works, and how the material properties could be

further optimized. Second is the ability to predict the solid-state structure from the

molecular structure. This requires the generation of all possible crystal structures

Fig. 1 Examples of molecular and polymer organic semiconductors. The references for the

molecules: (a) [2], (b) [3], (c) [4], (d) [5], (e) [6], (f) [7]
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and computation of the lattice energies to rank and identify the lowest energy

polymorphs. Third is the efficient computational simulation of charge transport to

evaluate the crystal structures and identify the best semiconductors for particular

applications. In this review we address the first and second objectives and briefly

discuss the third.

With an ever-growing number of publications in OSC synthesis, design, and

analysis [20, 21], there is now a substantial body of knowledge on the structure–

property relationships for the OSCs in transistor applications. Undoubtedly, X-ray

diffraction and analysis plays a crucial role in the elucidation of the structures and

the derivation of the structure–property relationships experimentally [22]. In addi-

tion, theoretical characterization with molecular dynamics, quantum chemistry,

especially density functional theory, and charge transport models, helped to derive

important structure–property relationships in OSCs [16, 17, 23–25]. We will

discuss some of the derived relationships in Sect. 2.

The crystal structure prediction for OSCs, on the other hand, remains mostly

unexploited, not only because of the computational challenges but also, we believe,

due to the lack of commercial applications that requires immediate attention to

possible polymorphs and the structural factors affecting the device performance.

One of the most important motivations for the crystal structure prediction for

organic molecular solids is the polymorphism in solid forms of drug molecules

[26]. For example, an unpredicted lower energy polymorph of the HIV drug

Ritonavir [27], which manifested itself during the manufacturing and storage, not

only was inactive as a drug but could also act as a seed to convert the active form

into the inactive form on contact. In OSCs, interconversion between polymorphs

may lead to loss of the desired electrical properties. Thus, we believe in the very

near future, as more commercial applications of OSCs appear in the electronics

market, the crystal structure prediction of OSCs will gain impetus.

There are various factors that complicate crystal structure prediction for OSCs.

As shown in Fig. 1, most OSC molecules are large and flat with quasi-rigid

conjugated backbones. Like other organic molecular crystals, they have many

polymorphs with similar lattice energies. For example, there is less than 1 kcal/

mol difference between C and H polymorphs of pentacene [28]. On one hand, it is

advantageous to have a relatively simple molecular structure with higher symmetry

that leads to mostly two-dimensional packing. This simplifies the search problem,

that is the effective construction of likely packing configurations. On the other hand,

phase transitions from one polymorph to another are more likely in these

two-dimensional packing patterns. The energy barriers among different polymorphs

are not as high as in organic crystals which pack in three-dimensional patterns,

where the molecules are locked in place due to a lock and key kind of close-contacts.

Therefore, in OSCs, as temperature fluctuates, transitions from one polymorph to

another are more likely, sometimes yielding mobility differences as high as an

order of magnitude as temperature increases [29]. In additon, solution processible

materials usually have long alkyl chains as solubilizing groups [30], with many

conformers, increasing the size of the search space dramatically.
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With the exception of a few hydrogen bonding OSCs [31, 32], most OSC solids

are held together by van der Waals forces, mostly London dispersion forces. These

forces are quantum mechanical in nature and hard to capture in classical models

such as molecular mechanics, which always treat the van der Waals forces as two

body interactions. The transferability of the force field parameters is also an issue

[33]. Due to the size of the crystalline systems, the conventional high-accuracy

correlated wave function methods are too expensive. Therefore, density functional

theory (DFT) methods are widely used. However, conventional DFT approxima-

tions cannot describe the attractive van der Waals forces (long-range dispersion)

accurately [34]. For example, to rank the lattice energies of polymorphs of a

relatively small molecular system such as para-diiodobenzene, DFT falls short,

and computationally demanding methods such as diffusion quantumMonte Carlo is

necessary [35]. Fortunately, the dispersion corrected DFT methods have now

developed to such an extent that many body dispersion interactions can be included

in the interaction potentials and can be used to calculate the lattice energies with

chemical accuracy [36]. For example, many-body dispersion-corrected DFT has

been shown to achieve chemical accuracy for the prediction of the sublimation

enthalpies for a set of compounds ranging from pure hydrogen bonding molecules

to only van der Waals bonded solids as well as compounds that uses both types of

bonding in the solid state [36]. This is an exciting development yet it needs to be put

to work for OSC crystal prediction. The practical use of DFT with dispersion to

predict small molecular crystals has also been vetted in the last crystal structure

blind test organized by Cambridge Structural Database [37].

Blind tests organized by Cambridge Structural Database provides an invalueable

opportunity for the test of the predictive power of the state-of-the-art methodologies

for crystal structure prediction. In the last blind tests, significant progress towards

the prediction of crystal structures of molecular crystals was achieved [37, 38]. The

most successful approaches included extensive initial structure searches to span all

possible space groups, primary refinement of the initial structures by the tailor-

made force fields [39], treatment of the internal degrees of freedom for the flexible

molecules correctly [40], and refinement of the lattice energies with dispersion

corrected DFT methods [41] or distributed multipole analysis approaches [42]. In

the last blind test, from the perspective of the organic semiconductor prediction,

especially important was the successful prediction of a compound with large

internal flexibility. Two participating groups predicted the crystal structure of the

largest (33 heavy atoms) and most flexible (8 rotatable bonds) molecule and

reported the right polymorph as their top ranking choice. The positive implication

of this success for the prediction of the crystal structures of OSCs is obvious as most

of them are large and include solubilizing alkyl chains with many rotatable bonds.

Another challenge in the computational OSC design is the difficulty of testing

the theories and structure predictions by comparison with experimental data. The

main reason is the multitude of experimental factors affecting the solid-state

structures and ensuing device performance. The nanoscale order, for example, is

highly dependent on processing factors such as temperature, pressure, type of

solvent, impurities, or substrate surface [15]. Small changes in these factors have
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the potential to affect the experimental outcome drastically. The inclusion of all of

these factors into the computer simulations is an important unsolved challenge for

the theoretical community. We should also note that theoretical studies usually

focus on single crystals, leaving out the polycrystalline materials which unfortu-

nately constitute most of the reported compounds in the literature.

The charge transport processes in OSCs is another hard problem to model. To

achieve de novo modeling, one needs general models where different regimes of

transport are addressed accurately and efficiently so that libraries of molecules and

their solid-state structures can be analyzed to identify the most promising ones.

However, in principle, the movement of charge carriers in OSCs requires a many-

body quantum mechanical treatment [43]. Since an exact solution is not possible, a

number of approximate approaches are adapted such as the density matrix propa-

gation, master equation approaches, dynamical mean-field theory, and so forth. The

studies showed that the coupling of the motion of the charge carrier to the molecular

and crystal degrees of freedom is crucial to describe the problem accurately and a

self-consistent solution of the whole Hamiltonian is necessary [25]. The modeling

of charge transport in OSCs is still a developing field and the structural parameters

obtained from ab initio quantum chemistry are playing an important role in the

development of more realistic models [23–25, 44, 45]. In addition, a comprehensive

multi-scale approach also needs to address issues emerging from organic field-

effect transistor (OFET) device configurations such as the contact resistance, and

short and long-range effects of the gate dielectric, among others.

Thus, in this rapidly advancing field of OSC design, the theoretical characteri-

zation and prediction has tremendous potential for growth. Successful routine

prediction and screening approaches may make themselves more useful in the

future. Before moving on to the theoretical characterization and prediction tech-

niques, in the rest of the introduction we briefly summarize the working principles

of an OFET and the important structural parameters of charge transport for an ideal

OSC for transistor applications.

1.1 The Organic Field-Effect Transistor

The transistor is the most important single element in an electronic circuit. For

organic electronics to find viable commercial applications, a fast, reliable, and

inexpensive OFET is crucial [46]. We have come a long way since the first organic

transistors in the 1980s [3, 47]. Especially in the last 10 years there has been a great

progress in the discovery of new OSCs and the optimization of the process

conditions to achieve commercial viability [3, 21]. Today, some organic semi-

conductor materials surpass amorphous silicon in performance [48] and there are

commercial applications of organic transistors in printed electronics [49], displays,

and microelectronics [9].

An OFET is a voltage-controlled switch where an external voltage applied

between the electrodes creates a current through an OSC layer. Then the flow of
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current is modulated by a gate voltage applied through the dielectric substrate

[50, 51]. In a typical bottom-contact p-type OFET, an OSC crystal or a thin film

is placed over a dielectric substrate (usually SiO2) in contact with the source and the

drain electrodes (Fig. 2). The negative bias gate voltage applied through the

dielectric induces charge carriers (holes), creating a channel between the source

and the drain electrodes. Current flows through the channel when a drain bias is

applied.

In p-type materials the holes are the charge carriers. Therefore charge injection

into the highest occupied molecular orbital (HOMO) of the OSC requires that the

work function of the metal electrodes should match the HOMO energy level of the

OSC. The source and drain electrodes are usually chosen from low work function

noble metals such as gold (Au work function: 5.1 eV). The dielectric layer sepa-

rating the gate from the semiconductor could be a Si/SiO2 layer preferentially

treated with a hyrophobic self-assembled monolayer of alkylsilanes to promote

molecular order and enhance transport [52].

The most important parameters defining the transistor performance are the

mobility and drain-source current ratio when the gate voltage switches on and

off, Ion/off [50]. The mobility characterizes the mean drift velocity of the charge

carrier when an electric field is applied and it is derived from the current–voltage

curves of the transistor. The higher the mobility and Ion/off, the better the transistor
performance. For example, in a liquid display, Ion/off of 106 and a minimum

mobility of 0.1 cm2 V�1 s�1 are needed for good performance [50]. Another

important factor which affects the performance is the operating voltage of the

transistor. Traditionally, the operating voltages in OFETs could be as high as

100 V. Low operating voltages is a requirement for practical applications and has

been demonstrated by the use of high capacitance dielectric layers [53, 54].

OFET devices are very complex since many factors affect their performance,

such as the grain size and boundaries, substrate, substrate temperature, or contact

resistance. In this review we only focus on the molecular and crystal structural

factors affecting the charge transport ability of the OSC layer. Specifically, we

consider the single-crystal layers because they provide a more consistent platform

to study the structural effects [55].

Since charge carrier transport depends strongly on the π-orbital interactions, the
molecular level ordering has important consequences for OSCs. Figure 3 schemat-

ically illustrates the correlation of the mobility to molecular level ordering for a set

of materials from perfect single-crystals to disordered polymers. It is established

Fig. 2 Schematic of an OFET structure (left) and example of herringbone-type molecular packing

in the OSC (right)
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now that usually the better the molecular organization of an OSC, the higher the

material performance. Surpassing amorphous silicon, the single crystalline OSCs

have mobilities in the range of 0.1–40 cm2 V�1 s�1 whereas in polycrystalline and

disordered films the mobilities fall down to the range of 0.0001–0.1 cm2 V�1 s�1

[46]. In polycrystalline films the grain boundaries become traps for charge carriers,

thus reducing the performance considerably. The anisotropy in the mobilities due to

the low symmetry of the molecules compared to inorganic semiconductors, for

example, also underlines the importance of the packing patterns and microscopic

order in OSCs.

Despite the success of crystalline small molecule OFETs, the commercialization

of these devices has been limited due to their low solubility. Usually, to make

single-crystal OFETs, micron-to-millimeter-size crystals are obtained by vacuum

deposition and later handpicked to be aligned along the appropriate direction

between the electrodes. This is not a yet practical option for commercialization.

The large-scale semiconductor coating production similar to printing requires

solution processable materials. To achieve solubility, molecular units are usually

modified through the addition of aliphatic groups such as long alkyl chains.

Although these additions/modifications sometimes increase the performance due

the close-packing of the conjugated backbones enforced by the lipophilic inter-

actions of the alkyl chains [31], the grain boundaries reduce the mobility to the

range of 0.01–1 cm2 V�1 s�1.

Recently, however, there has been important progress regarding the develop-

ment of solution-processable and high-performance OSCs. For example, with

controlled deposition of tips-pentacene films (Fig. 4a) with solution-shearing

through nanoarray surfaces, a mobility of 11 cm2 V�1 s�1 has been demonstrated

by Diao et al. [59]. Also in microsheets and microribbons of dithieno[3,2-b:20,30-d]
thiophene derivatives (Fig. 4b) a mobility of 10 cm2 V�1 s�1 and above is observed

[57]. Moreover, a record average high mobility of 16.4 cm2 V�1 s�1 was observed

in the single crystals of C8-BTBT (Fig. 4c) deposited in an ink-jet printer [156].

Fig. 3 OFET mobility correlates with structural order. As the order of the material decreases, in a

progression from single molecular crystals to disordered polymers, carrier transport decreases by

orders of magnitude
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Semiconducting polymers, on the other hand, naturally have the advantages of

solution processability, thermal stability, and film uniformity [60]. The polymers

usually form semi-crystalline films with lower mobilities as seen in Fig. 3. Com-

pared to the first polymer-based OFET (polythiophene, Fig. 1b) fabricated in 1986

[3], the progress has been remarkable. For example, DPP-based polymers (Fig. 1f)

with a record high mobility of 10 cm2 V�1 s�1 were reported recently [61]. Such

high mobility for a semicrystalline polymer is very unusual due to the presence of

the disorder in these systems. Recent investigations revealed that a certain degree of

polymerization is necessary for the high mobility since the polymeric chains

connecting crystalline domains can act as bridges for charge transport [62]. Since

the structure prediction for polymers is outside the scope of this review, we will not

discuss polymer-based OFETs any further. However, we would like to underline

the notion that once a good molecular or polymeric material is discovered, through

the optimization of the processing conditions it is possible to engineer high-

performance materials. This might entail the enhancement of the intermolecular

orbital interactions or the reduction of the impurities or other structural traps.

Despite the remarkable progress made in the synthesis and process engineering

in OFETs [15], up until now theoretical characterization and prediction has relied

on the availability of crystal structures from X-ray diffraction analysis [22]. Once

the structure of an OSC is known, the structural parameters affecting the perfor-

mance are examined through theoretical characterization techniques. The

structure–property relationships learned from the study of known OSCs provide a

framework upon which new novel materials discovery routes rely. We dedicate the

Fig. 4 Examples of high-performance OSCs. The references for the molecules: (a) [56], (b) [57],

(c) [157], (d) [58]
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rest of this section to the important parameters in OFET modeling and Sect. 2 to the

structure–property relationships.

1.2 Charge Transport Models and Parameters

In contrast to the success of charge transport models for inorganic semiconductors

(ISC), models for OSCs are still under development. The major reason for this lack

of a comprehensive model is the difficulty of dealing with molecular behavior in the

solid state. Unlike in an ISC, the OSC building blocks have high polarizability, low

internal symmetry, and weak intermolecular interactions. In addition, the diversity

of materials from molecules to polymers and to liquid crystals poses challenges for

the development of generalized and consistent models.

To summarize the basic understanding of the charge transport mechanisms and

underlying structural factors, it is useful to start with a Hamiltonian for a single

particle moving on a periodic lattice. The following Hamiltonian [63] includes all

the important energy contributions describing the motion of a charge carrier over

regular lattice sites, i and j:

H ¼ H0
el þ H0

ph þ Hlocal
el�ph þ Hnon-local

el�ph ,

H0
el ¼

X
j

Ejaþj þ
X
i6¼j

Jija
þ
i aj,

H0
ph ¼

X
q

ℏωq bþq bq þ
1

2

0
@

1
A,

H local
el�ph ¼

X
q

X
j

ℏωqgjj,q bþq b�q

� �
aþj aj,

Hnon-local
el�ph ¼

X
q

X
i6¼j

ℏωqgij,q bþq þ b�q

� �
aþi aj:

ð1Þ

Here, H0
el is the electronic Hamiltonian, a+ and a are the creation and annihilation

operators, i and j label the molecular sites with energy E, and J is the charge transfer
integral which represents the strength of electronic coupling among neighboring

sites. H0
ph represents the phonon contributions with frequency ω where q and is the

wavevector. The operators bþq and bq denote the creation and annihilation operators

for the phonons with energy ℏωq. As can be seen in (1), the electron–phonon

coupling term has local (gii) and non-local (gij) contributions. Within this formula-

tion, the local electron–phonon coupling term modulates the site energies whereas

the non-local coupling modulates the site-to-site interaction terms Jij. As a first-

order approximation, the local and the non-local electron–phonon coupling terms

could be obtained by Taylor expansion of the electronic Hamiltonian along the

phonon modes [64].
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Depending on the relative strength of the terms of this Hamiltonian, the models

could be roughly categorized into band, polaron, and disorder models [63]. In the

band transport models, J is the most important term. Due to strong coupling among

the sites, the bandwidth is relatively large, and thus a mobility value above

10 cm2 V�1 s�1 is possible. However, in OSCs, since the molecular interactions

are weak, injection of a charge polarizes the molecule and its surroundings signif-

icantly, leading to formation of a polaron. The polaron is a quasi-particle

representing the charge and the polarized lattice around it [43]. Thus in these

models the electron–phonon coupling terms play a crucial role and determine the

transport characteristics and the temperature dependence in the mobility. In the case

of disorder-based models, the fluctuations of the site energies and the modulation of

the coupling terms are so large that the charge transfer can be described as a series

of uncorrelated hops in a broad density of states [63].

Temperature plays a crucial role in the charge transport in OSCs. It has been

demonstrated for pentacene (Fig. 1a) [65] and rubrene (Fig. 4d) [58], for example,

that, at low temperatures up to 280 K, the mobility shows an inverse dependence on

temperature (T�n) which is the evidence of band transport. The mobility decreases

with increasing temperature as more and more scattering of the charge carriers

happens due to the phonon modes of the medium. Somewhere around room

temperature (280–300 K), the charges carriers localize to the molecular sites due

to thermal fluctuations and the transition to activated hopping occurs so that the

mobility increases as a function of increasing temperature [66].

Thus, naturally, the choice of the most appropriate model depends on the

knowledge of the molecular and solid-state structure. Once the structure is

known, ab initio molecular [25, 67] or solid-state electronic structure parameters

[68] can be used to make more realistic models based on multi-scale QM/MM or

semiclassical schemes [23, 24, 44, 69]. In the following sections we briefly discuss

these important parameters for the charge transport models.

1.2.1 Electronic Coupling, J

The electronic coupling term, J, is one of the important structural parameters

determining the charge transport properties of an OCS. In the literature, another

more common name for the electronic coupling term is the charge transfer integral,

or transfer integral.

For p-type OSCs, in a simple dimer approach, the transfer integral can be

calculated as the electronic coupling of the HOMO orbitals of adjacent molecules

as J ¼ hψHOMO
A |Hel|ψHOMO

B i, where the A and B indexes represent the adjacent

molecules in a relative geometry extracted from the crystal structure. For symmet-

rically equivalent molecules, it is simply the splitting of the HOMO molecular

orbitals in the dimer configuration. In the case of geometrically non-equivalent

molecules, however, the effect of the site energy differences should be taken into

account [70–72]. This dimer-based approximation neglects the effect of the crystal
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environment on the transfer integrals. It is also possible to calculate the transfer

integrals from fitting the dispersion of the bands into a tight-binding Hamiltonian

[44, 73, 74]. This approach includes the crystal environment effects within the level

of the theory used. Experimentally, the transfer integral values can be obtained

from the dispersion of the HOMO bands determined by photoemission

spectroscopy [68].

In the calculation of transfer integrals, DFT-based methods are usually

employed as they provide a good enough accuracy with a reasonable cost. For a

medium size molecule such as pentacene, hybrid functionals with double-zeta basis

with polarization functions are usually used and shown to provide qualitatively

accurate results [75]. For larger molecules, long-range corrected DFT methods

provide better accuracy [76]. It has also been shown within the dimer-based

approach that the change in the transfer integrals associated with the applied

electric field is negligible [77].

The electronic coupling terms show the following characteristic features:

1. Exponentially decreasing as a function of increasing intermolecular distance.

The smaller the intermolecular stacking distances, the stronger the molecular

orbital couplings for configurations for which the transfer integral is not zero.

2. Oscillatory behavior as a function of molecular displacements in the direction

perpendicular to the interaction of π-orbitals. The oscillation as a function of the
slip along the long axis is called the D-modulation.

3. Dihedral angle dependence [78].

4. Anisotropy [79].

As can be seen in Fig. 5a–c, the transfer integral strength strongly depends on the

dimer geometry of the interacting molecules [25, 64]. The dependence on the

π-stacking distance is exponential (Fig. 5a) [25], and thus it is crucial to be able

to control it. Slip-stacked geometries as a function of short and long axes show

oscillations. Kojima and Mori analyzed the dihedral angle dependence of transfer

integrals for a group of molecular OSCs with typical herringbone packing [78]. As

expected, all these molecules show the characteristic oscillation behavior as a

function of dihedral angle and D-modulation. They observed that the transfer

integral strength is strongly dependent on the molecular orbital symmetry as well

as the crystal structure packing. Due to the oscillatory nature of the transfer

integrals as a function of geometrical orientation of the molecules, achieving charge

transport through the optimization of the couplings is challenging.

The strength and the extent of J determine (an)isotropy of the mobility and the

bandwidth. As shown in Fig. 5d for pentacene, moderate to strong anisotropy of

mobility tensor is a common feature of the transport plane. The bandwidth is also

strongly dependent on the transfer integral values. For example, within the tight-

binding approximation, the bandwidth for a one-dimensional network of coupled

sites is defined as 4J [80, 81]. For a two-dimensional OSC, direct relationships

between the transfer integrals and the bandwidth are established [82, 83]. The

percolation network’s robustness, fragility, and dimensionality depend on the

strength of the transfer integrals between the molecules in each direction.
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Depending on the packing patterns and the ensuing π-orbital overlap, one-, two-, or
sometimes even three-dimensional conductance is possible. For example, Vehoff

et al. analyzed the topological connectivity of four different single crystals, namely

rubrene, benzo[1,2-b:4,5-b0]bis[b]benzothiophene derivatives with and without

C4H9 side chains and indolo[2,3-b]carbazole with CH3 side chains [84] (see

Fig. 6). The transfer integrals for the adjacent molecules revealed the dimension-

ality of the percolation networks as illustrated in Fig. 6.

These observations pertaining to the nature of the transfer integral only include

the geometries of the equilibrium structures. At finite temperature, since these

materials are weakly bound van der Waals solids, the thermal motion of the

molecules significantly affect (modulate) the transfer integrals. Instead of a single

equilibrium value, a probability distribution of transfer integral values appears. The

shape of the distribution strongly depends on the temperature. This modulation

could naturally be described as the coupling of phonon modes of the crystal to the

electronic degrees of freedom. There is indeed a great deal of work in the literature

dedicated to this subject and we briefly discuss some important aspects of it in the

next subsection.

Fig. 5 (a, b) The dependence of the transfer integral on the intermolecular π-stacking distance in
tetracene [25], D-modulation in tetracene [25]. (Reprinted with permission from [25]. Copyright

(2007) American Chemical Society). (c) Dihedral angle dependence in pentacene [78]. (Reprinted

with permission from [78]. Copyright (2011) The Chemical Society of Japan). (d) Anisotropy of

the mobility of pentacene in the transport plane ( filled squares: maximum mobility, empty
squares: �10 V gate voltage). (Reprinted with permission from [79]. Copyright (2006) AIP

Publishing LLC)
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1.2.2 Electron–Phonon Coupling

Following (1), the electron–phonon coupling can be described as a sum of local and

non-local electron–phonon coupling terms. This division comes naturally in OSCs

as the intermolecular vibrational forces are much weaker compared to the

intramolecular ones.

The electron–phonon coupling is usually calculated within the harmonic approx-

imation. A charge carrier over a site changes the potential energy surface for the site

such that rearrangement of the nuclei now have a different energy shifted from the

original point of the potential well by an amount of g2jjℏωq [23]. This shift in energy

is called the polaron binding energy in polaron transport models [25] and the

reorganization energy in the terminology of the Marcus electron-transfer

theory [85].

The intramolecular portion of the electron–phonon coupling is calculated

approximately from the gas-phase geometries of the neutral and charged molecules

by measuring the change in the total energy upon charging [25, 86]. This is

commonly called the internal reorganization energy. This approach neglects the

coupling of the intramolecular modes to the polarization of the neighbour mole-

cules in the crystal environment. The aromatic conjugated molecules are highly

polarizable; hence the lattice will distort to accommodate the charges [43]. Never-

theless, the external reorganization energy contributions are found to be small

Fig. 6 The percolation networks and the dimensionality of the charge transport determined from

the transfer integral calculations for the molecules shown. The centers are the center of mass of the

each molecular site. The connectivity and colors refer to the strength and type of the transfer

integrals, as indicated by the colored arrows. (Reprinted (adapted) with permission from

[84]. Copyright (2010) American Chemical Society)
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[87, 88], providing some justification for their omission. In addition, the experi-

mentally determined reorganization energy values for rubrene, pentacene, and

perfluropentacene are comparable with this local coupling picture [89, 90].

The calculation of the reorganization energy for molecules with rotatable bonds

is more complicated than the fused aromatic ones. In molecules with rotatable

bonds, geometry of a charged state could be very different from the neutral one.

Then the simple harmonic approximation fails to capture the dependency of the

total reorganization energy on the anharmonic vibrational modes that are related to

the torsional motion of the backbone [91]. Moreover, there is a chance that the gas

phase calculations overestimate the reorganization energy of OSCs with rotatable

bonds. Although in gas phase calculations the torsional degree of freedom is

controlled only by the intramolecular interactions, in the solid state the torsional

motion can be hindered due to intermolecular van der Waals interactions [25]. To

compensate, sometimes the symmetry constraints of the molecule in the crystal

environment are imposed for the gas phase reorganization energy calculations.

However, there is no guarantee that this approach will provide an accurate picture

in all cases.

The non-local electron–phonon coupling constant, gij, is more challenging to

calculate as it involves the modification of the electronic couplings due to phonon

modes of the crystal. Usually, finite temperature dynamics of the lattice is obtained

from classical trajectories and the effect of phonon modes of the crystal on the

electronic couplings is observed a posteriori by extracting unique dimers from an

MD trajectory. Subsequently, the transfer integral calculations based on the dimer

approach mentioned earlier are performed along the trajectory [92–95]. This

approach provides insight into the thermal modulation of the transfer integrals by

providing a probability distribution. How large is the standard derivation compared

to the mean value and how strongly does it depends on the temperature? These

questions can be answered by the use of this semiclassical approach. For example,

for pentacene single-crystals at 300 K, the transfer integrals for three unique dimers

have been studied with data from MD trajectories. The standard deviations were

found to be of the same order of magnitude as the average transfer integrals [94].

The nonlocal couplings can also be studied by the calculation of the numerical

derivatives of the transfer integrals with respect to the distortions of the crystal

lattice [96, 97]. These couplings represent the zero Kelvin behaviour of the system.

Subsequently, they can be extrapolated to higher temperatures with the use of

classical or quantum statistics. With this approach, for pentacene slightly smaller

standard deviations of the couplings were observed. However, they were still of the

same order of magnitude as that of the mean values. Thus in the larger oligoacenes

such as pentacene, it is safe to assume that the non-local electron–phonon coupling

are significant and semiclassical models of charge transfer could be of use. We

should note, however, that this type of analysis should be extended to other

molecular systems, as different behaviour could be observed for systems with

comparatively stronger or weaker intermolecular interactions.
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2 Structure–Property Relationships

The structure–property relationships in OSC design can be characterized at the

molecular and crystal scales. As mentioned previously, a molecular OSC is usually

made of molecules which are mostly interacting by van der Waals forces [1]. Thus

the formation of an organic solid preserves the molecular properties to a large

extent with some perturbation due to the intermolecular interactions. Since the

molecule in the solid state has many important characteristics resembling its gas

phase properties, the choice of the right molecule is crucial. The molecular prop-

erties such as planarity, rigidity, conjugation length, size, symmetry, side groups,

and their positions, together with chemical structure determine the electronic

structure parameters as well as the packing in the solid state.

On the other hand, although the molecular properties are preserved to a certain

degree in a molecular crystal, many new properties emerge. The experimental

evidence shows that electronic, optical, or transport characteristics depend highly

on the molecular packing [43], such as Davydov splitting [98], line broadening, and

bathochromic shifts [99]. From the perspective of the OFET application, the most

important feature is the semiconductivity. Since the interactions among the mole-

cules are weak and low internal symmetry of the molecules dictates that only

certain packing patterns can have π-orbital interactions, subtle changes in the

packing patterns results in big differences in the semiconductance of a material.

2.1 Molecular Structure–Property Relationships

For a successful p-type OSC, the energy and shape of the HOMO is important. First

of all, the ionization energy (IE) determines ambient stability and charge carrier

polarity of the material, whether it be p-type or n-type.
Before we move on to the discussion of the structure–property relations at

molecular scale, we should note here one technical issue, which is how to compare

experimental and computational values of the electronic structure of the materials.

Although the important quantity for material characteristics is the IE, usually the

HOMO energy levels from the quantum chemical calculations are compared to the

experimental IEs for practical reasons. As can be seen in Fig. 7, the HOMO energy

levels closely follow the IEs from the photoelectron spectrum. In reality the

difference between the gas and solid-state IEs is large and depends on the packing

and, more precisely, on the nature of the π-orbital interactions. For example, in

pentacene the gas phase IE is 6.6 eV whereas in thin films it is around 5 eV

depending on the packing patterns; 4.8 eV if the molecules are standing up and

5.35 eV if they are lying over a substrate [101]. From the computational cost

perspective, gas phase IE calculations are now routine, but IE calculations for the

solid state are much more complicated. Therefore, the HOMO energy levels are
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usually used instead of the IE values for practical reasons. Our discussion will also

follow the same approach.

For p-type OSCs, the HOMO level is usually around 5 eV, and thus very close to

the oxidation threshold of 5.1 eV. The more extended the conjugation, the higher

the HOMO level (see Fig. 7). Thus extending the conjugation without making the

material unstable in ambient conditions is a challenge and an active area of

research. For example, the introduction of a thienothiophene group in the middle

of an acene (Fig. 5) has been shown to help stabilize a longer molecule [102], or the

Fig. 7 The frontier orbitals of BTBT, DNTT, and DATT (a) and their photoelectron spectrum in

air (b). (Reprinted with permission from [100]. Copyright (2011) Wiley-VCH, Weinheim)
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substitutions with electron-withdrawing groups usually leads to deeper HOMO

levels [103].

The shape of the HOMO is another important electronic property that affects the

performance [100]. If the nodal planes of the HOMO lie on the atoms such as sulfur

atoms, which are important for intermolecular interactions, the strength of the

intermolecular interactions and thus the electronic coupling are reduced. For

example, in molecules with thiophenes, sulfur–sulfur interactions are very impor-

tant in the crystal and maintaining the short contacts among these atoms is impor-

tant for stronger couplings. Figure 8 shows the shape of the HOMO level of

molecules labeled as DBTDT and BTBT. DBTDT has nodal planes over the

sulfur atoms whereas BTBT does not. As suggested by Takimiya and coworkers,

DBTDT has larger S� � �S distances as well as much weaker transfer integral values:

11 and 17 meV [100] compared to transfer integral values of 67 and 26 meV in

BTBT-C8 [104].

Together with the chemical structure and availability of the sp2 hybridized

atoms, the size and rigidity of the molecule determines the extent of the conjuga-

tion. This, in turn, affects several parameters related to charge transport. One

important consequence of the size of the molecule is the strength of the local

electron–phonon coupling. Let us assume that a single charge carrier residing on

a molecular site with a rigid conjugated backbone can simply be modeled as a

particle in a box. Then we can consider that the reorganization energy required to

accommodate the charge carrier scales with the length of the box. Usually, the more

extended the conjugation, the smaller the reorganization energy and the better the

charge transport properties. However, this is only true for a set of similar com-

pounds. In the following examples, we explain what we mean by similar.

Since hexacene has recently been synthesized and its OFET mobility has been

measured [105], the oligoacene family of compounds provide a good set to illus-

trate some of the structure–property relationships discussed above. The charge

transport parameters of the members of the oligoacene family with n ¼ 2–6 phenyl

rings are presented in Table 1. The transfer integral values listed correspond to the

unique dimers shown in Fig. 9b–c.

The trends observed for the reorganization energy, transfer integrals, and ensu-

ing mobilities in oligoacenes confirm the discussion above. First, the more extended

the conjugation, the higher the HOMO energy level and the smaller the reorgani-

zation energy. Second, although the transfer integral for the parallel arrangement,

P, does not improve as the intermolecular distance also gets larger, the edge to face

Fig. 8 The HOMO orbitals

of DBTDT (left) and DNTT

(right). (Reprinted with

permission from

[100]. Copyright (2011)

Wiley-VCH, Weinheim)
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interaction terms, T1 and T2, improve going from n ¼ 2 to n ¼ 6. Together with the

smaller reorganization energies for the larger oligoacenes, the estimated mobility

values improve as well. Similar behavior was also observed for oligothiophenes:

the longer the oligomers, the smaller the calculated reorganization energy

[106]. Experimental evidence also shows that the longer oligothiophenes, four to

six rings, have higher mobilities compared to shorter ones [107]. Usually four or

more rings are required in an OSC molecule for good performance.

For structurally different families of compounds, such as heteroacenes, the

reorganization energy trends need to be carefully analyzed and molecular similarity

needs to be taken into account. For example, the thienoacenes usually have higher

reorganization energies compared to oligoacenes (see Fig. 10). However, the

polyphenyls have quite large reorganization energy values compared to acenes,

even higher than polythiophenes. The trends can depend on structural factors such

as the type of bonds, the availability of the torsional angles, or the spatial arrange-

ment of the aromatic rings. Following the classification suggested by Takimiya and

coworkers [100], in Figs. 10 and 11 we show that if the structural similarities are

taken into account and the acene- and thiophene-based OSC molecules are grouped

accordingly, the extended conjugation lowers the reorganization energy. However,

the slopes of the curves representing the change in the reorganization energy as a

function of the number of rings could be very different for each group of

compounds.

One avenue through which to pursue a priori prediction of the high performance

OSC molecules is the use of quantum chemical descriptors in quantitative

structure–property (QSPR) studies. By combining molecular descriptors from

cheminformatics with ab initio quantum chemistry, Misra et al. showed that it is

possible to accelerate the search for smaller reorganization energy materials

[108]. In a study of a family of 200 polycyclic aromatic hydrocarbons, by assuming

that all of the molecules form similar liquid crystalline stacks, the reorganization

energy was identified as the dominant factor influencing the charge transfer rates.

Fig. 9 (a) ORTEP drawing of two adjacent hexacene molecules. (b) Arrangement of hexacene

molecules in the ab-plane. (c) Arrays of hexacene along a-axis. The labels T, P, L denote the pairs

of molecules used in the transfer integral calculations. (Reprinted (adapted) with permission from

[105]. Copyright (2012) Nature Publishing Group)

114 Ş. Atahan-Evrenk and A. Aspuru-Guzik



Based on a QSPR study of various molecular descriptors, a weak correlation of the

reorganization energy with the molecular signature (a canonical representation of

the atom’s environment up to a preferred height [109]) and another weak correla-

tion with the electronic eigenvalue descriptors were identified. Then these two

weakly correlated descriptors were combined into a QSPR model that estimated

80% of the reorganization energies within an error margin of 20 meV. This success

rate was quite good as the only quantum chemistry calculation involved was the

ground state geometry optimization of the neutral molecular structure.

Due to the benefits of low reorganization energy in the charge transport, a few

strategies based on structural modifications are developed. For example, the pres-

ence of the nonbonding character in the HOMO level is identified as a reorganiza-

tion energy lowering strategy. A comparison of tetraceno[2,3-c]thiophene (TcTH)
and tetraceno[2,3-b]thiophene (TbTH) showed that the fusing of thiophene in a

symmetric manner results in 30 meV smaller reorganization energy in TcTH

(Fig. 12a) compared to TbTH (Fig. 12b) [110, 111]. Based on the same principle,

the cyanide substitutions, and substitutions by weaker electron-withdrawing groups

(for example, chlorination instead of fluorination) has been identified as a reorgan-

ization energy lowering strategy [112–115]. In addition, intra-ring substitutions

such as the replacement of a carbon atom with nitrogen were also shown to lower

the reorganization energy.

Last but not the least, choosing the right molecular structure has significant

consequences for solid-state packing. The molecular group symmetry, polarizabil-

ity, side group positions, the intermolecular interactions, etc., play a role in

Fig. 10 The reorganization energies of oligoacene and thienoacene families of homocycles.

References for the reorganization energy values: oligoacenes (diamonds) [105], polythiophenes
(circles) [106], fused-thiophenes (triangles) [25], polyphenyls (squares). (Atahan-Evrenk and

Aspuru-Guzik (2012), unpublished results)
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determining the stable lattice conformations, thus leading to enhanced or reduced

mobility. For example, relative abundance of C–H (through the peripheral

H-atoms) vs C–C interactions affect the tendency to pack in herringbone or

π-stacked packing forms [116]. The molecules with H-bonding groups such as

quinacridones can form supramolecular synthons [32, 117]. The symmetry of the

molecular structures also affects the packing in the solid state. For example,

molecules with centrosymmetry can form better short-contact networks [100].

In the following section we further discuss the effect of the modification of the

molecular units to achieve high performance and the crystal structure–property

relationships.

Fig. 11 The reorganization energies of thienoacene heterocycles: phenyl substituted

dithienothiophenes (diamonds) (Atahan-Evrenk and Aspuru-Guzik (2012). Unpublished results),

phenyl substituted dithiophenes (down triangles) (Atahan-Evrenk and Aspuru-Guzik (2012),

unpublished results), diacene-fused thienothiophenes (circles) ([6], Atahan-Evrenk and Aspuru-

Guzik (2012), unpublished results), benzene-thiophene alternating molecules (pentagons) ([25],
Atahan-Evrenk and Aspuru-Guzik (2012), unpublished results), acene-anti-dithiophenes (squares)
([25], Atahan-Evrenk and Aspuru-Guzik (2012), unpublished results), acene-syn-dithiophenes

(triangles) ([25], Atahan-Evrenk and Aspuru-Guzik (2012), unpublished results)

Fig. 12 Symmetric substitution leads to lower reorganization energy, 97 meV of TbTH compared

to 66 meV in TcTH [110]
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2.2 Crystal Structure–Property Relationships

Among the crystal structure–property relationship studies in OSCs, perhaps the

most striking example is the case of rubrene (Fig. 4d). With a record single crystal

OFET mobility of 20 cm2 V�1 s�1 [58], rubrene was a remarkable improvement

from tetracene. Although the phenyl groups added to tetracene backbone do not

participate in the π-conjugation, they help the tetracene backbone to π-stack right

very close to one of the maxima of the transfer integral surface [118]. The phenyl

groups also provide a lock-in for the backbone so that displacement along the short

axis, which usually yields lower transfer integrals in oligoacenes, is prevented.

Understanding of the rubrene crystal structure provided motivation for further

studies to control the solid-state packing to enhance performance.

To study further the structure–property relationships in rubrene and its deriva-

tives, the effect of the substitutions of the external phenyl rings on the crystal

structure was examined [119, 120]. Haas et al. showed that, depending on the

positions of the substitutions, the π-stacking geometries and the interlayer distances

between the backbones could be controlled. In particular, they have found that the

substitutions on the 5,11 phenyls cause a large twist in the backbone leading to a

polymorph with no charge carrier mobility, whereas the tert-butyl substitutions on
the 5,12 phenyls showed a similar packing pattern to rubrene with similar OFET

characteristics despite a 31% increase in the interlayer spacing. In a recent study,

McGarry et al. [120] showed that the interlayer distance could also be controlled by

the methyl and trifluoromethyl substitutions of the external phenyl rings. By means

of this approach, rubrene derivatives with OFET mobility comparable to rubrene

were synthesized. In particular, they had a success with dual substitutions by

trifluoromethyls that resulted in ambipolar function as well as a high hole mobility.

Another successful example of charge transport tuning with structural modifi-

cation is the family of substituted pentacenes [121]. Among the peri-functionalized
pentacenes, tips-pentacene (Fig. 4a) with triisopropylsilylethynyl groups at the 6,13

positions emerged as one of the most successful engineering examples [122]. Along

with solution processability and ambient stability, the substitutions changed the

herringbone type of packing into π-stacking conformation. Subsequently by the

solution shearing method a metastable state of tips-pentacene with better perfor-

mance has been achieved with an order of magnitude increase in the mobility

[123]. The theoretical investigation of the transfer integrals corroborated the experi-

mental findings and showed that the solution-sheared films indeed have three times

stronger transfer integrals [123]. Recently Bao and co-workers showed even higher

mobility of 11 cm2 V�1 s�1 for a solution processed film of tips-pentacene,

demonstrating the fact that the control of the solution deposition is crucial for

high performance materials [59]. Tips-pentacene and rubrene are among the few

OSCs which show band-like transport in an OFET setup.

Another crystal packing control strategy is the engineering of sulfur–sulfur

interactions. For example, the chalcogen substitutions at the peri-positions of

pentacene promotes the π-stacking interactions [124]. In comparison to the
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herringbone packing in pentacene, hexathiapentacene has strong π-stacking
and unusually short intermolecular sulfur–sulfur distances. These substitutions

usually lead to one-dimensional conduction and thus this strategy has the

potential to develop semiconducting nanowires. Similarly for benzothiadiazole-

tetrathiafulvalene single-crystal nanowires (see Fig. 13), the use of tetrathia-

fulvalene groups with strong S� � �S interactions and thiadiazole groups promotes

the π-stacking interactions, and the intermolecular stacking distances could be

controlled and short-contacts such as S� � �S (3.41 Å), S� � �C (3.49 Å), and S� � �N
(3.05 Å) could be achieved [125]. Further discussion about additional strategies for
inducing π-stacking could be found in [126].

Although one-dimensional transport could be advantageous for nanowire appli-

cations, reducing the dimensionality of the mobility has the potential to make the

charge transport very susceptible to the presence of defects [127]. A higher dimen-

sional transport network is desirable for OFET applications as it provides alterna-

tive pathways for transport. In recent work, for example, the methylated DNTT

derivatives are synthesized and significant transfer integrals in all three dimensions

is demonstrated [128].

The engineering of the crystal structures through bulky substitutions has also

been studied in the case of oligothiophenes with trimethylsilane end groups [129].

It has been shown that through end-substitutions the in plane tilt and the offset of

the oligothiophene backbones can be controlled and better or worse electronic

couplings among the molecules can be enforced.

Another example of the substitutional engineering of the crystal structure is the

end-substituted 5,50bis(4-alkylphenyl)-2,20-bithiophenes (P2TPs) [130]. Depending
on the even and odd alkyl chain substitutions, the tilt angle and electronic couplings

in the two dimensional deposition layers of the SCs can be controlled. The solid-

state packing of P2TPs molecules with different length alkyl side chains (n ¼ 3,8)

were analyzed with grazing incidence X-ray diffraction. The data showed that

having an even or an odd length chain controls the tilt angles of P2TP molecules

on the self-assembled monolayers of ODTS. The even length alkyl chains yielded

larger tilt angles and higher mobility compared to those with an odd number of

Fig. 13 Benzothiadiazole-tetrathiafulvalene with π-stacking interactions for single-crystal

nanowire applications (a), short contacts (b). (Reprinted (adapted) with permission from

[125]. Copyright (2013) American Chemical Society)
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carbon atoms. The transfer integrals for the unique dimers extracted from the

corresponding crystal structures also corroborated the odd-even trend. In addition,

MD simulation of the surfaces showed that the tilt angle is indeed controlled by the

parity of the side chains.

In addition to the position and the length of the side groups, stereoisomerism

affects the FET mobility [131]. For example, due to RS arrangement of the chiral

carbons in DPP(TBFu)2 (labeled 1 and 2 in Fig. 14), the mesomer has been shown

to have better π-orbital stacking interaction as well as higher mobility compared to

the case of SS or RR isomers. The mesomeric form had a packing distance of 3.38 Å
with a flat conjugated backbone compared to 3.47 Å in the case of SS or RR

isomers. The mesomeric form also performed better than the case where no

stereoisomer was selected (as-synthesized). Therefore, this study highlighted that

chirality of the substituted groups also needs to taken into consideration for tuning

of properties with structural modifications.

Another important concept in understanding the crystal structure–property

relationships is the polymorphism in OSCs. Like in drug molecules, where poly-

morphism has direct consequences for the solubility and thus bioavailability of a

drug, in OSCs polymorphism has important consequences for the charge transport

properties. The polymorphs of an OSC can have totally different mobility tensors.

For example, Fig. 15 illustrates the possible variations in the (an)isotropy in the

mobility tensor for four polymorphs of pentacene [132]. Among four different

polymorphs investigated, apart from one (polymorph IV), all of them showed

remarkable anisotropy in the transport plane. This might have important implica-

tions for the device configurations.

It is also possible that several polymorphs of an OSC with different charge

transport characteristics could be accessible in operating temperatures. It has been

shown, for example, that, for a fluorinated derivative of an anthradithiophene, a

Fig. 14 The chemical structure of DPP(TBFu)2 with two chiral carbons highlighted (1 and 2) and

the resulting stereoisomers (a), elution profiles for the as-synthesized and isolated stereoisomers

(b). (Copyright reference [131])
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phase transition between two polymorphs occurs as the temperature rises from

260 K to 300 K [29]. For this system, the field-effect mobility of the films increases

as a function of increasing temperature with particular slopes for each polymorph.

This finding has immense significance for the consequences of polymorphism in

OSCs in commercial applications.

Lastly, we would like to discuss the role of polarizability in the electronic

structure and charge transport mechanisms [133]. The electronic structure is highly

influenced by the molecular polarizability and the geometrical arrangement of the

molecules. In OSCs, there is, for example, about 1 eV difference between the IEs in

the gas phase and the solid state. This difference is due the polarization energy

[134]. For example, the IE of pentacene in the gas phase is about 6.6 eV compared

to about 5 eV in thin films. Moreover, it is 5.35 eV when the molecules lies flat over

a substrate, and 4.8 eV when they are standing [101].

An important observation related to the correlation of the molecular polarizabil-

ity to the band-like transport was discussed recently by Minder et al. [135]. In

particular, they correlated the observation of the band-like charge transport in

OFETs with the polarizability of the conjugated backbones as well as the collective

dielectric response of the OSC crystal. In particular, for a group of compounds

shown in Fig. 16, they identified two important factors potentially leading to band-

like transport in OFETs: (1) the presence of substituents to influence the coupling

among the adjacent OSC layers and (2) the orientation of the molecules and their

polarizability tensors with respect to the charge transport direction. They argued

that PDIF-CN2 and BTBT-C8 show band-like transport because the dielectric

coupling of the adjacent layer as well as the gate is screened by the presence of

the side groups. This notion is based on the understanding that the conductance

channel is the first layer of the OSC film over the gate dielectric and charge

transport mostly happens in this first layer. In addition, the alignment of the

Fig. 15 The mobility

tensors in the ab-plane for
four polymorphs of

pentacene. (Reprinted

(adapted) with permission

from [132]. Copyright

(2005) American Chemical

Society)
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molecules with respect to the gate is crucial: the dielectric coupling is smaller if

they are parallel to the gate than when they are perpendicular to it. Therefore, band-

like transport is also observed in TMTSF, rubrene, and tips-pentacene since the

conjugated molecular backbones in these crystals lie parallel to the gate. They also

argued that pentacene and oligothiophene have never shown band-like transport in

an OFET setting because they are arranged perpendicular to the dielectric surface

and have no terminal alkyl chains to reduce the coupling among the adjacent layers.

Further work to quantify and measure these observations would be of great value to

the design and engineering of high-performance OSC materials.

3 Crystal Structure Prediction for Organic

Semiconductors

Arguably, the most important piece of information needed for the theoretical

characterization of an OSC crystal is the availability of the crystal structure. As

illustrated in the previous sections, the literature is full of analyses of the crystal

Fig. 16 Analysis of the molecular structure and packing for different organic molecules (from left
to right: PDIF-CN2, BTBT-C8, TMTSF, rubrene, TIPS-pentacene, sexithiophene, and pentacene).

To date, PDIF-CN2, BTBT-C8, TMTSF, rubrene, and TIPS-pentacene are the only organic semi-

conductors exhibiting band-like transport in an OFET configuration. The values of mobility are

either at room temperature (HT) or low temperature (LT–for the molecules in which band-like

transport has been observed). (Reprinted (adapted) with permission from [135]. Copyright (2012)

Wiley-VCH, Weinheim)
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structures of experimentally known materials. The crystal structure prediction for

OSCs a priori to synthesis, however, is scarce. Except for a few cases of limited

solid-state structure prediction [4, 6, 136], it remains virgin territory. We associate

the sporadic interest with lack of commercial applications. In the near future we

expect that OSCs will be used in commercial applications ubiquitously and hence a

more detailed understanding of the polymorphism or structural stability will be

demanded by the market.

From the crystal structure prediction point of view, one advantage of the

molecular OSCs with conjugated backbones is that they have mostly

two-dimensional geometries and pack in a few specific patterns. For example,

many years ago Desiraju and Gavezzotti [116] studied the crystal structures of

polynuclear aromatic hydrocarbons. They showed that all of the aromatic hydro-

carbons could be grouped into four distinct packing patterns: (1) herringbone

pattern (polythiophene, pentacene), (2) pair-wise (sandwich) herringbone pattern

(perylene (α phase), pyrene), (3) flattened-herringbone pattern (coronene), and

(4) graphitic pattern (tribenzopyrene). Based on their analysis of the structures in

terms of the presence of the type of intermolecular interaction, i.e., C� � �H, C� � �C,
or H� � �H, they successfully predicted the packing type of some of the unknown

structures at the time such as the sandwich structure for the benzo(e)pyrene
[137]. Nevertheless, the most practical applications of OSCs involve intra-ring

substitutions, heterocycles, or side group additions to the backbone which compli-

cate the crystal structure prediction.

Most crystal structure prediction studies for OSCs reported to date involve the

structures of the known crystals of well-studied molecules such as oligoacenes or

oligothiophenes. Usually a conventional molecular force field is used in conjunc-

tion with electrostatic potential (ESP) fitted point charges to describe the inter-

actions in an experimentally known crystal structure. These studies provide a good

basis for understanding the performance of the force fields and the type of improve-

ments required in the force field parameters for particular systems. For example,

Marcon and Raos [138] studied the crystalline oligothiophenes with improved

MM3 force fields. In particular, they optimized the inter-ring torsion potentials

and calculated the atomic charges as well as higher terms of the electrostatic

interactions derived from distributed multipole analysis (DMA) with quantum

chemistry methods. The systems studied ranged from herringbone packing struc-

tures (α-tetrathiophene, α-sexithiophene) to π-stacked configurations as well as an

alkyl-chain substituted sexithiophene. Interestingly, they concluded that the MM3

force field with point atomic charges gave satisfactory results for all the p-type
OSCs they have studied. Only the n-type OSC, perfluorosexithiophene, required the
more accurate electrostatic modeling through the DMA. Therefore, they concluded

that the more costly DMA approach is not justified for the p-type OSCs studied. MD

simulations at the same level of theory are performed to investigate the effect of the

temperature, and to ensure a better comparison of the predicted structures with the

structures from room temperature X-ray diffraction. They found that MD simula-

tions at room temperature systematically resulted in approximately 10% lower

crystal densities. Among several variations of MM3 force field adapted for the
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oligothiophenes, MM3 with the ab initio corrected torsion potentials, ESP charges,

and adjustment of the dispersion terms with scaling of the dispersion parameters

showed the best performance.

The known polymorphs of oligoacenes and oligothiophenes also provide a basis

for the test of effective strategies for initial structure search and polymorph predic-

tion. Della Valle and coworkers studied the polymorphs of tetracene [139],

pentacene [140, 141], and sexithiophene [142], with the assumption of rigid bodies

for the molecular structures. They employed a hybrid approach involving uniform

sampling (low-discrepancy Sobol’ sequence) of the energy landscape by including

the crystallographic symmetry constraints. The completeness of the search space is

maintained by adapting the capture-recapture method from wildlife ecology. The

intermolecular potentials are described by atom–atom interactions where electro-

static interactions are defined in terms of the point charges derived from quantum

mechanical calculations. In particular, for sexithiophene they employed an

AMBER force field with restricted ESP fitted charges, and for pentacene and

tetracene an atom–atom Buckingham model with Williams parameter set IV

[143] (with ESP charges for the tetracene) is used. For tetracene and pentacene

the initial search was constrained to triclinic structures with two independent

molecules per unit cell. After the lattice energy minimizations, the crystal space

groups are assigned to the optimized lattices by the use of PLATON program

[144]. For sexithiophene the initial search was constrained to 16 structural classes

with triclinic, monoclinic, and orthorhombic lattice types. In the case of tetracene

and pentacene, most of the minima belonged to the P1 and P21/c groups and have

the layered herringbone-type packing. The deepest minima for tetracene

corresponded to the high temperature-low pressure polymorph known by X-ray

diffraction. From the global search for the low energy polymorphs of pentacene,

they successfully found the C and H polymorphs as their rank 1 and rank 2 struc-

tures. In the case of sexithiophene among nine deepest minima structures, six

different space groups are observed, lowest energy polymorphs also having

herringbone-type packing (see Fig. 17). Again, the two known polymorphs of

sexithiophene have been identified correctly with this methodology. Unfortunately,

the same approach failed in the blind tests and Della Valle et al. concluded that the

success in the case of tetracene, pentacene, and sexithiophene could be attributed to

the symmetry, rigidity, and planarity of these molecules and the presence of the

short-range isotropic interactions [142].

Another approach to speed up the optimization of the solid form of materials is

based on genetic algorithms (GA), which are widely used in the crystal structure

prediction of inorganic materials [145]. Facelli and co-workers [146] adapted the

GA for the prediction of the crystal structures of benzene, naphthalene, and

anthracene. In the GA approach, genes are a set of geometric parameters defining

the spatial arrangements of the rigid bodies in three-dimensional space. Then the

genomes are constructed as the collection of parameters defining the crystallo-

graphic axes, molecular positions, orientations, and number of molecules in the unit

cell. Although no assumptions are made for the crystallographic axes, the unit cell

parameters are limited to a certain region of the space to make the problem more
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tractable. One advantage of this approach is that there are no assumptions on the

Z values, i.e., the number of molecules in the unit cell. At every step of the

optimization, the lattice energies are calculated with an empirical force field and

the lattices leading to higher energies are discarded. Then through the mutations

and crossovers performed on the genomes, new structures were generated and

minimized until a certain convergence criteria for the lattice energy was reached.

Again, here the empirical force fields used were based on van der Waals and

electrostatic terms with atomic point charges [143]. Despite the many assumptions

involved, the resulting structures were surprisingly successful with lattice energy

differences of 1% from the experimental crystals. In addition to the experimentally

known structures, a new set of polymorphs was determined by the GA approach.

Although this work assumed rigid-bodies, an adaptation of the same algorithm to

flexible molecules was also demonstrated [147]. Despite the use of a more

advanced force field, the Amber force field used in CHARMM optimizations, the

same success for the structure prediction was not observed for a set of flexible

molecules. It is perhaps indicated that the conjugated backbone, and hence relative

Fig. 17 Structure of the nine deepest minima, shown with an orientation in which the shortest cell

axis (either a or b) is approximately perpendicular to the plane of the page. Minima are labeled by

their energy rank N (also indicated in Table 2) and structural class (space group, Z, and site

symmetry). (Reprinted (adapted) with permission from [142]. Copyright (2008) American

Chemical Society)
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rigidity and flatness of the OSCs, significantly simplify the search problem, and

therefore relatively simpler force field parameter sets can provide enough accuracy.

One of the strategies to limit the search space is to take advantage of the fact that

93% of all the space groups of organic molecular solids reported in the Cambridge

Structural Database belongs to the 18 most frequent space groups among a total

number of 230 [148]. Moreover, about 92% of all organic molecular solids have

only one molecule in the asymmetric unit cell [149]. Therefore the initial search

space with different packing forms are usually limited to a subset of the most

prevalent space groups. We should note however that reported structures in the

database does not include all the polymorphs for various reasons [150]. Although

the omission of the less likely space groups could provide enough statistics, it does

not guarantee that some of the polymorphs of a material might not have been left

out. Indeed, in the last blind test, the most successful searches were those that

spanned all possible space groups.

For screening many molecules with the potential for high performance, the speed

at which the lattice configurations can be ranked is crucial. In the following we

summarize an even simpler approach for the structure prediction based on the

structural and molecular similarities among molecules. This practical approach is

analogous to homologymodeling in drug design. Taking advantage of the molecular

structural similarities, a known crystal structures is adapted for a new molecule and

subsequently optimized with electronic structure methods. A similar strategy, ligand

replacement, is also adapted for the prediction of hybrid frameworks [151].

In 2007 Takimiya and coworkers reported two important compounds: BTBT and

DNTT (Fig. 7a) with high hole mobility and extraordinary shelf-life. DNTT showed

characteristics comparable to pentacene but better ambient stability. Our analysis

[152] of the microscopic charge transport parameters of DNTT confirmed that

extended aromatic structures have small reorganization energy and mildly aniso-

tropic electronic couplings in the herringbone packing plane. Moreover, the

non-local electron–phonon couplings investigated in terms of the thermal modula-

tion of the transfer integrals were found to be weaker, for example, compared to

pentacene. The transfer integrals were calculated (at the level of B3LYP/6-31G*)

for the unique dimers extracted from an MD trajectory with an MM3 force field

with ESP fitted charges. Figure 18 shows the moderate anisotropy of the mobility

(Fig. 18b, c) and the weak thermal modulation of the transfer integrals (Fig. 18d).

This analysis motivated us to study a small library of thienoacene derivatives

shown in Fig. 19 [6].

As a first strategy of ranking of the molecules in this library, the gas phase

geometries were optimized and internal reorganization energies calculated. The

two compounds, 2 and 7, with the smaller reorganization energies (smaller than

pentacene reorganization energy of 95 meV) of 85 and 77 meV respectively, were

identified as potential high performance materials. Subsequently, the crystal struc-

ture minimizations for these two molecules were performed. This involved the

optimization of the unit cells derived from the parent compound (DNTT) with

Dreiding force field and ESP fitted charges as implemented in the Forcite module

[154]. The symmetry imposed (P21) and the symmetry relaxed (P1) optimizations
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lead to similar packing. Finally, the transfer integrals for the dimers from the

optimized structures were calculated and, based on approximate Marcus electron

transfer rates, the more promising material was identified as molecule 2. This

material, for which a performance better than pentacene had been anticipated,

was eventually synthesized and OFET measurements of the single crystals revealed

a record high mobility of 12 cm2 V�1 s�1 [6].

The crystal structure was confirmed with powder X-ray with remarkably good

agreement. We further adjusted the unit cell parameters by matching the experi-

mental and predicted patterns (see Fig. 20). The lower density predicted by the

Fig. 18 (a) The packing in the ab-plane in DNTT crystals and molecular dimer pair investigated

for transfer integral calculations. (b) The experimental moderate anisotropy in the ab-plane.
(Reprinted with permission from [153]. Copyright (2009) AIP Publishing LLC). (c) Effective

charge carrier masses obtained from the dispersion of the valence bands [95]. (d) The probability

distributions for the transfer integrals extracted from an MD trajectory; the vertical lines corre-
spond to the transfer integrals from the optimized equilibrium structures with the same level of

theory. (Reprinted with permission from [95]. Copyright (2010) American Chemical Society)
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MM3 with ESP charges is a known property of this approximation unless the

dispersion coefficients of the R�6 terms are optimized for the particular system

[138]. Although the cell volume error in Table 2 is 6%, in reality it is larger as there

is usually an expansion of 6% of the volume as the temperature rises from 0 to

300 K. Since the density of the experimental structure is larger, the ensuing transfer

integral values improved. Despite its simplicity, this approach has led to the

discovery of a new high-performance materials as well as helped the elucidation

Fig. 19 DNTT (1) derivatives studied for charge transport capacity [6]

Fig. 20 The powder X-ray diffraction pattern of molecule 2 from experimental powder (bottom),
the re-calculated structure by matching the simulated structure to the experimental powder pattern

(middle), and the original predicted structure (top). (Powder simulation wavelength ¼ 0.9758)
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of the crystal structures from powder patterns. Again, for molecule 2 the rigid and

planar molecular structure simplified the crystal prediction process tremendously.

Similarly, Chang et al. predicted the polymorph structures for the substituted

tetracenes with Dreiding forcefield with ESP fitted charges [136]. Subsequently,

based on the semiclassical charge transfer rate from Marcus theory, they have

identified two π-stacking high-performance compounds. These compounds as yet

to be synthesized.

Although we have focused on the single-crystals of p-type OSCs, we would like
to point out that the prediction of thin-film structures and the effect of various

substrates on the film growth have drawn considerable interest over the years and a

good summary discussing the recent developments can be found in [155].

4 Conclusions and Outlook

In this chapter we have discussed the molecular and crystal structure–property

relationships as well as the state-of-the-art crystal structure prediction for OSCs.

We focused on the p-type OSCs for OFET applications. Although we have a good

understanding of structure–property relationships through the theoretical and

experimental characterization of OSC crystal structures obtained from X-ray dif-

fraction, the prediction of new OSCs from molecular structures is still in its infancy.

There have been successful predictions of solid forms of rigid and planar OSC

molecules such as pentacene; nevertheless, the more general CSP methodologies to

predict crystals of OSCs with functional groups or long alkyl chains remain to be

carried out.

The recent blind tests organized by the Cambridge Structural Database showed

significant progress towards the prediction of the crystal structures of organic

molecular solids [37, 38]. To date, studies on the crystal structure prediction of

OSCs have been limited to classical force fields with mostly ESP fitted charges. We

believe that there is room for a great deal of improvement by adaptation of the state-

of-the-art methodologies that were successful in the blind tests.

Table 2 The unit cell

parameters for the predicted

crystal structure for molecule

2 and for the crystal structure

matched to the powder X-ray

spectrum

Cell properties Predicted Matched to powder X-ray

Space group P21 P21

A (Å) 6.444 6.225

B (Å) 7.6217 7.577

C (Å) 21.203 20.824

α (deg) 90 90

β (deg) 89.24 87.23

γ (deg) 90 90

Cell volume (Å3) 1,041.21 981.05
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If crystal structure prediction for OSCs can be realized, together with theoretical

characterization techniques, it can provide valuable guidance for better OSC

design. For example, one important area where crystal structure prediction has

tremendous potential to facilitate OSC engineering is the optimization of side

groups added for solubility [30]. If possible, these studies would tell the synthesis

experts what substitutions would lead to what type of crystal structures and whether

the substitutions enhance or degrade charge transport. This would facilitate the

design process by rational design of the length, type, and positions of the side

groups. Moreover, theoretical prediction and characterization can provide insights

into the intrinsic limit of a material. The knowledge of whether the intrinsic limit of

a semiconductor is reached and what type of changes in the structure can lead to

improvement has the potential to facilitate the OSC design tremendously. In its

most useful form, the crystal structure prediction can provide the thermodynami-

cally stable structures a priori to synthesis, calculate the energy barriers between

low lattice energy configurations, tell us what kind of laboratory conditions would

lead to the better performing polymorph, or how to avoid the worse polymorphs

with the manipulation of process conditions.

To conclude, we believe that we now have a good understanding of the

structure–property relationships in OSCs and, by the adaptation of the state-of-

the-art crystal structure prediction methods, there is a great potential to help explore

new high performance OSCs for OFET applications. If crystal structure prediction

for OSCs can be realized, the same tools can also promote discoveries of new

organic photovoltaics, ferrroelectrics, or organic electronics in general.
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76. Mikołajczyk M, Zaleśny R, Czyżnikowska Ż, Toman P, Leszczynski J, Bartkowiak W (2011)

Long-range corrected DFT calculations of charge-transfer integrals in model metal-free

phthalocyanine complexes. J Mol Model 17(9):2143–2149. doi:10.1007/s00894-010-0865-7

77. Sancho-Garcia JC, Horowitz G, Bredas JL, Cornil J (2003) Effect of an external electric field

on the charge transport parameters in organic molecular semiconductors. J Chem Phys 119

(23):12563–12568

Prediction and Theoretical Characterization of p-Type Organic. . . 133

http://dx.doi.org/10.1038/nmat3650
http://www.nature.com/nmat/journal/v12/n7/abs/nmat3650.html
http://www.nature.com/srep/2012/121018/srep00754/abs/srep00754.html
http://www.nature.com/srep/2012/121018/srep00754/abs/srep00754.html
http://dx.doi.org/10.1021/Cr040084k
http://dx.doi.org/10.1073/pnas.092143399
http://dx.doi.org/10.1063/1.2806803
http://dx.doi.org/10.1002/qua.21378
http://dx.doi.org/10.1016/j.cplett.2004.03.141
http://dx.doi.org/10.1016/j.cplett.2004.03.141
http://dx.doi.org/10.1007/s00894-010-0865-7


78. Kojima H, Mori T (2011) Dihedral angle dependence of transfer integrals in organic

semiconductors with herringbone structures. Bull Chem Soc Jpn 84(10):1049–1056

79. Lee JY, Roth S, Park YW (2006) Anisotropic field effect mobility in single crystal pentacene.

Appl Phys Lett 88(25):252106

80. Haddon RC, Siegrist T, Fleming RM, Bridenbaugh PM, Laudise RA (1995) Band structures

of organic thin-film-transistor materials. J Mater Chem 5(10):1719–1724

81. Huang JS, Kertesz M (2005) Validation of intermolecular transfer integral and bandwidth

calculations for organic molecular materials. J Chem Phys 122(23):234707.

doi:10.1063.1.19256.1

82. Hotta C (2003) Classification of quasi-two dimensional organic conductors based on a new

minimal model. J Phys Soc Jpn 72:840

83. Mori T, Mori H, Tanaka S (1999) Structural genealogy of BEDT-TTF-based organic

conductors II. Inclined molecules: theta, alpha, and kappa phases. Bull Chem Soc Jpn 72

(2):179–197

84. Vehoff T, Baumeier B, Troisi A, Andrienko D (2010) Charge transport in organic crystals:

role of disorder and topological connectivity. J Am Chem Soc 132(33):11702–11708. doi:10.

1021/ja104380c

85. Marcus RA (1993) Electron transfer reactions in chemistry. Theory and experiment.

Rev Mod Phys 65(3):599–610

86. Reimers JR (2001) A practical method for the use of curvilinear coordinates in calculations of

normal-mode-projected displacements and Duschinsky rotation matrices for large molecules.

J Chem Phys 115(20):9103–9109

87. McMahon DP, Troisi A (2010) Evaluation of the external reorganization energy of

polyacenes. J Phys Chem Lett 1(6):941–946. doi:10.1021/jz1001049

88. Norton JE, Brédas JL (2008) Polarization energies in oligoacene semiconductor crystals.

J Am Chem Soc 130(37):12377–12384. doi:10.1021/Ja8017797

89. Duhm S, Xin Q, Hosoumi S, Fukagawa H, Sato K, Ueno N, Kera S (2012) Charge reorga-

nization energy and small polaron binding energy of rubrene thin films by ultraviolet

photoelectron spectroscopy. Adv Mater 24(7):901–905. doi:10.1002/adma.201103262

90. Kera S, Hosoumi S, Sato K, Fukagawa H, Nagamatsu S-I, Sakamoto Y, Suzuki T, Huang H,

Chen W, Wee ATS, Coropceanu V, Ueno N (2013) Experimental reorganization energies of

pentacene and perfluoropentacene: effects of perfluorination. J Phys Chem C 117(43):

22428–22437. doi:10.1021/jp4032089

91. da Silva Filho DA, Coropceanu V, Fichou D, Gruhn NE, Bill TG, Gierschner J, Cornil J,

Brédas JL (2007) Hole-vibronic coupling in oligothiophenes: impact of backbone torsional

flexibility on relaxation energies. Philos Trans R Soc A 365(1855):1435–1452. doi:10.1098/

rsta.2007.2025

92. Martinelli NG, Olivier Y, Athanasopoulos S, Ruiz-Delgado MC, Pigg KR, da Silva DA,

Sánchez-Carrera RS, Venuti E, Della Valle RG, Brédas JL, Beljonne D, Cornil J (2009)

Influence of intermolecular vibrations on the electronic coupling in organic semiconductors:

the case of anthracene and perfluoropentacene. ChemPhysChem 10(13):2265–2273. doi:10.

1002/cphc.200900298

93. Nan G, Li Z (2012) Influence of lattice dynamics on charge transport in the dianthra

[2,3-b:20,30-f]-thieno[3,2-b]thiophene organic crystals from a theoretical study. Phys Chem

Chem Phys 14(26):9451–9459. doi:10.1039/c2cp40857k

94. Troisi A, Orlandi G (2006) Dynamics of the intermolecular transfer integral in crystalline

organic semiconductors. J Phys Chem A 110(11):4065–4070. doi:10.1021/Jp055432g

95. Sánchez-Carrera RS, Atahan S, Schrier J, Aspuru-Guzik A (2010) Theoretical characteriza-

tion of the air-stable, high-mobility dinaphtho[2,3-b:20,30-f]thieno[3,2-b]-thiophene organic

semiconductor. J Phys Chem C 114(5):2334–2340. doi:10.1021/jp910102f

96. Sánchez-Carrera RS, Paramonov P, Day GM, Coropceanu V, Brédas J-L (2010) Interaction

of charge carriers with lattice vibrations in oligoacene crystals from naphthalene to

pentacene. J Am Chem Soc 132(41):14437–14446. doi:10.1021/ja1040732
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Data Mining Approaches to

High-Throughput Crystal Structure

and Compound Prediction

Geoffroy Hautier

Abstract Predicting unknown inorganic compounds and their crystal structure is a

critical step of high-throughput computational materials design and discovery. One

way to achieve efficient compound prediction is to use data mining or machine

learning methods. In this chapter we present a few algorithms for data mining

compound prediction and their applications to different materials discovery

problems. In particular, the patterns or correlations governing phase stability for

experimental or computational inorganic compound databases are statistically

learned and used to build probabilistic or regression models to identify novel

compounds and their crystal structures. The stability of those compound candidates

is then assessed using ab initio techniques. Finally, we report a few cases where data

mining driven computational predictions were experimentally confirmed through

inorganic synthesis.

Keywords Ab initio computations � Crystal structure prediction � Data mining �
High-throughput computing
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1 Introduction

First principles or ab initio computations aim at computing materials properties (e.g.,

thermodynamic stability, conductivity, light absorbance) from the fundamental laws

of quantum physics. Following the emergence of ab initio techniques and especially

of density functional theory (DFT) [1], the field has seen a combination of theoretical

developments, standard codes developments (e.g., [2–4]), and increase in computa-

tional power. Materials science is even moving to a new paradigm where

computations are not only used to explain experimental observations but also to

predict new materials and their properties [5].

One emerging route towards computational discovery of materials is to use high-

throughput computing. High-throughput computing consists of evaluating material

properties on thousands of different materials to identify the best performing

compounds and to understand trends from large datasets [5, 6]. This approach has

already been used in various fields such as catalysis [7], Li-ion batteries [8, 9],

scintillators [10], photocatalytic water splitters [11–13], thermoelectric materials

[14, 15], mercury sorbents [16], organic photovoltaics [17], and topological

insulators [18]. High-throughput infrastructures have reached such a maturity that

large sets of computations are nowadays stored in computational databases such as
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the materials project [19, 20] and others [21, 22] that can be accessed through web

interfaces. With the data repository and analysis tools they provide, materials

scientists now have access to an unprecedented amount of data [23].

Many high-throughput studies have concentrated on evaluating properties on

known compounds extracted from databases such as the Inorganic Crystal Structure

Database (ICSD) [24] or on a limited structural framework (e.g., perovskites [11]).

While those studies are of great value, they face some limitations. Databases are

often not up to date, i.e., they do not have the latest reported structures in

the literature. Also, many inorganic compounds are known to exist at a given

stoichiometry but their crystal structure has not been determined from powder

diffraction data. Finally, compounds of greatest interest for a specific application

might not have been synthesized yet. This is especially the case for multicomponent

systems (e.g., ternaries and quaternaries) or less common chemistries.

Finding new compounds and determining their crystal structure before synthesis is

called crystal structure prediction. Since 1988, when Nature’s editor John Maddox

called our inability to properly perform crystal structure prediction one of “continuous

scandal in physical science,” the field has greatly evolved [25–27]. Among the

different approaches to structure prediction, data mining has been developed in

parallel with high-throughput computational searching. Indeed, in contrast to other

approaches, data mining typically compromises on the exhaustivity of the search in

favor of less computational time and an access to much larger chemical spaces to

explore. The idea behind data mined compound prediction is very simple and has been

driving solid state chemistry for centuries: nature is not random and there are patterns

that one could learn from observing phase stability. The novelty lies in the use of

quantitative mathematical approaches from the fields of machine learning or statistical

learning.

In this chapter we will start by presenting how thermodynamical phase stability

can be evaluated from DFT computations (Sect. 2). The different techniques and

accuracy of approximations will be outlined. The general idea behind data mining

driven structure prediction will be presented in Sect. 3 and specific examples of

methods and algorithms will be explained in detail in Sects. 4, 5, and 6. Finally, we

will present in Sect. 7 a few selected examples of successful data mining compound

predictions where the computational suggestion was followed by successful

experimental verification.

2 Phase Stability Evaluation Through Ab Initio Computing

An important factor determining the existence of inorganic compounds is their

thermodynamical phase stability. To evaluate whether a compound is thermo-

dynamically stable, one needs to compare its (free) energy with the (free) energy of

other competing phases. This step is essential for the compound prediction problem

and DFT computations are routinely used to perform such an analysis. In this section

we will overview the standard thermodynamic constructions along with the different

approximations involved and assess their accuracy.

Data Mining Approaches to High-Throughput Crystal Structure and Compound. . . 141



2.1 Low Temperature Stability: The Convex Hull
Construction

Assessing thermodynamical phase stability in a chemical system requires the

comparison of the free energy of the different phases present [28, 29]. An isothermal,

isobaric and closed system requires the use of the Gibbs free energy as thermo-

dynamic potential. For a binary component system with NA atoms of A and NB atoms

of B, at temperature T and pressure p, the Gibbs free energy G is expressed as

G NA;NB; T; pð Þ ¼ E NA;NB; T; pð Þ þ pV NA;NB; T; pð Þ � TS NA;NB; T; pð Þ, (1)

where V is the volume, S the entropy, and E the energy.

The first approximation we will make is to assume that the pV term is small. This

approximation is valid when only solid phases are involved in the phase equilibrium.

In addition, we will work at zero temperature. No entropic effects need to be

taken into account then. Entropic effects can be modeled but this would require a

more important computational budget as all relevant excitations (vibrational,

configurational, and electronic) would need to be considered [30–32].

Under these approximations, the relevant thermodynamic potential is the energy.

The energy normalized by the total number of particles in the system N ¼ NA þ NBð Þ
: E xA; xBð Þ and fractions instead of amounts: xA ¼ NA

N and xB ¼ NB

N will be used. The

normalized energy is usually expressed in meV/atom.

Solving the Kohn–Sham equation in the DFT framework can directly provide an

approximation to this energy. Ab initio computations can therefore associate an

energy to any compound present in a given chemical system. In the specific case of

zero temperature and negligible volume effects, phase stability can then be directly

computed from a simple set of DFT ionic relaxations on all the phases of interest. Let

us illustrate this with the example of a simple binary A-B chemical system. In this

system, computations have been performed for compounds at a composition A2B,

AB2, and AB in different crystal structures designated respectively by α1, α2, β1, β2,
β3, and γ. The elemental phases have also been computed and, as a convention, all

energies will be expressed as formation energies from the elements. Figure 1 plots the

formation energy for the different phases computed in function of the fraction of

B. From this plot, a very simple construction called the convex hull can be performed.

The construction consists of finding a convex envelope containing all the points in the

plot. This envelop called the convex hull (or hull) is plotted in green in Fig. 1. The

phases present on this convex hull are the most stable phases or ground states for the
system studied. For instance, α2 is thermodynamically unstable and will decompose

to form α1. The phase γ will decompose into two phases: α1 and β2 (as γ is above the
tie line formed by α1 and β2).

This construction can be performed in any dimension and thus on multi-

component systems such as ternaries, quaternaries, etc.
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Different measures of (in)stability can be defined using this convex hull

construction:

• Energy above the hull (or distance to the hull)
For an unstable phase, the energy above the hull consists in the energy

separating the phase from its decomposition tie-line (see red double arrow in

Fig. 2a). It is equivalent to the opposite of the energy associated with the

decomposition reaction from the phase to the stable products. It is a positive

number and usually expressed in meV/atom. Stable phases have by definition an

energy above the hull equals to zero.

• Inverse energy above the hull (or inverse distance to the hull)
This quantity is defined only for stable phases. It is computed by removing the

phase of interest from the convex hull and constructing a new convex hull. The

distance to the new convex hull for the phase is then computed and called the

inverse energy above the hull. It is equivalent to the opposite of the energy of

formation of the phase of interest from the phases that would be stable if it did

not exist. It is a positive number and expressed in meV/atom. A large inverse

distance to hull represents a high stability of the predicted structure. The inverse

energy above the hull is represented for the phase β2 in Fig. 2b.

Convex hull constructions and the analysis of computed phase diagrams can be

performed using the pymatgen package [34].

Fig. 1 Convex hull construction for an A-B system. The points represent different phases. The
line is the convex hull. The points on the line are the most stable phases or ground states and points
above the line are unstable phases according to the construction

ba

Fig. 2 Illustration of different measure of stability from the convex hull construction. The energy

above the hull is illustrated for the unstable phase γ by the double arrow in (a). The inverse

distance to the hull is represented for the stable phase β2 by the double arrow in (b). Reprinted with

permission from [33]. Copyright 2012 American Chemical Society
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2.2 Stability for Open Systems

Oxides are very important compounds technologically and are better studied with

an open instead of close thermodynamical system approach. A ternary system

composed of particles of A, B, and oxygen will be used here as an example. In

the previous section we assumed that the relevant thermodynamic variables are the

amount of constituents (NA, NB, and NO), the temperature T, and the pressure p. In
reality, very often during oxide synthesis, the amount of oxygen present in the

system is not directly controlled and the system is an open system to oxygen. In this

case, the relevant thermodynamic potential is the Legendre transform of the Gibbs

free energy with respect to the oxygen amount: the oxygen grand potential φ:

φ NA;NB; μO; T; pð Þ ¼ G� μONO: (2)

Normalizing the grand canonical potential by N ¼ NA + NB and using factions

of A, B, xA, and xB, we get

φ NA;NB; μO; T; pð Þ ¼ G� μONO

N
: (3)

This is a situation very similar to that in the previous section except that the

Gibbs free energy is replaced by the oxygen grand potential. Here, the effect of

volume and temperature can be approximated by assuming that the dominant

volume and entropy factors come from the gaseous oxygen and that the entropy

and volume factors from the solid phase can be neglected. This approximation has

been successfully used by Ong et al. for the study of the Li-Fe-P-O phase diagram

[35]. The normalized grand canonical potential is then

φ NA;NB; μO; T; pð Þ ¼ E� μONO

N
: (4)

Only the μO term has a pressure and temperature dependence. Practically, a

convex hull construction using the normalized grand canonical potential at a fixed

μO can be performed to obtain the stable phases in specific conditions. The oxygen

chemical potential can be linked to the oxidizing or reducing nature of the environ-

ment. Ways to increase the oxygen chemical potential (i.e., to be more oxidizing) are

to decrease the temperature or increase the oxygen partial pressure. In contrast, the

oxygen chemical potential can be decreased (i.e., be more reducing) by increasing the

temperature or lowering the oxygen partial pressure.

It follows from this analysis that any oxide compound exists in an oxygen

potential window with a maximal and minimal oxygen chemical potential. Any

environment setting a chemical potential lower than the minimal oxygen chemical

potential would be too reducing for the compound to form while any environment

setting a higher chemical potential than the maximal oxygen chemical potential

would be too oxidizing.
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2.3 Accuracy of DFT(+U) in Determining Phase Stability

Curtarolo et al. performed one of the first large scale studies of the performance of

DFT on phase stability [36]. The authors focused on binary metals. They computed

a large number of competing crystal structure prototypes in 80 binary metal systems

and they studied how often the experimentally observed ground state was in

agreement with the computed one. DFT successfully found the actual ground

state in at least 90% of the cases.

For oxides and other insulators or semiconductors, the typical errors from

standard DFT in oxides on the elemental formation energies can be quite large

and up to hundreds of meV/atom [37]. However, for multicomponent compounds,

phase stability will not depend directly on the elemental formation energy but more

often on the reaction energies between multicomponent phases. Figure 3 illustrates

this by presenting the convex hull of an A-B-C system. The stability of the ABC2

phase does not depend directly on the A + B + 2C ! ABC2 reaction (i.e., the

formation energy from the elements) but will depend on the A2C + B2C3 ! ABC2

reaction (dashed red line). For instance, determining whether a ternary oxide is

stable or not will depend on its reaction energy from the binary oxides. A recent

study showed that those reaction energies are significantly better described by DFT

than by elemental reaction energies due to cancellation of errors when comparing

chemically similar phases [38]. Comparing computed to experimental reaction

energies, an error distribution centered on 0 and with a standard deviation around

25 meV/atom was found. When analyzing compound prediction results, this error

bar should be kept in mind.

For metal oxides with partially occupied d orbitals (i.e., FeO, Mn3O4, etc.), DFT is

known to perform poorly because of a self-interaction error present in the typical

functionals used in DFT. The DFT+U method is one way of circumventing this issue

by effectively localizing d electrons and providing a more physically accurate picture

of the bonding in oxides [39, 40]. On the other hand, in metals the electron delocali-

zation induced by pure DFT is actually close to the real metallic bonding state and

applying a U correction would only cause the model to deviate from the reality. We

stand therefore in a situation in which, for transition metals, DFT reproduces

Fig. 3 Convex hull of a typical A-B-C system. The stability of the ternary ABC2 phase will

depend directly on the reaction energies from the binaries, not from the elements
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sufficiently well the energy in metallic systems but in oxides, only DFT+U does. As

computations with two different Hamiltonians (DFT and DFT+U) cannot be directly

compared, it is impossible to compute energies and then evaluate phase stability

when compounds of different natures are involved, such as oxides and metals. To

treat this situation, Jain et al. developed an approach relying on an energy shift of the

DFT energies [41]. This shift is based on a calibration on experimental binary oxides

formation energies from the metal. After applying this shift to DFT computed phases,

all computed data can be compared and used to assess phase stability. A similar

approach has been proposed by Stevanovic et al. [42].

3 Data Mining Compound and Crystal Structure

Prediction

Section 2 showed how the phase stability of compounds is assessed using DFT.

However, the most challenging part of the compound prediction problem lies in the

efficient selection of compound candidates to test for stability. Nowadays this

selection is typically performed following one of two approaches: optimization or

data mining-based.

3.1 Optimization Approaches

Optimization-based methods consider that finding the most stable crystal structure

(at a given composition) can be mapped to the mathematical problem of finding the

values of the structural degrees of freedom (i.e., lattice parameters and atomic

positions) minimizing the (free) energy. The search for a global minimum on the

energy landscape is, however, far from simple as the energy function (or landscape)

is very large, complex, and presents many local minima [43].

One popular way of simplifying this problem has been to reduce the number of

degrees of freedom by working on a fixed crystal lattice, only allowing different

decorations of the underlying crystal structure framework. For instance, we can

study any ordering on a face-centered cubic lattice at a composition AB and find

possibly a rock salt ground state. This approach is usually coupled with the use of a

simplified Hamiltonian fitted on a limited set of computations performed on

selected orderings through the cluster expansion technique [44–46]. Identifying

new phases on a fixed lattice has been especially useful in alloy theory [47–49], but

close-packed oxides have also been studied through cluster expansion [50].

However, when the underlying lattice is not known, researchers must rely on

advanced optimization techniques such as simulated annealing or genetic

algorithms to explore the rugged energy landscape. Simulated annealing (and the

related basin hopping) [51, 52] rely on applying perturbations to a starting configu-

ration. Those perturbation are accepted or not depending on how the energy is
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lowered, offering a way to scan the energy landscape efficiently in search of a

global minimum. Genetic algorithms, on the other hand, are inspired by the

biological process of evolution and the idea of survival of the fittest [53–57].

Optimization methods have been used to study many different chemistries, often

with empirical potentials. However, a growing number of studies are now being

performed purely on first-principles computations (e.g., the Na-N [58], W-N [59],

Fe-B [60] chemical systems). New phases proposed by optimization approaches

include new high-pressure phases of boron [59], CaCO3 [55, 61], and FeB4 [62] as

well as a new metastable polymorph of LiBr [63]. The optimization approach to

structure prediction is very appealing but suffers from very extensive requirements

in terms of computational budget, especially when multicomponent systems are

explored. For instance, finding the ground state of MgSiO3 by a genetic algorithm

required around 1,000 energy evaluations [56].

3.2 Data Mining Approaches

The optimization approach assumes no previous knowledge (except for the energy

model). On the other hand, solid state chemists have been for long using empirical

or heuristic rules to rationalize and sometimes predict crystal structures. A very

well known example of such a set of rules is the Pauling rules relating stability to

atomic factors (such as ionic size, charge) and structural factors (such as the number

of edges or facets shared by cation-anion polyhedra) [64].

Another common heuristic approach consists of building structure maps

[65–67]. Structure maps rely on the existence of common crystal structure
prototypes. Different compounds can form similar arrangement of atoms called

prototypes. Traditionally, these structure prototypes are named after the formula

and/or name of the mineral from one of the compounds forming this structure. For

example, the “NaCl” or “rocksalt” structure prototype is formed not only by NaCl

but also by CoO, AgBr. etc. (see Fig. 4).

Structure maps are constructed by plotting for what values of atomic factors

certain crystal structure prototypes form. These atomic factors can, for instance, be

ionic radii or chemical scales such as the Mendeleev number in Pettifor maps. If the

factors are relevant, the structure types will cluster in different regions of the

structure map.

Empirical rules such as the Pauling rules are not really predictive and are mainly

used to rationalize the existence of already characterized crystals. While structure

maps can be used as a predictive tool as shown by Morgan et al. [68], they present

limitations due to their focus on specific factors such as size or electronegativity and

tend to be available only for very well populated stoichiometries.

Inspired by the success of empirical rules, researchers have been developing data

mining or machine learning techniques that learn from previous computations or

experiments and make informed guesses about likely crystal structure candidates

[69]. The approach relies greatly on the recent developments in data mining,
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machine learning, and statistical learning [70]. While we will focus on inorganic

compounds in this chapter, data mining approaches are also used more and more in

the fields of organic chemistry (see for instance [71, 72]).

Sections 4, 5, and 6 will present in more detail some data mining approaches to

compound prediction. They all rely on the use of a database of experimental or

computed data that is used to fit a probabilistic or regression model. This data mined

model can propose likely compound and crystal structure candidates that are tested

for stability with DFT.

4 Linear Regression Based Approaches to Data Mining

Crystal Structure Prediction

The work from Curtarolo et al. pioneered the use of data mining approaches in

combination with ab initio computations [73]. The authors focused on the correlations

existing between the energy of crystal structure prototypes in a binary system.

4.1 The Principal Component Analysis Model

Curtarolo et al. built a database of 114 crystal structure prototypes in 55 binary

metallic systems. They computed the energy of each of those compounds

using DFT.

The information included in this database can be expressed as a series of

55 vectors Ei (1 for each binary system) with 114 dimensions:

Ei ¼ Ei1;Ei2; . . . ;Einð Þ (5)

Fig. 4 Some examples of compounds and their crystal structure prototypes
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If the energies are not distributed randomly in the 114 dimension (i.e., if there

are correlations between energies in different alloys and crystal structures), we can

represent the energy vectors in a subspace of lower dimension than the full

114 dimensions. This dimension reduction can be formally performed with the

commonly used principal component analysis (PCA).

PCA starts by expressing the vector Ei as an expansion on a subspace of smaller

dimension:

Ei ¼
Xd
j¼1

αijei þ εi dð Þ, (6)

where εi is the error on the alloy i. PCA then finds the basis set {ei} minimizing the

squared sum of errors ∑ iεTi εi. This new basis set consists of a new set of axes in the

114 dimension space that are adequate to represent our set of alloy energies in

reduced dimensions.

Reducing the dimension naturally induces an error compared to the full database

in the 114 dimensions. The smaller the dimension reduction (the larger d), the

smaller the error induced by dimensional reduction. This is illustrated in Fig. 5a

which shows the root mean squared error depending on the number of dimensions.

Only nine dimensions (nine alloys) are necessary to obtain the energy of an alloy in

a specific crystal structure within an error of 50 meV/atom.

4.2 Prediction Procedure

The correlations indicated by the PCA can be used to accelerate the prediction of

new phases. Using these correlations, the amount of ab initio computations to

perform can be reduced dramatically. A data mining driven structure prediction

Fig. 5 Root mean squared error in function of the dimension reduction (a) and (b) number of

computations as a function of the number of ground states accurately predicted. The dashed line
indicates picking the structures randomly and the plain lines indicate the data mining driven

approach. Reprinted figures with permission from [73]. Copyright 2003 by the American Physical

Society
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procedure consists of three stages: prediction, suggestion, calculations. Given a

previously computed library of crystal structure prototypes in different alloys, we

can use the PCA to predict the energies of crystal structures not computed yet in a

given alloy. Using these data mined predicted energies we can identify the

structures that are the farthest below the convex hull or the closest to the hull.

This limited set of candidates are then computed by DFT. The new DFT results are

added to the database and a new series of prediction, suggestion, calculations is

performed until a convergence to a stable solution is reached.

Figure 5b compares the number of calculations required to reach a certain

percentage of ground states accurately predicted in both the random selection

(dashed line) and data mining driven case (plain line). The data mining approach

performs significantly better.

This technique has been used to perform searches of new borides [74, 75] or

rhodium alloys [76].

5 Data Mining Approach Based on Correlations

Between Crystal Structure Prototypes

The approach based on PCA presented in Sect. 4 is of great interest but requires

a database of computed energies for known (often stable) compounds and for

hypothetical compounds (often unstable) and their crystal structures. Such a

database is unfortunately not available for most areas of chemistry. On the

other hand, experimental crystal structure databases such as the ICSD are widely

available, giving access to observed inorganic compounds. In 2006, Fischer

et al. proposed an approach based on correlations between observed crystal

structures that do not require any previous computational data [77]. Instead of

a regression problem (i.e., predicting continuous quantities such as energies),

a classification problem is tackled: predicting whether a given crystal structure is

likely to be stable or not (without modeling how stable it will be). We will present

here the algorithm in detail and its application on a high-throughput large scale

search for ternary oxides [78].

5.1 General Principle of the Algorithm

Crystalline inorganic compounds have a limited set of crystal structure prototypes

(see Fig. 4). The basic idea behind the algorithm is to consider that the presence of a

given crystal structure prototype in a chemical system can be correlated to factors

such as the elements in this chemical system and the crystal structures co-existing at

other compositions. For instance, the crystal structure prototype of LaMn2O5 forms

very often with Mn. A strong correlation exists between the presence of this crystal
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structure prototype in a chemical system and manganese. Likewise, the FeSb2O6

and Sb2O5 crystal structure prototypes are also strongly correlated. From this

observation one can think about using partial information about a chemical system

(e.g., the presence of Mn or of the Sb2O5 prototype) to infer the crystal structures

likely to form. In the following sections we will discuss how this basic idea is

implemented mathematically. The data abstraction and variables will be introduced

along with the probabilistic model rigorously integrating all those correlations.

5.2 Data Abstraction

We will assume that a prototype label has been assigned to all the compounds in the

database. This prototyping step can be fully automated by using, for instance, the

algorithm proposed by Hundt et al. [79]. After transformation of the raw database to

a prototyped database, the data are in the form of a composition-crystal structure

prototype pair for each compound.

For the sake of simplicity we will use discrete composition variables in our model.

Compositions are continuous variables and, to project this continuous problem to a

discrete one, we will consider any composition to be present in a composition bin. For

instance, the composition bins could be AB, A2B, AC2, etc. for the binaries and ABC,

ABC2, etc. for the ternaries. Each of these composition bins ci is associated with a

variable xci indicating what crystal structure is present at this composition. For

example, if ci represents the composition AB2C4 then xci may have values such as

spinel, olivine, etc. The condition xci ¼ nostructure value indicates the absence of a

compound at the given composition. In addition, variables representing the system’s

constituents (e.g., Ei¼Ag, Cu, Na, etc.) are defined. With these definitions, any

chemical system of C constituents and n compositions can be represented by a vector

X ¼ xc1 ; xc2 ; . . . ; xcn ; xE1
; xE2

; . . . ; xEc
ð Þwhere the composition space is discretized by

using n composition bins.

In this formalism, any information from the database on a chemical system can

be represented by an instance of the vector X (see Fig. 6). Any prototyped crystal

structure database D can then be represented as a collection of N Xi instances,

D ¼ X1;X2; . . . ;XNf g.

5.3 Probabilistic Function and New Compound Discovery
Procedure

The probability density p(X) provides information as to what crystal structures tend

to coexist in a chemical system. Based on the available information at known

compositions in a system, this probability density can be used to assess if another

composition (cj) is likely to be compound-forming. Mathematically, this is

evaluated by computing the probability of forming a compound:
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pcompound cj
� �¼1

�p xcj ¼nostructure
��xc1 ,xc2 , ...,xcj�1

,xcjþ1
, ...,xcn , ...,xE1

,xE2
, ...,xEc

� �
:

(7)

In addition, when a composition cj of interest is targeted, the probability density
can be used to suggest the most likely crystal structures by evaluating the following:

p xcj
��xc1 , xc2 , . . . , xcj�1

, xcjþ1
, . . . , xcn , . . . , xE1

, xE2
, . . . , xEc

� �
: (8)

For the different values of xcj (i.e., for the different crystal structure prototypes

known at this composition), a list of the l most likely crystal structure candidates

can be established. These candidate crystal structures can then be tested for stability

by an accurate energy model such as DFT. The procedure for compound discovery

is summarized in Fig. 7.

We should stress that, in contrast to most optimization techniques, this approach

can not only suggest likely crystal structures for a given composition but also

suggest which compositions are likely to form stable compounds. This is very

important, especially for multi-component systems (ternaries or quaternaries), as

the compositional space is larger than for binary compounds.

5.4 Approximated Probabilistic Function

While very useful for structure prediction, this probability function is extremely

complex. In the case of ternary oxides, our model requires 183 variables. With

roughly 100 crystal structure prototypes possible per variable, this probability

function is defined on a domain of around 10366 values!

For all practical purpose this probability function needs to be approximated. The

way the approximation is made here is to use an approach known in statistical

Fig. 6 An example of how the information on the Al-Mg-O chemical system is projected onto the

composition variables. All dots indicate composition bins. Red dots are composition bins without

any known compound and blue dots are composition bins with a known compound crystallizing in

a specific prototype marked by an arrow
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mechanics as the cumulant expansion [80]. The cumulant expansion can be

presented starting with the identity

p Xð Þ ¼ Π
i
gi xcið Þ Π

j<k
gjk xcj ; xck
� �

Π
l<m<n

glmn xcl ; xcm ; xcnð Þ . . . (9)

Following this expression, p(X) can be seen as a product of independent

variables with corrections from pair, triplet, etc., correlations. The cumulant

terms can be defined recursively. Starting with a one variable probability function,

we trivially have

gi xcið Þ ¼ p xcið Þ; (10)

with a two variables probability function we have

p xci ; xcj
� � ¼ p xcið Þp xcj

� �
gij xci ; xcj
� �

, (11)

which implies that

Fig. 7 Data-mining driven compound discovery procedure. A probabilistic model is built from a

crystal structure database. In any system A-B-C, this model is used to identify the new

compositions (red dots) most likely to form a compound. For those compositions, the most likely

crystal structures are proposed using the same probabilistic model. These structure candidates are

then tested for stability by an accurate energy model as DFT
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gij xci ; xcj
� � ¼ p xci ; xcj

� �
p xcið Þp xcj

� � : (12)

The general form for a cumulant over the variable Xα is

gα xαð Þ ¼ p xαð Þ
Πβffiαgβ xβ

� � , (13)

for which the products at the denominator extends over all subsets of α.
So far, no approximation has been introduced. The approximation will consist of

truncating the cumulant expansion, considering that all the cumulants beyond pairs

(triplets, quadruplets etc. . .) are equal to 1 so that

p Xð Þ ¼ 1

Z
Π
i
p xcið Þ Π

j<k

p xci ; xcj
� �

p xcið Þp xcj
� � , (14)

where Z is a normalization constant or partition function.

5.5 Estimating the Probabilistic Function
from Available Data

Having decided on the form of an approximated probability function (14), we still

need to estimate the values of these function parameters. Using a database D, we

will search for the values p xci , xcj
��D� �

and p xci
��D� �

in best agreement with the data.

One can see this process – called parameter estimation – as a fit of the model to the

available data.

We will present two common ways of estimating the parameters of a probabilistic

model from the data: the maximum likelihood and the Bayesian approach. For

pedagogical purposes we will first present derivations for the single variable case

and will generalize later on the multi-variable case [81].

5.5.1 Single Variable Multinomial Parameter Estimation

by Maximum Likelihood

Let us assume a random variable X that can take on n possible values x ∈ {v1,v2, . . .,
vq}. Assuming we have a database D of N observed values for D ¼ x1; x2; . . . ; xNf g,
we would like to infer the probability function p x

��D� �
. For each of the possible

q values of Xwe assign a parameter with the value of the probability function. We then

have q parameters θvi with p x ¼ við Þ ¼ θvi . All these parameters can be for notation

purpose regrouped in one vector θ.
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It is very common to approach the parameter estimation using the maximum

likelihood approach [82]. The best estimate for the parameter is the one maximizing

the (log)-likelihood of the data l:

l D; θð Þ ¼ log p
�
D jθ� ¼ log p x1, x2, . . . , xN

��θ� � ¼XN
t¼1

log p xt
��θ� �

¼
X
x

n xð Þlog θx (15)

This derivation has been performed assuming that all the xi observations are

independent. n(x) indicates the number of times the value x is observed in the data

D. Maximizing the likelihood function in (15), under the constraint that
X
x

θx ¼ 1,

leads to

θML
x ¼ n xð ÞP

x0 n x0ð Þ : (16)

The maximum likelihood estimate of the probability for a given value to be

drawn is therefore the frequency at which this value appeared in the data set.

5.5.2 Single Variable Multinomial Parameter Bayesian Estimation

In the simple maximum likelihood approach presented in the previous section, there

is one set of values for the θ parameters. Another approach, called Bayesian

estimation, considers that assigning a unique value for a parameter is too rigid

and argues that one should be interested in discovering instead the probability

distribution of the parameter p θ
��D� �

. As an illustration, if one is observing a coin

toss leading to 1,001 heads and 999 tails, a maximum likelihood approach would

find out that the probability for heads should be 0.5005. A Bayesian approach, in

contrast, will argue that from this information one cannot rule out the possibility

that the value of the parameter is 0.5 for example. From this information the

Bayesian approach would rather propose a p θ
��D� �

peaked on 0.5005 but allowing

some spread and non-zero values for values close to 0.5005. A very complete

presentation of the Bayesian approach to probability can be found in Jaynes [83].

In the Bayesian approach, the probability for a value x to be observed is now

computed by integrating on all possible values of θ weighted by their probability:

p x
��D� � ¼ ð p x

��θ,D� �
p θ;Dð Þdθ: (17)

Data Mining Approaches to High-Throughput Crystal Structure and Compound. . . 155



The parameters θx are now defined as

θx ¼ p x
��θ,D� �

: (18)

The parameter estimation process consists in finding p θ
��D� �

. Using Bayes’ rule

of probability, we can show that

p θ
��D� � ¼ p D

��θ� � p θð Þ
p Dð Þ (19)

¼ p x1, x2, . . . , xN
��θ� � p θð Þ

p x1; x2; . . . ; xNð Þ (20)

¼ λΠ
x
θn xð Þ
x p θð Þ (21)

With λ ¼ 1

p x1; x2; . . . ; xNð Þ.
A new quantity appeared during this derivation: p(θ). This is called the prior on

the parameters. This represents the a priori belief the observer had before any

observation was actually done. In the multinomial case, a common prior used for

convenience is the Dirichlet distribution:

p θð Þ ¼ β αð ÞΠ
x
θαx�1
x , (22)

where β αð Þ ¼ Γ
P

x
αxð Þ

Πx Γ αxð Þ and Γ is the Gamma function. Plugging the Dirichlet prior

(22) in the expression of the posterior (20), we get

p θ
��D� � ¼ λβ αð ÞΠ

x
θn xð Þþαx�1
x : (23)

As we can see, using the Dirichlet prior with a multinomial distribution leads to a

multinomial distribution as posterior. This very convenient behavior makes the

Dirichlet distribution the so-called conjugate prior of a multinomial distribution.

The last piece of our problem not yet solved is the value of λ. We can use the

normalization condition
Ð
p(θ|D)dθ ¼ 1. Applying this constraint, it can be shown

that

p θ
��D� � ¼ Γ

X
x0

n x
0

� �
þ αx0

 !
Π
x

θn xð Þþαx�1
x

Γ n xð Þ þ αxð Þ (24)

¼ C n;αð ÞΠ
x0
θ
n x

0ð Þþα
x
0

x0
, (25)

where the part of the expression involving the Gamma function has been regrouped

for clarity in C(n, α). Now that we have found the expression for p θ
��D� �

, we can

evaluate the probability to observe a value vi for the variable X:
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p x ¼ við Þ ¼
ð
θvip θ;Dð Þdθ (26)

¼ C n;αð Þ
ð
θvi Π

x0
θ
n x

0ð Þþα
x
0

x0
dθ (27)

¼ n við Þ þ αviP
x0 n x0ð Þ þ αx0

: (28)

This final expression can be compared to that obtained using the maximum

likelihood (16). The way the prior influences the result is by adding extra counts αx
to the evaluation of the probability. We can see that if there is an important amount

of data available the probability will be driven mainly by the frequency of counts.

On the other hand, if there are very few data points, the prior will drive the

probability.

While we have chosen the Dirichlet prior, we still have to choose what

parameters α to use. There is no unique answer to that question. This choice

would depend on the prior belief we have in the outcome. In the case of no prior

information being available [84, 85], there is a common choice of prior called the

minimum information uniform Dirichlet prior, where α is chosen as

αx ¼ 1

q
(29)

where q represents the number of possible values for X.

5.5.3 Generalization to Multiple Variables

The results presented in the two previous sections can be generalized for multiple

variables. Let us say that we have two variables X and Y and we want to estimate

p x, y
��D� �

. D refers to a set of N observations D ¼ x; yð Þ1; x; yð Þ2; . . . ; x; yð ÞN
� �

. If

there are q possible values for X and r values possible for Y, then there are qr
possible values for the pair (X, Y ). Results from the single variable case can then

be directly used with a multinomial defined on qr values. Then the maximum

likelihood is

θML
x,y ¼ n x; yð Þ

N
; (30)

the Bayesian estimate is

p x ¼ vi, y ¼ wj

��D� � ¼ n vi;wj

� �þ αvi,wj

N þPx, y αx,y
; (31)

and the minimum information Dirichlet prior is
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αx ¼ 1

qr
: (32)

5.6 Searching for Unknown Ternary Oxides Using Data
Mining Compound Prediction

Ternary oxides are important for many technologies. The model presented here has

been used to search for new ternary oxides. We estimated a cumulant expansion

probabilistic model (14) using the oxide experimental data available in the ICSD

[24] and the Bayesian estimation procedure presented in Sect. 5.5. The 2006

version of the ICSD was searched for duplicate compounds. After this analysis,

616 unique binary and 4,747 ternary oxides compounds were identified. These

compounds were grouped by crystal structure prototype. Both duplicate checks and

prototyping were performed using Hundt et al.’s algorithm [79]. Composition bins

were binned into the 30 most common binary compositions and the 120 most

common ternary compositions. Any compound not fitting perfectly in one of

these bins was binned in the closest composition bin. Adding the 3 element

variables, 183 variables were used in total in the probability model.

5.6.1 New Ternary Oxides Predictions

We then searched for new compounds in 2,211 A-B-O systems with A and B taken

from H, Li, Be, B, C, N, F, Na, Mg, Al, Si, P, S, Cl, K, Ca, Sc, Ti, V, Cr, Mn, Fe, Co,

Ni, Cu, Zn, Ga, Ge, As, Se, Br, Rb, Sr, Y, Zr, Nb, Mo, Ag, Cd, In, Sn, Sb, Te, I, Cs,

Ba, La, Hf, Ta, W, Pt, Hg, Tl, Pb, Bi, Ce, Pr, Nd, Sm, Eu, Gd, Dy, Ho, Er, Tm, Yb,

and Lu. In these systems we used the procedure described in Fig. 7 and searched for

compositions where no ternary oxide is given in the ICSD but for which the

probability for forming a compound (7) is higher than a certain threshold. This

threshold represents a compromise between the computational budget required and

the rate of discovery expected. The value of the threshold we chose suggested 1,261

possible compositions and exhibited a 45% true positive rate during cross-

validation. At these selected compositions, the most likely crystal structures were

determined from the data mined probability density using (8). The number of

suggested crystal structures at each composition corresponds to the list length that

gave 95% accuracy in cross-validation. This corresponds to a total of 5,546 crystal

structures whose energy needed to be calculated with ab initio DFT. All existing

binary, ternary, and element structures in the ICSD were also calculated so that

relative phase stability can be assessed (using the thermodynamical convex hull

construction presented in Sect. 2). Hence, a new structure is stable when its energy

is lower than any combination of energies of compounds in the system weighted to

the same composition.

From the 1,261 compositions suggested by the model, the ab initio computations

confirmed 355 to be stable against every compound known in the ICSD.
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This represents 1 new stable compound predicted per 16 DFT computations. A fully

exhaustive search (i.e., computing all possible structure prototypes in any

composition bin) in the 2,211 A-B-O systems of interest would be prohibitive and

require 5,428,287 computations. Even restricting such an exhaustive search to the

crystal structure prototypes present in the selected 1,261 compositions bins would

need substantially more computations (183,007) than the 5,546 needed while using

the machine learned model.

To put this number of 355 new compounds predicted in perspective, we

compared it to the number of experimentally discovered and characterized ternary

oxides. We identified the earliest date of publication for any ternary oxide

compound present in the ICSD. We did not take into account multiple reports of

the same compound and compounds with partial occupancies. Figure 8 indicates in

blue how many new ternary oxide compounds were discovered each year according

to the ICSD from 1930 to 2005. The red bar shows how many new compounds have

been discovered in this work. The experimental discovery rate for ternary oxides is

around 100 per year since the 1970s. The 355 new compounds suggested were

obtained with about 55 days of computing on 400 Intel Xeon 5140 2.33-Ghz cores.

Those numbers show the potential for accelerating new compound discovery

through combining data mining with DFT computations.

Details and discussion on the results are available in Hautier et al. [78] and

details of all the new compounds are available on a web site [86].

Fig. 8 New ternary oxide discovery per year according to the ICSD. The bars from 1930 to 2005

indicate the number of new ternary oxides discovered per year. They are compared to the number

of new compounds discovered in this work
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6 Data Mined Ionic Substitution Model

In Sect. 6 we present a compound prediction algorithm based on correlations

between crystal structures co-existing in a same chemical system. This algorithm

was used in combination with high-throughput DFT computations to discover new

ternary oxides.

While, in theory, this algorithm can be used to make predictions in chemical

systems with any number of components, there are practical limitations to its

application, for instance, to the prediction of quaternary compounds. Indeed, the

data available for quaternaries is sparser than for ternaries, making the extraction of

informative correlations more difficult. More specifically, as the model presented in

the previous section is based on correlations between crystal structure prototypes, it

shows predictive limits for the crystal structure prototypes appearing only once in

the database. Those unique crystal structure prototypes do not have enough

occurrences for the model to capture useful correlations. The problem associated

with unique prototypes is already present in ternary compounds but tends to be even

more critical in the quaternary space. In the ICSD, 20% of the ternary crystal

structure prototypes are unique but up to 50% are unique in the case of quaternary

prototypes.

In the coming section we will show how a different data mining approach can be

used to make predictions in sparser regions. A probabilistic model can be built to

assess the likelihood for ionic species to substitute for each other while retaining the

crystal structure [87]. We describe the mathematical model and its training on an

experimental crystal structures database. The model predictive power is then

evaluated by cross-validation and the emerging chemical substitution rules are

analyzed.

6.1 Ionic Substitution Approach to New Compound
Discovery

Chemical knowledge often drives researchers to postulate new compounds based

on substitution of elements or ions from another compound. For instance, when the

first superconducting pnictide oxide LaFeAsO1�xFx was discovered, crystal

chemists started to synthesize many other isostructural new compounds by

substituting lanthanum with other rare earth elements such as samarium [88].

A formalization of this substitution approach exists in the Goldschmidt rules of

substitution, stating that the ions closest in radius and charge are the easiest to

substitute for each other [89]. While those rules have been widely used to rationalize

a posteriori experimental observations, they lack a real quantitative predictive power.

The data mining ionic substitution approach follows this substitution idea but

proposes a mathematical and quantitative framework around it. The basic principle

is to learn from an experimental database how likely the substitution of certain ions
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in a compound will lead to another compound with the same crystal structure.

Mathematically, the substitution knowledge is embedded in a substitution

probability function. This probability function can be evaluated to assess quantita-

tively if a given substitution from a known compound is likely to lead to another

stable compound. For instance, in the simple case of the LaFeAsO1�xFx compound

we expect the probability function to indicate a high likelihood of substitution

between La3+ and Sm3+ and thus a high likelihood of existence for the

SmFeAsO1�xFx compound in the same crystal structure as LaFeAsO1�xFx but

with Sm on the La sites.

This method follows an approach used in the field of machine translation

[90]. The aim of machine translation is to develop models able to translate texts

from one language to another. Therefore, one approach is to build probabilistic

models that evaluate the probability for a word in one language to correspond to

another word in another language. In the case of our ionic substitution model, the

approach is similar but it is a correspondence between ionic species instead of

words that is sought.

6.2 The Probabilistic Model

We present here the different variables and the mathematical form of the substitution

probabilistic model.

Let us represent a compound formed by n different ions by an n component

vector:

X ¼ X1,X2, . . .Xnð Þ: (33)

Each of the Xj variables are defined on the domain Ω of existing ionic species:

Ω ¼ Fe2þ; Fe3þ;Ni2þ;La3þ; . . .
� �

: (34)

The quantity of interest to assess the likelihood of an ionic substitution is the

probability pn for two n-component compounds to exist in nature in the same crystal

structure. If Xj and X0
j respectively indicate the ions present at the position j in the

crystal structure common to two compounds, then one needs to determine

pn X;X
0

� �
¼ pn X1;X2; . . . ;Xn;X

0
1;X

0
2; . . . ;X

0
n

� �
: (35)

Knowing such a probability function allows one to assess how likely any ionic

substitution is. For example, by computing p4(Ni
2 +, Li1 +, P5 +, O2 �|Fe2 +, Li1 +,

P5 +, O2 �), one can evaluate how likely Fe2+ in a lithium transition metal

phosphate is to be substituted by Ni2+. In this specific example, this value is

expected to be high as Ni2+ and Fe2+ are both transition metals with similar charge
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and size. Actually, LiNiPO4 and LiFePO4 both form in the same olivine-like

structure. On the other hand, the substitution of Fe2+ by Sr2+ would be less likely

and p4(Sr
2 +, Li1 +, P5 +, O2 �|Fe2 +, Li1 +, P5 +, O2 �) should have a low value.

We must point out that the probability function does not have any crystal structure

dependence. The fact that the compound targeted for substitution forms an olivine

structure does not influence the result of the evaluated probability. This is an

approximation in our approach.

The probability function pn(X,X
0) is a multivariate function defined in a high-

dimensional space and cannot be estimated directly. For all practical purposes, this

function needs to be approximated. We follow here an approach successfully used

in other fields such as machine translation and, based on the use of binary indicators

f, so-called feature functions.[91] These feature functions are mathematical

representations of important aspects of the problem. The only mathematical

requirement for a feature function is to be defined on the domain of the probability

function (X,X0) and return 1 or 0 as a result. They can be as complex as required by

the problem. For an ionic substitution model, one could choose, for example, as a

feature function:

f X;X
0

� �
¼ 1 if Ca2þ substitutes for Ba2þ in the presence of O2�

0 else

	
(36)

The relevant feature functions are commonly defined by experts from prior

knowledge. If our chosen set of feature functions are informative enough, we expect

to be able to approximate the probability function by a weighted sum of those

feature functions:

pn X;X
0

� �
� e
P

i
λif

nð Þ
i X;X

0ð Þ
Z

: (37)

Here λi indicates the weight given to the feature f
ðnÞ
i (X,X0) in the probabilistic

model. Z is a partition function ensuring the normalization of the probability function.

The exponential form chosen in (37) follows a commonly used convention in the

machine learning community [92].

The model presented is extremely general and can be adjusted by using whatever

feature function is considered relevant. A first assumption made is to consider that

the feature functions do not depend on the number n of ions in the compound.

Simply put, we assume that the ionic substitution rules are independent of the

compound’s number of components (binary, ternary, quaternary, etc.).

Therefore we will omit any reference to n in the probability and feature

functions. Equation (37) then becomes
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pn X;X
0

� �
� e
P

i
λi f i X;X

0ð Þ
Z

: (38)

While the feature functions could be more complex, only simple binary

substitutions are considered in this work. This means that the likelihood for two

ions to substitute for each other is independent of the nature of the other ionic

species present in the compound. Mathematically, this translates into the assump-

tion that the relevant feature functions are simple binary features of the form

f a,bk X;X
0

� �
¼ 1 Xk ¼ a and X

0
k ¼ b

0 else

	
(39)

Each pair of ions a and b present in the domain Ω is assigned a set of feature

functions with corresponding weights λa;bk indicating how likely the ions a and b can
substitute in position k. For instance, one of the feature functions will be related to

the Ca2 + to Ba2 + substitution:

f Ca
2þ,Ba2þ

k X;X
0

� �
¼ 1 Xk ¼ Ca2þ and X

0
k ¼ Ba2þ

0 else

	
(40)

The magnitude of the weight λCa
2þ,Ba2þ

k associated with this feature function

indicates how likely this binary substitution is to happen.

Finally, the features weights should satisfy certain constraints so that any

permutations of the components do not change the result of the probability evaluation.

Those symmetry conditions are

λa,bk ¼ λb,ak , (41)

and

λa,bk ¼ λa,bl : (42)

6.3 Training of the Probability Function

While the mathematical form for our probabilistic model is now well established,

the model parameters (the weights λa;bk ) still need to be evaluated. Those weights are

estimated from the information present in an experimental crystal structure

database.

From any experimental crystal structure database, structural similarities can be

obtained using structure comparison algorithms [79, 93]. For instance, CaTiO3 and

BaTiO3 both form cubic perovskite structures with Ca and Ba on equivalent sites.

This translates in our mathematical framework as a specific assignment for the

variables vector (X,X0) ¼ (Ca2 +,Ti4 +,O2 �,Ba2 +,Ti4 +,O2 �). We will follow the
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convention in probability theory, designing specific values of the random variable

vector (X,X0) by lower case letters (x,x0). An entire crystal structure databaseDwill

lead to m assignments (X,X0) ¼ (x,x0)t with t ¼ 1, . . ., m

D¼ X;X
0

� �
¼ x;x

0
� �1

, X;X
0

� �
¼ x;x

0
� �2

,..., X;X
0

� �
¼ x;x

0
� �m�1

, X;X
0

� �
¼ x;x

0
� �m	 


:

(43)

Coming back to our analogy to machine translation, probabilistic translation

models are estimated from databases of texts with their corresponding translation.

The analogue to the translated texts database in our substitution model is the crystal

structure database.

Using these assignments obtained from the database, we follow the commonly

used maximum-likelihood approach to find the adequate weights from a database

[82]. The weights maximizing the likelihood to observe the training data are

considered as the best estimates to use in the model. For notation purposes we

will represent the set of weights by a weight vector λ.
From those m assignments, the log-likelihood l of the observed data D can be

computed as

l D; λð Þ ¼
Xm
t¼1

log p x; x
0

� �t��λ� �
(44)

¼
Xm
t¼1

X
i

λif i x; x
0

� �t� �
� log Z λð Þ

" #
(45)

The feature weights maximizing the log-likelihood of observing the dataD (λML)

are obtained by solving

λML ¼ arg max
λ

l D; λð Þ: (46)

There is a last caveat in the training of this probability function. Any ionic pair

never observed in the data set could theoretically have any weight value. All those

unobserved ionic pair weights will be set to a common value α. As these ionic pairs
should be unlikely, a low value of α (for instance α ¼ 10�5 in the rest of this work)

will be used.

6.4 Compound Prediction Process

When the substitution probabilistic model in (37) has been trained, it can be used to

predict new compounds and their structures from a database of existing compounds.

The procedure to predict a compound formed by species a, b, c, and d is presented
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in Fig. 9. For each compound containing (x1i ,x
2
i ,x

3
i ,x

4
i ) as ionic species, the

probability to form a new compound by substitution of a, b, c, and d for x1i , x
2
i ,

x3i , and x
4
i is evaluated by computing p(a, b, c, d|x1i , x

2
i , x

3
i , x

4
i ). If this probability is

higher than a given threshold σ, the substituted structure is considered. If this new

compound candidate is charge balanced and previously unknown, it can be added to

our list of new compound candidates. If not, the algorithm goes to the next i + 1

compound in the crystal structure database. The substitutions proposed by the

model do not have to be isovalent. However, all suggested compounds have to be

charge balanced.

At the end of the new compound prediction process, a list of new compounds

candidates in the a, b, c, d chemistry is available. This list should be tested in a

second step for stability vs all already known compounds by accurate ab initio

techniques such as DFT (see Sect. 2).

6.5 Analysis of the Model

A binary feature model based on the ternary and quaternary ionic compounds

present in the inorganic crystal structure database (ICSD, [24]) has been built. In

this work we consider a compound to be ionic if it contains one of the following

Fig. 9 Procedure to predict new compounds formed by the a, b, c, and d species using the

substitutional probabilistic model. Reprinted with permission from [87]. Copyright 2011 Ameri-

can Chemical Society
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anions: O2�, N3�, S2�, Se2�, Cl�, Br�, I�, F�. Only ordered compounds (i.e.,

compounds without partially occupied sites) are considered. Crystal structure

similarity was found using Hundt et al.’s algorithm [79] and used to obtain the

database D of m assignments ((43) necessary to train the model. A binary feature

model was fitted on this data set using a maximum likelihood procedure.

6.5.1 Cross-Validation on Quaternary ICSD Compounds

The procedure to discover new compounds using the probabilistic model was

presented in Sect. 6.4. Using this procedure, we evaluated the predictive power of

this approach by performing a cross-validation test [70]. Cross-validation consists

in removing part of the data available (the test set) and training the model on the

remaining data set (the training set). The model built in this way is then used to

predict back the test set and evaluate its performance. We divided the quaternary

ordered and ionic chemical systems from the ICSD in three equal-sized groups. We

performed three cross-validation tests using all compounds in one of the groups as

test set and the remaining quaternary and ternary compounds as training set. This

extensive cross-validation tested 2,967 compounds in total. The cross-validation

tests excluded compounds forming in prototypes unique to one compound, as our

substitution strategy by definition cannot predict compounds in such unique

prototypes. We also only considered substitution leading to charge balanced

compounds.

Figure 10 indicates the false positive and true positive rates for a given threshold σ.
The true positive rate (TPrate) indicates the fraction of existing ICSD compound that

are indeed found back by the model (i.e., true hits):

TPrate σð Þ ¼ TP σð Þ
P

, (47)

where P is the number of existing compounds considered during our cross-

validation test and TP(σ) is the number of those existing compounds found by our

model with a given threshold σ (i.e., the number of true positives). The false

positive rate (FPrate) indicates the fraction of compounds not existing in the ICSD

and suggested by the model (i.e., false alarms):

FPrate σð Þ ¼ FP σð Þ
N

, (48)

where P is the number of compounds of proposed compounds non-existing in the

ICSD but considered during cross-validation and TP(σ) is the number of those

non-existing compounds proposed by our model with a given threshold σ (i.e., the

number of false positives).

High threshold values will lead to fewer false alarms but will imply fewer true

hits. On the other hand lower threshold values give more true hits at the expense of
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generating more false alarms. In practice, an adequate threshold is found by

compromising between these two situations.

The clear separation between the two curves in Fig. 10 shows that the model is

indeed predictive and can effectively distinguish between the substitutions leading

to an existing compound and those leading to non-existing ones. Moreover, Fig. 10

can be used to estimate a value of probability threshold for a given true positive

rate. For instance, the threshold required to find back 95% of the existing

compounds during cross-validation is indicated in Fig. 10 by a dashed line.

6.5.2 Ionic Pair Substitution Analysis

The tendency for a pair of ions to substitute for each other can be estimated by

computing the pair correlation:

gab ¼
p X1 ¼ a,X

0
1 ¼ b

� �
p X1 ¼ að Þp X1 ¼ bð Þ (49)

¼ p X1 ¼ a,X
0
1 ¼ b

� �
P

j p X1 ¼ a,X
0
1 ¼ x0

j

� �P
j p X1 ¼ b,X

0
1 ¼ x0

j

� � (50)

¼
1
Z e

λa,b
1

1
Z

P
j e

λ
a,x0 j
1

1
Z

P
j e

λ
b,x0 j
1

(51)

where a and b are two different ions and the sum represent a summation on all the

possible values x0j of the variable X0
1, i.e., a sum over all possible ionic species.

Fig. 10 True positive rate

(TPrate, blue line) and false

positive rate (FPrate, red
line) in function of the

probability threshold (σ)
logarithm during cross-

validation. Reprinted with

permission from [87].

Copyright 2011 American

Chemical Society
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This pair correlation measures the increased probability to observe two ions at

equivalent positions in a particular crystal structure over the probability to observe

each of these ions in nature. Two ions which substitute well for each other will have

a pair correlation higher than 1 (gab > 1) while ions which rarely substitute will

have a pair correlation lower than one (gab < 1). The pair correlation is therefore a

useful quantitative measure of the tendency for two ions to substitute for each other.

Figure 11 plots the logarithm (base10) of this pair correlation for the 60 most

common cations in the ICSD (the pair correlation for all the ionic pairs is presented

in supplementary information). Positive values indicate a tendency to substitute

while negative values show a tendency not to substitute. The ions are sorted by their

element Mendeleev number [65]. This ordering relates to their position in the

periodic table. Therefore, the different ions are automatically clustered by chemical

classes (alkali, alkali earth, rare earth, transition metals, and main group elements).

Fig. 11 Logarithm (base 10) of the pair correlation gab for each ion couple a, b. Equation (49) was

used to evaluate the pair correlation gab. The ions are sorted according to their element’s

Mendeleev number. Only the 60 most common ions in the ICSD are presented in this graph.

These correlation coefficients were obtained by training our probabilistic model on the ICSD.

Positive values indicate a tendency to substitute while negative values, in contrast, show a

tendency not to substitute. The symmetry of the pair correlation (gab ¼ gba) is reflected in

the symmetry of the matrix. Reprinted with permission from [87]. Copyright 2011 American

Chemical Society
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Different “blocks” of strong substitutional tendency are observed. For instance,

the rare earth elements tend to substitute easily to each other. The similar charges

(usually +3) and ionic size for those rare earth elements explain this strong

substitution tendency.

The alkali elements also form a strongly substituting group. Only the ions with

the largest size difference (Cs with Na or Li) do not substitute easily.

While transition metals in general tend to substitute easily for each other, two

subgroups of strong pair correlation can be observed: the early transition metals

(Zr4+, Ti4+, Ta5+, Nb5+, V4+, V5+,W6+, Mo6+) and late transition metals (Cr3+, Mn2+,

Mn3+, Fe2+, Fe3+, Co2+, Ni2+, Cu2+, Hg2+, Cd2+, Zn2+). This separation into two

groups could be explained by a charge effect. The early transition metals have

higher common oxidation states (+4 to +6) than the late ones (+2 to +3). Two

notable exceptions to the general strong substitution tendency between transition

metals are Ag1+ and Cu1+. While substituting strongly for each other, those two

ions do not substitute for any other transition metal. Indeed, electronic structure

factors drive both ions to form very unusual linear environments [94].

On the other hand, the main group elements do not have a homogeneous strong

substitution tendency across the entire chemical class. Only smaller subgroups such

as Ga3+, Al3+, and In3+ or Si4+, Ge4+, and Sn4+ can be observed.

Regions of unfavorable substitutions are also present. Transition metals do not

likely substitute for alkali or alkali earth metals. Only the smallest ions: Li1+, Na1+,

and Ca2+ exhibit mild substitution tendencies for some transition metals. In

addition, transition metals are very difficult to substitute for rare earths. Only Y3+

(and Sc3+ not shown in the figure) can substitute moderately with both rare earth

and transition metals, indicating their ambivalent nature at the edge of these two

very different chemistries.

Rare earth compounds do not substitute with main group elements with the

surprising exception of Se4+. Se4+ can occupy the high coordination sites that rare

earth elements take in the very common Pnma perovskite structure formed by

MgSeO3, CoSeO3, ZnSeO3, CrLaO3, InLaO3, MnPrO3, etc. . .
The oxidation state of an element can have a significant impact on whether an

element will substitute for others. The two main oxidation states for antimony, Sb3+

and Sb5+, behave very differently. The rather large +3 ion substitutes mainly with

Pb2+ and Bi3+, while the smaller +5 ion substitute preferentially with transition

metals Mo6+, Cr3+, Fe3+, etc.

Some ions tend to form very specific structures and local environments. Those

ions will substitute only with very few others. For instance, C4+ almost only

substitutes with B3+. Both ions share a very uncommon tendency to form planar

polyanions such as CO3
2� and BO3

3�. Hydrogen is an even more extreme example

with no favorable substitution from H1+ (with the exception of a mild substitution

with Cu1+) to any other ion, in agreement with its very unique nature.
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6.6 Limits and Strengths of the Model

The substitution model makes several simplifying assumptions. The absence of

dependence on the number of components implies that, for instance, the substitution

rules do not change if the compounds are ternaries or quaternaries. If Fe2+ is

established to substitute easily for Ni2+ in ternary compounds, the same substitution

should be likely in quaternaries.

In addition, the substitution rules do not depend on structural factors. In reality,

how easy a chemical substitution is will depend somewhat on the specific structure.

Some crystal structure sites will accommodate for instance a wider range of ions

with different size without major distortion. Perovksites are a good example of

structures where the specific size tolerance factor is established (see for instance

Zhang et al. [95]). In some ways our model is “coarse grained” over structures.

The second major assumption is the use of binary features only. This implies that

the substitution model only focuses on two substituted ions at a given site and does

not take into account the “context” such as the other elements present in the crystal

structure. Here again, a more accurate description will require this context to be

taken into account. For instance, two cations might substitute in oxides but not in

sulfides.

Those simplifying assumptions are, however, very useful in the sense that they

allow the model to capture rules from data dense regions and use them to make

predictions in data sparse regions. The substitution rules learned from ternary

chemical systems can be used to predict compounds in the much less populated

quaternary space. Likewise, substitution rules learned from very common crystal

structure prototypes can be learned and used to make predictions in uncommon

crystal structures. It is this capacity for this simpler model to make predictions in

sparser data regions which constitutes its main advantage vs more powerful models

such as that presented in Sect. 5.

Of course, our model could be refined in many ways. The most straightforward

way to add structural factors would be to introduce a dependence on the ion local

environment. The features could also be extended to go beyond binary features.

Interesting work in feature selection has shown that complex features can be built

iteratively from the data by combining very simple basic features [92].

The ionic substitution model has been used to search with high-throughput

computing for novel multicomponent oxides and polyanionic systems (e.g.,

phosphates) in the field of Li-ion batteries [8, 38, 96, 97]. The technique has also

been used recently to explore the field of oxynitrides for water splitting. The lack of

knowledge of oxynitride chemistry justified relying heavily on data mining driven

compound prediction [13].
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7 From Computer to Synthesis: Examples of Successful

Compound Prediction Through Data Mining

The ultimate success of a compound prediction technique is to lead to an experimental

synthesis of the predicted phase. The theoretical approaches presented in this review

chapter have already led to several successful syntheses of compounds suggested

through computation. We will outline briefly (and not exhaustively) some of those

successful predictions and describe their context.

7.1 Assigning a Structure to a Powder Diffraction Pattern

There are a significant number of compounds present in powder diffraction databases

(e.g., the PDF4+ database [98]) that do not have any crystal structure assigned. This is

an important issue, especially for computational materials science, as ab initio

computations need a material’s crystal structure to evaluate any property. Structure

assignment from powder diffraction data, for instance by Rietveld refinement, needs

a structural guess of the crystal structure that data mining crystal structure prediction

algorithms can provide. In the large scale search for ternary oxides presented in

Sect. 5, 355 compounds not present in the ICSD were suggested [78]. Of those

355 compounds, 64 compositions are present in a powder diffraction database but

without any structural data associated with the ICSD. Figure 12 compares the

simulated vs the experimental powder diffraction spectrum present in the PDF

database for two predicted compounds: MgMnO3 and CoRb2O3 (00-024-0736 [99]

and 00-027-0515 [100]). Not only did the algorithm identify successfully the

stoichiometries absent from the ICSD 2006 database (without data from the PDF

database) but the computed and experimental patterns are in good agreement (if one

takes into account the overestimation of the lattice constant by a few percent present

with DFT computations in the generalized gradient approximation). Only one peak in

the 50� region does not match the powder diffraction pattern for MgMnO3.

These two examples show that a purely data mining driven approach based on no

human intervention can successfully assign crystal structure to powder diffraction

patterns.

7.2 SnTiO3

Among the compounds without any data available (even powder diffraction data),

the large scale data mined ternary oxide search presented in Sect. 5 found SnTiO3 to

be a stable stoichiometry with an ilmenite structure being the most stable phase.

This SnTiO3 ilmenite prediction is of technological interest as SnTiO3 perovskite

has been predicted through ab initio computation to be a good candidate Pb-free
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ferroelectric material [101]. Unfortunately, the interesting piezoelectric properties

are only present for the perovskite structure. The synthesis of SnTiO3 had been

unsuccessful at the time of publication of the paper on ternary oxides but was

reported very shortly after by Fix et al. [102]. The experimental results very clearly

confirm the computed prediction of an ilmenite phase. Not only is this example a

success of computational prediction but it illustrates how important it is to study the

stability of the phases that are used to make materials properties prediction in the ab

initio literature.

7.3 Li9V3 (P2O7)3 (PO4)2

Finding novel cathodes for Li-ion batteries is of great importance for energy storage

[103–105]. Using the possibility to predict important battery properties by ab initio

computations (voltage, Li-ion diffusion, stability when charged) [106, 107], a high-

throughput computational search for new cathode materials has been performed by

Ceder et al. This project made extensive use of some of the data mining based

compound prediction approaches that have been previously described.

During this high-throughput study, an entirely novel phase – Li9V3 (P2O7)3 (PO4)2 –

was predicted by the ionic substitution approach suggesting that a substitution of Fe3+

to V3+ in Li9Fe3 (P2O7)3 (PO4)2 leads to a compound lying low in energy [8, 108]. This

example shows how unusual structures, beyond the common spinels, rock salt, ilmenite

etc., can also be suggested by data mining approaches and lead to technologically

relevant materials.

We should note that an independent report on this phase by Kuang et al. [109]

had appeared in the literature. However, the patent anteriority date from the Ceder

team (before Kuang et al.’s publication) clearly confirms the true predictive nature

of the result.

ba

Fig. 12 Comparison between the predicted (above) and the experimental (from PDF4+ database,

below) powder diffraction patterns for MgMnO3 (a) and CoRb2O3 (b)
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7.4 Sidorenkite

The high-throughput cathode project also led to the identification of an even

more exotic class of materials: the sidorenkite carbonophosphates [33, 38, 110].

Carbonophosphates had only been known as rare minerals but were identified by

high-throughput computations to form very promising lithium-ion battery cathodes.

The predicted compounds were then synthesized by hydrothermal reaction followed

by ion exchange as suggested by computational phase stability analysis. Some

carbonophosphates have shown electrochemical activity and very good cyclability

as Li-ion battery cathode (see Fig. 13c, d).

7.5 LiCoPO4

Compound prediction can also push for the reinvestigation of chemical systems that

were believed to be very well known. In their high-throughput phosphate analysis,

Hautier et al. made the surprising observation that data mining and DFT suggested

d

c

b

a

Fig. 13 XRD patterns (a) and powders (b) of first-time synthesized Na3M(CO3)(PO4) with

M ¼ Mn, Ni, Fe, Co, etc. The electrochemical activity (voltage vs capacity) of the Mn-based Li

version Li3Mn(CO3)(PO4) (c) and the cyclability of the Li3Fe(CO3)(PO4) phase (d). Adapted with

permission from [33] and [110]. Copyright 2012 American Chemical Society
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a polymorph of the well studied LiCoPO4 olivine structure [8]. While LiCoPO4

olivine incorporates Co coordinated by octahedra of oxygen, the new predicted

polymorph shows the structure of LiZnPO4 based on tetrahedral Co. The prediction

was confirmed by Jähne et al. when they reported on the first synthesis of tetrahedral

LiCoPO4 in the structure that was suggested computationally [111].

8 Conclusion and Future Avenues

Materials science is moving more and more towards computationally oriented

materials design. Compound and crystal structure prediction is a critical step in

this new paradigm. Current DFT techniques are mature enough to model the phase

stability reasonably well and different approaches to compound predictions have

been developed. Among them, data mining offers high-throughput-friendly,

efficient methods that have already been used in several fields from Li-ion batteries

to oxynitrides for water splitting. We not only presented these methods in details

but also reported on several successes where computational predictions were

confirmed by experimental synthesis.

In the future, the development of large databases of freely available computed

data such as the Materials Project will surely help in providing large data sets to be

used for fitting more efficient data mining crystal structure prediction models. We

can expect an improvement in the predictive power of data mining based techniques

as the models are refined and the data sets become larger.

However, the main limitation of data mining techniques is their inability to

predict (in contrast to optimization techniques such as genetic algorithms) crystal

structures that have never been observed before. Combination of optimization and

data mining approaches could offer a solution to this problem, aiming at keeping

the low computational budget of knowledge-based methods while approaching the

exhaustivity of the optimization approaches.

We hope the many compound prediction techniques available and the current

understanding of the accuracy of phase stability prediction will in the future make

phase stability a more central part of the computational materials design process.

Too often new phases with exceptional computed properties are proposed without

assessing their phase stability.

Finally, while computations can be truly predictive to determine the existence of an

inorganic phase, the step between computational compound prediction and finding the

most appropriate synthesis route is still very empirical. A better fundamental under-

standing of the different synthesis approaches (solid state reaction, hydrothermal, etc.)

needing a joint effort from experimentalists and theorists would be of great value here.
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42. Stevanović V, Lany S, Zhang X, Zunger A (2012) Correcting density functional theory for

accurate predictions of compound enthalpies of formation: fitted elemental-phase reference

energies. Phys Rev B 85:115104

43. Oganov AR, Valle M (2009) How to quantify energy landscapes of solids. J Chem Phys

130(10):104504

44. Ceder G (1993) A derivation of the Ising model for the computation of phase diagrams. Comp

Mater Sci 1(2):144–150

45. Ducastelle F (1991) Order and phase stability in alloys, volume 3 (cohesion and structure).

North Holland, Amsterdam

46. Sanchez JM, Ducastelle F, Gratias D (1984) Generalized cluster description of multicomponent

systems. Physica A 128:334–350

47. Blum V, Zunger A (2004) Structural complexity in binary bcc ground states: the case of bcc

Mo-Ta. Phys Rev B 69(2):20103

48. Hart GLW (2009) Verifying predictions of the L13 crystal structure in Cd-Pt and Pd-Pt by

exhaustive enumeration. Phys Rev B 80(1):014106

176 G. Hautier

http://www.fiz-karlsruhe.de/icsd.html


49. Sanati M, Wang L, Zunger A (2003) Adaptive crystal structures: CuAu and NiPt. Phys Rev

Lett 90(4):045502

50. Van Der Ven A, Aydinol MK, Ceder G (1998) First-principles evidence for stage ordering in

LixCoO2. J Electrochem Soc 145(6):2149

51. Wales DJ, Doye JPK (1997) Global optimization by basin-hopping and the lowest energy

structures of Lennard-Jones clusters containing up to 110 atoms. J Phys Chem A

101(28):5111–5116

52. Wales DJ, Scheraga HA (1999) Global optimization of clusters, crystals, and biomolecules.

Science 285(5432):1368–1372

53. Abraham NL, Probert MIJ (2006) A periodic genetic algorithm with real-space representation

for crystal structure and polymorph prediction. Phys Rev B 73(22):224104

54. Bush TS, Catlow CRA, Battle PD (1995) Evolutionary programming techniques for

predicting inorganic crystal structures. J Mater Chem 5(8):1269–1272

55. Oganov AR, Glass CW (2006) Crystal structure prediction using ab initio evolutionary

techniques: principles and applications. J Chem Phys 124(24):244704

56. Oganov AR, Glass CW (2008) Evolutionary crystal structure prediction as a tool in

materials design. J Phys Condens Matter 20(6):064210

57. Trimarchi G, Zunger A (2007) Global space-group optimization problem: finding the stablest

crystal structure without constraints. Phys Rev B 75(10):104113

58. Zhang X, Zunger A, Trimarchi G (2010) Structure prediction and targeted synthesis: a new

Na(n)N2 diazenide crystalline structure. J Chem Phys 133(19):194504

59. Oganov AR, Chen J, Gatti C, Ma Y, Ma Y, Glass CW, Liu Z, Yu T, Kurakevych OO,

Solozhenko VL (2009) Ionic high-pressure form of elemental boron. Nature 457

(February):863–868

60. Kolmogorov A, Shah S, Margine E, Bialon A, Hammerschmidt T, Drautz R (2010) New

superconducting and semiconducting Fe-B compounds predicted with an ab initio evolutionary

search. Phys Rev Lett 105(21):217003

61. Ono S, Kikegawa T, Ohishi Y (2007) High-pressure transition of CaCO3. Am Mineral

92(7):1246–1249

62. Gou H, Dubrovinskaia N, Bykova E, Tsirlin AA, Kasinathan D, Richter A, Merlini M,

Hanfland M, Abakumov AM, Batuk D, Van Tendeloo G, Nakajima Y, Kolmogorov AN,

Dubrovinsky L (2013) Discovery of a superhard iron tetraboride superconductor. Phys Rev

Lett 111:157002

63. Liebold-Ribeiro Y, Fischer D, Jansen M (2008) Experimental substantiation of the “energy

landscape concept” for solids: synthesis of a new modification of LiBr. Angew Chem Int Edit

47(23):4428–4431

64. Pauling L (1929) The principles determining the structure of complex ionic crystals. J Am

Chem Soc 51:1010–1026

65. Pettifor DG (1990) Structure maps in alloy design. J Chem Soc Faraday Trans 86

(8):1209–1213

66. Pettifor DG (2003) Structure maps revisited. J Phys Condens Matter 15:13–16

67. Villars P (1983) A three-dimensional structural stability diagram for 998 binary AB interme-

tallic compounds. J Less Common Met 92(2):215–238

68. Morgan D, Rodgers J, Ceder G (2003) Automatic construction, implementation and assess-

ment of Pettifor maps. J Phys Condens Matter 15:4361–4369

69. Ceder G, Morgan D, Fischer C, Tibbetts K, Curtarolo S (2006) Data-mining-driven quantum

mechanics for the prediction of structure. MRS Bull 31:981–985

70. Hastie T, Tibshirani R, Friedman J (2009) The elements of statistical learning: data mining,

inference, and prediction. 2nd edn. (Springer Series in Statistics), Springer, chap 4, pp 80–113

71. von Lilienfeld OA (2013) First principles view on chemical compound space: gaining

rigorous atomistic control of molecular properties. Int J Quantum Chem 113(12):1676–1689

72. Rupp M, Tkatchenko A, Müller KR, von Lilienfeld OA (2012) Fast and accurate modeling of

molecular atomization energies with machine learning. Phys Rev Lett 108:058301

Data Mining Approaches to High-Throughput Crystal Structure and Compound. . . 177



73. Curtarolo S, Morgan D, Persson K, Rodgers J, Ceder G (2003) Predicting crystal structures

with data mining of quantum calculations. Phys Rev Lett 91(13):135503

74. Kolmogorov AN, Curtarolo S (2006) Prediction of different crystal structure phases in metal

borides: a lithium monoboride analog to MgB2. Phys Rev B 73(18):180501

75. Kolmogorov AN, Curtarolo S (2006) Theoretical study of metal borides stability. Phys Rev B

74(22):224507

76. Levy O, Chepulskii RV, Hart GLW, Curtarolo S (2009) The new face of rhodium alloys:

revealing ordered structures from first principles. J Am Chem Soc 132(2):833–837

77. Fischer CC, Tibbetts KJ, Morgan D, Ceder G (2006) Predicting crystal structure by merging

data mining with quantum mechanics. Nat Mater 5(8):641–646

78. Hautier G, Fischer CC, Jain A, Mueller T, Ceder G (2010) Finding nature’s missing ternary

oxide compounds using machine learning and density functional theory. Chem Mater

22(12):3762–3767

79. Hundt R, Schön JC, Jansen M (2006) CPMZ-an algorithm for the efficient comparison of

periodic structures. J Appl Crystallogr 39:6–16

80. Morita T (1957) Cluster variation method of cooperative phenomena and its generalization I.

J Phys Soc Jpn 12(7):753–755

81. Fischer CC (2007) A machine learning approach to crystal structure prediction. PhD thesis,

Massachusetts Institute of Technology

82. Eliason SR (1993) Maximum likelihood estimation: logic and practice. Sage Publications,

Inc, Newberry Park

83. Jaynes ET (2003) Probability theory: the logic of science. Cambridge University Press,

Cambridge

84. Buntine W (1991) Theory refinement on Bayesian networks. In: Proceedings of the seventh

conference on uncertainty in artificial intelligence, Citeseer 91:52–60

85. Lynch RSJ, Willett PK (2003) Adaptive Bayesian classification using noninformative

Dirichlet priors. IEEE Trans Syst Man Cybern 33(3):2812–2815

86. Ternary oxides predictions. http://ceder.mit.edu/ternaryoxides, accessed: 01 July 2013

87. Hautier G, Fischer C, Ehrlacher V, Jain A, Ceder G (2011) Data mined ionic substitutions for

the discovery of new compounds. Inorg Chem 50:656–663
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93. Parthé E, Gelato L (1984) The standardization of inorganic crystal-structure data. Acta

Crystallogr A 40:169–183

94. Gaudin E, Boucher F, Evain M (2001) Some factors governing Ag+ and Cu+ Low coordina-

tion in chalcogenide environments. J Solid State Chem 160(1):212–221

95. Zhang H, Li N, Li K, Xue D (2007) Structural stability and formability of ABO3-type

perovskite compounds. Acta Crystallogr Sec B 63:812–818

96. Jain A, Hautier G, Moore CJ, Kang B, Lee J, Chen H, Twu N, Ceder G (2012) A computa-

tional investigation of Li9M3(P2O7)2(PO4)2 (M¼V, Mo) as cathodes for Li ion batteries.

J Electrochem Soc 159(5):A622–A633

97. Ma X, Hautier G, Jain A, Doe R, Ceder G (2013) Improved capacity retention for LiVO2 by

Cr substitution. J Electrochem Soc 160(2):A279–A284

98. International centre for diffraction data. PDF4+ database. http://www.icdd.com/products/

pdf4.htm. Accessed 1 July 2013

99. Chamberland B, Sleight AW,Weiher JF (1970) Preparation and characterization of MgMnO3

and ZnMnO3. J Solid State Chem 1(3–4):512–514

178 G. Hautier

http://ceder.mit.edu/ternaryoxides
http://www.icdd.com/products/pdf4.htm
http://www.icdd.com/products/pdf4.htm


100. Jansen M, Hoppe R (1974) Neue oxocobaltate (IV):Cs2[CoO3], Rb2[CoO3] und

K2[CoO3]. Z Anorg Allg Chem 408:75–82

101. Matar S, Baraille I, Subramanian M (2009) First principles studies of SnTiO3 perovskite as

potential environmentally benign ferroelectric material. Chem Phys 355(1):43–49

102. Fix T, Sahonta SL, Garcia V, MacManus-Driscoll JL, Blamire MG (2011) Structural and

dielectric properties of SnTiO3, a putative ferroelectric. Crystal Growth Des 11:1422–1426

103. Ellis BL, Lee KT, Nazar LF (2010) Positive electrode materials for Li-ion and Li-batteries.

Chem Mater 22(3):691–714

104. Goodenough JB, Kim Y (2010) Challenges for rechargeable Li batteries. Chem Mater

22(3):587–603

105. Whittingham MS (2004) Lithium batteries and cathode materials. Chem Rev

104(10):4271–4302

106. Ceder G, Hautier G, Jain A, Ong SP (2011) Recharging lithium battery research with

first-principles methods. MRS Bull 36(3):185–191

107. Meng YS, Arroyo-de Dompablo ME (2013) Recent Advances in First Principles Computa-

tional Research of Cathode Materials for Lithium-Ion Batteries, Acc Chem Res, 46

(5):1171–1180

108. Ceder G, Jain A, Hautier G, Kim JC, Kang B, Daniel R (2013) Mixed phosphate-diphosphate

electrode materials and methods of manufacturing same US8399130 B2

109. Kuang Q, Xu J, Zhao Y, Chen X, Chen L (2011) Layered monodiphosphate

Li9V3(P2O7)3(PO4)2: a novel cathode material for lithium-ion batteries. Electrochim Acta

56(5):2201–2205

110. Chen H, Hautier G, Jain A, Moore C, Kang B, Doe R, Wu L, Zhu Y, Tang Y, Ceder G (2012)

Carbonophosphates: a new family of cathode materials for Li-ion batteries identified

computationally. Chem Mater 24(11):2009–2016

111. Jähne C, Neef C, Koo C, Meyer HP, Klingeler R (2013) A new LiCoPO4 polymorph via low

temperature synthesis. J Mater Chem A 1(8):2856

Data Mining Approaches to High-Throughput Crystal Structure and Compound. . . 179



Top Curr Chem (2014) 345: 181–222
DOI: 10.1007/128_2013_489
# Springer-Verlag Berlin Heidelberg 2014
Published online: 11 February 2014

Structure and Stability Prediction

of Compounds with Evolutionary Algorithms

Benjamin C. Revard, William W. Tipton, and Richard G. Hennig

Abstract Crystal structure prediction is a long-standing challenge in the physical

sciences. In recent years, much practical success has been had by framing it as a

global optimization problem, leveraging the existence of increasingly robust and

accurate free energy calculations. This optimization problem has often been solved

using evolutionary algorithms (EAs). However, many choices are possible when

designing an EA for structure prediction, and innovation in the field is ongoing.

We review the current state of evolutionary algorithms for crystal structure and

composition prediction and discuss the details of methodological and algorithmic

choices. Finally, we review the application of these algorithms to many systems of

practical and fundamental scientific interest.
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1 Introduction

Many of the most crucial technological challenges today are essentially materials

problems. Materials with specific properties are needed but unknown, and new

materials must be found or designed. In some cases experiments can be performed

to search for and characterize new materials [1], but these methods can be expensive

and difficult. Thus, computational approaches can be complementary or advantageous.

Theoretical prediction of many materials properties is possible once the atomic

structure of a material is known, but structure prediction remains a challenge.

However, a number of new methods have been proposed in recent years to address

this problem [2–8]. These techniques are often faster and less expensive than

experimental work, they dispense with the need to work with sometimes toxic

chemicals, and they can be used to explore materials systems under conditions that

are still inaccessible to experiment, such as very high pressures.

Unless kinetically constrained, materials tend to form structures that are in

thermodynamic equilibrium, i.e., have the lowest Gibbs free energy. Thus, in

order to predict a material’s structure, we must find the arrangement of atoms that

minimizes the Gibbs free energy, given by

G ¼ U � TSþ pV

Here, U is the internal energy, p the pressure, V the volume, T the temperature,

and S the entropy. The entropy is comprised of three contributions: electronic,

vibrational, and configurational. The vibrational and configurational components

are expensive to calculate, and much of the error introduced by neglecting the
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entropy vanishes when taking energy differences [9, 10]. For these reason, the

entropy is often neglected, effectively constraining the search to the T ¼ 0 regime.

That is, the enthalpy H ¼ U + pV is frequently used to approximate the Gibbs free

energy. Finite temperature effects can be included as a post-processing step once

particularly promising structures have been identified. We note that, at high

temperatures, anharmonic contributions to the vibrational entropy can stabilize

phases that are mechanically or dynamically unstable at low temperature [11].

However, in order to search for stable materials at low temperature and fixed

composition, the function we need to minimize, known as the objective function,

is the enthalpy per atom.

A thermodynamic ensemble is not always used as the objective function. Bush

et al. devised an objective function based on Pauling’s valence rules and only

performed energy calculations on the best structures identified thereby [2, 12].

Although this approach is computationally efficient, it is limited to ionic materials

and is not as reliable as a direct search over the correct thermodynamic quantity.

1.1 Potential Energy Landscape

Given the atomic structure, there exist efficient methods for approximating

the enthalpy. A complete description of a crystal structure includes six lattice

parameters and 3N � 3 atomic coordinates, where N is the number of atoms in the

unit cell. Thus, the function we seek to minimize can be thought of as a surface in a

3N + 3-dimensional space. These surfaces are referred to as energy landscapes. The

lowest enthalpy structure is located at the deepest, or global, minimum of the energy

landscape. In this way, the physical problem of predicting a material’s atomistic

structure is expressed as a mathematical optimization problem. In order to understand

the search for the global minimum of an energy landscape, it is helpful to examine

some general properties of energy landscapes of materials, as follows:

• Much of the configuration space corresponds to structures with unphysical small

interatomic distances. These areas of the configuration space can be neglected.

• The energy landscape is effectively partitioned into basins of attraction by the

use of a local optimization routine. The local optimizer takes any two structures

in the same basin into the local minimum located at the bottom of the basin.

• The number of local minima on the energy landscape scales exponentially with

the dimensionality of the search space, i.e., with the number of atoms in the cell

[13]. Venkatesh et al. calculated the number of local minima as a function of

system size for clusters containing up to 14 Lennard–Jones particles, illustrating

this exponential trend [14].

• Deeper basins tend to occupy larger volumes in the multidimensional space.

Specifically, a power law distribution describes the relationship between the

depth of a basin and its hyper-volume. Combined with our capability for local

minimization, this greatly simplifies the search for the optimum structure [15].
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• The barrier to reach a neighboring basin is usually low if that basin has a deeper

minimum than the current basin. This is a consequence of the Bell–Evans–Polanyi

principle [7].

• Low-energy minima in the landscape usually correspond to symmetrical

structures [7].

• Low-lying minima are usually located near each other on the energy landscape.

This tendency gives the landscape an overall structure that can be exploited

while searching for the global minimum [16].

No analytical form exists for the enthalpy as a function of atomic configuration.

We can only sample the enthalpy and its derivatives at discrete points on the energy

landscape using methods such as density functional theory (DFT). Thus, one often

resorts to heuristic search methods. One such class of methods that has proven

successful is the evolutionary algorithm. This approach draws inspiration from

biological evolution. Efficient local optimization utilizes the derivative information

and is very beneficial in the solution of the optimization problem (see Sect. 4).

Figure 1 illustrates how local optimization transforms the continuous potential

energy landscape into a discrete set of basins of attractions, which dramatically

simplifies the search space.

1.2 Evolutionary Algorithms

In nature, genetic information is carried in organisms. It is maintained in a

population’s gene pool if it is passed on from parents to offspring. New information

can be introduced through mutation events, but these are rare (and usually lethal).

The success that an organism has in passing on its genes is called the organism’s

fitness.

The fitness of an organism is not universal but depends on its environment. Many

species which are very successful in their native habitats would do poorly in other

Enthalpy
Effective potential energy
surface of local minima

Potential energy
surface

Basin of
attraction

Local minimum

Local
optimization

Fig. 1 Potential energy surface. The use of local optimization simplifies the search problem by

dividing the continuous solution space into basins of attraction
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environments. More subtly, there is variance of traits within a single species. In

some cases these differences can lead to a difference in the organisms’ fitness.

The genes of low-fitness individuals are less likely to be passed on, so traits of the

high-fitness individuals are likely to be more common in subsequent generations.

In this way, populations (but not individuals) evolve to be well suited to their

environment. This assumes, of course, that relevant traits are passed on, to varying

degrees, from parents to offspring. The correlation between a trait in a parent and

that in an offspring is known as the heritability of a trait. In order for environmental

pressure to cause quick evolution of a trait, that trait must have high heritability.

Evolutionary algorithms leverage the power of this process to “evolve” solutions

to optimization problems. Initial efforts to apply evolutionary algorithms to the

structure prediction problem were aimed at finding the lowest energy conformation

of large organic molecules [17–21]. Evolutionary search techniques were also suc-

cessfully applied to atomic clusters [22, 23], and soon the method was extended to 3D

periodic systems [2, 12, 24].

It has been observed that evolutionary algorithms (EAs) are well suited to the

structure prediction problem for several reasons [25]. First, they can efficiently find

the global minimum of multidimensional functions. EAs require little information

and few assumptions about the lowest energy structure, which is advantageous

when searching for structures about which little is known a priori. Finally, if

designed correctly, an EA can take advantage of the structure of the energy

landscape discussed in Sect. 1.1.

The evolutionary approach to structure prediction is modeled after the natural

process. Each crystal structure is analogous to a single organism. In nature, the fitness

of an organism is based on how well its phenotype is suited to its environment and, in

particular, how successful it is in reproducing. In an evolutionary algorithm, fitnesses

are assigned to the organisms based on their objective function values, and they are

allowed to reproduce based on those fitnesses. Pressures analogous to those which

force species to adapt to their environments will thus lead to crystal structures with

lower energies.

Organisms in an EA are often grouped into generations. The algorithm proceeds

by creating successive generations. The methods by which an offspring generation

is made from parents are called variation operations or variations and include

operations that are analogous to genetic mutation and crossover. A single offspring

organism can be created from either one or two parents, depending on which

variation is used. Every offspring organism must meet some minimum standards

to be considered viable, analogous to the “growing up” process in nature. This is

known as the development process. The algorithm terminates when some user-

defined stopping criteria are met (see Sect. 2.13).

Improvements are made to the biological analogy when possible. In particular, we

would rather not let the optimal solution worsen from one algorithmic iteration to the

next. To prevent this, a promotion operator is used to advance some of the best

organisms from one generation directly to the next. Also, mutations in nature are

usually detrimental. When searching for structures, one might try to use mutation

variations that are likely to introduce valuable new information to the gene pool.
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Figure 2 outlines how a typical evolutionary algorithm for structure prediction

proceeds, such as that implemented by Tipton et al. [26, 27]. The EA starts by

creating an initial population (Sect. 2.2) and calculating the fitness of each organism

in it (Sect. 2.3). Organisms are then selected to act as parents (Sect. 2.4) or to be

promoted to the next generation (Sect. 2.5). The parents create offspring structures

via mating (Sect. 2.6) or mutation (Sect. 2.7). The offspring are developed (Sect. 2.9)

and the energy of each offspring organism is calculated using some external energy

code, followed by a post-evaluation development step. If successful, the offspring

structures are then added to the next generation, and their fitnesses are calculated.

Unless the EA has converged (Sect. 2.13), the current children become parents in the

next generation.

2 Details of the Method

2.1 Representation of Structures

A total of 3N + 3 dimensions describe the atomic coordinates and lattice vectors of

a crystal structure. Additionally, the number of atoms, N, itself must be determined

for ab initio structure predictions. However, these degrees of freedom are not all

truly independent. Alternate choices of lattice vectors provide infinitely many ways

to represent the same crystal structure, as illustrated in Fig. 3. Additionally, for

molecular crystals, the dimensionality of the search space is effectively reduced

since the molecular units typically stay intact in these crystal structures. This is due

to the separation of energy scales, with strong intramolecular covalent interactions

and much weaker intermolecular van der Waals interactions. In this case, structure

search algorithms can take advantage of this trait by treating complete molecules,

instead of individual atoms, as indivisible structural building blocks [28, 29]. Since

the solution space is somewhat more complicated than it has to be, the task of

searching that space is also more complicated than necessary. This difficulty may

be addressed by attempting to standardize the way structures are represented in the

computer.

Create initial parent 
generation

Use promotion and 
variations to create 

offspring

Pre-evaluation 
development

Structure relaxation and energy evaluation
using external code

Post-evaluation 
development

Enough structures?

No

Yes Convergence 
achieved?

No

Yes

Done!

Begin

Create empty child 
generation

Set children to parents

Fig. 2 Outline of evolutionary algorithm for structure prediction
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2.1.1 Standardization of Representation

Two techniques are employed to standardize the representation of structures. The first

and most widely used method is to impose hard constraints on the structures. These

constraints include minimum interatomic distances and lattice parameter magnitudes.

Limits on the maximum interatomic distances and lattice vector magnitudes are

sometimes enforced as well [26, 27, 30, 31]. In addition, most authors constrain the

range of angles between the lattice vectors [26, 27, 30–33]. If the algorithm varies the

number of atoms per cell, this value is also constrained [27]. A restriction on the total

volume of the cell is an additional possibility [30, 31, 34].

Physical considerations must be taken into account when choosing the

constraints. For the constraint of the minimum interatomic distances, choosing

80% of the typical bond length or of the sum of the covalent radii of the two

atoms under consideration has been proposed [30, 33]. The minimum lattice length

has been chosen by adding the typical bond length and the diameter of the largest

atom in the system [30, 32, 33]. Bahmann et al. set the maximum lattice vector

length to the sum of the covalent diameters of all atoms in the cell [30]. Several

authors limit angles between lattice vectors to lie between 60ffi and 120ffi [31, 32],

although a more liberal range of 45–135ffi has also been used [30, 33]. Ji et al. fix the
volume of the cell during the search [34], and Lonie et al.’s algorithm can be set to

use either a fixed cell volume or to constrain the volume to a user-specified range

[31]. In the work of Bahmann et al. the cell volume is constrained to the range

defined by the volume of the close-packed structure and four times that value [30].

Additional constraints may be used when one wishes to limit the search to a

particular geometry. For example, Bahmann et al. restrict the allowable atomic

positions and increase the maximum allowable lattice length in one direction to

facilitate a search for two-dimensional structures [30]. Woodley et al. use an EA to

search for nanoporous materials by incorporating “exclusion zones,” or regions in

which atoms are forbidden to reside [35].

Fig. 3 Five alternate

representations of a single

physical crystal are shown.

Cells 2 and 4 are Niggli

reduced versions of cells

1 and 3, respectively. They

are also 2 � 2 and 1 � 2

supercells, respectively, of

the primitive cell 5
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Several advantages are gained by using these constraints. Many energy models

behave poorly when faced with geometries with very small interatomic distances,

so enforcing this constraint from the start helps prevent failed structural relaxations

and energy calculations. As mentioned in Sect. 1.1, large regions of the potential

energy surface correspond to unphysical structures, and constraints help limit the

search to regions that do contain physical minima.

Additionally, they help to ensure that structures are represented similarly.

Removing as much redundancy as possible from the space of solutions makes the

problem easier without limiting our set of possible answers or introducing any a

priori assumptions as to the form of the solution. On the other hand, it is more

dangerous to remove merely unlikely regions of the space from consideration, since

doing so would bring into question both the validity of results and the claim to

first-principles structure prediction.

The second method used to help standardize structure representation involves

transforming the cells of all organisms to a unique and physically compact

representation when possible. One way to do this is the Niggli cell reduction

[27, 36]. There is a Niggli cell for any lattice that is both unique and has the shortest

possible lattice lengths. Figure 3 illustrates the representation problem and the

Niggli cell reduction. A similar transformation is used by Lonie et al. and Oganov

et al. [31, 37]. In addition to simplifying the space that must be searched, removing

redundancy by standardizing the representation of structures usually helps to

increase the quality of the offspring produced by the mating variation, as is

discussed in Sect. 2.6.

2.2 Initial Population

If no experimental data are available for the system under study, then the organisms

in the initial population are generated randomly, subject to the constraints discussed

above. The initial population generated in this way should sample the entire

potential energy landscape within the constraints. If experimental data is available,

such as from X-ray diffraction analysis, it can be used to seed the initial population

with likely organisms. If one is predicting an entire phase diagram (see Sect. 3), the

correct elemental and binary phases may already be known experimentally and can

be used in the initial population. The use of pre-existing knowledge has the

potential to decrease significantly the time needed to find the global minimum

When searching for molecular crystals, one typically places coherent molecular

units instead of individual atoms into the structure [28]. Zhu et al. made an

additional modification to the generation of the initial population to facilitate

their study of molecular solids [29]. Instead of placing molecules at completely

random locations within the cell, structures are built from randomly selected space

groups. The authors found that this provides the algorithm with a more diverse

initial population and improves the success of the search.
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2.3 Fitness

The fitness of an organism is the property on which evolutionary pressure acts, and

it depends on the value of the objective function. It is defined so that better solutions

have higher fitness, and thus minimizing the energy means maximizing the fitness.

It is usually defined as a linear function of the objective function, relative to the

other organisms in the population. Exponential and hyperbolic fitness functions

have also been used as an alternative way to introduce more flexibility into the

selection algorithm (see Sect. 2.4) [38, 39]. In one frequently-applied scheme, an

organism with a formation energy per atom, Ef, is assigned a fitness

f ¼ Ef � Emin
f

Emax
f � Emin

f

,

where Emax
f and Emin

f are the highest and lowest formation energies per atom,

respectively, in the generation [26, 27, 31, 38]. In this case, the organism with the

lowest energy in the generation is assigned a fitness of 1, and the organism with the

highest energy has a fitness of 0. An alternative approach is to rank the organisms

within a generation by their objective function values. The fitness of an organism is

then defined as its rank [32, 34]. For cases when the stoichiometry and number of

atoms in the cell is fixed, the fitness can simply be defined as the negative of the

energy of the organism [30, 33].

2.4 Selection

The selection method determines which organisms will act as parents. Generally,

structures with higher fitnesses are more likely to reproduce. The selection method is

a crucial component of the search because it is the only way that the algorithm applies

pressure on the population to improve towards the global minimum. Three commonly

used strategies are elitist (or truncated) selection, roulette wheel selection, and

tournament selection. In elitist selection the top several organisms are allowed to

reproduce with equal probability while the rest are prevented from mating [39].

In roulette wheel selection, a random number d between the fitnesses of the best

and worst organisms is generated for each organism, and if d is less than the fitness of
the organism, it is allowed to reproduce [38]. In this way, it is possible for any

organism except the worst one to reproduce, but it is more likely for organisms of

higher fitness. Finally, in tournament selection, all of the organisms in the parent

generation are randomly divided into small groups, usually pairs, and the best

member of each group is allowed to reproduce.

Tipton et al. employ another approach to selection which is essentially a

generalization of the three outlined above. Organisms are selected on the basis of

a probability distribution over their fitnesses [26, 27]. Two parameters are used to
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describe the distribution: the number of potential parents and an exponent which

determines the shape of the probability distribution. The number of parents

specifies how many of the best organisms in the current generation have nonzero

probabilities of acting as parents. The exponent describes a power law. This method

allows fine-grained control over the trade-off between convergence speed and the

probability of finding the ground state. An aggressive distribution that puts a lot of

pressure on the population to improve leads to faster convergence, but the algorithm

is more likely to converge to only a local minimum. On the other hand, a less

aggressive distribution will probably take more time to converge, but the algorithm

has a better chance of finding the global minimum because a higher degree of

diversity is maintained in the population. Several choices of selection probability

distribution are illustrated in Fig. 4.

Authors employ these strategies in a variety of ways. One approach is to use

elitist selection to remove some fraction of the parent generation, and then grow the

resulting group back to its original size by creating offspring organisms from the

remaining parent organisms with equal probability [30, 33, 34] or with a linear or

quadratic probability distribution over their fitnesses [32]. Abraham et al. use

roulette wheel selection. When the number of offspring organisms equals the

number of parent organisms, either roulette wheel or elitist selection are used on

the combined pool of structures to determine which organisms will make up the

next generation. Elitist selection was found to be preferable in the final step

[38]. Lonie et al. employ a linear probability distribution over the fitnesses to select

organisms to act as parents. A continuous workflow is used instead of a generational

scheme, so that offspring organisms are immediately added to the breeding

population when they are created [31].

0 0.2 0.4 0.6 0.8 1
Fitness

0

0.05

0.1

0.15

0.2

0.25

Se
le

ct
io

n 
pr

ob
ab

ili
ty

(5,0)
(15,2)
(14,1)
(18,0.5)

Fig. 4 Tuning the selection

probability distribution (N; p)
described by the number of

potential parents N and

power law p allows Tipton

et al. to adjust the

aggressiveness with which

an EA seeks to converge

190 B.C. Revard et al.



2.5 Promotion

A new generation is created from the structures in the previous one by applying

selection in conjunction with promotion and variation. The promotion operation

places some of the organisms in the old generation directly into the new generation

without undergoing any changes. This is used to ensure that good genetic material is

maintained in the population. Many authors use elitist selection to choose which

organisms to promote. Lyakhov et al. refined selecting for promotion by only

promoting structures whose fingerprints were significantly different (see

Sect. 2.11 for fingerprinting) [40]. This was done to prevent loss of population

diversity due to promoting similar organisms.

2.6 Mating

The goal of the mating variation is to combine two parents and preserve their

structural characteristics in a single offspring organism. In its most basic form, mating

consists of slicing parent organisms (cells) into two sections each and then combining

one from each parent to produce an offspring organism. This is illustrated in Fig. 5.

It is important that the mating operation be designed so that traits which are

important to the energy minimization problem have high heritability. The most

energetically-important interactions in materials come from species located close to

one another. This suggests that there is some amount of spatial separability in the

energy-minimization problem, with the energy depending primarily on the local

structure. The mating variation works by exploiting this feature of the problem. The

slicing mating variation maintains much of the local structure of each parent in a

very direct way, and we will now detail this operation.

+

Fig. 5 Schematic illustration of how the mating operator in the evolutionary algorithm combines

two crystal structures. For clarity, 1 � 2 supercells of the child and parent structures are shown
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2.6.1 Slice Plane Location and Orientation

After two parent organisms have been selected, the next step is choosing the planes

along which to slice them. In order to mate organisms that do not have identical

lattices, a fractional space representation is used. The positions of atoms in a cell are

expressed in the coordinate system of the cell’s lattice vectors. As a result, the

fractional coordinates of all atoms within the cell have values within the interval [0;1).

Authors have used various techniques to choose the orientation and location of

the slice plane. In one method, a lattice vector A and a fractional coordinate s along
A are randomly chosen [31, 32]. All atoms in one of the parent organisms with a

fractional coordinate greater than s along A and all atoms in the second parent with

fractional coordinate less than or equal to s are copied to the new child. Restricting

the range of allowed values of s can be used to specify the minimum contribution by

each parent to the offspring organism [31].

Alternatively, one may randomly select two planes that are parallel to a randomly

chosen facet of the cell. Atoms that lie between these planes are then exchanged

between the two parents. By “exchanged” we mean that each atom in the offspring

has the same species-type and fractional coordinates as in the corresponding parent.

This approach is equivalent to performing a translation operation on the atoms in the

cell and then using the single slice plane method outlined above. Both of these

methods choose slice planes that are parallel in real space to one of the cell facets

of the parent structures [33, 34, 38]. Tipton et al. selects the two slice planes slightly

differently: the fractional coordinate corresponding to the center of the sandwiched

slab is randomly selected. The width of the sandwiched slab is then randomly chosen

from a Gaussian distribution, and the two slice planes are placed accordingly

[26, 27]. Another approach is simply to fix the locations of the two slice planes.

For example, Abraham et al. specify that the two cuts be made at fractional coordi-

nates of 1/4 and 3/4 along the chosen lattice vector [38].

Abraham et al. introduced a periodic slicing operation [38]. In this case, the value

s described above becomes a cell-periodic function of the fractional coordinates

along the cell lattice vectors other than A. A sine curve is often used, with the

amplitude and wavelength drawn from uniform distributions. The wavelength is

commonly constrained to be larger than the typical interatomic distance and

smaller than the dimensions of the cell. The amplitude should also be small enough

to ensure that no portion of the slice exceeds the boundaries of the cell. Abraham

et al. found that periodic slicing improved the mean convergence time of their

algorithm over planar slicing [38].

Constraining the degree of contribution of each parent by, for example, stipu-

lating a minimum parental contribution can help prevent the mating operation from

reproducing one or other of the parent structures essentially unchanged. Once the

contribution of each parent has been determined, lattice vectors must be chosen for

the offspring structure. Frequently, a randomly weighted average of the parents’

lattice vectors is assigned to the offspring [31–33]. Simply averaging the lattice

vectors of the parent organisms, i.e., fixing the weight at 0.5, is another common

choice [26, 27, 34].
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2.6.2 Number of Atoms and Stoichiometry of Offspring

An offspring organism produced via mating as described so far may have a different

number of atoms or a different composition than its parents. This presents a difficulty

if one wishes to perform a search with a fixed cell size or at a single composition. The

simplest way to deal with these issues is simply to reject all offspring organisms

that do not meet the desired constraints [33, 38]. Alternatively, nonconforming

offspring can be made acceptable by the addition or removal of atoms. It may be

best to add and remove atoms from locations near the slice plane [34].

These corrections minimize disruption to the structure transmitted from the parent

organisms. Glass et al. use a slightly different approach: atoms to be removed or

added are selected randomly from the discarded fragments of one of the parent

organisms [31, 32]. Atomic order parameters have also been used to decide which

excess atoms to remove (see Sect. 2.11) [40]. Those with the lower degrees of local

order are more likely to be removed.

2.6.3 Modifications to the Mating Variation

Several additional modifications of the mating variation have been explored. The

first involves shifting all the atoms in a cell by the same amount before mating

[32, 41]. These shifts may happen with different probabilities along the axis where

the cut is made and an additional random axis. This removes any bias caused by the

implicit correlation between the coordinate s on the axis A in one crystal with the

coordinate s on the axis A in the other. A similar effect may be obtained by selecting

a random vector and shifting all atoms by this vector prior to making the cut [31].

In practice, these shifts help repeat good local structures to other parts of the cell.

In a further innovation, the parent organisms are subjected to random rotations

and reflections prior to mating. This procedure removes bias toward any given

orientation [31]. Additionally, an order parameter may be used to inform the choice

of contribution from each parent (see Sect. 2.11). Several trial slabs of equal

thickness are cut from the parents at random locations, and the slabs with the

highest degree of order parameters are passed to the offspring [40, 41].

The simple slicing mating operator is not appropriate for molecular crystals,

since it does not respect the integrity of the molecular units. Zhu et al. adapted the

mating variation to search for molecular crystals [29]. In their scheme, each

molecule is treated as an indivisible unit, and the location of the geometric center

of a molecule is used to determine its location for the purposes of the mating

operator.
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2.6.4 Shortcomings of the Slicing Mating Variation

The mating variation acts directly on the particular representation of a structure in

the computer. Since it is performed in fractional space, the mating variation can be

applied to any two parent organisms, regardless of their cell shapes. However, the

offspring structure may not always be successful. An offspring organism that has

little in common with either parent can be produced if their representations

(in particular the lattice parameters or number of atoms in the cells) are sufficiently

different. As a result, the offspring will often have low fitness. Thus the mating

variation is most successful when the parents are represented similarly because this

increases the heritability of important traits.

The constraints and cell transformations discussed in Sect. 2.1 combat this issue

through standardization of structure representation. Another method to increase the

similarity of representation prior to mating is to use a supercell of one of the parent

structures during mating [26, 27]. If one of the parent structures contains more than

twice as many atoms as the other, a supercell of the smaller parent is used in the

mating process. This technique ensures that both parent organisms are approxi-

mately the same size before mating, which aids in the creation of successful

offspring.

Lyakhov et al. use an additional technique to help increase the viability of the

offspring. If the distance between the parent organisms’ fingerprints (see Sect. 2.10)

exceeds a user-specified value, the would-be parents are not allowed to mate. The

rationale behind this stipulation is that if two parents are from different funnels in

the energy landscape, then their offspring would likely be located somewhere

between those funnels and therefore have low fitness [40, 41].

2.6.5 Other Mating Operations

Not all evolutionary algorithms employ the previously described slicing method for

mating. Bahmann et al. use a general recombination operation instead, where an

offspring structure is produced by combining the lattice vectors and atomic positions

of the two parent organisms [30]. This can be done in two ways: intermediate

recombination takes a weighted average of the parents’ values, and discrete recom-

bination takes some values from each parent without changing them. Smith et al. used

binary strings to represent structures on a fixed lattice, with each character in the

string indicating the type of atom at a point on the lattice [24]. Mating was carried out

by splicing together the strings of two parent structures. Jóhannesson et al. used a

similar approach to search for stable alloys of 32 different metals [117]. Although

all of these methods combine traits from each of the parents, they may not be as

successful in passing the important local structural motifs of parents to the

offspring.
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2.7 Mutation

The goal of the mutation operation is to introduce new genetic material into the

population. Its utility lies in its ability to explore the immediate vicinity of promising

regions of the potential energy surface that have been found via the mating variation.

The most common mutation entails randomly perturbing the atomic positions or

lattice vectors of a single parent organism to produce an offspring organism. Some

approaches call for mutating both the lattice vectors and the atomic positions

[26, 27, 33], while others affect only one type of variable. To apply a mutation to

the lattice vectors, they are subjected to a randomly generated symmetric strain

matrix of the form

S ¼
1þ e1 e6=2 e5=2
e6=2 1þ e2 e4=2
e5=2 e4=2 1þ e3

0
@

1
A, (1)

where the components ei are taken from uniform or Gaussian distributions [31–33].

Mutations of the atomic positions are achieved in a similar fashion. Each of the

three spatial atomic coordinates is perturbed by a random amount, often obtained

from a uniform or Gaussian distribution [26, 27]. To keep the size of these

perturbations reasonable, either an allowed range or a standard deviation is set by

the user. Most formulations do not mutate every atom in the cell but instead specify

a probability that any given atom in the cell will be displaced. The approach of

Abraham et al. combines mutation with the mating variation, perturbing atomic

positions after mating has been performed [38]. However, most authors treat

mutation as a separate operation.

Glass et al. claim that randomly mutating atomic positions is not necessary

because enough unintentional change occurs during mating and local optimization

to make it mostly redundant [32]. However, in later work, Lyakhov et al. use a

“smart” mutation operation where atoms with low-order local environments (see

Sect. 2.11) are shifted more [40, 41]. A further refinement to mutation has been

made by shifting all the atoms along the eigenvector of the softest phonon mode

[40, 41].

Permutation is another mutation-type operation for multi-component systems

that swaps the positions of different types of atoms in the cell. Generally, the user

specifies which types of atoms can be exchanged, and the algorithm performs a

certain number of these exchanges each time the permutation variation is used on a

parent organism [26, 27, 37]. The extent to which exchanging atomic positions

affects the energy is strongly system-dependent. For ionic systems, exchanging an

anion with a cation is likely to result in a much larger energy change than exchanges

between two different types of cations or anions. In metals, on the other hand, the

change in energy under permutation corresponding to anti-site defects is generally

small. It is often helpful to use a permutation variation when studying these systems

in order to find the minimum among several competing low energy configurations.
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The number of swaps carried out can be random within a specified range, or can

be pulled from a user-specified distribution. Randomly exchanging all types of

atoms has the drawback that many energetically unfavorable exchanges may be

performed, especially in ionic systems. If the number of atoms in the cell is small,

Trimarchi et al. do an exhaustive search of all possible ways to place the atoms on

the atomic sites [33].

Lonie et al. employ a “ripple” variation, in which all atoms in the cell are shifted

by varying amounts [31]. First, one of the three lattice vectors is randomly chosen

and then atomic displacements are made parallel to this axis. The amount by which

each atom is shifted is sinusoidal with respect to the atom’s fractional coordinates

along the other two lattice vectors. This produces a ripple effect through the cell.

Lonie et al. argue that this variation makes sense because many materials display

ripple-like structural motifs. Combining the ripple variation with other variations

such as the lattice vector mutation and the permutation leads to hybrid variations

that can improve the performance of the EA by reducing the number of redundant

structures encountered in the search [31].

Zhu et al. employ an additional mutation when searching for molecular solids.

Since molecules are not usually spherically symmetric, a rotational mutation

operator was introduced, in which a randomly selected molecule is rotated by a

random angle [29].

2.8 System Size

The number of atoms per cell, N, is an important parameter that needs to be

considered. If N is fixed to a value which is not a multiple of the size of the ground

state primitive cell of the material, the search cannot identify the correct global

minimum. However, N is a difficult parameter to search over. In the case of other

degrees of freedom for the solution, such as interatomic distances and cell volume,

the local optimization performed by the energy code helps to find the best values.

No analogous operation is possible in the case of N. Furthermore, the energy

hypersurface is not particularly well behaved with respect to this parameter. It is

likely that values of N surrounding the optimum will lead to structures quite high in

energy while values of N further from the ideal may lead to closer-to-ideal

structures.

Several approaches exist to search over this parameter. The first is simply to

“guess” the correct value of N [31–33]. Guessing N can make it easy to miss the

global minimum, especially for systems about which little is known a priori. To

increase the chances of finding the right number, searches can be performed at

several different values of N, but this is inefficient. A second technique is to allow

the cell size of candidate solutions to vary during the search. This can be done

passively through the mating variation by not enforcing a constraint on the number

of atoms in the offspring structure [27, 34, 38]. Incorporating a mutation-type

variation specifically designed for varying N is an additional option.
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Another way to aid the search for the correct number of atoms per cell is to use

large cells. Large supercells effectively allow several possible primitive cell sizes to

be searched at once because the cells can be supercells of multiple smaller cells. For

example, a search with a 50-atom supercell is capable of finding ground state

structures with primitive unit cells containing 1, 2, 5, 10, 25, and 50 atoms. However,

because the number of local minima of the energy landscape increases exponentially

with N [13], and because individual energy calculations are much more expensive for

larger structures, efficiency suffers.

Lyakhov et al. describe another difficulty with the large supercell approach that

arises when generating the initial population. Randomly generated large cells almost

always have quite poor formation energies, and disordered glass-like structures

dominate. This discovery implies that there exists an upper limit to the size of

randomly generated structures that can provide a useful starting point for the search.

Starting an evolutionary algorithm with a low-diversity initial population comprised

of low fitness structures provides a small chance of finding the global minimum

[40, 41]. To obtain reasonably good large cells for the initial population, Lyakhov

et al. generate smaller random cells of 15–20 atoms, and then take supercells of these

[40, 41]. In this way, the organisms in the initial population can still contain many

atoms, but they possess some degree of order and therefore tend to be more

successful.

An alternative approach is to start with smaller supercells and encourage them to

grow through the course of the search [26, 27]. This is achieved by occasionally

doubling the cell size of one of the parents prior to performing the mating variation.

The speed of cell growth in the population can be controlled through the frequency

of the random doubling. The advantage of this technique is that it searches over

N while still gaining (eventually) the benefits of large supercells. In addition,

considering smaller structures first ensures that the quicker energy calculations

are performed early in the search, and the more expensive energy calculations

required for larger cells are only carried out once the algorithm has already gained

some knowledge about what makes good structures.

2.9 Development and Screening

After a new organism has been created by one of the variations, it is checked against

the constraints described in Sect. 2.1 and tested for redundancy (see Sect. 2.10). At

this stage, many EAs scale the atomic density of the new organisms using an

estimate of the optimal density [26, 27, 32]. Starting from an initial guess of the

optimal density ρ0, the density estimate is updated each generation by taking a

weighted average of the old best guess ρi and the average density of the best few

structures in the most recent generation ρave:
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ρiþ1 ¼ wρave þ 1� wð Þρi,

where w is the density weighting factor. Then any time a new organism is made it is

scaled to this atomic density before local relaxation. The primary reason for the

density scaling is a practical one. Many minimization algorithms are quite time

consuming if the initial solution is far from a minimum. This scaling is an easy first

pass at moving solutions towards a minimum. Because the density scaling of an

organism alters the interatomic distances, etc., the constraints checks are performed

after the scaling of the density.

2.10 Maintaining Diversity in the Population

As the evolutionary algorithm searches the potential energy surface, equivalent

structures sometimes occur in the population. If a pair of structures mates more than

once, they are likely to create similar offspring. If the set of best structures does not

change from generation to generation due to promotion, the set of parents, and thus

the resulting set of children, can also be very similar. In addition, as the generation

as a whole converges to the global minimum, all the organisms are likely to become

more similar. What is worse, once a couple of low energy, often selected organisms

are in the population, they can reproduce and similar structures will effectively fill

up the next generations.

Duplicate structures hinder progress for several reasons. The most computationally

expensive part of the algorithm is the energy calculations, and performing multiple

energy calculations on the same structure is wasteful. However, this is exactly what

happens if duplicate structures are not identified and removed from the population.

Furthermore, low diversity in the population makes it difficult for the algorithm to

escape local minima and to explore neighboring regions of the potential energy

surface. This leads to premature convergence which is in practice indistinguishable

from convergence to the correct global minimum. For these reasons, it is desirable to

maintain the diversity of the population by identifying and removing equivalent

structures. This is not a trivial task because, as discussed in Sect. 2.1, there exist

infinitely many ways to represent a structure. Numerical noise adds to the difficulty of

identifying equivalent structures.

Some authors directly compare atomic positions to determine whether two

structures are identical. Lonie et al. developed an algorithm for this purpose, and

it correctly identified duplicate structures that had been randomly rotated, reflected,

or translated, and had random cell axes [42].

Tipton et al. also use a direct comparison of structures, with a slight modification

[26, 27]. During the search, two lists of previously-observed structures are

maintained. The first contains all the structures, relaxed and unrelaxed, that the

algorithm has seen. If a new unrelaxed offspring structure matches one of the

structures in the list, it is discarded. The assumption is that if it was good enough
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to keep the first time, it was promoted, and if not, there is no reason to spend more

effort on it. A second list contains the relaxed structures of all the organisms in

the current generation. If a new relaxed offspring structure matches one of the

structures in this list, it is discarded to avoid having duplicate structures in the

generation. This approach both minimizes the number of redundant calculations

performed and prevents the population from stagnating.

Wang et al. employ a bond characterization matrix to identify duplicate

structures in the population [8]. The components of the matrix are based on bond

lengths and orientations, and the types of atoms participating in the bond. Bahmann

et al. identify duplicate structures by choosing a central atom in each organism and

comparing the bond lengths between the central atom and the other atoms in a

supercell [30]. These authors introduced an additional technique to help prevent the

population from stagnating by stipulating an organism age limit. If an organism

survives unchanged (via promotion) for a user-specified number of generations, it is

removed from the population. This feature is meant to prevent a small number of

good organisms from dominating the population and reducing its diversity.

Another method involves defining a fingerprint function which describes essential

characteristics of a structure. When two organisms are found to have the same

fingerprints, they are likely identical, and one is discarded. Several fingerprint

functions have been used. The simplest is just the energy [22, 39]. The logic is that

if two structures are in fact identical, they should have the same energies to within

numerical noise. An interval is chosen to account for the noise. However, the size of

the interval is fairly arbitrary and system-dependent, and this method is prone to false

positives. Eliminating good unique organisms from the population can be even more

detrimental to the search than not removing any organisms at all [42]. Lonie

et al. expanded the fingerprint function to include three parameters: energy, space

group, and the volume of the cell [31]. Again, intervals were set on the volume and

energy. This is an improvement over simply using the energy as a fingerprint, but it

can still occasionally fail, especially for low-symmetry structures or when atoms are

displaced slightly from their ideal positions. Lonie et al. found that their direct

comparison algorithm outperformed their fingerprint function at identifying duplicate

structures [42].

Valle et al. employ a fingerprint function that is based on the distributions of the

distances between different pairs of atom types in an extended cell [41, 43, 44]. For

example, a binary system contains three interatomic distance distributions. The

fingerprint function takes all three distributions into account. They used this

fingerprint function to define an order parameter (see Sect. 2.11). Zhu et al. modified

this fingerprint function slightly when searching for molecular solids; since

distances between atoms within molecules do not change significantly, these

distances are not considered when calculating structures’ fingerprints [29].

Discarding duplicate structures from the population is not the only method

employed to maintain diversity. Abraham et al. use a fingerprint function to

determine how similar all the structures in a generation are to the lowest

energy structure in the generation. Instead of simply removing similar structures,

a modified fitness function is used which penalizes organisms based on their

similarity to this best structure [45].
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2.11 Order Parameters

Order parameters give a measure of the degree of order of an entire structure and

also of the local environment surrounding individual atoms. Since energy is often

correlated with local order, this can be a useful tool. Valle et al. extended their

fingerprint function by using it to define an order parameter [40, 41, 44]. They used

it to guide the algorithm at various points, as mentioned previously.

2.12 Frequency of Promotion and Variations

The user-specified parameters of an evolutionary algorithm affect its performance.

However, running hundreds or thousands of structure searches to optimize these

parameters can be prohibitively expensive, especially if an ab initio energy model is

used. Furthermore, optimal values depend on the system under study. Physical and

chemical intuition can be used to specify some of the parameters, such as the

minimum interatomic distance constraint, but there exists no clear way to determine

many of the others without performing enough searches to obtain reliable statistics.

Many authors arbitrarily choose how much each variation contributes to the next

generation [32–34]. Lonie et al. performed thousands of searches for the structure

of TiO2 using empirical potentials to determine the best set of parameters for their

algorithm [31]. They found that the relative frequency of the different variations did

not significantly affect the success rate of the algorithm. However, the parameters

associated with each variation did. For example, the lattice mutation variation was

found to produce more duplicate structures when the magnitude of the mutation was

small. This is likely to be due to structures relaxing back to their previous local

minima when only slightly perturbed.

There is an important distinction between the relative frequency with which a given

variation is called by the algorithm and the actual proportion of organisms in the next

generation that are produced by that variation. The difference arises because not all the

variations have the same likelihood of creating viable offspring. For example, mating

is more likely to give good offspring structures than mutation of atomic positions

because the latter will more frequently produce offspring that violate the minimum

interatomic distance constraint. For this reason, the researcher’s intentionmay be more

clearly communicated if the proportion of offspring created by each variation is

specified rather than the frequency that each variation is called by the algorithm.

Sometimes a situation arises in which it is not possible for one of the variations

to produce a viable offspring organism. This could happen, for example, if the

variation increases the size of the structures in the system, but all the potential

parent organisms are already close to the maximum allowed cell size. In this case,

the search will stop unless there is some way for the algorithm to get around the

user-specified requirement that a certain percentage of the offspring come from this

variation. Setting an upper limit on the number of failed attempts per variation is

one way to achieve this [26, 27].
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2.13 Convergence Criteria: Have We Found
the Global Minimum?

When searching for an unknown structure, there is no known criterion that guarantees

that the best structure encountered by the evolutionary algorithm is in fact the global

minimum. One common technique to analyze the success rate of a heuristic search

algorithm was given by Hartke [46]. In this method, many independent structure

searches are performed on the same system, using the same set of parameters for the

algorithm. For each search the energy of the best structure in each generation is

recorded. These values are then used to create a plot of the energy vs generation

number (or the total number of energy evaluations) that contains three curves: the

energy of the highest-energy best structure, the energy of the lowest-energy best

structure, and the average energy of the best structures. One shortcoming of the

Hartke plot is that the lowest and highest best energies encountered are outliers,

and in practice they depend strongly on the choice of the number of independent

structure searches.

Tipton et al. employs a statistically more relevant approach to quantifying an

EA’s performance in which the median, the 10th percentile, and the 90th percentile

energies of the best structures are plotted [27]. The 10th and 90th percentiles offer a

better characterization of the distribution of results and are less susceptible to

outliers and the number of independent structure searches performed to characterize

the efficiency of the algorithm.

Figure 6 shows an example of a performance distribution plot for Zr2Cu2Al that

was obtained by performing 100 independent runs of an EA with an embedded atom

model potential [27]. These plots provide insight into the expected performance of

the algorithm for the given material system and parameter settings and enable

statistical comparisons of the performance of different methodologies or parame-

terizations of an EA. Of course, the strength of these conclusions depends on how

many searches were used to construct the performance distribution plot, and the

algorithm must be tested on systems with known ground state structures to be

certain when the search was successful.

Lonie et al. showed that a decaying exponential fits the average-best energy

curve of a Hartke plot well for a system with a known ground state structure [31].

The halflife of the exponential fit provides a measure of how fast the algorithm

converges and can be used to determine a stopping criterion for the search.

However, not all of the searches find the global minimum, so allowing a search to

run for many halflives still does not guarantee that the global minimum will be

found, but it does increase confidence in the result.

A more common approach is to stop the search after a user-specified number of

generations has elapsed without improvement of the best organism [26, 27, 30, 31].

Stopping once an allocated amount of computational resources has been expended

is a popular alternative. Bahmann et al. have determined convergence when

population diversity falls below a certain threshold or when all the organisms

have very similar energies [30].
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Although most authors use one of the fairly simple convergence criteria

mentioned above, a quantitative statistical approach has been proposed by

Venkatesh et al. [14]. Using Bayesian analysis, they determined the distribution

of local minima based on the number found by a random search. This distribution

was then used to calculate how many attempts would be required to find the global

minimum with a specified probability.

3 Phase Diagram Searching

Even when one can say with a reasonable degree of confidence that the evolutionary

algorithm has converged to the global minimum of the potential energy landscape,

the result might still not represent the lowest energy structure that would be observed

in nature. Skepticism is justified for several reasons [47]. First, as discussed in

Sect. 2.8, unless the number of atoms in the cell is correctly guessed or allowed to

vary, the EA cannot find the global minimum. Second, the structure identified as the

global minimum might not be mechanically or dynamically stable, which would be

reflected in energy-lowering imaginary phonon modes for the proposed global

minimum crystal structure. Third, the reported global minimum might actually

represent a metastable phase that decomposes into two or more structures with

different stoichiometries. To determine whether this is the case, a phase diagram

search must be performed. In addition to predicting the decomposition of structures

into phases of other stoichiometries, phase diagrams are of great interest for many

practical applications.
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Fig. 6 Performance distribution plot for 100 structure searches at fixed composition for Zr2Cu2Al

using an embedded atom model potential [27]. The energy of the 90th percentile best structure is

shown in red, the tenth percentile best structure in blue, and the median best structure in black
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In order to perform a phase diagram search, we make use of the convex hull

construction [9]. The formation energies of all structures with respect to the

elemental constituents are plotted vs the composition. To determine the elemental

references, one can either refer to the literature or perform preliminary searches.

The smallest convex surface bounding these points is the convex hull, and the

lowest energy facet for each composition is of physical interest. Thus, the convex

hull is a graphical representation of the lowest energy a system can attain at each

composition, and the points that lie on the convex hull correspond to stable

structures. Figure 7 is an example of a convex hull for the Li–Si binary system [48].

Two approaches have been used to construct the convex hull. The first is to

perform fixed-stoichiometry searches at many compositions [9, 50]. The lowest

energy structure found in each search is then placed on an energy vs composition

plot and the convex hull is constructed. However, this method is computationally

expensive because it requires many separate searches to adequately sample the

composition space [27].

The second approach entails modifying the evolutionary algorithm to search

over composition space in the course of a single run. This requires two changes to

the standard algorithm. The first is that the stoichiometry of structures the algorithm

considers must be allowed to vary. This can be achieved simply by giving the initial

population random stoichiometries and removing stoichiometry constraints on

offspring structures [49]. The second modification involves the objective function.

The algorithm constructs a current convex hull for each generation of structures,

and a structure’s objective function is defined as its distance from the current

convex hull [26, 27, 49]. In this way, structures that lie on the current convex hull
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Fig. 7 A phase diagram search of the Li–Si binary system by Tipton et al. [48] using the method

of Trimarchi et al. [49] showed that a search for relatively small unit cell structures could

approximate the structural and energetic characteristics of the known very large experimental

structures and thus be used to predict the voltage characteristics of a Li–Si battery anode. The

search also identified a previously unknown member of the low-temperature phase diagram with

composition Li5Si2
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have the highest fitness, and those above the convex hull have lower fitnesses.

Selection then acts on this value in the standard way described in Sect. 2.4. As the

search progresses, the true convex hull of the system is approached.

As discussed in Sect. 2.8, the global minimum cannot be found if the cell does

not contain an integer multiple of the correct number of atoms. Since the structures

lying on the convex hull often do not contain the same numbers of atoms, allowing

the number of atoms to vary (Sect. 2.8) during the phase diagram search helps the

algorithm find the correct convex hull. An alternative approach is to perform

several composition searches with different, fixed system sizes. Each search

generates a convex hull, and these hulls can be overlaid to obtain the overall lowest

convex hull [49]. It should also be noted that the stoichiometries accessible to the

algorithm are constrained by the number of atoms in the cell. For example, a cell

containing four atoms in a binary system provides the algorithm with only five

possible compositions (0, 25, 50, 75, and 100% A or B). The use of larger system

sizes may be necessary for the algorithm to find the correct convex hull.

Another difficulty with phase diagram searches is inadequate sampling of the

entire composition range. Mating between parents with different stoichiometries

tends to produce offspring structures of intermediate composition. Because of this,

over time the population as a whole may drift toward the middle region of

the composition range, making it difficult to sufficiently sample more extreme

compositions. Two solutions to this problem have been proposed [26, 27]. The first

is to modify the selection criteria in such a way that mating between parents with

similar compositions is encouraged. The second is to divide the composition range

into sections and perform separate searches over each section. Agglomerating the

results from all the sections gives the overall convex hull.

4 Energy Calculations and Local Relaxation

The potential energy landscape over which an evolutionary algorithm searches is

defined by the code used for the energy calculations. These energy codes approximate

the true potential energy landscape of the system, so the global minimum found by an

EA will only represent the true global minimum of the system insofar as the

approximate Hamiltonian accurately represents the physics of the system.

As discussed in Sect. 1.1, the potential energy surface is divided into basins of

attraction by the local structure optimization or relaxation available in most energy

codes (see Fig. 1). In order to find the global minimum, we must only sample a

structure that resides in its basin of attraction, and the local optimizer will do the

rest. This tremendously reduces the effective size of the space that must be

searched; a relatively sparse sampling of a region can identify most of the local

minima [7]. Local optimization is therefore crucial to the success of the search.

Although the method depends on the energy code used, the local optimization

problem is relatively well understood and its solutions are generally stable.
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Glass et al. observed that the energies of a relaxed and unrelaxed structure are

only weakly correlated [32]. This implies that the energy of an unrelaxed structure

is not a reliable indicator of how close that structure is to a minimum in the potential

energy landscape. Although omitting local optimization is computationally

cheaper, an evolutionary search performed this way is unlikely to be successful.

Woodley et al. compared the performance of an evolutionary algorithm with and

without local relaxation and found that locally relaxing every structure greatly

improved the efficiency and success rate of the algorithm [51].

Both empirical and ab initio energy codes have successfully been used in

evolutionary algorithms to perform energy calculations and local relaxations. Due

to their approximate nature, empirical potential energy landscapes often contain

unphysical minima [52]. In addition, the cut-off distances imposed in many

interatomic potentials leave discontinuities in the energy landscape, which can

impede local relaxation. Although they mimic the true potential energy landscape

more accurately than empirical potentials, density functional theory (DFT) calcula-

tions are also capable of misguiding the search if care is not taken. Pickard

et al. found that insufficiently dense k-point sampling can lead to false minima, and

for calculations at high pressures, pseudopotentials with small enough core radii must

be used to give accurate results [7].

Many EA implementations are interfaced with multiple energy codes, and more

than one type of energy calculation may even be used in a single search.

Ji et al. employed both empirical potentials and DFT calculations when searching

for structures of ice at high pressures [53]. Lennard-Jones potentials were used for

most energy calculations, but ab initio calculations were performed periodically

and the parameters of the Lennard-Jones potentials were fitted to the DFT results. In

this way, the empirical potential improved as the search progressed, and fewer

computational resources were consumed than if ab initio methods alone had

been used.

5 Summary of Methods

Tables 1 and 2 list the salient details of several implementations of evolutionary

algorithms for structure prediction. The codes listed in Table 1 are production codes

available to other users; the codes in Table 2 are research codes. In the following we

summarize some of the distinguishing features of these evolutionary algorithms.

The Genetic Algorithm for Structure Prediction (GASP) is interfaced with VASP,

GULP, LAMMPS, andMOPAC and has phase diagram searching capability [26, 27].

In addition, GASP can perform searches with a variable number of atoms in the cell,

and it implements a highly tunable probability distribution for selecting organisms for

mutation, mating, and promotion. The Open-Source Evolutionary Algorithm for

Crystal Structure Prediction (XTALOPT) is interfaced with VASP, PWSCF, and

GULP. It incorporates a unique ripple mutation, as well as hybrid mutations. It does

not use a generational scheme but rather allows offspring structures to act as parents
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as soon as they are created [31]. The Universal Structure Predictor: Evolutionary

Xtallography (USPEX) code is interfaced with VASP, SIESTA, PWSCF, GULP,

DMACRYS, and CP2K. It incorporates a unique order parameter, both for cells and

individual atoms, that is used to help guide the search [32, 40]. The Evolutionary

Algorithm for Crystal Structure Prediction (EVO) is interfaced with PWSCF and

GULP. It applies an age limit to structures encountered in the search, and it also

employs a mating operation that is different from the cut-and-splice technique used in

most other evolutionary structure searches [30]. Finally, the Module for Ab Initio

Structure Evolution (MAISE) is interfaced with VASP. Both planar and periodic

slices can be used during mating, and it has the option to perform mating and

mutation in a single variation [54].

Trimarchi et al. developed an evolutionary algorithm for structure prediction

that is interfaced with VASP [33]. They later extended the algorithm to include

phase diagram searching [49]. Abraham et al. designed an evolutionary algorithm

with several unique features, including periodic slicing during the mating operation

and mutation of atomic positions only after mating [38]. The algorithm also accepts

offspring structures with different numbers of atoms than the parents. It is

interfaced with CASTEP. The evolutionary algorithm of Ji et al. is interfaced

with VASP, and it constrains the structures it considers to a constant volume

Table 2 Comparison of the methods implemented into evolutionary algorithms in various

research codes

Authors Ji et al. [34]

Trimarchi

et al. [33]

Bush

et al. [2]

Abraham

et al. [38]

Selection strategy Elitist Not

specified

Elitist Roulette wheel,

elitist

Mutation of lattice

vectors

No Yes No No

Mutation of atomic

positions

No Yes Yes Yes

Permutation of atomic

positions

Yes Yes No No

Promotion Yes Yes Yes Yes

Volume scaling No No No No

Number of atoms in the cell Fixed Fixed Fixed Variable

Cell reduction No No No No

Diversity protection None None None None

Phase diagram searching No Yes No No

Energy codes VASP VASP GULP CASTEP

Unique features Cells

constrained to

constant

volume

Surrogate

objective

function

Periodic

slicing,

mutation

only

after mating
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[34]. Bush et al. developed an evolutionary algorithm that incorporates a surrogate

objective function [2].

6 Applications

Evolutionary algorithms have been used to solve the structures of many types of

systems including molecules, clusters, surfaces, nanowires, and nanoporous materials

[39, 55–57]. Here we focus on applications of EAs to bulk, 3D periodic systems.

Within this constraint, we have made an effort to provide a comprehensive review of

prior applications. We grouped the application into six categories based on the type of

material studied: pure elements, hydrogen-containing compounds, intermetallics,

minerals, molecular solids, and other inorganic compounds. Tables 3, 4, 5, 6, 7,

and 8 correspond to these categories and list the applications of the method. For each

study, we indicate the system studied, the number of atoms in the configuration space

searched over, the energy code used, and the lead author.

6.1 Elemental Solids

Table 3 describes searches for elemental solids. Some elemental phase diagrams are

still not fully characterized, especially under extreme conditions such as high

pressure. Several elements have been predicted to display unusual properties at

high pressure, such as superconductivity. Ma and Oganov studied several different

elements under pressure. They found a new phase of boron with 28 atoms in the unit

cell that is predicted to be stable in the pressure range 19–89 GPa [58]. A search of

carbon under high pressures led to the prediction that the bc8 structure is more

stable than diamond above 1 TPa [25]. Oganov et al. predict several new

superconducting phases of calcium at pressures up to 120 GPa [61]. A study of

hydrogen at pressures up to 600 GPa predicted that it remained a molecular solid

throughout this pressure range [25]. The interesting case of hydrogen under

pressure will be further described below in the discussion of hydrogen-containing

compounds. Ma et al. predict that potassium and rubidium follow the same

sequence of phase transitions under pressure (40–300 GPa) observed experimen-

tally for cesium, but predict a new cubic phase of lithium above 300 GPa [63]. Ma

et al. also studied nitrogen under pressure, predicting new polymeric insulating

phases above 188 GPa, and studied sodium at pressures up to 1 TPa, predicting a

new optically transparent, insulating phase above 320 GPa [65]. They have also

reported a monoclinic, metallic, molecular phase of oxygen in the range of

100–250 GPa whose calculated XRD diffraction pattern is in agreement with

experiment [66].

Bi et al. searched for phases of europium at pressures up to 100 GPa and

predicted several nearly degenerate structures in the range 16–45 GPa, which
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may help explain the mixed phase structure observed experimentally in this

pressure regime [62] and the occurrence of superconductivity and magnetism in

these phases [109]. In a novel application of evolutionary algorithms, Park

et al. used an EA to verify that a new modified embedded atom potential for

molybdenum accurately reproduced the energy landscape of molybdenum [52].

Table 3 Application of evolutionary algorithms to single element systems

Element

Pressure

(GPa) Number of atoms

Number of

atoms References

Al 0 4, 8, 12 PWSCF Bahmann

et al. [30]

B 0,100,300 2, 3, 4, 6, 8, 9, 16, 12, 24, 26, 28,

30, 32

VASP Oganov et al. [58]

0 24, 25, 26, 27, 28, 29, 30, 31, 32 VASP Ji et al. [34]

Ba 0–300 Variable, up to 15 VASP Taillon et al. [59]

C 10–100 2, 4, 6, 8 VASP Li et al. [60]

0 Not specified CASTEP Abraham

et al. [38]

0 8, others tried PWSCF Bahmann

et al. [30]

0–2,000 8 VASP Oganov et al. [25]

Ca 20–600 3, 4, 6, 8, 9, 12, 16 VASP Oganov et al. [61]

Cl 100 8 VASP Oganov et al. [25]

Eu 0–90 Variable, up to 30 VASP Bi et al. [62]

F 50, 100 8 VASP Oganov et al. [25]

Fe 350 8 VASP Oganov et al. [25]

Ga 0 8 PWSCF Bahmann

et al. [30]

H Up to 600 2, 3, 4, 6, 8, 12, 16 VASP Oganov et al. [25]

In 0 4 PWSCF Bahmann

et al. [30]

K 40–300 4, 6, 8, 12, 16 VASP Ma et al. [63]

Li 30–1,000 4, 6, 8, 12, 16, 24 VASP Ma et al. [63]

Mo 0 Variable, up to 40 LAMMPS Park et al. [52]

N 100–350 8, 12, 16, 32 VASP Ma et al. [64]

100 6, 8, 12, 16 VASP Oganov et al. [25]

Na 0–1000 Not specified VASP Ma et al. [65]

O 100–250 4, 8 VASP Ma et al. [66]

25, 130, 250 4, 6, 8, 12, 16 VASP Oganov et al. [25]

Rb 40–200 4, 6, 8, 12 VASP Ma et al. [63]

S 12 3, 4, 6, 8, 9, 12 VASP Oganov et al. [25]

Si 0 8 VASP Trimarchi

et al. [33]

10, 14, 20 8 VASP Oganov et al. [25]

Tl 0 4 PWSCF Bahmann

et al. [30]

Xe 200, 1,000 8 VASP Oganov et al. [25]
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6.2 Hydrogen-Containing Compounds

Table 4 summarizes EA structure searches performed on hydrogen-containing

compounds. Ashcroft suggested in 1968 that hydrogen could become a high-

temperature superconductor under pressure [110] and in 2006 that doping hydrogen

to form chemically precompressed hydrogen-rich materials could be a potential

route to reduce the pressure required for superconductivity [111].

Hooper, Lonie, and Zurek have performed several studies on polyhydrides of

alkali and alkaline earth metals under pressure. A metallic phase of LiH6

Table 4 Application of evolutionary algorithms to hydrogen-containing compounds

Compound

Pressure

(GPa)

Formula units per

cell Energy code References

LimH, m ¼ 2 � 9 60, 80, 100 2, 4 VASP Hooper et al. [67]

LiHn, n ¼ 2 � 8 0–300 0–300 VASP Zurek et al. [50]

NaHn, n ¼ 6 � 12 100, 300 2, 3, 4 VASP Baettig et al. [68]

KHn, n ¼ 2–12 10, 100, 250 2, 4 VASP Hooper et al. [69]

RbHn, n ¼ 2–14 2–250 2 VASP Hooper et al. [70]

CsHn, n ¼ 2–9;16 30–200 2, 3, 4 VASP Shamp et al. [71]

BeHn, n ¼ 2–5 50, 150, 200 2, 4 VASP Hooper et al. [72]

MgHn, n ¼ 2–16 0–250 2, 3, 4, 5, 6, 8 VASP Lonie et al. [73]

BaHn, n ¼ 2–13 50–200 2, 4 VASP Hooper et al. [72]

WHn, n ¼ 1–6;8 25, 150 1, 2, 3, 4 VASP Labet et al. [74]

CH4 20–800 2, 3, 4 VASP Gao et al. [75]

11 Not specified VASP Zhu et al. [29]

SiH4 40–300 1, 2, 3, 4, 6 VASP Martinez et al. [76]

GeH4 50–250 1, 2, 3, 4 VASP Gao et al. [77]

SnH4 30–250 1, 2, 3, 4 VASP Gao et al. [78]

PbH4 0–500 2, 4 VASP Zaleski-Ejgierd

et al. [79]

NaH 0, 29.3 4 PWSCF,

VASP

Lonie et al. [31]

CH 0–300 Fixed, up to 8 VASP Wen et al. [80]

PtHx,

x ¼ 1

4
,
1

3
,
1

2
, 1, 2, 3, 4

120 6, 10, 12 VASP Zhou et al. [81]

FeHx

x ¼ 1

4
,
1

3
,
1

2
, 1, 2, 3, 4

300, 400 2, 3, 4, 6, 8 VASP Bazhanova et al. [82]

LiBeH3 50–550 2, 4 VASP Hu et al. [83]

LiNH2 0–360 2, 4 VASP Prasad et al. [84]

NaAlH4 0–20 1, 2 VASP Zhou et al. [85]

NaPtH2 0 Not specified VASP Wen et al. [86]

NaNH2 0, 10, 20 1, 2, 3, 4 VASP Zhong et al. [87]

SrFeH4 0 Not specified VASP Wen et al. [86]

Mg(BH4)2 0–20 2, 4 VASP Zhou et al. [88]
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was predicted to be stable above 110 GPa [50], and a stable phase of NaH9 was

predicted to metallize at 250 GPa [68]. Stable rubidium polyhydride phases

were predicted to metallize at pressures above 200 GPa [70]. A stable,

superconducting phase of MgH12 was identified under pressure, with a predicted

Table 5 Application of evolutionary algorithms to intermetallic compounds

Compound Pressure (GPa) Formula units per cell Energy code References

Al–Sc system 0 8 atoms VASP Trimarchi et al. [89]

0 6, 8 atoms VASP Trimarchi et al. [49]

0 8 atoms VASP Ji et al. [34]

Al13K 0 1 VASP Oganov et al. [37]

Au2Pd 0 4 VASP Trimarchi et al. [33]

0 4 VASP Trimarchi et al. [89]

CaLi2 10–250 1, 2, 3, 4, 6, 8 VASP Xie et al. [90]

CdPt3 0 2 VASP Trimarchi et al. [89]

CuPd 0 4 VASP Trimarchi et al. [89]

Na–Ca system 50 Not specified VASP Taillon et al. [59]

PdTi3 0 2 VASP Trimarchi et al. [89]

Table 6 Application of evolutionary algorithms to minerals

Mineral Pressure (GPa)

Formula units per

cell

Energy

code References

Al2O3 300 4 VASP Oganov et al. [25]

Al2SiO5 10 4 GULP Zhu et al. [91]

CaCO3 50, 80, 150 1, 2, 4 VASP Oganov et al. [25]

FeCx,

x ¼ 1

4
,
1

3
,
1

2
, 1, 2,

7

3
, 3, 4

300, 400 2, 3, 4, 6, 8 VASP Bazhanova

et al. [82]

FeS 56, 120, 400 2, 3, 4, 6, 8 VASP Ono et al. [92]

FeSix,

x ¼ 1

3
,
1

2
, 1,

5

3
, 2, 3

300, 400 8, 9, 12, 16, 18,

24 atoms

VASP Zhang et al. [93]

MgCO3 110, 150 1, 2, 4, 6 VASP Oganov

et al. [25, 37]

Mg-O system Up to 850 Up to 20 atoms VASP Zhu et al. [94]

MgSiO3 250 32 GULP Zhu et al. [91]

80, 120, 1,000 4, 8 VASP Oganov et al. [25]

Na-Cl system 0–250 Up to 16 atoms VASP Zhang et al. [95]

SiO2 500, 2,000 1–8 PWSCF Wu et al. [96]

0 3 VASP Oganov et al. [25]

10 24 GULP Zhu et al. [91]

TiO2 0 2, 4, 8 GULP Woodley

et al. [51]

0 16 GULP Lonie et al. [31]

Not specified 4 VASP Lonie et al. [31]
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Tc of 47–60 K at 140 GPa [73]. Lonie et al. also identified a new phase of BeH2

above 150 GPa, as well as a stable superconducting phase of BaH6, with a Tc of
30–38 K at 100 GPa [72].

Several studies have been performed on the group IV hydrides ranging from

methane to plumbane. Gao et al. searched for methane structures under pressure and

predicted that it dissociates into ethane and hydrogen at 95 GPa, butane and

hydrogen at 158 GPa, and finally carbon and hydrogen at 287 GPa [75]. Martinez

et al. looked at silane under pressure and predicted two new phases, one stable from

25 to 50 GPa, and the other from 220 to 250 GPa. The latter was predicted to be

superconducting, with a Tc of 16 K at 220 GPa [76]. Gao et al. searched for germane

and stannane under pressure. Germane was predicted to be stable with respect to

decomposition into pure germanium and hydrogen above 196 GPa, and it was

predicted to be superconducting, with a Tc of 64 K at 220 GPa [77]. Two stannane

isomers were predicted – one stable from 96 to 180 GPa, and the other occurring

above 180 GPa. Both phases were calculated to be superconductors [78]. Zaleski

et al. performed evolutionary structure searches for plumbane (PbH4) under

pressure and predicted that it forms a stable non-molecular solid at pressures

greater than 132 GPa [79]. Wen et al. predicted five low energy three-dimensional

structures of graphane in the pressure range 0–300 GPa, and each was either

semiconducting or insulating [80].

Zhou et al. investigated platinum hydrides under pressure and predicted a

superconducting hexagonal phase of PtH to be stable above 113 GPa [81].

Hu et al. searched for LiBeH3 at pressures up to 530 GPa and predicted two new

insulating phases [83]. Zhou et al. found two new tetragonal structures of Mg(BH4)2
under pressure whose densities, bulk moduli, and XRD patterns match experimen-

tally measured values [88].

Table 7 Application of evolutionary algorithms to molecular solids

Compound

Pressure

(GPa)

Formula units per

cell Energy code References

Benzene C6H6 0–300 Not specified VASP Wen et al. [80]

0, 5, 10, 25 4 VASP Zhu et al. [29]

Ice H2O 1,000–4,000 8 LAMMPS,

PWSCF

Ji et al. [53]

0 4 VASP Zhu et al. [29]

0 4 VASP Oganov

et al. [25]

CO2 50, 100, 150 1, 2, 3, 4, 6, 8 VASP Oganov

et al. [37]

12–20 2 VASP Zhu et al. [29]

50 1, 2, 3, 4, 6, 8 VASP Oganov

et al. [25]

NH3 5, 10, 25, 50 4 VASP Zhu et al. [29]

Glycine 1, 2 2, 3, 4 VASP Zhu et al. [29]

Butane-1,4- diammonium

dibromide

0 2 VASP Zhu et al. [29]

Urea CO(NH2)2 0 2 VASP Oganov

et al. [25]
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6.3 Intermetallic Compounds

Table 5 summarizes searches for intermetallic compounds. Trimarchi et al. have

studied many intermetallics. Their algorithm identified the correct lattice of Au2Pd,

which is known to be fcc, but it failed to find the lowest energy atomic configuration

[33] because the system exhibits several nearly degenerate structures. In another

study by these authors, a new phase of IrN2 was discovered [89]. They performed a

phase diagram search on the Al–Sc system, which exhibit several crystal structures

across the composition range, and successfully identified the experimentally known

ground state phases [49]. Xie et al. discovered two new superconducting phases of

CaLi2, one stable from 35 to 54 GPa and the other stable from 54 to 105 GPa.

Furthermore, they predict that CaLi2 is unstable with respect to dissociation into the

constituents at pressures greater than 105 GPa [90].

Table 8 Application of evolutionary algorithms to various inorganic compounds

Compound

Pressure

(GPa)

Formula units per

cell

Energy

code References

Al12C 0 1 VASP Oganov et al. [37]

BeB2, BeB3, BeB4,

BeB2.75

0, 160 4, 8 VASP Hermann et al. [97]

CsI 5–300 2, 3, 4, 8 VASP Xu et al. [98]

Fe-B system 0 Up to 15 atoms VASP Kolmogorov [54]

GaAs 0 4 VASP Trimarchi et al. [33]

Li-B system 0–320 1, 2 VASP Hermann et al. [99,

100]

Li-Si system 0 Variable, up to

20 atoms

VASP Tipton et al. [48]

MgB2 5–300 1, 2, 3, 4, 6 VASP Ma et al. [101]

SiC 0 4 VASP Trimarchi et al. [33]

WN2 0, 60 1, 2, 3, 4 VASP Wang et al. [102]

XeF2 0–200 Up to 4 VASP Kurzydlowski

et al. [103]

Xe-O System 5–220 Up to 36 atoms VASP Zhu et al. [104]

ATiO2, A═Ba, Be, Ca,
Mg, Sr

0 Not specified VASP Wen et al. [105]

NaPtF2 0 Not specified VASP Wen et al. [86, 105]

SrFeC4 0 Not specified VASP Wen et al. [86, 105]

CaRhO3 Not

specified

6 VASP Shirako et al. [106]

Li3RuO4 0 Not specified GULP Bush et al. [2]

SrTiO3 0 10 GULP Lonie et al. [31]

BC2N 30, 100 1, 2, 4 VASP Li et al. [107]

LiBeB 30, 100 Not specified VASP Hermann et al. [108]

Si2N2O 0 2 VASP Oganov et al. [25]

SrSiN2 0 4 VASP Oganov et al. [25]
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Sometimes the underlying lattices for these systems are known empirically, and

the search reduces to finding the lowest energy arrangement of atoms on the lattice.

For these cases, an efficient method to search over permutations of atomic positions

is crucial. D’Avezac et al. employed a virtual atom technique, in which the species

type of an atom is “relaxed” to determine if exchanging atom types at that site

would likely lead to a lower energy configuration [112]. In contrast to real space

mating operations, these authors also employed a reciprocal space mating scheme

[112]. With this technique, the structure factors of two parent organisms are

combined to form the offspring organism’s structure factor, which is then

transformed to real space, giving the offspring organism. A cluster expansion fitted

to DFT calculations was leveraged to perform energy calculations.

6.4 Minerals

Table 6 contains a summary of EA searches for the structures of several minerals.

Many of these studies were carried out at high pressure in order to simulate the

conditions in planetary interiors. Oganov et al. found two new phases of MgCO3

under pressure. In addition, a new phase of CaCO3 was reported to be stable above

137 GPa [37], and the structure of the post-aragonite phase of CaCO3, stable from

42 to 137 GPa, was solved [16]. Iron carbides of various compositions were

explored under pressure, and it was predicted that the cementite structure of Fe3C

is unstable at pressures above 310 GPa, indicating that this phase does not exist in

the Earth’s inner core [82]. Zhang et al. searched for iron silicide structures

under pressure and predicted that only FeSi with a cesium chloride structure is

stable at pressures greater than 20 GPa. Ono et al. investigated the structure of FeS

under pressure and reported several new phases up to 135 GPa [92]. Wu

et al. predicted a new low temperature post-perovskite phase of SiO2 with the

Fe2P-type structure [96].

6.5 Molecular Crystals

Table 7 summarizes searches for molecular crystals. Applications for molecular

solids include high-energy materials, pharmaceuticals, pigments, and metal-organic

frameworks [113–115]. Molecular solids are not always in their thermodynamic

ground states. Instead, the system is kinetically trapped and the molecular units are

maintained. Zhu et al. made several changes to the standard EA to facilitate

searching for molecular crystals, and they applied their algorithm to search for

structures of ice, methane, ammonia, carbon dioxide, benzene, glycine, and butane-

1,4-diammonium dibromide. Experimentally known structures were recovered by

the algorithm [29]. Ji et al. searched for ice at terapascal pressures and predicted

three new phases [53]. Lennard-Jones potentials were used to model the system, but
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ab initio calculations were periodically performed and the results used to fit the

empirical potentials. Hermann et al. performed evolutionary searches for high-

pressure phases of ice and predicted that ice becomes metallic at 4.8 TPa

[116]. Oganov et al. predicted that the β-cristobalite structure is the most stable

for CO2 between 19 and 150 GPa [37].

6.6 Inorganic Compounds

Table 8 summarizes searches for inorganic compounds. Many of these studies

aimed to clarify regions of various phase diagrams. Others sought to identify phases

with desirable properties, such as superconductivity.

Tipton et al. applied an evolutionary algorithm to investigate Li-Si anode

battery materials and carried out a phase diagram search on the Li–Si system. They

discovered a new stable phase with composition Li5Si2 [48]. Hermann et al. searched

for structures in the Li–B system under pressure and found several stable structures.

LiB was found to become increasingly stable as the pressure was increased beyond

300 GPa [99, 100]. Hermann et al. also predicted a new stable phase of LiBeB

at ambient pressure and several additional phases under pressures up to 320 GPa

[108]. Kolmogorov et al. searched for Fe–B structures at several different composi-

tions and reported new phases with compositions FeB4 and FeB2.

Xu et al. discovered a new orthorhombic phase of CsI that is predicted to be

stable from 42 GPa up to at least 300 GPa [98]. This material is predicted to

metallize at 100 GPa and to become superconducting at 180 GPa. Zhu et al. searched

for xenon oxides under pressure and found three stable compounds: XeO above

83 GPa, XeO2 above 102 GPa, and XeO3 above 114 GPa [104]. Bush et al. solved

the structure of Li3RuO4 at zero pressure. They used an alternative fitness function

in their EA and only calculated energies at the end of the search [2].

Li et al. resolved the structure of superhard BC2N and found it to have a rhombo-

hedral lattice [107].

7 Conclusions

Crystal structure prediction is a long-standing challenge in the physical sciences. If

we frame the structure prediction problem as one of global optimization, robust and

accurate free energy methods such as those described in Sect. 4 can be used as

objective functions, which can be minimized to find the thermodynamically stable

structure. This minimization problem has been effectively addressed in recent years

using evolutionary algorithms. However, the EA is less of a particular algorithm

and more of a general problem solving strategy. Thus, many methodological and

design choices are possible when creating an EA for structure prediction, and

innovation in the field is ongoing.
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The method generally begins with a broad sampling of the solution phase space.

Information gained from early calculations is used to try to guess new low energy

candidate structures. The ability to make such inferences relies on some characteri-

zation of or knowledge about the structure of the energy landscape, as described in

Sect. 1.1. In the evolutionary approach, we leverage the power of biological evolution

to search for low energy structures. Parent structures that are good solutions to the

problem are varied and combined in such a way so as to pass down their traits to

children. In this way, favorable properties are propagated in the population while

unfavorable ones tend to die out. The parent selection and variation operators are very

important to the success of this approach, and the most common and successful

variation operators take advantage of the partial spatial separability of the energy

minimization problem. These and other methodological issues were discussed in

Sect. 2.

In Sect. 6 we reviewed many applications of the method to systems of funda-

mental scientific as well as technological interest. As the field has begun to mature,

researchers have had many successes in practical applications. Several publicly

available software packages for performing these calculations exist and are

described in Sect. 5. However, evolutionary algorithms are not yet a commodity

method, and an understanding of the methodology remains helpful for obtaining

best results.

A number of challenges remain. Since ab initio energy calculations are the most

expensive part of the method, reducing the number of these necessary to obtain high

quality predictions is the focus of methodological developments. The energy and

relaxed structure are a small subset of the information provided by ab initio

calculations, so the opportunity exists to improve results by making better use of

the full set of data. Increasing the efficiency of the search through solution repre-

sentation and variation operators is also a promising avenue of improvement.

Searching over structures’ compositional degrees of freedom remains inefficient

since there is no local relaxation of these parameters, and the energy landscape has

little structure with respect to them. This makes prediction of the number of atoms

in the unit cell and phase diagram prediction challenging, as discussed in Sect. 3.

Although they lie beyond the scope of this review and volume, uses of

evolutionary algorithms to predict the atomic structures of other systems, such as

surfaces, 1D and 2D materials, atomic clusters, or molecules, etc., are also

important and active areas of research. A primary goal of computational materials

science is to find materials with desirable properties, and structure prediction is

a necessary early step in first principles prediction of materials’ properties.

Evolutionary algorithms have turned out to be a useful global optimization method

for addressing the structure prediction problem.
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tion operators and local optimization, proved to be a powerful approach in deter-

mining the crystal structure of materials. This review summarized the recent

progress of the USPEX method as a tool for crystal structure prediction.

In particular, we highlight the methodology in (1) prediction of molecular crystal
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In thermodynamic equilibrium, and at temperatures below melting, materials tend

to form crystalline states, which possess long-range order and translational sym-

metry. Understanding the structure of materials is crucial for understanding their

properties. However, the prediction of crystal structure has been a long-standing

challenge in physical science. Back in 1988, Maddox summarized this problem

with the following words [1]:

One of the continuing scandals in the physical sciences is that it remains in general

impossible to predict the structure of even the simplest crystalline solids from knowledge

of their chemical composition. . . Solids such as crystalline water (ice) are still thought to lie
beyond mortals’ ken.

Over the next few years, programs started appearing that attempted to do just

this and, in 1994, Gavezzotti [2] addressed the fundamental questions “Are crystal

structures predictable?” The answer was again asserted as “No.”

Crystal structure prediction (CSP) is particularly necessary when crystal struc-

ture information is not readily available. At normal conditions, the crystal structure

of most materials can be trivially determined by modern experimental techniques

such as X-ray diffraction. However, the same treatment becomes extremely prob-

lematic when it comes to extreme conditions, and computer simulation becomes

essential for obtaining structural information. Not only at extreme but also at

normal conditions crystal structure prediction is of enormous value – this is one

of the most fundamental problems in materials science and a necessary key step in

computational materials discovery.

What do we mean precisely by CSP problem? The simplest and most important

case is to find, at given pressure (and temperature) conditions, the stable crystal
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structure knowing only the chemical formula [3].1 Many types of advanced tech-

niques have been proposed to address this problem [4–13] and these are described

in a recent book [3]. Among these methods, the USPEX method [13–18], based on

evolutionary algorithm, is the leading one, and has been viewed as a revolution in

crystallography [19]. It has led to many exciting discoveries, early examples of

which, confirmed by experiment, include the superhard phase of boron with par-

tially ionic bonding [20], transparent insulating phase of sodium [21], etc. In this

chapter we will give an overview of the modern crystal structure prediction field,

and particularly the methodology and a few recent applications based on evolu-

tionary algorithms. Discussions here follow closely those in [13, 15, 18].

1 Methodology

1.1 Energy Landscape

Before talking about the prediction of the crystal structure, let us first consider the

energy landscape that needs to be explored. The number of distinct points on the

landscape can be estimated as:

C ¼ V=δ3

N

� �Y N
ni

� �
,

where N is the number of atoms in the unit cell of volume V, δ is a relevant

discretization parameter (for instance, 1 Å), and ni is the number of atoms of ith
type in the unit cell. Even for small systems (N � 10), C is astronomically large

(roughly 10N if one uses δ ¼ 1 Å and a typical atomic volume of 10 Å3). Such an

enormous number of structures cannot possibly be sampled, even on the most

advanced supercomputer, making direct solution of the CSP impossible.

The dimensionality of the energy landscape is

d ¼ 3N þ 3,

where 3N ffi 3 degrees of freedom are from N atoms, and the remaining six

dimensions are defined by the lattice. CSP is an NP-hard problem, and the difficulty

increases exponentially with the dimensionality. Yet great simplification can be

achieved if structures are relaxed, i.e., brought to the nearest local energy minima.

Relaxation introduces some intrinsic chemical constraints (bond lengths, bond

angles, avoidance of unfavorable contacts). Therefore, the intrinsic dimensionality

can be reduced:

1 Two extended formulations of this problem include simultaneous searches for stable chemical

compositions and structures in multicomponent systems, and finding the structures (and compo-

sitions) that possess required physical properties.
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d� ¼ 3N þ 3ffi κ,

where κ is the number of correlated dimensions, which could vary greatly according

to the intrinsic chemistry in the system. For example, the dimensionality drops a lot

from 99 to 11.6 for Mg16O16, while only a little, from 39 to 32.5, for Mg4N4H4.

Thereby, the reduced complexity for the energy landscape of local minima is

C� ¼ exp βd�ð Þ:

This implies that any efficient search method must include structure relaxation

(local optimization). We also note that all global optimization methods rely on the

assumption that the reduced energy landscape should have an overall shape

(Fig. 1a). An extreme (and, fortunately, unrealistic) case of a golf-course landscape

(Fig. 1b) gives an opposite example, where total lack of structure of the landscape

will lead any global optimization method to fail.

1.2 Global Optimization Methods

As the stable structure corresponds to the global minimum of the free energy

surface, crystal structure prediction is mathematically a global optimization prob-

lem. Several global optimization algorithms have been devised and used with some

success in CSP – for instance, simulated annealing [4, 5], metadynamics [6, 7],

genetic algorithms [8], evolutionary algorithms [13], random sampling [9], basin

hopping [10], minima hopping [11], and data mining [12].

One either has to start already in a good region of configuration space (so that no

effort is wasted on sampling poor regions) or has to use a “self-improving” method

that locates, step by step, the best structures. The first group of methods includes

metadynamics, simulated annealing, basin hopping, and minima hopping approaches.

Fig. 1 Simplified illustration of energy landscape: (a) the general landscape; (b) golf-course like

landscape. The landscape (a) could be transformed to a bowl-shaped one without noise by

interpolating local minima points as shown by the dashed line, but (b) does not have such a

helpful transformation
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The second group essentially includes only evolutionary algorithms. Alternatively,

data mining approaches use advanced machine learning concepts and predict the

structures based on a large database of known crystal structures [12]. Among all these

groups of methods, evolutionary algorithms present a particularly attractive approach

for solving CSP. The strength of evolutionary simulations is that they do not require

any system-specific knowledge except chemical composition, and are self-

improving, i.e., in subsequent generations increasingly good structures are found

and used to generate new structures. Its power has been evidenced by many recent

discoveries in the field of CSP [20–27].

1.3 Evolutionary Algorithm

The evolutionary algorithm (EA) mimics Darwinian evolution and employs natural

selection of the fittest and such variation operators as genetic heredity andmutations.

It can perform well for different types of free energy landscapes. Unlike in genetic

algorithms, we represent the coordinates of atoms in the unit cell and lattice vectors

by real numbers (rather than binary “0/1” strings) – and therefore our algorithm is

not genetic but evolutionary. The search space here is continuous and not discrete as

with binary string representation.

The procedure is as shown in Fig. 2:

1. Initialization of the first generation, that is, a set of structures satisfying the hard

constraints are randomly generated.

2. Determination of the quality for each member of the population using the

so-called fitness function.

3. Selection of the best members from the current generation as parents, from

which the new generation is created by applying specially designed variation

operators.

4. Evaluation of the quality of all new trial solutions (i.e., structures).

5. Repeat steps 3 and 4 until pre-specified halting criteria are achieved.

Fig. 2 The EA

implemented in the USPEX

code for crystal structure

prediction. Several versions

of this algorithm, as well as

other algorithms, such as

evolutionary metadynamics

[7] and variable-cell NEB

method [28], are

implemented in USPEX

as well
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The above algorithm has been implemented in the USPEX (Universal Structure

Predictor: Evolutionary Xtallography) code [13–17]. Fitness function mathemati-

cally describes the target direction of the global search, which can be either a

thermodynamic fitness (to find stable states) or a physical property (to find materials

with desired properties).

1.4 Variation Operators

An essential step in an EA is to deliver the good gene to the next population. In

USPEX, such delivery is done via variation operators. In general, the choice of

variation operators follows naturally from the representation and the nature of

the fitness landscape, and may or may not be inspired by physical processes

representing transformations between likely good solutions.

Heredity is a core part of the EA approach, as it allows communication between

different trial solutions or classes of solutions by combining parts from different

parents. In USPEX, to generate a child from two parents, the algorithm first chooses

a plane which is parallel to one lattice plane, and then cuts a slice with a random

thickness and random position along the other lattice vector; such slices from two

parent structures are then matched to form a child structure. In this process, the

number of atoms of each type is adjusted to ensure conservation of chemical

composition.

Mutation operators use a single parent to produce a child. Lattice mutation
applies a stain matrix with zero-mean Gaussian random strains to the lattice

vectors; soft-mode mutation (which we call softmutation for brevity) displaces

atoms along the softest mode eigenvectors, or a random linear combination of

softest eigenvectors; the permutation operator swaps chemical identities of atoms in

randomly selected pairs of unlike atoms.

1.5 Fingerprints: A Tool to Identify Similar Crystal
Structures and to Prevent Premature Convergence

A general challenge for global optimization methods is to avoid getting stuck in a

local minimum and thus skip the global minimum. In the context of EA, this is due

to the fact that good structures tend to produce children that bear resemblance to

them, and it is possible for a good low-energy (but still not the global minimum)

structure to come to dominate the population. Such behavior is especially common

for energy landscapes with many good local minima, and a successful algorithm

should address this problem. To prevent this, the key is to control the diversity of

the population. Thus one question comes up – how can we detect similar structures

and measure the similarity quantitatively?
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Direct comparison of atomic coordinates will not work due to translational

invariance (i.e., adding a constant vector to coordinates of all atoms will not change

the structure) and because they are represented in lattice vectors units and there are

many equivalent ways to choose a unit cell. Free energy difference is not a good

parameter either: two completely different structures can have very close energies.

An ideal function characterizing a structure should be (1) derived from the

structure itself, rather than its properties, (2) invariant with respect to shifts,

rotations, and reflections in the coordinate system; (3) sensitive to different order-

ings of the atoms; (4) formally related to experiment; (5) robust against numerical

errors, and (6) capable of incorporating short-range and long-range order. In

USPEX, we use the so-called fingerprint function [29] to describe a crystal struc-

ture. It has the formulation very similar to pair distribution function (PDF), which

for an elemental solid is

PDF Rð Þ ¼
X
i

X
j 6¼i

1

4πR2
ij
N
V Δ

δ Rffi Rij

� �
,

where Rij is the distance between atoms i and j, V is the unit cell volume, N is the

number of atoms in the unit cell, and Δ is a bin width (in Å). The index i goes over
all atoms in the unit cell and index j goes over all atoms within the cutoff distance

from the atom i. The PDF at long distances oscillates around the value +1, which is

not convenient for our purposes, and we subtract this “background” value for

convenience. Generalizing to systems containing more than one atomic type, we

introduce fingerprint as a matrix, the components of which are fingerprint functions

for A–B type distances:

FAB Rð Þ ¼
X
Ai, cell

X
Bj

δ Rffi Rij

� �
4πR2

ij
NANB

V Δ
ffi 1:

One can measure the similarity between two structures by calculating the cosine

distance between two fingerprint functions:

dij ¼ 0:5 � 1ffi f i f j

f ij j f j
�� ��

 !
:

Using this new crystallographic descriptor, we can improve the selection rules

and variation operators above. During the selection process, only one copy of each

distinct structure is used, and all its copies are killed. Fingerprint theory brings

many other benefits (quantification and visualization of energy landscapes, use of

ordered fragments of crystal structures, etc.); see [14, 17, 29].
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2 New Developments

USPEX has been widely successfully in applications to very different kinds of

systems, enjoying high success rate and efficiency. To predict very large and

complex crystal structures, this method has been improved in many ways (gener-

ation of random symmetric structures, smart variation operators learning about

preferable local environments and directed mutations, ageing technique, etc.

[17]). Below we give examples of two major subjects, prediction of structures

from molecular building blocks, and simultaneous optimization of both configura-

tional and compositional space to find novel compounds.

2.1 Predicting Structures from Building Blocks

Molecular crystals are extremely interesting because of their applications as

pharmaceuticals, pigments, explosives, and metal-organic frameworks [30]. The

periodically conducted blind tests of organic crystal structure prediction, organized

by Cambridge Crystallographic Data Centre (CCDC), have been the focal point for

this community and they reflect steady progress in the field [31–36]. The tests show

that it is now possible to predict the packing of a small number of rigid molecules,

provided there are cheap force fields accurately describing the intermolecular

interactions. In these cases, efficiency of search for the global minimum on the

energy landscape is not crucial. However, if one has to use expensive ab initio total

energy calculations or study systems with a large number of degrees of freedom

(many molecules, especially if they have conformational flexibility, lead to astro-

nomically large numbers of possible structures), efficient search techniques become

critically important.

Compared to the prediction of atomic structures, there are several features to be

taken into account for molecular crystals:

1. A typical unit cell contains many more atoms than a normal inorganic structure,

which means an explosion of computing costs if all these atoms are treated

independently.

2. Molecules interact with each other by weak forces, such as the van der Waals

(vdW) interactions, and the inter-molecular distances are typically larger than

those in atomic crystals, which leads to the availability of large empty space.

3. Most of the molecular compounds are thermodynamically less stable than

simpler molecular compounds from which they can be obtained (such as H2O,

CO2, CH4, NH3, H2). This means that a fully unconstrained global optimization

approach in many cases will produce a mixture of these simple molecules, which

are of little interest to organic chemists. To study the packing of the actual

molecules of interest it is necessary to fix the intra-molecular connectivity.

4. Crystal structures tend to be symmetric, and the distribution of structures over

symmetry groups is very uneven [37, 38]. For example, 35% of inorganic and
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45% of organic materials have the point group 2/m. Compared to inorganic

crystals, there is a strong preference of organic crystals to a small number of

space groups. Most organic crystals are found to possess space groups: P21/c
(36.59%), P-1 (16.92%), P212121 (11.00%), C2/c (6.95%), P21 and Pbca
(4.24%).

If we start to search for the global minimum with randomly generated structures,

it is very likely that most of the time will be spent on exploring those uninteresting

disordered structures far away from the target. Fortunately, the prediction of stable

complex molecular structures can be achieved under the constraint of fixed mole-

cules (or partially flexible molecules) as building blocks. The truly interesting

problem for most organic chemists can be solved by constrained global optimiza-
tion, finding the most stable packing of molecules with fixed bond connectivity.

This will not only make the global optimization process meaningful, but at the same

time will simplify it, leading to a drastic reduction of the number of degrees of

freedom and of the search space. In order to apply constraints on the EA, we mainly

need to modify the initialization of structures and variation operators.

2.1.1 Initialization: Generation of Molecular Structures

It is essential that all newly generated structures consist of molecules with desired

bond connectivity. The efficiency can be greatly enhanced by using symmetry

(so that different molecules in the unit cell are symmetrically related to each

other) in the random generation of new structures – a population of symmetric

structures is usually more diverse than a set of fully random (often disordered)

structures. Diversity of the population of structures is essential for the success and

efficiency of evolutionary simulations.

The initial structures are usually generated randomly, with randomly selected

space groups. First, we randomly pick 1 of 230 space groups, and set up a Bravis

cell according to the prespecified initial volume with random cell parameters

consistent with the space group. Then one molecule is randomly placed on a general

Wyckoff position and is multiplied by space group operations. If two or more

symmetry-related molecules are found close to each other, we merge them in one

molecule that sits on a special Wyckoff position and has averaged coordinates of

the molecular center and averaged orientational vectors (or random, when the

average value is zero). Adding new molecular sites one by one, until the correct

number of molecules is reached, we get what we call a random symmetric structure

(Fig. 3). During this process we also make sure that no molecules overlap or sit too

close to each other.
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2.1.2 Variation Operators

Child structures (new generation) are produced from parent structures (old gener-

ation) using one of the following variation operators:

1. Heredity.

2. Permutation.

3. Coordinate mutation.

4. Lattice mutation (seldom used for molecular crystals).

These are the same as in atomic crystal structures, with the only difference

that variation operators act on the geometric centers of the molecules and their

orientations, i.e., whole molecules, rather than single atoms, are considered

as the minimum building blocks. Since molecules cannot be considered as

spherically symmetric point particles, additional variation operators must be

introduced.

5. Rotational mutation of the whole molecules.

6. Modified softmutation, which must retain molecular connectivity and is thus a

hybrid operator of coordinate and rotational mutation. Figure 4 shows how

variation operators work in our algorithm. Below we describe how these varia-

tion operators were used in our test cases.

Fig. 3 Illustration of generating a random symmetric structure with four molecules per cell. For a

given space group randomly assigned by the program (in this case, P21/c), the Bravis cell is

generated, and molecular center is placed onto a random position (in this case, the general position

4e or 2a + 2d). Molecules are then built at the Wyckoff sites preserving their intramolecular

connectivity and with their orientations obeying space group symmetry operations. Molecular

geometry often breaks space group symmetry, leading to a subgroup, and we allow this. For clarity

of the figure, molecules occupying positions at the corners and faces of the unit cell are shown

only once
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Heredity

This operator cuts planar slices from each individual and combines these to produce

a child structure. In heredity, each molecule is represented by its geometric center

(Fig. 4a) and orientation. From each parent, we cut (parallel to a randomly selected

coordinate plane of the unit cell) a slab of random thickness (within the bounds of

0.25–0.75 of the cut lattice vector) from a random height in the cell. If the total

number of molecules of each type obtained from combining the slabs does not

match the desired number of molecules, a corrector step is performed: molecules in

excess are removed while molecules in shortage are added; molecules with a higher

local degree of order have higher probability to be added and lower probability to

be removed. This is equivalent to our original implementation of heredity for

atomic crystals.

Rotational Mutation

A certain number of randomly selected molecules are rotated by random angles

(Fig. 4c). For rigid molecules there are only three variables to define the orientation

of the molecules. For flexible molecules, we also allow the mutation of torsional

angles of the flexible groups. A large rotation can have a marked effect on global

optimization, helping the system to jump out of the current local minimum and find

optimal orientational ordering and optimal molecular conformation.

Softmutation

This powerful operator, first introduced for atomic crystals [14], involves atomic

displacements along the softest mode eigenvectors, or a random linear combination

of the softest eigenvectors. In the context of molecular crystals it becomes a hybrid

Fig. 4 Variation operators: (a) heredity; (b) coordinate mutation; (c) rotational mutation
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operator, combining rotational and coordinate mutations. In this case, the eigenvec-

tors are calculated first and then projected onto translational and rotational degrees

of freedom of each molecule and the resulting changes of molecular positions and

orientations are applied, preserving rigidity of the fixed intra-molecular degrees of

freedom. To calculate efficiently the normal modes, we construct the dynamical

matrix from bond hardness coefficients [14]. The same structures can be softmutated

many times, each time along the eigenvector of a new mode.

2.2 Method for Variable-Composition Searches: Prediction
of New Compounds

This is a function to enable simultaneous prediction of all stable stoichiometries and

structures. A pioneering study was done by Johanesson et al. [39], who succeeded in

predicting stable stoichiometries of alloys within a given structure type. However, a

simultaneous search for stable structures and compositions is much more challeng-

ing. This means that we are dealing with a complex landscape consisting

of compositional and structural coordinates which require a series of modification

of the standard EA approaches. This was done in 2008 in the USPEX code (see

[40, 41]).

In order to involve the variation of chemical composition, we need to consider

the following issues:

1. The sampling should cover the whole range of compositions of interest.

2. Proper fitness should be devised to evaluate the quality of structures that have

different compositions.

3. Smart selection rules are needed, based on the fitness function.

4. Variation operators should allow the variation of stoichiometries.

2.2.1 Fitness: Representation as a Convex Hull

For a system with a given chemical formula, the optimizing target only involves

energy per formula unit. If one wants to study a system of compounds with different

stoichiometries, the stability can be evaluated by the formation energy towards the

decomposition into mixtures of other compounds. Let us take a simple binary

system AB as an example. The energy of formation of AxB1ffix can be expressed as

Eformation ¼ EAB ffi xEA ffi 1ffi xð ÞEB,

where EA and EB correspond to the energy of the elemental A and B forms. Cleary

Eformation is a function of the compositional ratio x, and its calculation requires the

knowledge of EA, EB, and EAB. Stable compounds have negative energy of forma-

tion. If we draw the plot of Eformation (x) for a series of structures/compositions in the

A–B system as shown in Fig. 5, any structure with negative Eformation can be stable
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towards decomposition into the elements A and B – this is visually easy to detect, as

structure AB, stable against decomposition into A and B, is below the line drawn

from A to B. However, for a compound AxB1ffix to be thermodynamically stable,

this is necessary but not sufficient – a sufficient condition is that this compound is

stable to decomposition into any other compounds (not only elements A and B), i.e.,

is below all the possible “decomposition lines.” All thermodynamically stable

compounds form a convex hull. The fitness of a structure/composition can be

defined as the minimum vertical distance from the convex hull (see Fig. 5).

2.2.2 Selection

With the fitness available, we can proceed to the selection process. In a standard EA

approach we select low-energy structures from the current generation. That is, the

current population is considered as the selection pool. For variable-composition

calculations, a modified selection rule can be beneficial: we are facing a much more

complex search space, and the population size is usually insufficient to represent the

diversity of the whole system. Thus we need to build the selection pool from the

whole history. At the end of each generation, we update the convex hull and then

calculate the fitness for the structures from all previous generations, and rank them

after discarding identical structures identified by fingerprints. One common behav-

ior of this data set is that the distribution of “high fitness structures” is very uneven

in the compositional space. There might exist many low-energy structures for some

particular compositions while only a few structures for other compositions. This

indicates that the energy window varies a lot with stoichiometries, and thus a direct

selection from the ranking list might bias the search considerably. To revise this, we

use a simple rule to set the maximum number of structures for each composition

when building the selection pool (Figs. 6 and 7).

Fig. 5 Energy of formation

as a function of

composition. The stable

structures need to be below

all the possible

“decomposition lines,” and

form a convex hull. The

fitness can be defined as the

minimum vertical distance

from the convex hull
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Fig. 7 Illustration of zebra heredity operator. It is quite obvious that in the case of variable

composition the child structure obtained from many slices would be much more reasonable than

the one obtained from traditional two-slice heredity

Fig. 6 The evolution of selection pool in USPEX for variable-composition structure prediction of

a binary Lenard–Jones system (see Fig. 10 for details)
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2.2.3 Variation Operators

Some of the variation operators, like softmuation and permutation, have the same

formulation as used in standard EA. Heredity, however, is defined in a slightly

different way. First, the chemistry-preserving constraints in the heredity operator

should be removed. Second, if we consider two parent structures with quite different

stoichiometries, their child structures obtained by normal heredity will very likely

have two distinct chemical blocks as shown in Fig. 8, and such structures will be closer

to the idea of a two-phase assemblage (a result of decomposition) than a single phase

with a definite chemical composition. To remedy this we cut many slices from both

parents (the thickness determined stochastically according to the approximate atomic

radii) in a “zebra” pattern – the modified heredity operator is called “zebra heredity.”

To allow further change of chemical composition, we introduce a “chemical

transmutation” operator. This operator turns out to be quite efficient for driving the

system from a known minimum to another good minimum in a different area of

compositional space.

2.2.4 Implementation and Tests

After considering all the above ideas developments, the EA for variable-

composition searches can be designed, as shown in Fig. 9.

An example of a (very difficult) system is given in Fig. 10. Consider a simple

binary Lennard–Jones A–B system; the potential for each atomic ij-pair is given by

Uij ¼ εij
Rmin

R

� �12

ffi 2
Rmin

R

� �6
" #

,

where Rmin is the distance at which the potential reaches minimum, and ε is the

depth of the minimum. In these simulations we use additive atomic dimensions

Rmin(BB)¼1.5Rmin(AB) ¼ 2Rmin(AA) and non-additive energies (to favor

compound formation) εAB ¼ 1.25; εAA ¼ 1.25εBB. Odd as it may seem, a binary

Lennard–Jones system with a 1:2 ratio of radii exhibits a large number of ground

states – including the exotic A14B compound and the well-known AlB2-type

structure, and several marginally unstable compositions (such as A8B7, A12B11,

Fig. 8 Illustration of transmutation: one can obtain the NaCl-type structure from the simple cubic

structure by transmuting half of the atoms
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A6B7, A3B4, AB2). The correctness of these predictions is illustrated by the fact that

a fixed-composition test simulation at AB2 stoichiometry produced results perfectly

consistent with the variable-composition runs.

Figure 11 shows a practically interesting example of variable-composition

simulations – B–N system at ambient and high (50 GPa) pressure. At ambient

pressure, hexagonal BN is thermodynamically stable, and B13N is right at the

border between stability and metastability. On increasing pressure, B13N becomes

metastable and only BN (in the cubic, diamond-like, form) is stable. One can also

notice a strong increase of stability of BN – its enthalpy of formation increases from

~ ffi1.5 eV/atom at 1 atm to ~ ffi2.2 eV/atom at 50 GPa. Variable-composition

calculations are a very powerful tool to explore chemical reactivity of the elements

and its dependence on external conditions, such as pressure.

3 Applications

As an illustration of constrained global optimization for molecular crystals, we

consider a promising material for hydrogen storage, Mg(BH4)2. To illustrate how

pressure leads to the formation of new chemical compounds (which are most

efficiently predicted by variable-composition searches), we show recent results on

the Xe–O and Mg–O systems. In all the calculations, global optimizations were

carried out by the USPEX code, and the VASP code [42] was employed for local

Fig. 9 The flowchart of variable-composition prediction in the USPEX code
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Fig. 10 Variable-composition USPEX simulation of the AxBy binary Lennard–Jones system.

In the upper panel: stable compositions (A14B, A8B, A3B, A2B, AB). The lower panel shows
some of the stable structures
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Fig. 11 Variable-composition USPEX simulation of B–N system at 1 atm (left) and 50 GPa

(right)
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optimization (i.e., structural relaxation), using the PBE exchange-correlation

functional [43] and the PAW method [44].

3.1 Mg(BH4)2 [16, 27]

Lightweight metal borohydrides have recently received much attention owing to their

high gravimetric and volumetric hydrogen densities compared to other complex

hydrides [45]. Of these, magnesium borohydride, Mg(BH4)2, as a prominent light-

weight solid-state hydrogen storage material with a theoretical hydrogen capacity of

14.8 wt%, has been extensively studied at both ambient and high pressure conditions.

3.1.1 Mg(BH4)2 at Ambient Condition

As a test, we first explore the energy landscape of Mg(BH4)2 at ambient condition.

Mg(BH4)2 at ambient condition has been extensively studied as a template for

developing novel hydrogen-storage solutions. Based on the experimental data, the

ground-state α and β phases have been assigned space groups P6122 (330 atoms

per unit cell) and Fddd (704 atoms/cell), and turned out to have unexpectedly

complex crystal structures [46–49]. There had been disputes between experimen-

talists and theoreticians regarding the nature of these ground-state structures

[50–52]. Recent theoretical work then predicted a new body-centered tetragonal

phase (with I4m2 symmetry), which has slightly lower energy than the P6122
phase, by using the prototype electrostatic ground-state approach (PEGS)

[50]. Later, based on the prototype structure of Zr(BH4)4, another orthorhombic

phase with F222 symmetry was found to have even lower energy than all

previously proposed structures [52].

In general, the previous theoretical discoveries of novel Mg(BH4)2 phases were

conducted either by ad hoc extensive searching or by chemical intuition. However,

USPEX does not rely on any prior knowledge except chemical composition, and

could be particularly useful for predicting stable crystal structures for these com-

plex metal hydride systems. If we consider the BH4
- ion as a molecular group, the

search space would be dramatically reduced. Within 10 generations (or just

400 structure relaxations), USPEX found the F222 phase (Fig. 12a) as the most

stable structure at ambient pressure. Moreover, the I-4 m2 structure (Fig. 12b) was

also found by USPEX in the same calculation, with enthalpy less than 1.2 meV/

atom above that of the F222 phase. Compared to the previous work, our method is

clearly more universal, systematic, and robust, enables efficient structure prediction

for complex molecular systems, both organic and inorganic.
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3.1.2 Mg(BH4)2 Under High Pressure

To improve the reversible hydrogen absorption or desorption kinetics or get new

metastable polymorphs, recent studies focused on the stabilization of the high-

pressure phases of Mg(BH4)2 at ambient pressure. Most recently, new δ, δ0, and ε
phases of Mg(BH4)2 were successfully synthesized under pressure [53]. Many of

them turned out to retain their structure upon decompression to ambient conditions.

Crystal structures of γ and δ phases were, apparently convincingly, resolved using

powder synchrotron X-ray diffraction [53]. Unexpectedly, theoretical phonon cal-

culations showed the P42nm structure (proposed by Filinchuk for the δ phase [53])

to be dynamically unstable at ambient pressure, which means that the exact crystal

structure of the δ phase is still unresolved, even for such a simple structure with

only 22 atoms per cell, and still less for the poorly characterized δ0 and ε phases.

Therefore, the polymorphism and phase diagram of this important compound

required further investigation.

According to our prediction, the tetragonal I41/acd and trigonal P-3m1 phases

are found to be the most stable ones in structure searches at 2–5 GPa and

10–20 GPa, respectively. Interestingly, within the whole pressure range (up to

20 GPa), we did not find the P42nm structure proposed by Filinchuk et al. [53],

but instead found the I41/acd phase with 4 formula units (44 atoms) per cell and P-4
phase with 2 formula units per cell at pressures below 5 GPa (see Fig. 13). Given

that the P42nm structure is dynamically unstable at ambient pressure, and based on

our enthalpy calculations, we hypothesized that the I41/acd and P-4 structures

might correspond to the experimentally observed δ and δ0 phases. Further investi-
gation confirmed this suggestion, as we will show below.

I41/acd-Mg(BH4)2 becomes more stable than the γ phase at pressures above

0.7 GPa (Fig. 13). In the room-temperature experiment, a pressure-induced struc-

tural transformation is observed for the porous γ phase, and occurs in two steps: the
γ phase turns into a diffraction-amorphous phase at 0.4–0.9 GPa and then, at

approximately 2.1 GPa, into the δ phase [53]. We note a tiny enthalpy difference

between I41/acd and P-4 structures at pressures around 1 GPa. As pressure

increases to 9.8 GPa, the P-3 m1 structure becomes the most stable structure, in

agreement with earlier predictions [46, 54]. Bil et al. [55] indicated that it is

important to treat long-range dispersion interactions to get the ground state

Fig. 12 Mg(BH4)2
polymorphs at ambient

conditions found by

USPEX. (a) F222 phase;

(b) I-4m2
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structures of magnesium borohydrides correctly. We have examined the energetic

stability of the considered structures through a semi-empirical Grimme correction

to DFT energies, stresses and forces [56]. When this correction is included, the

I41/acd and P-4 structures once again come out as more stable than the P42nm
structure, by 21.2 kJ/mol and 15.4 kJ/mol, respectively. Energetic stability seems to

correlate with the degree of disparity of bond lengths and atomic Bader charges.

The P42nm structure has two inequivalent Mg–H distances, 2.26 and 2.07 Å,
compared to 2.11 and 2.07 Å in the I41/acd structure, and 2.12 and 2.06 Å in the

P-4 structure. As we can see, the more homogeneous bond lengths, the greater

stability. Bader charges, computed using the code [57], show the same picture: for

H atoms we find them to be ffi0.63e andffi0.59e in the P42nm structure,ffi0.63e and
0.62e in the P-4 structure, and ffi0.63e and ffi0.61e in the I41/acd structure. More

homogeneous Bader charges and bond lengths in the I41/acd and P-4 structures

correlate with their greater thermodynamic stability at ambient pressure, in agree-

ment with proposed correlations between local bonding configurations and ener-

getic stability [52].

Our calculations suggest that theP42nm structure, proposed by experiment for the

δ phase, is unstable. This implies that either density functional theory calculations

are inaccurate for this system, or experimental structure determination was incor-

rect. To assess these possibilities, we simulated the XRD patterns of the I41/acd and
P-4 structures, and compared themwith the experimental XRD pattern of the δ phase
at ambient pressure (see Fig. 14a). One observes excellent agreement, both for the

positions and the intensities of the peaks (including both strong and weak peaks), of

Fig. 13 (a) Enthalpy curves (relative to the γ phase) of various structures of Mg(BH4)2 as a

function of pressure; (b) the I41/acd structure; (c) the P-4 structure. Enthalpies are given per

formula unit. The inset in (a) shows the energy per formula unit of I41/acd, P-4, and P42nm
structures (relative to the P42nm structure) at zero pressure, including vdW interactions
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the I41/acd structure with experiment [53]. The situation is very peculiar: two

structures, I41/acd and P42nm, have nearly identical XRD patterns, both compatible

with experiment – but one, I41/acd, is the true thermodynamic ground state (global

minimum of the enthalpy), whereas the other,P42nm, is not even a local minimum of

the enthalpy (dynamically unstable structure, incapable of sustaining its own

phonons). In this situation, the true structure is clearly I41/acd. This case gives a

clear real-life example of the fact that very different structures can have very similar

powder XRD patterns, making structure determination from powder data dangerous,

and in such cases input from theory is invaluable. The P-4 structure also has a rather
similar XRD pattern, but the peak positions are slightly shifted. Comparison with an

independent experimental XRD pattern collected at 10 GPa (Fig. 14b) shows that the

peak positions and intensities of the I41/acd structure are once again in excellent

agreement with the experimental data [46], while the strong peaks of the P-4
structure at 9.9�, 11.6�, and 11.8� obviously deviate from the observed ones. This

reinforces our conclusion that the I41/acd structure is the best candidate for the high
pressure δ phase. At pressures below 10 GPa, a mixture of I41/acd and P-4 phases is
possible, as the XRD peaks of these two structures are quite similar. We must

remember that in the experiment, the δ and δ0 phases are nearly indistinguishable

[53]. This example highlights the importance of theoretical simulations in

establishing crystal structures, when only powder XRD data are available: purely

experimental solutions may be dangerous even for simple structures, such as the

structure of the δ phase with only six non-hydrogen atoms in the unit cell.

3.2 Xe–O system [25]

Xenon is a noble gas, chemically inert at ambient conditions. A few xenon fluorides

have been found [58–61], with Xe atoms in the oxidation states +2, +4, or +6. Upon

application of high pressure, insulating molecular structure of XeF2 was found to

transform into two- and three-dimensional extended solids and to become metallic

[61]. Clathrate Xe–H solids were also observed [62]. Two xenon oxides (XeO3,

Fig. 14 Simulated XRD patterns of the I41/acd, P-4 and P42nm structures of Mg(BH4)2 with the

X-ray wavelength of 0.770518 Å at ambient pressure (a) and 0.36814 Å at 10 GPa (b) in

comparison with the corresponding experimental results [46, 53]
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XeO4) [63] are known at atmospheric pressure, but are unstable and decompose

explosively above 25�C (XeO3) and ffi40�C (XeO4) [64]. A crystalline XeO2 phase

with local square-planar XeO4 geometry has recently been synthesized at ambient

conditions [65].

Growing evidence shows that noble gases, especially Xe, may become much

more reactive under pressure [66]. The formation of stable xenon oxides and

silicates could explain the missing xenon paradox, i.e., the observation that the

amount of Xe in the Earth’s atmosphere is an order of magnitude less than what it

would be if all Xe were degassed from the mantle into the atmosphere [67]. One

possibility to explain this deficiency is to assume that Xe is largely retained in the

Earth’s mantle. In fact, a recent experiment discovered that xenon reacts with SiO2

at high pressures and temperatures [68, 69]. At the same time, recent theoretical

investigation showed that no xenon carbides are stable, at least up to the pressure of

200 GPa [70], and experimental and theoretical high pressure work [71] found no

tendency for xenon to form alloys with iron or platinum.

Here we address possible stability of xenon oxides using quantum-mechanical

calculations of their energetics. We have performed structure prediction simula-

tions for the Xe–O system for the compositions of XeO, XeO2, XeO3, XeO4 at 5, 50,

100, 120, 150, 180, 200, and 220 GPa. Our calculation at 5 GPa yielded lowest-

enthalpy structures that always contained the O2 molecules, indicating the tendency

for segregation of the elements, and indeed at 5 GPa decomposition was found to be

energetically favorable. This suggests that the reaction observed by Sanloup

et al. [68, 69] at 0.7–10 GPa was an entropically driven incorporation of Xe

impurities into the structure of SiO2, rather than enthalpically-driven formation of

a stoichiometric xenon silicate or oxide. Indeed, solid solutions and point defects

are stabilized by entropy (rather than enthalpy) [72].

3.2.1 Stable Xe–O Compounds Under High Pressure [25]

Figure 15 shows the enthalpy of formation of all the Xe oxides as a function of

pressure. Below 83 GPa all xenon oxides are unstable. At 83 GPa, XeO-Pbcm
becomes stable, followed by XeO2-P21/c above 102 GPa and XeO3-P42/mnm
above 114 GPa. There is a clear trend of increasing the oxidation number of Xe

on increasing pressure.

A simple and clear analysis of chemical bonding can be carried out using the

electron localization function (ELF) [73]. The ELF gives information about the

valence electron configuration of an atom in a compound. States with closed-shell

electronic configurations (Xe0, 5s25p6, and Xe6+, 5s2) will exhibit a spherical ELF
distribution, whereas open-shell states (Xe2+, Xe4+) will not. For Xe2+ one p-orbital
is empty and the ELF will have a toroidal shape; likewise, Xe4+ can be formed by

the removal of two p-orbitals and the ELF will show a two-lobe maximum

corresponding to the shape of the lone p-electron pair.

The most stable structure of XeO at 100 GPa has space group Pbcm and eight

atoms in the unit cell. As shown in Fig. 15c, Xe atoms are in a twofold (linear)

coordination and Xe–O bonds form chains, with O–Xe–O angles of 175.6� and
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Xe–O–Xe angles of 112.6�. The alternating Xe–O bond lengths are 2.0 and 2.1 Å.
The ELF picture shows a toroidal maximum of ELF around each Xe atom, exactly

what one should expect for Xe2+ state.

For XeO2, the stable structure above 102 GPa has space group P21/c and 24 atoms

in the unit cell. Xenon atoms have a slightly non-planar square coordination and the

structure consists of 1D-ribbons of edge-sharing XeO4-squares (Xe–O distances are

2.0 and 2.1 Å), with four Xe–O bonds and two lone pair maxima forming an

octahedron, consistent with the geometry proposed by recent experiments [65]. Just

as in XeO, there are no peaks visible in the ELF isosurface along the Xe–O bonds

(Fig. 15d). Above 198 GPa it transforms into the XeO2-Cmcm structure.

XeO3 becomes stable at 114 GPa. Its structure has space group P42/mnm and

16 atoms in the unit cell. It is stable against decomposition into Xe and O2 as well as

into XeO or XeO2 and O2. P42/mnm phase is composed of two sublattices: square

XeO2 chains, again suggesting the Xe4+ state, and linear chains made of O2

dumbbells. Above 145 GPa, the molecules in the linear –O2–O2– chains are partly

dissociated and we observe the –O2–O– chains in the C2/c phase that has 48 atoms

Fig. 15 (a) Predicted enthalpies of formation of Xe–O compounds at high P and T ¼ 0 K;

(b) predicted Gibbs free energy of formation of Xe–O compounds at different temperatures (shifted

for clarity by ffi0.1 eV/atom at each successive temperature) and P ¼ 120 GPa; (c) crystal structure

of XeO (Pbcm) at 100 GPa, and its ELF isosurface (ELF ¼ 0.85) on the Xe–O chain; (d) crystal

structure of XeO2 (P21/c) at 120 GPa, and its ELF isosurface (ELF ¼ 0.85) on the XeO4 square; (e)

crystal structure of XeO3 (Pmmn) at 200 GPa, and its ELF isosurface (ELF ¼ 0.82) on XeO12

anticuboctahedra
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per unit cell. Above 198 GPa, the structure transforms to a Pmmn phase with eight

atoms per unit cell. In this remarkable structure, the oxygen atoms form

anticuboctahedra in which the Xe atoms sit in the center (Fig. 15e). The ELF

distribution around Xe atoms in the Pmmn phase is spherical around the xenon,

which points at the Xe6+ valence state with a spherically symmetric 5 s2 valence

shell. Again, we observe the tendency of increasing oxidation states under pressure.

Xenon fluorides are stable at ambient conditions, whereas xenon oxides become

stable above 83 GPa. Xenon carbides are unstable up to 200 GPa at least [69]. It

appears that xenon forms compounds most readily with the most electronegative

atoms, and that in turn suggests that ionicity is essential. This is somewhat counter-

intuitive, given that the xenon atom has a very stable closed valence shell and its

electronegativity is rather high. The electronegativity difference (1.4 for Xe–F, 0.8

for Xe–O, and 0.56 for Xe–C) determines the degree of ionicity at ambient condi-

tions. However, ionicity often seems to be enhanced under pressure. Spontaneous

ionization under pressure was recently found even in a pure element, boron [20].

3.2.2 Xe–Si–O System in the Earth’s Mantle [25]

Table 1 shows the representative chemical reactions involving xenon oxides and

silicates in the Earth’s lower mantle at 100 GPa. Xe oxides are only stable above

83 GPa, i.e., at pressures corresponding to the lower mantle. Since in the Earth’s

mantle metallic Fe should be present [74, 75], stability of Xe oxides needs to be

explored in the presence of metallic Fe. In our calculations of phase equilibria, we

took into account that at lower mantle conditions Fe has the hcp structure and FeO

has the antiferromagnetic inverse NiAs structure [76, 77]. Calculations show that

all the predicted xenon oxides are very strong oxidants and will oxidize Fe,

producing iron oxide and free xenon (FeO + Xe). Therefore, Xe oxides cannot be

present in the lower mantle, where free Fe should exist.

Since xenon oxides are not stable in coexistence with metallic Fe, we investi-

gated the formation of stable xenon silicates under pressure, focusing on XeSiO3

and Xe2SiO4, which contain the least oxidized divalent xenon. All of the investi-

gated compositions were unstable towards decomposition into XeO, XeO2, SiO2,

Table 1 Representative

chemical reactions involving

xenon oxides and silicates in

Earth’s lower mantle at

100 GPa

Reaction ΔH (eV) ΔV (Å3)

FeO + Xe ! XeO + Fe 2.170 ffi1.35

FeO + Xe + ½O2 ! XeO2 + Fe 2.203 ffi3.09

FeO + 2Xe + SiO2 ! FeSi + 2XeO 8.540 ffi1.88

Fe + Xe + SiO2 ! FeSi + XeO2 8.687 ffi2.03

4XeO + 2SiO2 ! 2XeSiO4 0.910 ffi0.61

4XeO + 2MgSiO3 ! 2XeSiO4 + 2MgO 1.490 0.27

4XeO + 2CaSiO3 ! 2XeSiO4 + 2CaO 4.409 ffi0.33

Xe + SiO2 ! Si + XeO2 12.205 0.33

2Xe + SiO2 ! Si + 2XeO 12.057 0.48
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and elemental Xe; Xe2SiO4 (Fig. 16) proved to be one of the least unstable silicates,

but is still unstable. In this structure, Xe atoms terminate the silicate perovskite

layers, suggesting that xenon could also be stored in perovskite/post-perovskite

stacking faults [78] or at grain boundaries or dislocations.

3.3 Mg–O system [26]

Magnesium oxide (MgO) is one of the most abundant phases in planetary mantles,

and understanding its high-pressure behavior is essential for constructing models of

the Earth’s and planetary interiors. For a long time, MgO was believed to be among

the least polymorphic solids – only the NaCl-type structure has been observed in

experiments at pressures up to 227 GPa [79]. Static theoretical calculations have

proposed that the NaCl-type (B1) MgO would transform into CsCl-type (B2) and

the transition pressure is approximately 490 GPa at 0 K (474 GPa with the inclusion

of zero-point vibrations) [80–82]. Calculations also predicted that MgO remains

non-metallic up to extremely high pressure (20.7 TPa) [81], making it to our

knowledge the most difficult mineral to metalize. Thermodynamic equilibria in

the Mg–O system at 0.1 MPa have been summarized in previous studies [83–85],

concluding that only MgO is a stable composition, though metastable compounds

(MgO2, MgO4) can be prepared at very high oxygen fugacities.

Using ab initio variable-composition evolutionary simulations, we explored the

entire range of possible stoichiometries for the Mg–O system at pressures up to

850 GPa. In addition to MgO, our calculations find that two extraordinary com-

pounds (MgO2 and Mg3O2) become thermodynamically stable in the regions of

Fig. 16 Crystal structure of

the least unstable Xe2SiO4

obtained from USPEX
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high and low oxygen chemical potential at 116 GPa and 500 GPa, respectively. To

confirm this and to obtain the most detailed picture, we then focused our search on

two separate regions of chemical space: Mg–MgO and MgO–O, respectively. Since

the structures in the two regions exhibit different properties, we describe them

separately.

3.3.1 MgO2

It is well known that monovalent (H–Cs) and divalent (Be–Ba and Zn–Hg) ele-

ments are able to form not only normal oxides but also peroxides and even

superoxides [86] (for instance, BaO2 has been well studied at both ambient and

high pressure [87, 88]). Our structure prediction calculations identified the exis-

tence of magnesium peroxide with Pa3 symmetry and 12 atoms in the unit cell at

ambient pressure, which is in good agreement with experimental results [89]. In this

cubic phase, Mg is octahedrally coordinated by oxygen atoms (which form O2

dumbbells); see Fig. 17c. However, Pa3 MgO2 (c-MgO2 from now on) is calculated

to have a positive enthalpy of formation from MgO and O2, and is therefore

metastable. The calculation shows that, on increasing pressure, c-MgO2 transforms

into a tetragonal form with space group I4/mcm. In the t-MgO2 phase (Fig. 17d), Mg

is eight-coordinate. Here we see the same trend of change from six- to eightfold

coordination as in the predicted B1–B2 transition in MgO. However, in MgO2 it

happens at a mere 53 GPa, compared to 490 GPa for MgO. Most remarkably, above

116 GPa the t-MgO2 structure has a negative enthalpy of formation from MgO and

Fig. 17 (a) Convex hull for the MgO–O system at high pressures; (b) the enthalpy of formation of

MgO2 as a function of pressure; (c) Pa3 structure (c-MgO2); (d) I4/mcm structure (t-MgO2)

248 Q. Zhu et al.



O2, indicating that t-MgO2 becomes thermodynamically stable. Furthermore, its

stability is greatly enhanced by pressure and its enthalpy of formation becomes

impressively negative, ffi0.43 eV/atom, at 500 GPa!

We also examined the effect of temperature on its stability by performing

quasiharmonic free energy calculations using the PHONOPY code [90]. Thermal

effects tend to decrease the relative stability of MgO2 by 0.008 meV/(atom*K),

which is clearly insufficient to change the sign of the formation free energy (G), and

MgO2 remains stable even at extremely high temperatures.

3.3.2 Mg3O2

For the Mg-rich part of the Mg-O phase diagram (Fig. 18), USPEX shows

completely unexpected results. First of all, elemental Mg is predicted to undergo

several phase transitions induced by pressure: hcp–bcc–fcc–sh. At ambient condi-

tions, Mg adopts the hcp structure, while bcc-Mg is stable from 50 to 456 GPa,

followed by the transition to fcc and simple hexagonal phase at 456 GPa and

756 GPa, respectively. These results are in excellent agreement with previous

studies [91–93]. Unexpectedly, Mg-rich oxides, such as Mg2O and Mg3O2, begin

to show very competitive enthalpy of formation at pressures above 100 GPa.

However, they are still not stable against decomposition into Mg and MgO, and

their crystal structures could be thought of as a combination of blocks of Mg and

B1–MgO. This situation qualitatively changes at 500 GPa, where we find that

Mg3O2 becomes thermodynamically stable. This new stable (t-Mg3O2) phase has

Fig. 18 (a) Convex hull for the Mg–MgO system at high pressures; (b) the corresponding P–T

stability diagram of Mg3O2; (c) ELF isosurfaces of t-Mg3O2 (ELF ¼ 0.83); (d) charge density

distribution of t-Mg3O2 viewed along the c-axis showing interstitial charge density maxima
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a very unusual tetragonal structure with the space group P4/mbm. This crystal

structure can be viewed as a packing of O atoms and 1D-columns of almost perfect

body-centered Mg-cubes. As shown in Fig. 19, there are two types of Mg atoms in

the unit cell, Mg1 and Mg2. Here, Mg2 atoms form the cubes, joined into vertical

columns and filled by Mg1 atoms.

Within the cubic columns, one can notice empty (Mg1)2(Mg2)4 clusters with

the shape of flattened octahedra, with Mg–Mg distances ranging from 2.08 Å
(Mg1–Mg2) to 2.43 Å (Mg2–Mg2). The coordination environments are quite

different: each Mg1 is bonded to two Mg1 atoms and eight Mg2 atoms, while

each Mg2 atoms is bonded to six O atoms (trigonal prismatic coordination) and two

O atoms. Oxygen atoms in t-Mg3O2 are coordinated by eight Mg2 atoms.

The ELF distribution in t-Mg3O2 (Fig. 18c) also shows strong charge transfer

from Mg to O. However, we surprisingly found a very strong interstitial ELF

maximum (ELF ¼ 0.97) located in the center of the Mg-octahedron (Fig. 18d).

To obtain more insight we performed Bader analysis. The resulting charges are

+1.592e for Mg1, +1.687e for Mg2, ffi1.817e for O, and ffi1.311e for the interstitial
electron density maximum. Such a strong interstitial electronic accumulation

requires an explanation. At high pressure, strong interstitial electron localization

was found in some alkali and alkaline-earth elements; for instance, sodium becomes

a transparent insulator due to strong core–core orbital overlap [21]. As a measure of

size of the core region we use the Mg2+ ionic radius (0.72 Å3 [94]), while the size of

the valence electronic cloud is represented by the 3s orbital radius (1.28 Å [95]). In

Mg3O2, Mg–Mg contacts at 500 GPa (2.08 Å for Mg1–Mg2, 2.37 Å for Mg1–Mg1,

and 2.43 Å for Mg2–Mg2) are only slightly shorter than the sum of valence orbital

radii, but longer than the distance at which strong core-valence overlap occurs

between neighboring Mg atoms (0.72 + 1.28 ¼ 2.00 Å). Thus, the main reason for

strong interstitial electronic localization is the formation of strong multicenter

covalent bonds between Mg atoms; the core-valence expulsion (which begins at

distances slightly longer than the sum of core and valence radii and increases as the

distance decreases) could also play some role for valence electron localization.

Strong Mg–Mg covalent bonding is not normally observed; the valence shell of

the Mg atom only has a filled 3s2 configuration, unsuitable for strong bonding.

Fig. 19 (a) Crystal

structures of t-Mg3O2 at

500 GPa, space group

P4/mbm, a ¼ 4.508 Å,
c ¼ 2.367 Å, Mg1(0.3494,

0.1506, 0.5); Mg2(0, 0, 0);

O(0.8468, 0.6532, 0);

(b) 1D-column of body-

centered Mg-cubes
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Under pressure, the electronic structure of the Mg atom changes ( p- and d-levels
become significantly populated), and strong covalent bonding can appear as a result

of p–d hybridization. There is another way to describe chemical bonding in this

unusual compound. We must remember that Mg3O2 is anion-deficient compared

with MgO; the extra localized electrons in Mg octahedron interstitial play the role

of anions, screening Mg atoms from each other. These two descriptions are

complementary.

3.3.3 Geophysical Implications

What are the implications of these two Mg–O compounds for planetary sciences?

High pressures, required for their stability, are within the range corresponding to

deep planetary interiors. In the interiors of terrestrial planets, reducing conditions

dominate, due to the excess of metallic iron. This makes the presence of MgO2

unlikely. However, given the diversity of planetary bodies it is not impossible to

imagine that on some planets strongly oxidized environments can be present at

depths corresponding to the pressure of 116 GPa and greater (in the Earth this

corresponds to depths below ~2,600 km), which would favor the existence of

MgO2. At the more usual reducing conditions of planetary interiors, Mg3O2 could

exist at pressures above 500 GPa in deep interiors of giant planets. There it can

coexist in equilibriumwith Fe (but probably not with FeO, according to our DFT and

DFT + U calculations of the reaction of Fe + 3MgO ¼ FeO + Mg3O2). According

to our calculations (Fig. 17), Mg3O2 can only be stable at temperatures below

1,800 K, which is too cold for deep interiors of giant planets; however, impurities

and entropy effects stemming from defects and disorder might extend its stability

field into planetary temperatures. Exotic compounds MgO2 and Mg3O2, in addition

to their general chemical interest, might be important planet-forming minerals in

deep interiors of some planets.

4 Outlook

Evolutionary algorithms, based on physically motivated forms of variation opera-

tors and local optimization, are a powerful tool enabling reliable and efficient

prediction of stable crystal structures. This method has a wide field of applications

in computational materials design (where experiments are time-consuming and

expensive) and in studies of matter at extreme conditions (where experiments are

very difficult or sometimes beyond the limits of feasibility).

One of the current limitations is the accuracy of today’s ab initio simulations;

this is particularly critical for strongly correlated and for systems where van der

Waals interactions are essential [96] – although for the case of van der Waals

bonding good progress has been achieved recently [97, 98]. Note, however, that our

method itself does not make any assumptions about the way energies are calculated
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and can be used in conjunction with any method that is able to provide total

energies. Most practical calculations are done at T ¼ 0 K, but temperature can be

included as long as the free energy can be calculated efficiently. Difficult cases are

aperiodic and disordered systems (for which only the lowest-energy periodic

approximants and ordered structures can be predicted at this moment).

We are suggesting USPEX as the method of choice for crystal structure predic-

tion of systems with up to ~100 atoms/cell, where no information (or just the lattice

parameters) is available. Above ~100 atoms/cell runs become expensive due to the

“curse of dimensionality” (although still feasible), eventually necessitating the use

of other ideas within USPEX or another approach. There is, however, hope of

enabling structure prediction for very large (>200 atoms/cell) systems. USPEX has

been applied to many important problems. Here we highlighted the methodology

and some applications in (1) prediction of molecular crystal structures and

(2) variable-composition structure predictions. Due to lack of space, we did not

describe here the following important advances:

– Methods to predict structures of nanoparticles [17] and surfaces [99], including

variable-cell and variable-composition surface reconstructions.

– Hybrid optimization approach to optimize physical properties [23, 24] – this

technique can be used for practically any physical property, and its variable-

composition extension is available in USPEX.

– Evolutionary metadynamics [7], a powerful hybrid of the evolutionary algorithm

USPEX and metadynamics.

One can expect many more applications to follow, both in high-pressure

research and in materials design.
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Separations
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Abstract Metal-organic frameworks (MOFs) are porous crystals that are synthe-

sized in a building-block approach that greatly facilitates rational design. MOFs are

promising materials for gas storage and separation applications, but they are also

intriguing for their potential use as catalysts, electrodes, and drug delivery vehicles.

For these reasons, MOFs have spurred a renewed interest in the concept of “crystal

engineering,” where the crystal structure of a material is designed to meet

application-specific criteria. This chapter reviews recent work in the computational

design of MOFs, with an emphasis on high-throughput methods that generate and

screen many thousands of candidates automatically.
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1 Unique Properties of Metal-Organic Frameworks

Metal-organic frameworks (MOFs) are crystalline materials that share much in

common with (non-crystalline) highly cross-linked polymers [1, 2]. Like conven-

tional polymers, MOFs are synthesized by the self-assembly of molecular “building

blocks” that form into an extended structure. Unlike most polymers, however, the

extended structure is a rigid, three-dimensional porous crystal whose order can be

maintained over millimeter scales. MOFs are so named because the monomers are

divided into two distinct groups: metal ions (derived from dissolved metal salts) and

the organic ligands that coordinate to them (see Fig. 1). Before the term MOF came

into widespread use [3, 4] these materials were (and still are) referred to as

coordination polymers [5–7] and, more recently, porous coordination polymers

(PCPs) [1, 8, 9]. Note, however, that amorphous materials have been referred to

as coordination polymers [7], but MOFs are exclusively crystalline.

A significant milestone in the history of MOFs was reached when it was

discovered that the solvent (used in the synthesis procedure) could be removed,

leaving behind a freestanding “permanently porous” structure with a very high

internal surface area [3, 4, 10, 11].

Two of the earliest permanently porous MOF structures are HKUST-1, reported

by Chui et al. [10], and MOF-5 (later named IRMOF-1) by Li et al. [4]. The former

is formed from the self-assembly of benzene-1,3,5-tricarboxylic acid and a copper

salt and the latter from benzene-1,4-dicarboxylic acid and a zinc salt. In both cases

the metal salt and organic ligand were dissolved in dimethylformamide (DMF)

solvent at elevated temperatures for 12–24 h. In each case, the synthesis resulted in

micrometer scale crystals that could be analyzed by X-ray diffraction to obtain the

detailed crystal structures (see Fig. 2). The discovery of these and other perma-

nently porous MOFs [8, 11] over a decade ago catapulted MOFs from being

materials of purely scientific interest to materials of potential industrial importance.
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Fig. 2 Building blocks and crystal structures of (a–c) HKUST-1 and (d–f) IRMOF-1. (a)

Benzene-1,3,5-tricarboxylic acid and copper ions, which arrange into octahedral “paddle wheel”

clusters in solution, form (b, c) the HKUST-1 structure [10]. (d) Benzene-1,4-dicarboxylic acid

and zinc ions, which form Zn4O tetrahedral clusters in solution, form (e, f) the IRMOF-1 structure

[4]. Grey, white, red, cyan, and blue spheres represent carbon, hydrogen, oxygen, copper, and zinc
atoms, respectively. The purple sphere (f) indicates the size of the pore that is available to guest

molecules

Fig. 1 Schematic of MOF self-assembly. MOFs are synthesized by the self-assembly of organic

and metal-containing (inorganic) building blocks to form extended crystalline frameworks. Note

that MOFs can have a wide variety of framework topologies beyond the cubic framework

depicted here
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1.1 Utility in Gas Storage and Separation Applications

In the past decade a significant impetus for studying MOFs has been their potential

use as adsorbents for industrial gas storage and separations applications [12]. MOFs

can have surface areas as high as 7,200 m2/g, significantly higher than the best

activated carbon or zeolite materials [13]. Because of their high internal surface

areas, MOFs have a high density of adsorption sites that can bind gases of interest,

which collectively concentrate the gas without increasing the pressure. This phe-

nomenon can have a dramatic effect on gas storage under certain conditions. For

example, at 35 bar and 298 K, a vessel filled with MOF-177 would store as much

CO2 as nine equally sized vessels without a sorbent material [14]. There has also

been marked interest in developing MOFs to store gaseous fuels, such as methane

[15, 16] and hydrogen [17, 18], compactly in vehicles.

In addition to storage, MOFs can selectively adsorb certain gases over others,

which makes them promising for separating and purifying mixtures of gases [19].

Adsorption-based gas separation is an alternative to distillation, which is a perva-

sive and energetically costly process in the chemicals industry [20]. In the recent

literature, MOFs have been reported as promising adsorbents for separating mix-

tures of H2/CO2 [21], H2/NH3 [21], CH4/CO2 [22], olefin/paraffin mixtures [23],

and p-, o-, m-xylene mixtures [24, 25], among many others [26–30].

It would be particularly beneficial to industry to design a MOF that is optimal for

a particular industrial process, as opposed to relying on serendipitous discovery.

This is not an unrealistic goal, since both the crystal structure and gas adsorption

behavior of a MOF can potentially be computationally predicted a priori.

1.2 Predictable Self-Assembly

Since the molecular building blocks used in their self-assembly only coordinate in

very specific orientations and stoichiometries, MOF structures can be relatively

straightforward to predict. The creation of new MOFs based on the known shape

and connectivity of the building blocks has come to be called “reticular design” [31]

and reports of thousands of new structures over the past decade are a testament to

the reliability of this approach [32].

However, knowledge of the final structure does not equal knowledge of the

detailed synthesis pathway. It is still a significant challenge in the field of MOFs to

find the synthesis conditions that lead to the formation of a desired crystal structure.

To this end, high throughput robotics have been developed to test rapidly thousands

of synthesis conditions given a particular choice of building blocks [33, 34].

Even with predictable self-assembly, the development of MOFs for industrial

applications must rely on chemical intuition and trial-and-error testing unless we

can predict how the crystal structure determines the gas adsorption behavior.

Fortunately, significant advances have been made in accurately modeling gas

adsorption in MOFs using molecular simulations.
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1.3 Predictable Gas Adsorption Behavior

For gases that are relatively inert, molecules interact weakly with the walls of a

MOF and do not appreciably change their electronic structure (i.e., no new bonds

are formed or broken). Thus, under these conditions (i.e., physisorption rather than

chemisorption) the details of the electronic structure for both the gas molecules and

framework structure can be ignored and all atoms can be modeled as classical

particles where inter-atomic interactions are governed by Lennard Jones and

Coulombic potentials (for more details see Sect. 5.2) [35, 36]. While such models

may seem overly simple, they have often predicted gas adsorption behavior in

remarkable agreement with experimental measurements for a variety of gases over

a wide range of temperatures and pressures (e.g., see Fig. 3) [15, 16, 35, 37,

38]. Such close agreement between experimental measurements and simulation

data would not be possible if not for the crystalline nature of MOFs.

Fig. 3 Accuracy of molecular simulations for predicting gas adsorption in two different MOFs.

(a–c) Simulated (dashed lines) and experimentally measured (solid lines) adsorption isotherms for

three different gases over a wide range of temperatures for the MOF NU-125 [16]. (d–f),

Simulated (dashed lines) and experimentally measured (solid lines) adsorption isotherms for

three different gases over a wide range of temperatures for the MOF NU-111. Note that no fitting

was used. Figure parts (a–c) adapted from [16] with permission from The Royal Society of

Chemistry. Figure parts (d–f) adapted from [38] with permission from The Royal Society of

Chemistry
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Certain gas-temperature combinations are more challenging to model accurately

than others. Cryogenic hydrogen adsorption requires taking quantum diffraction

effects into account [35, 39–41]. Notably, at low pressures and temperatures, where

adsorption is dominated by host–guest interactions (rather than guest–guest) [42],

the accuracy of adsorption predictions will depend strongly on how the strongest

interaction sites are modeled. For example, simulations of water adsorption [43–45]

and CO2 adsorption at sub-atmospheric pressures are often challenging [46, 47] due

to strong interactions that occur at the open metal sites [48, 49], which are not well

described by Lennard Jones potentials [35, 50].

However, even when molecular simulations are unable to predict gas adsorption

accurately, computational analysis of MOFs can precisely calculate pore sizes,

surface areas, and other properties of indirect importance to the application of

interest. It is also sometimes possible to use molecular simulations to rank correctly

MOFs from best to worst, even when the predictions are not quantitatively accurate

[46, 47, 51].

1.4 Structure Tunability

Perhaps the most attractive feature of MOFs is the enormous diversity of possible

structures, due to the practically unlimited variety of organic ligands that can be used.

A small subset of the many organic ligands that have been incorporated in MOF

structures is shown in Fig. 4. Therefore,MOFs can have a very wide range of possible

pore geometries and surface chemistries [31, 52]. By choosing the building blocks

appropriately, one can tune the properties of the resulting MOF to behave in an

optimal way for a given context [53]. For example, in the context of membranes for

gas separations, one might create a material with pores tuned to be just large enough

to let through one gas species (perhaps the desired product), but too small for the other

species in the mixture. Recent reports of “post-synthesis” functionalization [54] and

“solvent assisted ligand exchange” [55, 56] even allow for nuanced modifications to

MOF structures and continue to expand what it is possible to synthesize.

This tunability presents a challenge however: given the ability to create almost

any kind of MOF structure, which one should we make? This chapter mainly

addresses this challenge.

2 Challenges in MOF Design

2.1 Large Space of Possible MOFs

As alluded to above, the space of possible MOFs is vast. Even when considering

only hundreds of molecular building blocks (i.e., organic ligands and metal salts),
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the combinatorial possibilities allow for millions of hypothetical MOF structures

[57]. Given that the universe of organic chemistry from which the ligands are

chosen is itself vast (and growing), exploring the space of possible MOFs appears

daunting. Although design by intuition continues to yield materials with impressive

and successively better properties, maximizing the potential of MOFs will be

greatly accelerated by efficient methods to search this enormous space for optimal

candidates.

Fig. 4 A selection of organic ligand building blocks for MOFs. Figure adapted and reprinted with

permission from [58]. Copyright 2013 American Chemical Society
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2.2 Difficult to Predict Structural Details

While from the geometry and connectivity of the building blocks it is possible to get

an approximate sense of the self-assembled MOF structure, certain structural details

can be difficult to estimate without appealing to more sophisticated calculations.

For example, even after organic ligands coordinate to the metal ions in the frame-

work, they may retain rotational or other non-translational degrees of freedom

[59, 60]. The detailed geometry of the pores of a MOF in such cases may be

temperature dependent, independent of expected thermal expansion effects. If the

organic ligands exhibit conformational degrees of freedom then even the resulting

framework topology can depend on the synthesis conditions, resulting in

supramolecular isomerism [53, 61].

MOFs are also able to self-assemble such that one (or more) framework is

interpenetrated (also called “catenated”) within another [62, 63] (see Fig. 5).

A common rule of thumb is that if there is enough space for another framework,

then the MOF will interpenetrate. However, it is possible to control interpenetration

via the synthesis procedure [63]. For example, an intermediate MOF can be

constructed from an organic ligand with a bulky leaving group that does not

leave room for interpenetration. By subsequently removing this bulky leaving

group, a non-interpenetrated MOF with “extra” space can be synthesized.

It is not only challenging to predict whether or not MOFs will (or have the ability

to) interpenetrate; it is also difficult to know how the interpenetrated frameworks

will pack relative to each other. Whether or not the interpenetrated frameworks are

packed tightly (see Fig. 6) can have a significant impact on the gas adsorption

properties [64].

The inorganic building blocks, referred to sometimes as secondary building units

(SBUs) [65, 66], are themselves self-assembled from dissolved metal salts. The

structure of these precursor assemblies would be very challenging to predict from

ab initio calculations, but MOF design is broadly based on the assumption that,

under similar conditions, dissolved metal salts will always form the same SBUs.

Thus, the SBUs can be thought of as rigid building blocks in the same way as the

rigid organic ligands. Nevertheless, many distinct SBUs are derived from the same

metal salts but under different conditions, and so one should be cautious when

predicting MOF structures on the assumption that a particular SBU will form.

Finally, it is perhaps fundamentally impossible to predict the location and

arrangement of defects (e.g., missing organic ligands) or of interchangeable ligands

in so-called multivariate MOFs (MTV-MOFs) [67]. In the latter, ligands that are

identical except for having different chemical functional groups are allowed to self-

assemble simultaneously, resulting in crystalline materials with a random spatial

distribution of functional groups. Creating MOFs with multiple chemical functional

groups in a single crystal is attractive for catalytic applications and for gas masks,

where each functional group can respond to a different toxic molecule. Unfortu-

nately, designing such an MTV-MOF cannot currently rely on any particular

arrangement of functional groups.
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2.3 Unclear Structure–Property Relationships

Even if it were possible to know the detailed MOF structure based on the choice of

building blocks, that would still not answer the question of which MOF should be

designed for a particular engineering problem. This is because, in general, we do

not know the relationship of the crystal structure to the gas adsorption property of

interest (without performing either experiments or detailed molecular simulations).

For a single MOF, or a small set, it is possible to predict the gas adsorption

properties of each structure using molecular simulations. However, as described

above, the space of possible MOFs is so vast that even computational trial-and-error

Fig. 5 Framework interpenetration can occur in MOFs, where one framework grows inside

another. Whether or not this occurs can depend on the synthesis path taken to produce the final

structure. Figure adapted and reprinted with permission from [63]. Copyright 2010 American

Chemical Society
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is inefficient. The discovery of structure–property relationships, ideally ones that

could be expressed as analytical equations, would be the ultimate tool in designing

optimal MOF structures. Unfortunately, only a few such relationships have been

tentatively proposed in the literature [42, 68, 69], and those only apply to specific

gases under a limited range of conditions (see Fig. 7.)

As will be discussed later in the chapter, the use of high throughput computa-

tional screening methods has provided unprecedented clarity in the form of highly

resolved structure–property relationships for certain gases. However, this is still an

area where much work needs to be done.

3 Strategies for MOF Design

3.1 High Throughput Experimental Synthesis

Although the focus of this chapter is on computational methods, it is worth men-

tioning that a valid approach to finding usefulMOFs from the vast sea of possibilities

is high throughput experimental synthesis using sophisticated robotic equipment

[33, 34, 70]. While robotic equipment presents a tremendous improvement in speed

Fig. 6 Based on the choice of building blocks, it is sometimes easy to predict the structure of the

framework (a), but not whether multiple frameworks will interpentrate (b, c). Additionally, the

spacing between the interpenetrated frameworks, which can be small (b) or large (c), can be

difficult to predict
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over traditional synthesis workflows, it is unlikely to become fast enough to cover a

significant fraction of the space of possibleMOF structures. To truly harness the vast

space of MOFs, high speed computational methods are needed.

3.2 Simulating the Self-Assembly of Hypothetical MOF
Structures

An intuitive computational approach to exploring hypothetical MOF structures is to

model the self-assembly process that takes place during synthesis for many com-

binations of molecular building blocks. Based on what is known today, molecular

simulations that take into account chemical reactions amongst thousands of mole-

cules simultaneously are either prohibitively costly or insufficiently accurate.

However, if only the final crystal structure is desired, rather than the intermediate

details, then the self-assembly process can be modeled in a simpler way that ignores

much of the unimportant physics.

Fig. 7 The relationship between CO2 adsorption, N1, and the heat of adsorption, Qst, in over

40 different MOFs in 4 cases corresponding to different pressures. The points represent experi-
mental measurements and the solid black lines represent linear fits to the data, which are drawn for
the purpose of identifying structure–property relationships. Cases 1–4 correspond to pressures of

0.5, 2.5, 0.5, and 0.1 bar, respectively. Materials labelled a–d were not used in the linear fit.

Figure obtained from [68]. Copyright 2011 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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This is the approach taken by Mellot-Draznieks et al. in what is called the

“automated assembly of secondary building units” (AASBU) approach [71].

Here, building blocks referred to as SBUs, are treated as rigid bodies that are

assigned “sticky sites” that have no physical significance except to cause SBUs to

bind to one another via a Lennard–Jones interaction potential. The SBUs are

initially distributed randomly in a periodic unit cell and then allowed to settle

into an ordered crystal structure by simulated annealing Monte Carlo [72]. This

procedure can generate thousands of plausible structures in a short period of time.

The AASBU approach allows one to explore the phase space of MOFs orders of

magnitude more quickly than by high throughput experimental methods. However,

the iterative nature of energy minimization schemes requires a baseline level of

computational expense that can potentially be avoided by other approaches. In the

following sections we describe non-iterative methods of generating hypothetical

MOF structures.

3.3 Non-iterative Generation of Hypothetical MOF
Structures

Rather than arranging building blocks randomly in space and then minimizing the

energy of the system, one can potentially choose the initial configuration in such a

way that minimization is practically unnecessary. Here, the computational com-

plexity is shifted from iterative energy minimization to searching the space of

logical arrangements of chemical building blocks (i.e., candidate “initial configu-

rations”) based on geometrical, topological, and chemical considerations.

While there are potentially many ways to approach non-iterative MOF genera-

tion, we have broadly defined two categories: “top-down” and “bottom-up”

generation.

3.3.1 “Top-Down” Generation: From Network Topology

to Hypothetical MOF

For over a century there has been interest in categorizing crystalline structures by

various mathematical descriptions [73–75]. One approach, in which crystal struc-

tures are described by periodic graphs called nets, has played a central role in MOF

design. Each node and edge in a net represents a group of atoms, with the atoms of

the inorganic building blocks often grouped as nodes (see Fig. 8). The assignment

of atoms to nodes and edges is subjective, but the study of nets has nevertheless

been very significant in predicting how building blocks can connect into periodic

structures.

Many experimentally synthesized zeolites and MOF crystal structures are

described a posteriori as corresponding to a particular net. Therefore, a potential
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strategy for generating a candidate MOF structure computationally is to begin with

a known net, and then substitute chemical building blocks in place of the nodes and

edges as appropriate. For this approach, however, a database of nets or a net

generation algorithm is needed.

It is possible to use nets from experimentally discoveredMOFs, such as those kept

in the Reticular Chemistry Structure Resource (RCSR) database [75]. However, the

number of experimentally synthesized MOFs thus far is a negligible fraction of the

total MOF space (there are 2,031 nets available as of writing in the RCSR database).

There may also be specific interest in designing MOFs corresponding to new nets,

which is fundamentally not possible if only the known nets are used to generate MOF

structures.

There have recently been significant advances in the mathematical understand-

ing of nets, and this has led to the development of algorithms that can systematically

enumerate them (see Fig. 9) [73, 76–78]. An exciting property of enumerative

algorithms is that there is the possibility of comprehensively generating all possible
nets (within certain constraints on complexity). In the context of computational

screening in the search of optimal materials, it is reassuring to know that no

structure, or subset of structures, was missed that might have had better properties.

Fig. 8 Examples of six

different periodic graphs,

called nets, that can

represent the underlying

topology of a MOF.

Reprinted with permission

from [75]. Copyright 2008

American Chemical Society
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Such algorithms are potentially ideal for generating hypothetical MOF structures

since they provide a large and potentially comprehensive set of nets onto which

chemical building blocks can be added (see Fig. 10.) This strategy has been used to

generate zeolite-like microporous solids systematically [79], and recently

Bureekaew and Schmid reported a hypothetical covalent organic framework

(COF) generation scheme that follows a top-down approach [80]. It is also worth

pointing out that non-systematic top-down approaches have been used to design

new MOFs one at a time, such as with the design of NU-100 [81].

Fig. 10 Schematic illustration of the top-down approach to generating hypothetical MOFs. First a

net is chosen ( far left), and then chemical building blocks are appended to the net, resulting in a

chemically detailed MOF structure ( far right)

Fig. 9 Six examples of enumerated nets from the algorithm of Delgado Friedrichs

et al. [73]. Below each net ID is the space group. Reprinted with permission from [73]. Copyright

1999 Nature Publishing Group

270 C.E. Wilmer and R.Q. Snurr



For a given net, only certain combinations of chemical building blocks will

match the topology of the net (e.g., a net may have both vertices with three edges

and vertices with two edges, which would require a combination of 2-connected

and 3-connected chemical building blocks). Since the number of possible nets is

very large, a large fraction of nets may not be compatible with the building blocks

in one’s library. Another challenge is that the geometry of the building blocks,

which is not explicitly specified by the net, can affect the topology of the crystal

structure. In the supramolecular chemistry literature it is known that the assembly

of building blocks into larger structures depends on the shape and size of the

building blocks, in addition to the degree of connectivity [82]. A 2-connected

organic building block self-assembling with a 2-connected metal node may form

an infinite chain, square, or rod, depending on the bend angle of the linker, as shown

in Fig. 11.

Therefore, the top-down approach requires matching a net to a set of compatible

building blocks in terms of both connectivity and shape. An interesting strategy

may be to generate de novo building blocks that are compatible with a given net and

are constrained to be reasonable candidates for chemical synthesis.

3.3.2 “Bottom-Up” Generation: Connecting Building Blocks into

Crystals

Another approach, which does not make use of nets explicitly, is to begin with the

building blocks and connect them together sequentially until they form a logical

periodic structure (i.e., where all connection points are satisfied) (see Fig. 12).

Fig. 11 The shape of the building block, in addition to its connectivity, plays a critical role in

determining the shape and even dimensionality of the final self-assembled structure. An organic

2-connected building block can self-assemble with a 2-connected inorganic building block to form

(a) linear chains, (b) squares, or (c) rods, depending on the organic building block’s shape
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Although it is not known a priori whether any particular combination of building

blocks is able to form a plausible MOF structure, the scale of the computational

search is a function of the size of the building block library (whereas the space of

possible nets is independent of the building block library size). It is not clear

whether the top-down or bottom-up approach is computationally more efficient.

As will be described below, in our first implementation of a bottom-up strategy,

over 100,000 hypothetical MOF structures could be generated in less than 24 h on a

single CPU [57].

4 Bottom-Up MOF Generation Details

4.1 Creating MOF Building Blocks

We created a library of building blocks by extracting fragments from experimen-

tally determined MOF crystal structures. These building blocks were later

recombined in various ways to form new hypothetical MOF structures, as shown

in Fig. 13. Although it is beyond the scope of this chapter, it is worth noting that the

partitioning of a crystal structure into fragments in such a way that they can be

recombined into many different structures is a challenging problem; we relied on

human intuition and manual inspection, but potentially pattern recognition and

other techniques from computer science could have been used. An important aspect

to creating these fragments such that they weremodularwas to partition the MOF at

junctures that occurred frequently in MOF materials (e.g., the point where

carboxyl-terminated ligands coordinate to a metal).

Each extracted fragment is assigned a number of connection sites, and each site

contains information about the chemical details at the fragment boundary, such as

which building blocks can combine with each other. Information about the relative

spatial arrangement of two fragments before they were extracted is preserved by a

set of vectors associated with each connection site, as shown in Fig. 14.

Fig. 12 A schematic of bottom-up generation of hypothetical MOF structures. Chemical building

blocks are connected together until they form a periodic, chemically detailed structure
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4.2 Assembling MOFs Block by Block

Generating a MOF can be described as a sequence of decisions, starting with

choosing a building block in the library, then choosing a second building block

and how it will connect to the first one, and so on until a complete structure is

formed. This process is depicted in Fig. 15. Building blocks are combined stepwise,

and if an atomic overlap occurs at a particular step, a different building block is

Fig. 13 Visual summary of the bottom-up hypothetical MOF generation strategy. Crystal struc-

tures of existing MOFs are obtained from X-ray diffraction data (left), and are subsequently

divided into building blocks (middle) that can then be recombined to form new, hypothetical

MOFs (right). Figure adapted and reprinted with permission from [57]. Copyright 2012 Nature

Publishing Group

Fig. 14 Encoded in each fragment (i.e., building block) are the (a) atom composition and

geometry, (b) topological information via numbered connection sites, and (c) geometrical infor-

mation in the form of orientation vectors. To allow for rotational degrees of freedom (i.e., for

building blocks that can rotate relative to one another), a list of angles for alternative orientations is

also included. Reprinted with permission [57]. Copyright 2012 Nature Publishing Group
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chosen or a different connection site, until all possibilities are exhausted. While the

total number of steps in each generation process can vary, there are always three

steps when, instead of adding a building block, a periodic boundary is imposed by

connecting any two building blocks (see steps 2 and 4 in Fig. 15). When no more

building blocks can be added, the crystal generation procedure is complete. (Note

that no force field or quantum mechanical energy minimizations are involved.)

Since after deciding on the first building block there are many distinct second
decisions, the space of all MOF generation attempts can be described by a decision

tree. The number of branches that lead to failed attempts (i.e., illogical structures

with only partially connected building blocks or building blocks that overlap

sterically) is vastly greater than the number of successful structures (i.e., plausible

hypothetical MOFs).

Here we attempt to crudely quantify lower bounds on the size of this decision

tree. The number of possible hypothetical MOFs (where we consider every decision

sequence a “possible” hypothetical MOF) can be estimated based on the size of the

library of modular building blocks (from here on assumed to be 100) and a few

simplifying assumptions.

Let’s consider the case of MOFs composed of only one type of inorganic building

block and one type of organic building block. Let L be the number of organic

building blocks (L as in “linkers”) and C be the number of inorganic building blocks

to choose from (C as in “corners”). Linkers may only connect with corners, and vice

versa. The number of possible MOFs, N, is simply N ¼ L � C, which corresponds,
for example, to 900 for L ¼ 90 and C ¼ 10.

Fig. 15 The assembly process occurs by stepwise addition of building blocks (1), which are

attached at their connection sites (purple Xs). Building blocks are also connected across periodic

boundaries (2, hashed circles indicate mirror images). The process repeats (3, 4) until all

connection sites are utilized. An interpenetrated MOF may be generated if enough space exists

(5, black circles indicate atoms belonging to one of two interpenetrated frameworks). Gray, red,
blue, and turquoise spheres represent carbon, oxygen, nitrogen, and zinc atoms, respectively.

Hydrogen atoms have been omitted for clarity. Reprinted with permission from [57]. Copyright

2012 Nature Publishing Group

274 C.E. Wilmer and R.Q. Snurr



Now we can consider the case where a unit-cell of a MOF contains M linkers

(not to be confused with L: the number of linker types), which can be either of two

types: A or B. Here the diversity of possible structures spans two dimensions: the

ratio of A-linkers to B-linkers, and the number of possible arrangements of A and B

linkers at a fixed ratio (see Fig. 16).

We can estimate a lower bound on the number of unique MOFs by the number of

ratios of component types (i.e., a unit-cell with two A-linkers and one B-linker

cannot be the same crystal as one with one A-linker and 2 B-linkers). Calculating

this lower bound is equivalent to finding the number of unordered sets ofM balls of

L colors (the answer is:M + L – 1 choose L – 1). However, two crystals, both with

two A-linkers and one B-linker but in different positions, can either be physically

identical (i.e., related by a symmetry operation) or unique (for example, if the

corner is asymmetrical as in Fig. 16). Thus, we can set an upper bound on the

number of possible crystals by forming strings such as “BBA,” “BAA,” “BAB,”

and so forth. Thus, with a meager library of one corner and two linkers, the number,

N, of possible MOFs is

M þ Lffi 1

Lffi 1

� �
¼ 3þ 2ffi 1

2ffi 1

� �
< N < 23 ¼ LM

4 < N < 8

(1)

If we allow for more corners and linkers in our library (for example, C ¼ 10,

L ¼ 90) but keep the constraint that MOFs may only use two linkers simulta-

neously, then we arrive at the modified expression
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5
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(2)

This analysis underestimates the size of the decision tree because, among other

things, conformational degrees of freedom and topological variations were

Fig. 16 MOFs that contain two distinct linkers (A-type, blue and B-type, yellow) (a) may vary in

the ratio of A to B linkers (b – left vs middle) or in the arrangement of those linkers at a fixed ratio

(b – left vs right). A larger fragment of the schematic MOF framework is shown in (c) for clarity.

Reprinted with permission from [57]. Copyright 2012 Nature Publishing Group
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neglected (which would have a further multiplying effect on the possibility space).

We have also neglected to consider decision sequences that are not equal, but that

can lead to the same MOF structure (e.g., by changing the order in which two

building blocks were added). Collapsing all such “degenerate” decision sequences

into one is itself a computationally expensive procedure. Therefore it is possible

that searching a larger decision tree with degeneracies is comparable to the com-

putation cost of searching a reduced non-degenerate decision tree.

Finding plausible hypothetical MOFs in this decision tree can be carried out

using a depth-first or breadth-first search along with established optimization

techniques, such as various branch pruning methods. In our first implementation

of this approach we used a depth-first search and implemented a fail-safe measure

that would abort a branch of the tree and jump ahead by a random increment to

another branch to prevent getting stuck. One should be cautious about the use of a

random increment without precise control of the random number generator because

it can hinder reproducibility of generated results.

Using the above approach, we were able to efficiently create a database of

hypothetical MOFs that could be screened (or searched through) for applications

in natural gas storage [57], xenon/krypton separations [83], and CO2 separation and

capture [84]. These investigations have largely served as proof-of-concept demon-

strations of how a database of hypothetical MOFs can help find candidate MOFs for

synthesis and also help elucidate structure–property relationships.

5 Large-Scale Screening of Hypothetical MOFs for Gas

Storage and Separations

5.1 Motivations

Independent of the method, generating and screening hypothetical MOF structures

computationally enmasse serves two distinct purposes: helping to identifyMOFs that

can be synthesized and tested experimentally, and identifying structure–property

relationships that can also reveal important physical limits on gas adsorption.

5.1.1 Identifying Promising Candidates for Experimental Synthesis

Generating hypothetical MOF structures to find promising candidates for experi-

mental synthesis saves significant time and resources. There are already a few

reported cases where a de novo MOF was designed, simulated, and later synthe-

sized and found to have properties in nearly perfect agreement with the simulation

predictions. Notably, Farha et al. demonstrated this approach for the MOF NU-100

[81], which had nearly the highest BET surface area for any porous material at the

time of publication (6,143 m2/g, second only to MOF-210, reported at almost the
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same time [85]) (see Fig 17). We recently reported the synthesis of a MOF, which

had been output by our bottom-up generator, whose crystal structure and methane

adsorption agreed well with our computational predictions [57], but had

been previously synthesized by Lin et al. under the name NOTT-107 [86]. In the

future, we anticipate that more MOFs generated in silico will be subsequently

synthesized experimentally, but it is worth expanding on the notion that significant

insight can be obtained from large-scale screening even without going to the final

synthesis step.

5.1.2 Discovering Performance Limits and Structure–property

Relationships

A natural question when designing a new MOF for a particular application is what

is the best possible performance outcome (e.g., what is the highest possible methane

storage density at 35 bar and 298 K? [15, 16, 60]). This is a question for which

generating and screening hypothetical MOFs on a large scale is ideal. However, it is

difficult to know whether the best structure from any particular set of hypothetical

MOFs represents the limit of the class of MOFs as a whole. Occasionally it is easier

to address a question that appears at first more ambitious: what are the performance

limits for any material whatsoever (i.e., beyond just MOFs)? When considering all

physical arrangements of matter, any discovered performance limit will necessarily

be an upper bound on what is possible to achieve with MOFs. This abstract notion

is, in fact, an important consideration when creating a database of hypothetical

MOFs. One can, for example, choose to use exotic building blocks to generate a

more diverse database but at the risk of inadvertently creating hypothetical mate-

rials that are unlikely to be synthesized (or entirely unphysical). The benefit of a

more diverse database is that it is more likely to span the full range of possible

properties (including perhaps inadvertently unobtainable properties), which is

helpful for determining fundamental performance limits (see Fig. 18).

Fig. 17 A new organic linker (a) was designed and the resulting crystal, the MOF NU-100,

(b) was predicted computationally. NU-100 was then synthesized (c), and the measured crystal

structure and gas adsorption properties were in excellent agreement with the computational

predictions. Figure adapted and reprinted with permission from [81]. Copyright 2010 Nature

Publishing Group
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Beyond discovering performance limits, the large data sets generated from

simulating gas adsorption in thousands of hypothetical MOFs can be mined to

find new structure–property relationships. Structure–property relationships are

useful in establishing design rules for MOFs that can guide subsequent synthesis

efforts. However, when experimental data from only a handful of MOFs is consid-

ered, it can be difficult to resolve the trends. As with the performance limits, it is not

necessary for every hypothetical MOF to be a good candidate for chemical synthe-

sis in order to be useful in identifying structure–property trends.

For both performance limits and structure–property relationships to yield accu-

rate insights, not only must the set of hypothetical MOFs considered be large and

diverse, but the model used to calculate gas adsorption must also be accurate.

Below, we describe the commonly used classical atomistic simulation method to

predict gas adsorption behavior in MOFs.

5.2 The Simulation Model

Gas adsorption properties of MOFs are usually calculated using Monte Carlo

methods, which use random moves to sample a statistical mechanical ensemble

and determine average quantities such as the equilibrium uptake and enthalpy

[87, 88]. Typically the MOF framework is assumed to be rigid, but the gas

Fig. 18 A database of computationally generated materials might contain structures that corre-

spond to i) MOFs that have already been or can be synthesized, (ii) physically plausible materials

that are not MOFs (e.g., no inorganic building blocks), and (iii) unphysical structures (i.e.,

thermodynamically unstable, artifically raised binding interactions). In the process of mapping

the properties of the hypothetical MOFs, three possible cases can result: (1) the hypothetical MOF

with the best performance exceeds that of all physically realizable materials and thus reveals an

upper bound on what is possible with real materials, (2) the span of property values of hypothetical
MOFs contains all realizable MOFs, but a non-MOF material is potentially better, and (3) the
properties exhibited by the hypothetical MOFs are a subset within the space of MOFs. It may not

always be possible to know which case is most applicable in a given scenario, but it is a function of

both the particular hypothetical MOF database and property being considered
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molecules can move and take on many possible configurations. For each configu-

ration, the energy is calculated using a classical interaction potential. For simula-

tions of CH4, CO2, and N2 adsorption (pertinent to the examples described later in

this chapter) the interaction energies between non-bonded atoms were computed

through a Lennard-Jones (LJ) plus Coulomb potential:

Vij ¼ 4Eij
σij
rij

� �12

ffi σij
rij

� �6
 !

þ qiqj
4πE0rij

where i and j are interacting atoms, rij is the distance between atoms i and j, Eij and
σij are the LJ well depth and diameter, respectively, qi and qj are the partial charges
of the interacting atoms, and E0 is the dielectric constant.

The LJ parameters for the gas molecules are often taken from the TraPPE force

field, which stands for transferable potentials for phase equilibria [89, 90]. The

TraPPE force field was developed to reproduce vapor–liquid coexistence curves for

pure components of various classes of molecules. For framework atoms in MOFs,

the LJ parameters are usually taken from rather general force fields, such as the

Universal Force Field (UFF) [91]. Partial charges for the framework atoms have in

the past (when only a handful of MOFs were being investigated) been derived from

quantum chemistry calculations [46, 92]. For large databases it is impractical to use

quantum chemistry-based methods, and so we applied a semi-empirical charge

equilibration method that estimates partial charges based on known ionization

energies [47, 93].

Adsorption isotherms are typically calculated using grand canonical Monte

Carlo (GCMC) simulations. In this method an adsorbate phase at constant temper-

ature T, volume V, and chemical potential μ is allowed to equilibrate with a gas

phase (which is not simulated). The number of molecules N in the adsorbate phase

is allowed to fluctuate so that the chemical potentials of the two phases are equal.

For more details on our simulation method, the reader is referred to [35].

5.3 Selected Gas Storage and Separations Applications

5.3.1 Natural Gas Storage in Vehicles

Natural gas is an abundant fuel that can be used to power transportation vehicles

[94]. It is less expensive and generates less CO2 per mile travelled than liquid

petroleum-based fuels [16]. However, it is a challenge to store natural gas in

sufficient quantities in light-duty vehicles in a compact form. Compressed natural

gas (CNG) has less than a third of the volumetric energy density of gasoline, and in

the United States CNG tanks are pressurized to 3,600 psi, resulting in fuel tanks that

are costly, heavy, and require capitally intensive compression equipment to refill

[16, 95]. An alternative to storing natural gas at high pressures is to use a porous

adsorbent that can store methane at similar concentrations to CNG tanks but at
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reduced pressures. Over a decade ago, the Department of Energy put forth a

methane storage target for adsorbent materials aimed at vehicular natural gas

storage: 180 v(STP)/v at 35 bar and 298 K. This target has since been met, but

given the high concentration of methane in CNG tanks (~260 v(STP)/v), there is

significant interest in an even better adsorbent [16].

Both to find a MOF that could outperform existing adsorbents and to learn about

the underlying structure–property relationships of methane storage in porous mate-

rials, we generated and screened a database of 137,953 hypothetical MOFs from

102 building blocks [57]. From this screening effort we found, in addition to a

promising MOF for methane storage (that we subsequently synthesized), several

revealing structure–property relationships (see Fig. 19). We found that volumetric

methane storage density increased linearly with volumetric surface area, but that

there was an optimal gravimetric surface area in the 2,000–3,000 m2/g range. This

latter observation ran counter to conventional wisdom that higher BET surface

areas were always better for gas storage. We also found that the best MOFs in our

database for storing methane at 35 bar shared a remarkably narrow range of void

fraction values. The void fraction is the fraction of empty space within a porous

material, and the highest densities of methane were found in MOFs that had a void

fraction of almost exactly 80% (see Fig. 19c).

It was also possible to correlate the effects of choosing specific building blocks

with methane storage ability. For example, we found that MOFs in our database

with short alkyl functional groups (i.e., methyl, ethyl, and propyl groups) were

found in over 75% of MOFs with methane storage capacities above 205 v(STP)/v

Fig. 19 Structure–property relationships obtained from the database of hypothetical MOFs.

Reprinted with permission from [57]. Copyright 2012 Nature Publishing Group
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(see Fig. 19). This observation is relatively straightforward to test experimentally

by incorporating specific functional groups into new MOFs that may or may not be

in our generated database.

From the mountain of generated data, there are potentially many patterns within

that may be hard to detect. Rather than merely plotting combinations of variables

against each other and discovering patterns by visual inspection, rigorous data

mining techniques can be used. Although data mining is common in large-scale

drug and catalyst design, these methods have not yet been significantly applied to

MOFs. This is likely because, until very recently, there were no databases of MOFs

of suitable size.

Fernandez et al. recently used data mining techniques to investigate systemati-

cally our database of 137,953 hypothetical MOFs to determine the relative impor-

tance of various properties for predicting methane storage [69] (see Fig. 20). They

applied a range of established data mining algorithms (e.g., multi-linear regression,

decision trees, supported vector machines) to see which were the most suitable for

extracting trends in MOF-based gas adsorption data.

Fernandez et al. found that the methane storage at 35 bar, U35bar, or at 100 bar,

U100bar, could be estimated reasonably well by knowledge of just the void fraction

(VF), dominant pore diameter (DP, which is the diameter that corresponds to the

tallest peak in a pore size distribution of a porous material), and gravimetric surface

area (Sg):

U35bar ¼ 391:6180� VFffi 9:3361� DPffi 0:0161� Sgþ 1:4954

U100bar ¼ 390:9582� VFffi 6:1908� DPffi 0:0044� Sgffi 3:2607

U35,100bar ¼½ � v STPð Þ=v, VF ¼½ � dimensionless, DP ¼½ � Å, Sg ¼½ � m2=g

Using supported vector machines, they were able to identify combinations of

parameters that suggest there are MOFs with greater methane storage capacities

than those present in the database itself.

Fig. 20 A comparison of GCMC simulation data (“Actual”) to data mining-based predictions

using a multi-linear regression (MLR) fit (“Predicted”). The MLR fit used a training set of 10,000

MOFs to estimate methane storage at (a) 35 bar and (b) 100 bar on the remaining 127,953 MOFs

based on three structure variables: the void fraction, dominant pore diameter, and gravimetric

surface area. Reprinted with permission [69]. Copyright 2013 American Chemical Society

Large-Scale Generation and Screening of Hypothetical Metal-Organic. . . 281



This preliminary illustration indicates that data mining is likely to become

commonplace in future MOF research. Such systematic methods will be particu-

larly helpful for problems where computational simulations are very costly, such as

in MOF-based catalysis or low pressure CO2 capture where water and other trace

gases can play a significant role.

5.3.2 Carbon Dioxide Separation and Capture

Due to both rising global greenhouse gas emissions [96] and an increased world-

wide demand for natural gas [97], there is significant interest in the development of

porous materials to separate carbon dioxide (CO2) from mixtures of gases, such as

the exhaust of fossil-fuel-based power plants (flue gas) and gases that are rich

sources of methane (CH4).

Porous materials like MOFs can be used to separate CO2 from these mixtures via

pressure-swing adsorption (PSA) or vacuum-swing adsorption (VSA), where the

material is exposed to impure gas at a high(er) pressure and then regenerated by

lowering (i.e., releasing or “swinging”) the pressure. The effectiveness of a MOF

for either PSA or VSA depends on how well it adsorbs CO2 at the higher pressure

and then how easily it releases the CO2 at the lower pressure.

Creating a MOF that is optimal for a CO2 separation process requires that we are

able to synthesize a structure with pores that selectively bind CO2 either much more

strongly, or more weakly, than other gases in the mixture. This, in turn, requires that

we determine (independent of our synthesis capabilities) what the optimal shape,

size, and chemistry of the pores ought to be for CO2 separation. To address this need

we used the same database of 137,953 hypothetical MOFs as was used for methane

storage screening, but instead ran molecular simulations of CO2 and N2 adsorption

(as well as CH4 adsorption, but at lower pressures than in the earlier work that

focused on compressed methane storage in vehicles). The objective was solely to

determine structure–property relationships, which were unclear at the time, rather

than find a particular MOF candidate to synthesize [84].

In this study we considered every MOF in the database in four distinct cases

corresponding to separating CO2 from either N2 or CH4 at pressures and composi-

tions selected for their industrial relevance, namely: (1) natural gas purification using

PSA, (2) landfill gas separation using PSA, (3) landfill gas separation using VSA, and

(4) flue gas separation using VSA. See Table 1 for gas phase mixture compositions

and pressures that approximate each of these four cases (at temperatures of 298 K).

With this large dataset we were able to observe sharply defined correlations

between the properties of the MOFs, such as the pore diameter, surface area, pore

volume, and chemical functionality, and their usefulness for CO2 separations in

each of the four cases (see Fig. 21). As with the case of high pressure methane

storage, we observed what could be described as structure–property domains whose

boundaries arise from either the limited diversity of our database or from funda-

mental physical limits (as discussed earlier).
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Our work complements several recently reported large-scale computational

screening efforts focused on CO2 separations [98–102]. Lin et al. [100] screened

hundreds of thousands of hypothetical zeolite and zeolitic imidazolate framework

structures for their application to CO2 capture from flue gas [100]. In this study,

each structure was measured on its ability to reduce the “parasitic load,” which is

the amount of energy a fossil fuel-based power plant would need to spend on

capturing CO2 (instead of delivering electrical power) (see Fig. 22). Similarly,

Haldoupis et al. [98] computationally screened ~500 MOFs for their ability to

separate CO2 from N2, which was the largest set of predictions for CO2 adsorption

in MOFs at the time it was reported. In their work, Henry’s constants were

correlated with pore diameters, but similar comparisons with other structural

characteristics (e.g., surface area, void fraction) or other adsorption properties

(e.g., working capacity, selectivity) were not reported. Wu et al. [102] recently

Fig. 21 A sample of structure–property relationships derived from simulated CO2, CH4, and N2

adsorption in over 130,000 hypothetical MOFs. Clear relationships can be discerned between (a)

CO2 working capacity (ΔN1) and surface area, (b) CO2 uptake (N1) at 2.5 bar and CO2 heat of

adsorption (Qst), and (c) selectivity of CO2 over N2 (α12
ads) and maximum pore diameter. Qst

values are determined from CO2 adsorption at the lowest simulated pressure, 0.01 bar. Each plot is

divided into 50 � 50 regions that are represented by a filled circle if more than 25 structures exist

within the region. The color of each circle represents the average (d) helium void fraction of all

structures in that plot region. Figure obtained from [84] and reprinted with permission from The

Royal Society of Chemistry

Table 1 Evaluation criteria used by Bae and Snurr to assess the effectiveness of porous materials

for CO2 separation and capture [68]

Case Application

Mixture

composition

Adsorption and desorption

pressures (pads and pdes)

1) Natural gas purification using PSA CO2/CH4 ¼ 10:90 pads ¼ 5 bar, pdes ¼ 1 bar

2) Landfill gas separation using PSA CO2/CH4 ¼ 50:50 pads ¼ 5 bar, pdes ¼ 1 bar

3) Landfill gas separation using VSA CO2/CH4 ¼ 50:50 pads ¼ 1 bar, pdes ¼ 0.1 bar

4) Flue gas separation using VSA CO2/N2 ¼ 10:90 pads ¼ 1 bar, pdes ¼ 0.1 bar

The four mixture compositions and adsorption/desorption conditions considered are for: (1) natural

gas purification using PSA, (2) landfill gas separation using PSA, (3) landfill gas separation using

VSA, and (4) flue gas separation using VSA. Temperature is 298 K in all cases
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examined 105 MOFs for CO2/N2 separations and discovered that simultaneously

increasing Qst values while decreasing the void fraction was a useful design rule for

increasing the selectivity.

6 Conclusions

Large-scale computational methods have great potential to accelerate the develop-

ment of new materials. MOFs provide a potentially ideal platform for applying

computational crystal engineering methods due to their predictable structures and
predictable gas adsorption behaviors. We have shown how large-scale simulations

can reveal structure–property insights in MOFs for important gas storage and

separation applications such as natural gas storage in vehicles and CO2 separation

and capture.

In the future we will likely see experimentally synthesized MOFs that were

designed and optimized entirely in silico. This will depend, however, not only on

the ability to generate hypothetical MOFs that can be readily synthesized but also

on further improvements in our simulation models used to predict gas adsorption

behavior.

It is also exciting to consider the possibility of high throughput computational

methods working in tandem with high throughput robotic synthesis equipment. This

would enable researchers to spend less time attempting to discover promising new

materials serendipitously and more time testing material hypotheses and creating

the next generation of MOFs.

Fig. 22 (a) Six example hypothetical zeolites that Lin et al. [100] found performed well for CO2

capture. Materials shown as ball and stick (O,red; Si,tan), with colored surfaces indicating the

local free energies of binding CO2. An important focus in this screening study was the (b) parasitic

energy that each porous material could potentially reduce. The green line indicates the parasitic

energy load of existing monoethanolamine CO2 capture technology and the black line indicates a
minimum parasitic energy threshold. Reprinted with permission from [100]. Copyright 2012

Nature Publishing Group
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