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Preface

The third international Conference on Renewable Energy, Generation and
Applications 2014, organized by the Faculty of Engineering, UAE University, is
the third conference in a new series of important meetings and technical forums,
with the first conference held in March 2010 and the second in March 2012. These
conferences aim at gathering scientists and engineers from academia and industry
to discuss the latest developments and innovations in the area of renewable energy.
They further provide an opportunity to assess the challenges and the future of
renewable energy technologies worldwide.

The interest in Renewable energy has gained a lot of attention in the last decade
due to environmental reasons, such as greenhouse abatement and ozone layer
protection and economic and strategic ones, such as the limited fossil fuel. United
Arab Emirates has committed to produce about 20 % of its energy consumption
from renewable energy by 2020. To achieve this objective many renewable energy
projects are currently going on in the UAE.

ICREGA’14 features an outstanding group of keynote speakers addressing
significant topics in the applications of renewable energy. In addition, the con-
ference also includes three technical workshops.

The current conference attracted a large participation from universities and
industry from 19 different countries. A total of 79 papers have been submitted,
among which 70 papers are accepted for presentations. A total of 15 % of the
accepted conference papers will be selected to be considered for publication in the
‘‘Renewable Energy’’ Journal published by Elsevier Publishers. In addition, 26
student posters will also be presented at the conference.

We are committed on organizing this conference every 2 years, and believe that
it will continue to grow in importance and size.

v
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Chapter 1
The Potential of Castor as a Biodiesel
Feedstock Crop for the Arabian Peninsula

Kiran Menon, S. Irshad Ahmed, Neeru Sood and Nanduri K. Rao

Abstract There is an increasing need to turn to biofuels to meet growing world
fuel requirements. Oil-rich regions such as the Arabian Peninsula should be no
exception in exploring alternative, renewable and environment-friendly fuel
options in order to decrease their dependency on non-renewable fossil fuels. In this
study we have carried out field trials of castor (Ricinus communis) in order to
assess its suitability as a biodiesel feedstock crop in the region. We have also
studied the response of 11 hybrid accessions of castor to three saline irrigation
water treatments (5, 10 and 15 dS/m) and determined that castor can tolerate up to
5 dS/m salinity in irrigation water without any negative effect on oilseed yield.

Keywords Castor � Biodiesel feedstock � Salinity tolerance

1.1 Introduction

Castor (Ricinus communis L.) is a member of the Euphorbiaceae family. It is a
perennial plant growing to a height of 2–3 m. The fruit is a globose capsule, 2.5 cm
in diameter, usually containing three seeds. Yields of up to 5,000 kg/ha have been
reported under irrigated conditions, but they can be less without adequate moisture
[1]. In India, castor is cultivated in marginal lands and under rainfed conditions and
so productivity is limited to around 1,200 kg/ha. In the wild, castor is able to adapt
to arid conditions and withstand long periods of drought [2]. Castor seeds contain up
to 60 % oil which is inedible. This makes it an ideal candidate for bio-diesel
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production due to the absence of competition with food crops. Bio-diesel from castor
oil has properties such as very low cloud point and pour point which make it suitable
for use in extreme winter temperatures. A single reaction step is required for the
trans-esterification process of castor oil because of its favorable acidity level.
Therefore, in a large-scale process, it would be less costly to produce bio-diesel from
castor seeds than with others with a higher acidity level. The properties of the B100
(100 % biodiesel) combustible and its B10 and B20 blends (10 % and 20 % bio-
diesel blends in petroleum diesel respectively) are comparable to those of petroleum
diesel and acceptable within international bio-diesel standards (ASTM D 6751) with
the exception of viscosity and humidity of B100 [2].

The countries in the Arabian Peninsula are at present entirely dependent on
fossil fuels to meet increasing energy requirements. Oil and gas reserves will be
depleted in the next 30–35 years [3]. According to the World Resources Institute,
countries of this region such as Kuwait and UAE have some of the highest
greenhouse gas emissions per capita as of the year 2010 [4]. Due to these reasons,
the local governments have been taking serious initiatives for the reduction of
carbon footprint and investing in alternative fuels.

There is also presently great interest worldwide in the use of marginal lands for
the production of biodiesel feedstock crops because all arable lands need to be
employed in meeting world food requirements. More than 6 % of the world’s land
area is affected by salinity [5]. Salts accumulate in soil over a period of time due to
the weathering of parental rocks, which releases soluble salts of various types,
mainly chlorides of sodium, calcium, and magnesium, and to a lesser extent,
sulfates and carbonates [6]. Salinity is of increasing concern in the region due to
overexploitation of groundwater, which is leading to a disturbance in the balance
between sea and groundwater and deterioration of groundwater quality [7]. There
have been reports on the salinity tolerance of castor, with some varieties being
touted as more tolerant to salinity and sodicity than others [8, 9]. A few other
studies however report that castor is sensitive to salt stress and that this may be due
to a lack of efficient activity of guaiacol peroxidase and catalase enzymes, which
probably leads to imperfect H2O2 scavenging [10]. Salinity levels above 10 dS/m
have also been seen to affect the germination of castor seeds [11]. In this study we
report the results of a field trial to assess the salinity tolerance and the suitability of
UAE’s growing environment for the large-scale production of castor oilseeds.

1.2 Materials and Methods

1.2.1 Field Trials

Eleven hybrid accessions of castor obtained from Vibha SeedsTM, Hyderabad,
India were used in this study, conducted at ICBA research station (25.09�N,
55.38�E) during the cropping season 2012–2013. The soils of the experimental site
were sandy with very low organic matter, hence, farm yard manure was added at
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the rate of 40 tons/ha to improve the fertility. A Completely Randomized Block
Design (CRBD) with three replications was used to evaluate the performance of the
eleven hybrids. The seeds were sown in field plots, each of 4 rows of 3 m, with a
distance of 50 cm both between the rows as well as between the plants within the
row. Three salinity treatments with electrical conductivities (ECw) of 5, 10, 15 dS/m
were established by mixing saline ground water (22–25 dS/m) with sweet water
(3–0.5 dS/m), in addition to the control treatment, irrigated with low quality
municipal water having an electrical conductivity of 0.3–0.5 dS/m. The plants were
irrigated twice daily by drip irrigation at the flow-rate of 4 l/h per dripper.

From each plot, five plants were selected randomly and tagged for recording
observations, which included qualitative traits such as growth habit, stem color,
leaf color, spike type, spike compactness, waxy coating, fruit surface and fruit
dehiscence, and quantitative traits such as plant height, number of branches, stem
diameter, leaf surface area, leaf dry weight, leaf specific weight and moisture
content, leaf chlorophyll content, spike length, number of spikes and fruits per
plant, fruit size, seed yield and 1,000 seed weight.

1.2.2 Leaf Measurements

The leaf at the node of the primary inflorescence was chosen as a standard for all leaf
measurements. Leaves from five plants in each plot were harvested at maturity and
images were captured against a marked scale. In all instances, the surface area was
determined using the ImageJ Image processing and the analysis software provided as
freeware by the National Institutes of Health (NIH), US, which is a benchmark tool for
image analysis and area measurements [12–14]. Leaf dry weight was recorded after
the collected leaves (five from each plot) were washed in tap water to remove dirt and
dried in a ventilated oven at 80 �C for up to 96 h until all the moisture had been
removed and a static weight was reached. Leaf punches of 4 cm2 surface area were
weighed for specific weight values. The punched sections were then dried at 60 �C till
a static weight was attained to obtain the dry weight. These values were then used to
determine standard leaf weight (SLW) and moisture content (%) [15]. Leaf chloro-
phyll content (a, b and total) was estimated using the Mackinney method that was
described in 1941 [16], improved by Arnon in 1949 [17], which is still the most widely
used method for simple chlorophyll quantification [18].

1.2.3 Soil and Water

Five soil samples each were collected from the root zone of all four treatment
plots. The pH of saturated soil paste was recorded using a pH meter. The salinity
readings were recorded using a Conductivity Meter. Irrigation water samples were
collected from each treatment to measure the pH and EC values.
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1.2.4 Seed Oil Content

Oil was extracted using n-Hexane for solvent extraction using a Soxhelet appa-
ratus. Oil weight was measured periodically and extraction was stopped when
static weight was obtained.

1.2.5 Leaf K+/Na+ Ratio

Castor leaves (from the node of the primary inflorescence, 5 samples per plot),
were dried at 80 �C till a static weight was observed (to remove all moisture).
Dried leaves were ground using mortar and pestle and weighed samples were wet
digested using concentrated HNO3 for 48 h. Leaf extract was filtered using ashless
filter paper and analyzed using Inductively coupled plasma/optical emission
spectrometry (ICP-OES). K+ and Na+ concentrations in leaf extracts were deter-
mined by ICP OES and K+/Na+ ratios calculated.

1.2.6 Ion Concentrations in Irrigation Water

Na and K ion concentrations (average of 5 samples for each treatment) in irrigation
water were determined by flame photometry.

1.2.7 Statistical Analysis

Analysis of variance (two-factor ANOVA) was used to identify the traits that
differed significantly among the accessions and those significantly affected by
salinity, with the limit for statistical significance set at p = 0.05. Seed yield is
expressed in kilograms per hectare based on extrapolation of the average yield of
the five plants from each plot and assuming a stand of 36,000 plants per hectare, at
the same density in the current field trial.

1.3 Results and Discussion

The results show that qualitative traits such as leaf and stem color and growth habit
were not affected by salinity and stayed the same for any given accession across
the different saline treatments. In contrast, quantitative traits were significantly
affected when irrigated with saline water as revealed by the analysis of variance.

4 K. Menon et al.



Thus, compared with the control, plant height, stem diameter and leaf dry weight
have all decreased considerably when irrigated with saline water (Fig. 1.1). As
with many other abiotic stresses, plant growth is inhibited by salinity. A possible
reason is stomatal closure resulting in decreased uptake of carbon dioxide and
reduced photosynthesis or inhibition of cell growth and division [19]. The direct
effects of salinity stress on cell expansion and division are not yet fully understood.
In our study however, the rapid and extreme response of the plants in the 10 and
15 dS/m treatments suggests that the osmotic stress at such high salinity induces a
stress response and stalling of growth in these plants. This is because high salinity
in the root area decreases the plants capability to absorb water (osmotic stress)
[20]. Within each treatment, the differences among the accessions were found to be
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insignificant. Analysis of variance also showed significant effect of salinity on leaf
surface area, primary inflorescence length and leaf moisture content (data not
presented). The reduction in leaf are is expected, as this reduces the amount of
water used up by the plant. Compared to the control, leaf chlorophyll content
increased in the 5 dS/m treatment and then decreased in the 10 and 15 dS/m
treatments. The reasons for this were not clear, but further analysis needs to be
carried out to confirm these findings.

With regard to seed yield and 1,000 seed weight, the results show that castor
could tolerate salinity of up to 5 dS/m without a statistically significant decrease
(Fig. 1.2). ANOVA results show that the difference in yield is not statistically
significant between the freshwater and 5 dS/m treatments. The differences in yield
of individual accessions (a decrease of yield in accession nos. 9 and 1 but increase
in 7 and 2) can be attributed to genetic variation and associated differences in
response to stress, but these differences are not of statistical significance. In the
5 dS/m salinity treatment, the seed yields were between 1.8 and 2.3 tons/ha for
different accessions while freshwater cultivation yielded between 1.5 and 3 tons/ha
of seed. In comparison with the freshwater treatment, seed yield decreased by 66
and 82 % with increase in salinity to 10 and 15 dS/m, respectively. The fact that
seed yield is not significantly affected by salinity in the 5 dS/m treatment suggests
that the possible ionic stress faced by the plant which results in decreased plant
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height is not very damaging. Sodium ions may accumulate to an extent enough to
reduce the plants’ metabolic activity and growth, but not to a toxic level. This
result is key because seed yield is the most important parameter in terms of
commercial viability of cultivation. Within each treatment, differences between
accessions for seed yield and 1,000 seed weight were found to be insignificant.

The marginal effect of salinity of up to 5 dS/m on seed yield may also be largely
be due to the fact that sandy soils do not retain salts in the manner that clayey soils
do. Our results support this assumption, as it was seen that the soil salinity values
were on par with those of the irrigation water even after 6 months of irrigation
with saline water (Table 1.1). In contrast, salts corresponding to 1 dS/m could
accumulate within 3–7 days in more loamy soils [21].

In the control treatment average seed oil percentage by weight (of oil extracted)
was determined to be in the range of 23–48 % (Fig. 1.3). According to literature
castor seeds generally contain up to 48 % oil of which 42 % can be extracted [22].
The analysis of seed oil content in other treatments is underway, but preliminary
results suggest that the oil content is not affected by salinity.

1.4 Conclusions

The results of our study suggest that castor is a suitable candidate for cultivation as
a biodiesel feedstock crop in the UAE and in countries with similar climatic
conditions. The yield obtained in this study upon irrigation with water of salinity

Table 1.1 Salinity
measurements for soil and
irrigation water

Treatment Salinity eC (dS/m)

Soil Water

Control 1.714 0.339
5 dS/m 4.9542 4.68
10 dS/m 12.246 9.16
15 dS/m 18.586 16.06
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5 dS/m is on par with the global average [23]. This supports the possibility of
cultivating castor using low-moderately saline groundwater and even recycled
wastewater. Since castor is not a food-crop none of the associated food versus fuel
conflicts apply to its potential as a biodiesel feedstock crop.

Currently, extraction and analysis of oil from the field trials is in progress.
In-depth analysis of the systemic and genetic mechanism of salinity tolerance/
sensitivity of castor is also underway. Plant samples are being analyzed to
determine the concentrations of various salts in different plant tissues in relation to
that of the water and soil in order to understand the specific mechanisms involved
in castor’s response to salinity. The quantity and quality of oil obtained, efficiency
of conversion to biodiesel and fuel performance will also be analyzed in order to
confirm that castor seed oil is an economically and qualitatively viable feedstock
for biodiesel production in saline environments.
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Chapter 2
The Effect of Internal Parameters
on Biohydrogen Production in Batch
Microbial Electrolysis Cell Reactor

M. Azwar, M. A. Hussain and A. K. Abdul-Wahab

Abstract Production of biohydrogen has the potential to be a renewable energy
alternative to current technology. Microbial electrolysis cell (MEC) system is new
bio-electrochemical processes that are capable of producing hydrogen gas and has
higher efficiency when compared with other processes. This study describes the
mathematical model of MEC for hydrogen production from wastewater batch
reactor. The model is based on material balances with the integration of bio-
electrochemical reactions describing the steady-state behaviour of biomass growth,
consumption of substrates, hydrogen production and power current characteristics.
The model predicts the concentration of anodophilic, acetoclastic methanogenic
and hydrogenotrophic methanogenic microorganisms. In this study the effect of
varying changes of initial concentration, effect of stoichiometric and kinetic
parameters on MEC in a batch reactor to be used with open-loop identification test.
In this model will also be examined effect of competition between the three
microbial populations between anodophilic, hydrogenotrophic and acetoclastic.

Keywords Mathematical model � Batch microbial electrolysis cells reactor �
Hydrogen gas � Internal parameter

List of Symbols

S Substrate concentration (mg-S L-1)
xa Concentration of anodophilic microorganisms
xm Concentration of acetoclastic microorganism
xh Concentration of hydrogenotrophic microorganisms
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QH2 Hydrogen production rate (mL/day)
qmax;a Maximum reaction rate of the anodophilic microorganism [mg-A mg-

x-1 d-1]
qmax;m Maximum reaction rate of the acetoclastic methanogenic microorganism

[mg-A mg-x-1 d-1]
KS;a Half-rate (Monod) constant of the anodophilic microorganism [mg-A l-1

or mg-M l-1]
KS;m Half-rate (Monod) constant of the acetoclastic methanogenic microor-

ganism [mg-A l-1 or mg-M l-1]
KM Mediator half-rate constant [mg-M l-1]
Kd;a Microbial decay rates of the anodophilic microorganism [d-1]
Kd;m Microbial decay rates of the acetoclastic methanogenic microorganism

[d-1]
Kd;h Microbial decay rates of the hydrogenotrophic microorganism [d-1]
Kh Half-rate constant [mg l-1]
YM Oxidized mediator yield [mg-M mg-A-1]
YH2 Dimensionless cathode efficiency [dimensionless]
Yh Half-rate constant [mg l-1]
Vr Anodic compartment volume [l]
m Number of electrons transferred per mol of H2 [mol-e- mol-H2

-1]
F Faraday constant [A d mol-e-1]
R Ideal gas constant [ml-H2 atm K- mol-H2

-1]
T MEC temperature [K]
P Anode compartment pressure [atm]
Eapplied Electrode potentials [V]
Rext External resistance [X]
Rint Internal resistance [X]
IMEC MEC current [A]
ECEF Counter-electromotive force for the MEC [V]
MTotal Total mediator weight percentage [mg-M mg-x-1]
Mred Reduced mediator fraction per each electricigenic microorganism (mg-

M mg-x-1)
Mox Oxidized mediator fraction per each electricigenic microorganism (mg-

M mg-x-1)
Asur;A Anode surface area [m2]

Greek letters

lmax;a Maximum growth rate of the anodophilic microorganism [d-1]
lmax;h Maximum growth rate of the hydrogenotrophic microorganism [d-1]
b Reduction or oxidation transfer coefficient [dimensionless]
i0 Exchange current density in reference conditions [A m2-1]
c Mediator molar mass [mg-M molmed

-1 ]
a1 Dimensionless biofilm retention constant for layers 1
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a2 Dimensionless biofilm retention constant for layers 2
lh Hydrogen growth rate [d-1]
gohm Ohmic losses due to resistance to the flow of ion in the electrolyte and

electrode [V]
gconc Concentration loss due to mass transfer limitation [V]
gact Activation loss due to activation energies and electrochemical reactions [V]

2.1 Introduction

Electrochemical systems represent a novel alternative for energy recovery from
organic waste and biomass residue, where microorganisms can be employed to
catalyze electrochemical oxidation-reduction reactions. Microbial electrochemical
cells such as Microbial Fuel Cells (MFCs) and Microbial Electrolysis Cell (MEC)
are among such bioelectrochemical systems. Performance of MFC and MEC
largely depends on anaerobic biofilm occupied by anodophilic (electrogenic)
microorganisms, which transfer electrons to the anode during their metabolism [3].
Though anodic compartments in all MFC and MEC are similar, the cathode
reactions differ. MFCs operate with cathodes exposed to air resulting in oxygen
reduction reaction at the cathode and electricity production [6]. In contrast, MEC
require a small additional input of electrical energy provided by an external power
supply to facilitate the reaction of hydrogen formation on the cathode [13].

Microbial electrolysis cells (MEC) and microbial fuel cells (MFC) are part of
the microbial electrochemical cell technology which is one of the renewable
energy alternatives today. Anodophilic microorganisms in anaerobic bioreactor is
capable of oxidizing substrate containing organic materials in the compartment
anode into electric energy [8]. Anodophilic microorganisms or microbial elec-
tricigenic is able to break the organic material and wastewater that has been diluted
or low concentrations of organic compounds [3, 6]. MFC can generate sponta-
neous current due to the oxidation and reduction of the electron-proton from the
organic material in the cathode bioreactor, whereas in MECs system, due to the
addition of voltage into the cathode anaerobic- bioreactor, reaction between pro-
tons and electrons occurs leading to the formation of hydrogen gas [7, 13].

A Microbial Electrolysis Cell (MEC) is a slightly modified MFC where a small
amount of electricity is applied to the anode chamber to suppress the production of
methane and oxygen is kept out of the cathode chamber to assist bacterial oxi-
dation of organic matter present in wastewater, to produce hydrogen. Although
Microbial Electrolysis Cell (MEC) has tremendous potential, the development of
this technique is still in its infancy. Information about the anode materials and
microorganisms used in MFCs are also applicable to MEC systems due to their
similar anodic process.
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However the MEC present many technological challenges that goes beyond
modelling studies, that need to be overcome before commercial application. For
instance, the nonlinear and highly complex process in this hydrogen production
process is due to the microbial interaction which also depends on the microbial
activity. These difficulties and complexity makes the MEC system difficult to be
operated and control under the best of condition.

These problems can be alleviated using an integrated process system engi-
neering approach involving process modelling, optimisation, and control simul-
taneously in the study of the MEC system. To improve the productivity of
bioreactor one alternative is to find the optimum conditions so that the rate of
hydrogen production can be increased. Through the study of the experimental
work for predicting the behavior of MEC in the bioreactor in a variety of operating
conditions, the optimum value of the MEC can be obtained [5] or through
developing the mathematical model of the MEC system.

One of the important and interesting phenomena for MFC and MEC model is
the competition between anodophilic and methanogenic microorganisms to con-
sume the substrate in the anode compartment [11]. Competition from microbial
populations severely affect the performance of the MFC and MEC bioreactor.
Several studies have been conducted to analyse the models, one of which is
competition from anodophilic, methanogenic acetoclastic and hydrogenotrophic
methanogenic microorganisms in the biofilm as conducted by Pinto et al. [10].

This study describes the mathematical models of MECs for hydrogen produc-
tion modified from Pinto et al. [10] model based on the anaerobic digestion model
proposed by Bernard et al. [2]. One method to improve the performance of MECs
process is to design a proper mathematical model that can be used to optimize the
design and develop process control strategies of the MECs system. This study has
assessed the maximum hydrogen production rate by varying the anodic com-
partment volume, electrode potentials applied, effect of varying changes of initial
concentration, effect of stoichiometric and kinetic parameters on MECs in the
batch reactor. It was used for analysis and tested with open loop identification. In
this model the effect of competition between the three microbial populations
between anodophilic, hydrogenotrophic and acetoclastic will also be examined.
The equation of this model involves unified model as well as activity of microbes
in the anode chamber of a microbial fuel cells and microbial electrolysis cells in
the cathodic reaction.

2.2 Modified Model of MEC in Batch Reactor

2.2.1 Mathematical Models

The main goal of any development of mathematical models for MEC is to get the
maximum hydrogen production rate by calculating the effect of electric current
and voltage prediction at different operating conditions. The MEC model used here
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has been modified as the model presented by Pinto et al. [12]. The modification to
Pinto model involves: batch process operation, phase of biofilm growth, metabolic
activities, and the reactor size. In this model, to some assumptions such as that the
acetate is to be the only carbon source, the fermentation process involving the
conversion of the hydrolysis of acetate organic is ignored, and the carbon source in
the anode compartment well distributed so that acetate gradient in the biofilm is
neglected have been made.

This section presents a model for the MEC in batch reactor, developed from
Pinto et al. [10] based on the anaerobic digestion model (ADM) proposed by
Bernard et al. [2]. The mathematical models presented here aim to simulate the
competition of three microbial in MECs. The model represents competition
between anodophilic and methanogenic microorganisms for the substrate. Charge
transfer at the anode is modeled using substrate (acetate) and intracellular mediator
by three microbial populations between anodophilic, acetoclastic methanogenic
and hydrogenotrophic methanogenic. The proposed MEC model system is shown
in Fig. 2.1.

The reactions at the anode and cathode are described as [10]:

C2H4O2 þ H2Oþ 4Mox ! 4Mred þ CO2 ð2:1Þ

4Mred ! 4Mox þ 8e� þ 8Hþ ð2:2Þ

C2H4O2 ! CH4 þ CO2 ð2:3Þ

CO2 þ 4H2 ! CH4 þ 2H2O ð2:4Þ

where acetate represent substrate concentration; and Mox and Mred are the reduced
and oxidized forms of the intracellular mediator.

The influent and effluent of flow rate for MEC in batch reactor are the same and
the dynamic mass balance equations of the model for substrate and microorgan-
isms can be written as:

Fig. 2.1 A simplified
diagram of the microbial
electrolysis cells set-up
showing anode and cathode
in batch reactor
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dS
dt
¼ Fin

V
S0 � Sð Þ � qmax;a

S
KA;a þ S

Mox

KM þMox

xa � qmax;m

S
KA;m þ S

ð2:5Þ

dxa

dt
¼ lmax;a

S
KA;a þ S

Mox

KM þMox

xa � Kd;axa � a1xa ð2:6Þ

dxm

dt
¼ lmax;m

S
KA;m þ S

� Kd;mxm � a1xm ð2:7Þ

dxh

dt
¼ lmax;h

H2

Kh þ H2
� Kd;hxh � a2xh ð2:8Þ

dMox

dt
¼ c

Vxa

IMEC

mF
� YMqmax;a

S
KA;a þ S

Mox

KM þMox

ð2:9Þ

MTotal ¼ Mred þMox ð2:10Þ

QH2
¼ YH2

IMEC

mF
RT
P

� �
� YhlhxhV ð2:11Þ

The model as given by Eq. (2.5) is for filling time period (tf) in the process.
During reaction time in the batch reactor process, the volumetric flow rate (Fin) is
nil and the Vt is constant at Vo. The values of the coefficients can be found in Pinto
et al. [11].

2.2.2 Electrochemical Equations

The potential losses of internal resistance can give additional information about
the performance of an MEC, especially when comparing different systems [4].
Since the voltage needed for hydrogen production is constant, the current density
depends on the total internal resistance of the system, which in itself is a function
of the current density. The total internal resistance is a sum of the partial resis-
tances of the system [1].

Figure 2.2 gives an overview of partial internal resistances in an MEC, which
can be represented by a series of resistances in an equivalent circuit. These partial
resistances consist of: (i) counter-electromotive force (ECEF), (ii) activation loss
(gact), concentration loss (gconc), ohmic loss (gohm). Each of these polarizations has
a different magnitude for different current density degrees. At low current densi-
ties, activation losses are dominant due to reaction energy barriers at the electrode-
electrolyte interface, which need to be overcome to start the reaction. At high
current densities, reactant and product diffusion limitations lead to high concen-
tration losses. Finally, ohmic losses increase linearly with current due to electron
and ion conduction at the electrodes, electrolytes, and contact resistance across
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each material’s interface, and interconnections to electrodes. Note that the output
voltage of a fuel cell is directly proportional to the cell current, following Ohm’s
law:

Eoutput ¼ RextIcell ð2:12Þ

MEC voltage can be calculated using theoretical values of electrode potentials
by subtracting ohmic, activation, and concentration losses. Therefore the following
electrochemical balance can be written as [9]:

�Eapplied ¼ ECEF � gohm � gconc � gact ð2:13Þ

Here, concentration losses at the cathode can be neglected due to the small size
of H2 molecules resulting in a large diffusion coefficient of H2 in a gas diffusion
electrode used as a cathode. The concentration losses at the anode are then cal-
culated using the Nernst equation.

gconc;A ¼
RT
mF

ln
MTotal

Mred

� �
ð2:14Þ

The cathodic activation losses can be calculated by the Butler-Volmer equation.
Assuming that the reduction and oxidation transfer coefficients that express the
activation barrier symmetry are identical, the Butler-Volmer equation can be
approximated as

gact;C ¼
RT
bmF

sinh�1 IMEC

Asur;Ai0

� �
ð2:15Þ

Fig. 2.2 The potential losses
of microbial electrolysis cells
in batch reactor
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Therefore, the MEC current can be calculated by combining Eqs. (2.13)–(2.15):

IMEC ¼
ECEF þ Eapplied � RT

mF ln MTotal

Mred

� �
� gact;CðIMECÞ

Rint

Mred

eþMred

ð2:16Þ

where e is null [mg-M mg-x-1]; e � 0, Eq. (2.16) can be written as:

IMEC ¼
ECEF þ Eapplied � RT

mF ln MTotal

Mred

� �
� gact;CðIMECÞ

Rint

ð2:17Þ

2.3 Results and Discussion

In all simulations studies, the total time was set at 20 days. Figure 2.3 shows the
block diagram which consists of multi input and multi output parameters. All input
and output parameter are divided in two types namely; internal and external
parameters. Internal input is the parameter that we assume or are taken from
literature. However, external output is the parameter that can be seen and
manipulated such as volume reactor; substrate feed concentration, electrode
potential applied and MEC current (external load).

The model described previously is used to study the sensitivity of effect internal
parameters changes in biohydrogen production via microbial electrolysis cells in
batch reactor. Figures 2.4 and 2.5 shows the dynamic behaviour of initial con-
centration of the anodophilic microorganisms (Xao) on the IMEC current and the
hydrogen production rate.

Figures 2.4 and 2.5 illustrate the results for the effect of initial concentration of
the anodophilic microorganisms (Xao), varied with values of 0.1 mg/l, 0.5 mg/l,
1.0 mg/l and 1.5 mg/l, on the hydrogen production rate profiles and the IMEC

current. The investigation was carried out for the anodophilic microorganisms
initial concentration (Xao) range of 0:1�Xao� 1:5 (mg-x/l), the balance (i.e. the
difference from the base value Xao which is 1.0) was added to Xao. As the growth
rate of the hydrogenotrophic and initial concentration of Xao increased, the IMEC

current and hydrogen production rate also increases up to the period of 2 days.
Hence, it is evident from Figs. 2.4 and 2.5 that performance of IMEC current and
the hydrogen production rate were affected by changes in initial concentration of
the anodophilic microorganisms.

Figures 2.6 and 2.7 shows the behaviour of the effect of internal parameters
changes of initial concentration of the hydrogentrophic microorganisms (Xho) on
the IMEC current and the hydrogen production rate. The investigation was carried
out for hydrogenotrophic microorganism’s initial concentration (Xho) in the range
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of 1�Xao� 15 mg/l. Figure 2.6 illustrate the simulation results for the internal
parameters changes of initial concentration of the hydrogentrophic microorgan-
isms (Xho) on the IMEC current with the values varied at 1 mg/l, 5 mg/l, 10 mg/l
and 15 mg/l. Figure 2.6 shows that the effect of changing the initial conditions of
the hydrogentrophic concentration (Xho) has no significant on the IMEC current
variations.

Figure 2.7 shows the hydrogen production rate increased with increasing the
hydrogentrophic microorganisms initial concentration (Xho). As mentioned pre-
viously, by increasing the initial concentration of the hydrogentrophic microor-
ganisms, the hydrogen production rate is also increased. In summary, the hydrogen
production rate is correlated with the initial concentration of the hydrogenotrophic
microorganism.

Fig. 2.3 Schematic
description of input–output
model block diagram

Fig. 2.4 The effect of initial
concentration of the
anodophilic microorganism
on the IMEC current
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Fig. 2.5 The effect of initial
concentration of the
anodophilic microorganism
on the hydrogen production
rate
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2.4 Conclusions

The study has assessed the maximum hydrogen production rate by varying the
effect of varying changes of initial concentration and kinetic parameters on the
MECs in a batch reactor. In this paper, the effect of varying changes of initial
concentration of the anodophilic microorganisms (Xao) and hydrogentrophic
microorganisms on the IMEC current and the hydrogen production rate has been
studied. The model is based on material balances with the integration of bio-
electrochemical reactions. The model examined the performance and competition
between the three microbial populations involving anodophilic, acetoclastic
methanogenic and hydrogenotrophic methanogenic microorganisms. This model is
also capable of predicting the growth of Populations of microorganisms and
biofilm composition. The results show that the initial concentration of the anod-
ophilic microorganisms (Xao) has significant effect on the IMEC current and the
hydrogen production rate as compared to the effect of initial concentration of the
hydrogentrophic microorganisms (Xho).

Acknowledgment This research was supported by the ‘‘IPPP-PV050/2011B’’ and ‘‘UMRG-
RP006H-131CT’’ Program, University of Malaya.

Fig. 2.7 The effect of initial
concentration of the
hydrogentrophic
microorganisms on the
hydrogen production rate
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Chapter 3
Assessment of Surplus Agricultural
Residues Available for Biomass
Briquetting in India

N. Awalgaonkar, H. Saxena, A. Venkatesan and R. Natarajan

Abstract India has a surplus of agro residues, which amounted to about 300
million tonnes in the year 2012. These residues when utilized properly to produce
energy could satisfy 65 % of the total rural energy demands of the country.
Efficient utilization of such an enormous source of energy would help in
addressing the current energy crisis of the country. This paper critically discusses
the scope and potential of the biomass briquetting in India. The output of various
agro residues produced in the country for the last 10 years, distribution of agro
residues in different states, surplus agricultural residues available in different states
of India and various biomass briquetting techniques available in India have been
studied in this paper. The paper would help the interested industrialists and
entrepreneurs in setting up their briquetting plants in the regions or states with high
potential for briquetting and also assist the government agencies in framing pol-
icies and taking decisions concerning the efficient use of agro-residues available in
India. From the study, it was found that the potential for biomass briquetting is
high in the western states of Gujarat and Maharashtra and the northern state of
Uttar Pradesh. The average amount of surplus agro-residues available in these
states was found to be as high as 40 million tonnes. With continued efforts and
improvement in the briquetting technology, combined with the support of the
government, the development of densified biofuels in India seems to be a prom-
ising prospect.
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3.1 Introduction

Energy production through biomass meets a large percentage of energy needs of a
developing country like India [1]. About 32 % of the total energy consumption in
India is satisfied by biomass energy through various primary, secondary and ter-
tiary sources like firewood, agro residues, animal wastes, wastes from various
industries such as paper and pulp industry, sugarcane industry, food and beverage
industry etc. [2].

India is an agricultural based country, so most of the rural biomass produced in
the country consists of large amounts of agro residues such as rice husk, coffee
husk, jute sticks, bagasse coir, groundnut shells etc. [2]. Also, most of the energy
demands of rural India are satisfied by direct combustion of these agro residues
which gives rise to many problems including increase in pollution and wastage of
energy rich resources due to inefficient burning. The pollution problems further
lead to various adverse effects on the health of humans. Apart from these issues,
the handling, storage and transportation of loose biomass agro residues is very
uneconomical. Hence briquetting of these biomass residues seems like a viable
option in addressing these various concerns.

Briquetting of biomass is a densification process which consists of reducing the
bulk volume of biomass by mechanical means for easy handling, storage and
transportation. Biomass briquettes use would be a viable alternative to current
direct burning of agro residues such as rice husk, groundnut shells etc. to produce
energy. Use of biomass briquettes instead of biomass in raw original form would
lead to decrease in pollution and increase in the efficiency of the combustion
process. Also biomass briquettes can be used in gasifiers and pyrolysers to produce
bio-fuels. In the present scenario, the biomass briquettes are largely used for
household heating and cooking applications. Various research and development
efforts are being made to make briquetting technology profitable and to increase its
use in satisfying the growing energy demands of industries in India.

Biomass briquetting technology used in India can be briefly categorized into—
Piston Press (Reciprocating Ram) technology and Screw Press Technology. Most
of the briquetting units currently working in India make the use of Piston Pressed
technology instead of screw pressed technology as the former technology offers
various advantages like low power consumption and longer life of the unit com-
ponents due to lesser wear and tear. But the major disadvantage of piston pressed
based technology when compared with screw pressed technology is that the piston
pressed briquettes are of inferior quality as compared to the screw pressed bri-
quettes. The screw pressed briquettes have higher volumetric calorific value and
better combustion characteristics than the piston pressed briquettes. The briquet-
ting technique is yet to achieve a strong popularity in India because of the various
technical difficulties involved and the failures in adapting the technology to suit
the local needs and conditions. Hence, the commercial success in the application
of briquetting technology would depend upon the quality of available feedstocks
and overcoming the various operational difficulties pertaining to it [3].
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In the wake of this current briquetting scenario in India, many of the government
based as well private organizations are making continued efforts in developing this
technology and making it more economically profitable. Due to these efforts of
various organizations in India, the briquetting industry sector is gradually growing
up. The Indian Renewable Energy Development Agency (IREDA) has financially
sponsored many of the briquetting projects in India, all of which are based on the
piston pressed technology [3–5]. The successes and promotional efforts taken up by
IREDA and other such organizations have inspired many of the entrepreneurs to
confidently invest in the biomass briquetting technology [2–4].

In this paper we would discuss the overall potential and feasibility of the
briquetting process in India. In doing so we would focus on issues such as (1)
Biomass Briquetting technologies available in India. (2) Selection of appropriate
agro residues for briquetting process. (3) Potential agro residues output available
in India and its state wise distribution in India. (4) Surplus amount of agro residues
available in India etc.

3.2 Various Types of Briquetting Technologies Available
in India

Briquetting techniques involve processes which convert loose agricultural residues into
high density solid biofuels. These solid biofuels can be further used for burning pur-
poses with greater efficiency and lesser pollution. The main types of briquetting tech-
niques involve piston press, screw press, hydraulic press, and roller press techniques [4].

3.2.1 Mechanical Piston Press Technique

In this process, the agro residues are pushed into a die by a reciprocating ram under
high pressure. This converts the biomass residues into briquettes. This technique
uses less power compared to other techniques and can be used for a great variety of
agro residues including corn straw, peanut shell, ground nut shell, cotton stalks,
sunflower stalks etc. The major problem with this technique is the maintenance of
ram. Further the briquettes obtained from mechanical piston press technique have
lower quality in comparison to the ones obtained from screw press technique.

3.2.2 Screw Press Technique

This technique involves extruding biomass continuously by a screw through a
heated taper die. The taper die is heated externally to avoid frictional losses. The
quality of briquettes produced here is much better than that of reciprocating ram
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produced briquettes. The wear of screw and die is higher compared to recipro-
cating ram but considering the fact that the briquettes produced here are homo-
geneous and can be carbonized, this technique is more preferred. They have a high
combustion rate and can be used as a substitute to coal in boilers.

3.2.3 Hydraulic Press Technique

This technique involves a high pressure hydraulic oil system which transmits
energy to the piston by means of an electric motor. The cylinder press is slower
compared to mechanical piston, so the output of this technique is also lower
compared to mechanical piston technique. The major advantage of using this
technique is that it consumes less power and can tolerate agro residues with high
moisture content.

3.2.4 Roller Press Technique

In roller press technique, a large number of dies are arranged as holes bored on a
thick steel ring. These dies are of size about 30 mm and biomass is forced into
them by means of rollers which results in creation of small pellets of biomass. The
shape of these pellets depends upon shape of the die. This technique is energy
efficient and has low operational and maintenance cost. It is more suitable for dry
biomass.

3.3 Selection of Appropriate for Briquetting Process

Biomass residues must satisfy a number of conditions and requirements before
they can be used as a potential feedstock for the briquetting process. It should
possess the following characteristics:

(1) It should be readily available in large quantities near the briquetting plant site
area so that the transportation and handling problems could be avoided.

(2) It should possess low moisture content, generally in the range of 10–20 % of
the total biomass weight. High moisture content is not favorable as it would
lead to more energy consumption for the drying of the concerned biomass.
Also, it could create many problems during the grinding operation.

(3) It should possess lower ash content as it gives rise to many problems such as
pollution problems, problems during combustion etc. Also, the ash should
contain lower percentage of alkali metals as they give rise to further
unwanted problems during combustion.
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(4) The material should be able to flow swiftly inside various chambers and
storage silos. The material should therefore be uniform and granular to have
such flow characteristics.

3.4 Production and Distribution of Agro Residues in India

3.4.1 Production

Agricultural residues form a major percentage of the total residues produced in
India. Hence, it is very important to know the total amount of agricultural residues
produced in the country. The country statistical data for the yield of agricultural
residues is not available in the statistical yearbook data of Department of Agri-
culture And Cooperation, Ministry Of Agriculture, India. But it can be easily
estimated from the product of residue to crop ratio and yield of crops. The pro-
duction of crops from the year 2003 to 2012 is obtained from the Department of
Agriculture and Cooperation, Ministry Of Agriculture and Cooperation, India
statistical book [6]. Residues to crop ratio for the principal Indian agricultural
crops have been suitably obtained from the past study analysis of agricultural
residues data available in the country [5]. The estimated production of different
agro residues produced in India is calculated and tabulated in Table 3.1. The
largest contribution of agro residues as seen from the table was obtained from
Rice, Wheat, Sugarcane and Cotton crops produced in between 2003 and 2012.
The agricultural residues from these four crops accounted for close to 75 % of the
total agricultural residues so produced. The lowest agricultural residue output was
found to be 500.93 million tonnes in the year 2002–2003. Thereby, it was found
that the highest output of agricultural residues was about 814.51 million tonnes in
the year 2011–2012. The agricultural residues so produced can be used for four
purposes: use in industries, for livestock feeding such as cattle feeding, sheep
feeding, as fertilizers and lastly as direct fuels. Therefore, the scope of the using
densified solid biofuels for energy production is pretty high in India.

3.4.2 Distribution

The distribution of crops is very distinct in the different parts of India as it is
spread across a wide area of land consisting of different physical geometry and
climate [7]. It is therefore very important to consider this factor while framing
various energy policies for the country. It would also be a deciding factor for
efficient utilization of agricultural residues in the different parts of the country. The
distribution of various agricultural crop residues in different states for the year
2011–2012 is as shown in Table 3.2. It is evident from Table 3.2 that the
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production of agro residues is high in the states of Uttar Pradesh, Maharashtra and
Gujarat. The majority of agricultural residues produced in Uttar Pradesh is from
wheat crop while the agro residues produced in Gujarat and Maharashtra is from
cotton crop residues. Figure 3.1 shows the distribution of agro-residues produced
from different crops in India. The agro residues so produced in the country vary
greatly from state to state.

3.5 Uses of Agro Residues for Different Purposes

Very little information is available about the use of agro residues for different
purposes and applications as the agro residues use varies from place to place. Also,
the residues produced in India vary from season to season, further making it
difficult to predict the actual amount of residues used for different applications.
Hence in the wake of these difficulties, we have tried to find the amount of surplus
agro residues which can be used for briquetting purposes. India uses agricultural
residues for various purposes such as livestock feedstock, compost making, raw
materials in various industries, direct burning etc. The process of briquetting of
agricultural residues would compete with these traditional uses of agro residues.
Therefore proper percentage of agro residues should be utilized for each of these
applications. Briquetting of non fodder, non fertilizer producing agro residues
seems to be a good option in such a regard. As it is very difficult to calculate the
actual amount of agro residues used for different kinds of purposes, we have tried
to calculate the various percentages of agro residues used for different applications
from past data and trends.

As seen in Table 3.3 we have found out the percentage of total agro residues
that are used as fodder, as fuel and for other different purposes such as bio
composting, direct burning in fields etc. As we can see, most of the agricultural
residues produced from wheat and rice are used as fodder for the potential
livestock.

Also, the agro residues produced from Jowar and Bajra cannot be used for
briquettes production as almost all of Jowar and Bajra is used as fodder. The
agricultural residues available from Cotton, Sugarcane and oilseeds can be used
for briquettes production as most of the agro residues available from these crops
are available in surplus for fuel and fodder purposes. About 300.51 million tonnes
of the total agricultural residues produced in India can be used for the production
of briquettes. The amount of agricultural residues available for fuel production is
highest from Cotton crop amounting to about 123.20 million tonnes followed by
the Sugarcane and Oilseeds crops produced in India. Figure 3.2 shows the per-
centage of non fodder agricultural residues available for fuel production from the
different major crops available in India. Also, Table 3.4 gives us the distribution of
the surplus amounts of agricultural residues used as fuel in the different states of
India. The states of Gujarat and Maharashtra are the leading producers of cotton
crop in the country. Almost the entire amount of agricultural residues produced
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from the cotton crop can be used for briquettes production. So the briquetting
potential is very high in the states of Gujarat and Maharashtra amounting to about
48.15 and 45.20 million tonnes respectively. These states are followed by the
states of Uttar Pradesh, Andhra Pradesh and Madhya Pradesh in terms of surplus
availability of agro residues for fuel production.

A comparative bar chart study of the total agricultural residues produced and
the surplus amount of agro residues available for fuel production for different
states in India is shown in Fig. 3.3. The state wise distribution of surplus agro
residues which can be used for briquettes production is shown in Fig. 3.4.

Hence, from the above the discussion, we can clearly state that the potential of
briquetting of agricultural residues available in India is very high.
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Fig. 3.1 Agricultural
residues produced from
different crops in India
(2011–2012)

Table 3.3 Crop residue availability for fodder, non-fodder and fuel purposes in India for the year
2011–2012 (Units: million tonnes)

Crops Fodder residue
ratio

Fuel to residue
ratio

Residue for

Fodder Non-fodder
purposes

Fuel

Rice 0.81 0.11 152.10 15.02 20.66
Wheat 0.86 0.01 129.21 19.53 1.50
Bajra 0.90 0.00 18.09 2.01 0.00
Jowar 1.00 0.00 12.06 0.00 0.00
Maize 0.81 0.19 43.68 0.00 10.25
Gram 0.00 1.00 0.00 0.00 12.13
Pulses 0.03 0.49 1.50 23.96 24.46
Groundnut 0.00 0.13 0.00 13.87 2.07
Rape seed and

mustard
0.00 1.00 0.00 0.00 13.56

Other oil seeds 0.00 1.00 0.00 0.00 32.60
Cotton 0.00 1.00 0.00 0.00 123.20
Sugarcane 0.11 0.42 15.74 67.24 60.09
Total – – 372.37 141.63 300.51
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3.6 Challenges and Limitations in the Use of Solid
Densified Biofuels for the Production of Energy

Although the process of briquetting of agro residues to produce energy seems like
a viable option, there are certain challenges and limitations to its use as an
alternative energy source in India. These limitations are as follows:
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Other oil seeds
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Fig. 3.2 Contribution of
different crop residues used
as agro based fuels in India
(2011–2012)

Table 3.4 State wise availability of agro residues for fuel purposes in India in the year
2011–2012 (Units: million tonnes)

States Total residue Total residue for fuel purposes

Karnataka 45.40 15.73
Andhra Pradesh 63.83 27.16
Maharashtra 86.45 45.20
Rajasthan 49.13 16.75
Tamil Nadu 38.10 11.17
Bihar 31.03 5.27
Uttar Pradesh 142.05 31.60
Madhya Pradesh 53.29 21.61
Gujarat 71.89 48.15
Himachal Pradesh 2.76 0.35
Jammu & Kashmir 1.95 0.25
Punjab 57.76 11.51
Jharkhand 9.15 1.57
West Bengal 30.96 4.52
Haryana 43.74 13.41
Uttarakhand 4.03 0.01
Chhattisgarh 12.69 2.29
Odisha 12.10 1.88
Assam 7.87 1.22
Kerala 1.01 0.11
Others 16.92 7.10
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(1) The briquetting technology is not fully developed and utilized in India [8].
Almost all of the briquetting equipments and machinery used in India are
imported from Korea which results in increased prices of these equipments
and machinery, because of which the whole process of briquetting becomes
economically infeasible for further applications.

(2) The amount of agricultural residues available in India varies immensely from
state to state. Due to this the production of briquettes in states with less agro
residues becomes almost impossible. Also the agro residues available in India
vary from season to season which would result in fluctuations in the amount
of agro residues available for briquettes production [9].

(3) The amount of energy required for the production of briquettes is high which
further puts constraint on the production and development of briquettes [10].

(4) The social impacts of the briquettes production from the existing agro resi-
dues is also an important factor that needs to be taken into consideration. The
farmers’ opinions and views, their willingness or unwillingness regarding the
use of agro residues for alternate power generation use should also be taken
into consideration. Also the economic impact of the use of agro residues for
briquetting purposes on the lives of farmers living in different regions of the
country should be taken into consideration [7].

(5) Furthermore, the use of agro residues for briquettes production would put a
cost value to these residues. This would deprive the poor part of the popu-
lation of their cooking and heating fuel [7].

The above challenges and limitations need to be taken into account while
framing the future policies and proposals relating to briquetting of agro-residues in
India.

3.7 Conclusions and Wider Implications

India has got a huge potential for production of energy from surplus amounts of
agriculture based residues. The briquetting of these surplus agricultural residues
will help in reducing the dependency on fossil fuels for energy generation. The
calculation of the amount of residues produced from major crops of India has been
done for a span of last 10 years and it was observed that the output of agro residues
is increasing every year and it has reached to about 815 million tonnes by the year
2012. Further the production of residues from different crops is analyzed for
various states across India for the year 2011–2012. The amount of surplus agri-
cultural residues available in India was found to be about 300 million tonnes for
the year 2011–2012. Also, from the study it was found that surplus amounts of non
fodder based agro residues from cotton, sugarcane, oilseeds etc. is available in
India which can be further used for briquettes production instead of inefficient
direct burning technique. The potential of agricultural residues based briquetting is
very high in the states of Gujarat and Maharashtra followed by the states of Uttar
Pradesh, Andhra Pradesh and Madhya Pradesh.
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With developments and improvements in the briquetting technology, along with
the support from the government, the huge amount of agro residues based energy
potential in India could be utilized more efficiently helping India in tackling with
the energy crisis in near future.
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Chapter 4
Feasibility of Algal Systems
for Sustainable Wastewater Treatment

Thinesh Selvaratnam, Ambica Pegallapati, Felly Montelya,
Gabriela Rodriguez, Nirmala Khandan, Peter Lammers
and Wayne Van Voorhies

Abstract This paper proposes algal systems as a sustainable approach for
removing nutrients from urban wastewaters and generating energy. This proposal
is based on theoretical comparisons of energy that can be harvested from urban
wastewaters by traditional technologies versus algal systems. Preliminary exper-
imental results are presented to demonstrate that a thermo-tolerant and acidophilic
strain evaluated in this study—Galdieria sulphuraria, can grow well in primary
settled urban wastewaters and can reduce nutrient levels to regulatory discharge
levels.

4.1 Introduction

4.1.1 Current State of Urban Wastewater Treatment

Urban wastewaters are rich in organic carbon, nitrogen (N), phosphorus (P) and
other minerals, which are required to be removed prior to discharge to receiving
waters. Excessive loading of receiving waters with organic carbon and nutrients
can lead to depletion of dissolved oxygen, toxicity to aquatic life, and eutrophi-
cation. In fact, urban wastewater discharges with excess nutrients are among the
top causes of impairment of designated use of numerous receiving water bodies in
the US and around the world.

Typical wastewater treatment plants (WWTPs) equipped with secondary
treatment processes are able to meet the discharge levels for organic carbon
(quantified as Biochemical Oxygen Demand, BOD), but fail to meet the discharge
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levels for N and P [1]. To meet the discharge limits for both N and P, WWTPs are
now required to add tertiary treatment systems to treat the secondary effluent.
Biological Nutrient Removal (BNR) is one of the options for tertiary treatment of
urban wastewaters, where, ammoniacal nitrogen (NH3–N) is converted to nitrogen
gas and phosphorus is removed by entrapping in the biomass.

However, BNR processes are immensely energy intensive, accounting for
60–80 % of the total energy requirement for wastewater treatment [2]. For
example, in a 5.5 MGD plant, the measured energy consumption for aeration
averaged 1.48 kW-h per kg BOD removal; 13.44 kW-h per total N removal; and
6.44 kW-h per total P removal [3].

In addition to the energy demand, by-products and side-streams from current
wastewater treatment technologies result in additional direct and indirect envi-
ronmental burden. For instance, the traditional activated sludge process for BOD
removal typically generates 0.45 kg waste biomass per kg BOD removed, disposal
of which contributes to nearly 50 % of the cost of operating a WWTP. With
current trends in growth of population and their shifts toward urban centers,
increasing numbers of WWTPs would be required to add tertiary treatment to meet
nutrient discharge standards; with limited fossil fuel-based energy supplies, the
traditional urban wastewater treatment technologies are thus deemed
unsustainable.

Recognizing the above concerns, many researchers have been striving to
develop energy-efficient and sustainable technologies that could minimize or avert
the energy consumption and avoid the emission-, eutrophication-, and acidificat-
ion-potentials associated with the production of that energy.

4.1.2 Pathways for Sustainable Urban Wastewater
Treatment

The idea of transforming WWTPs as a net energy producer rather than net energy
user, has been one of the hot topic of research in recent times. Since urban
wastewater itself contains internal energy of 6.3–7.6 kJL-1 [4], it seems logical to
harvest this energy rather than expending energy to dissipate it. Several available
or emerging technologies have been shown to be capable of recovering some of the
energy content of wastewaters in one form or another. Anaerobic digestion, for
example, is a well-established process for converting that energy content to
methane; dark fermentation has the potential to convert that energy to a more
efficient and cleaner energy carrier—hydrogen; microbial fuel cells have been
shown to convert that energy directly to electricity at even higher efficiency.

Recently, McCarty et al. [5] have reviewed the practical readiness of the above
alternatives and proposed that anaerobic treatment could replace the traditional
energy-intensive practice to treat urban wastewaters while recovering some of its
energy to produce methane for use as an energy carrier. Extending the above
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approach, coupling technologies that could recover the internal energy of the
wastewaters with those that could recover and recycle their nutrient content for
beneficial use, would be most beneficial, not only for sustainable but, perhaps,
profitable urban wastewater treatment. A promising approach in this direction is
algal-based wastewater treatment systems.

The idea of using microalgae for nutrient removal in wastewater has been
discussed for years [6]. Several studies have shown high removal efficiencies for N
and P removal using algal systems in wastewater [7, 8]. Early efforts of Oswald [9,
10] in this area are now being revamped as a sustainable alternative for urban
wastewater treatment and energy production. The premise of this approach is that,
mixotrophic algal systems could be engineered to reduce organic carbon as well as
nutrients in urban wastewaters to the required discharge levels and, at the same
time, utilize the carbon and nutrients that are currently dissipated, to cultivate
energy-rich biomass as feedstock for generating gaseous or liquid biofuels. This
approach could have an energy-advantage over that proposed by McCarty et al. [5]
because, the algal biomass would incorporate both the internal energy of the
wastewater as well as solar energy captured through photosynthesis.

It has been estimated that, in the traditional activated sludge process, removal of
1 kg of BOD would consume about 1 kW-h of electricity for aeration (resulting in
1 kg of fossil-CO2 emission in the electricity generation process) and generate
about 0.45 kg of waste biomass [11]. In contrast, 1 kg of BOD removed by
photosynthetic oxygenation in mixotrophic algal systems requires no energy inputs
and could produce enough algal biomass that can be anaerobically digested to
generate methane equivalent to 1 kW-h of electric power [11]. Even though the
waste biomass generated by the traditional activated sludge process could be
anaerobically digested to recover some energy in the form of methane, the theo-
retical methane potential of algal biomass generated through mixotrophic culti-
vation, could be more than that of the biomass generated by activated sludge.

Assuming the empirical formula for activated sludge as C5H7O2N, biomass
production by the traditional approach can be seen to be 8.1 g biomass per g of
NH4–N removed. Following the estimation method of Speece (1996) [12], this
biomass production translates to a methane potential of 5.3 L CH4/g of N removed.
In comparison, assuming the empirical formula for algal biomass as
C106H263O110N16P [13], biomass production in an algal system can be seen to be
15.8 g biomass per g of NH4–N removed (agreeing with Ebeling et al. [14]). The
methane potential of this amount of biomass can be estimated as 6.3 L CH4 per g
of N removed [12] which is 19 % higher than that in the activated sludge process.

Even though the above comparisons favoring the algal-based systems are based
on theoretical estimates and pilot scale experiments, their practical feasibility has
not been fully demonstrated. Several research and development groups are cur-
rently working on various aspects of algal-based systems for the dual purpose of
wastewater treatment and energy production.
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This paper presents preliminary results on two strains of a mixotrophic species,
Galdieria sulphuraria, that have, until now, not been explored for this application.
Unique characteristics and the rationale for selecting this species for urban
wastewater treatment are discussed next.

4.1.3 Rationale for Galdieria Sulphuraria

A unique characteristic of G. sulphuraria is that, it is a thermo-tolerant acidophilic
strain [15], which can thrive at pH of 0–4. Such low pH range is beneficial in
deactivating pathogens and most competitive species naturally found in waste-
waters [16]. The thermophilic nature of these strains enables cultivation in closed
photobioreactors which otherwise would have to be cooled. Closed photobiore-
actors also benefit from high CO2 utilization efficiency, minimum evaporative
losses, and low cross-contamination. Potential mixotrophic nature of these strains
enables higher biomass densities to be maintained to minimize the footprint and
improve downstream processing efficiency. This paper presents the feasibility of
cultivating two strains of G. sulphuraria, 5587.1 and 5572 in primary settled urban
wastewater.

4.2 Materials and Methods

4.2.1 Algae Strain Collection and Culture Condition

Two independent isolates of the unicellular red algae G. sulphuraria CCMEE
5587.1 and 5572 [15] obtained from the Culture Collection of Microorganisms
from Extreme Environments (University of Oregon) were assessed in this study.
Both strains were grown in an incubator (Percival, IA, USA) at 40 �C with a 14 h/
10 h light/dark cycle. The strains were grown in Standard Cyanidium medium [15]
modified to contain twice the standard ammonium sulphate concentration and
supplemented with the vitamin component of f/2 algal medium [17]. Cultures were
streaked onto agar plates and single colonies were then picked to start axenic
cultures from culture plates to modified Cyanidium medium scaling up the volume
to 1-L Erlenmeyer flasks. The following are the constituents of the modified
Cyanidium medium: (NH4)2SO4, 2.64 gL-1; KH2PO4, 0.27 gL-1; NaCl,
0.12 gL-1; MgSO4.7H2O, 0.25 gL-1; CaCl2.2H2O, 0.07 gL-1; Nitch’s Trace
Element Solution, 0.5 mL; FeCl3 (solution = 0.29 gL-1), 1.0 mL, and the pH
adjusted to 2.5 with 10 N H2SO4. Includes vitamin component of f/2 algal medium
(vitamins B1, B12 and biotin).

Wastewater used in this study was collected downstream of the primary settling
tank at the municipal WWTP, Las Cruces, NM. Upon collection of the sample,
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large solid particles were removed by gravity settling; autoclaved (at 121 �C); and
stored at 4 �C. The clear supernatant was used in the experiments to make up the
growth medium. At the beginning of each test, the inoculum was centrifuged
(Sorvall Biofuge primo, Thermo Scientific, USA) and the algae pellets were re-
suspended in the control set medium of the particular test and left for 24 h at
40 �C, 14 h/10 h light/dark photoperiod for preadaptation. Biomass growth was
quantified daily, in terms of the optical density (OD) measured with Beckman
DU530 spectrophotometer (Beckman Coulter Inc., USA) at a wavelength of
750 nm.

4.2.2 Experimental Conditions

4.2.2.1 Tests A–D

The objectives of Tests A–D were to assess the growth patterns of the two strains
under two different temperature regimes; and to verify the suitability of wastewater
as a growth medium. Experimental conditions adapted for assessing the two strains
are summarized in Table 4.1. Tests A and B were designed to assess and compare
the performance of the two species at a constant temperature of 40 �C, while Tests
C and D were designed to assess and compare their performance under a varying
diurnal temperature regime (variable: ramping from 26 to 42 �C over a 10 h
period) to mimic outdoor conditions. Each of these Tests were run with three
different growth mediums, coded as shown in Table 4.1. Growth medium coded as
1 was used to serve as baseline for autotrophic growth, while medium Coded 2 was
used to assess the heterotrophic growth. Tests A–D were run for 10 days.

4.2.2.2 Test E

Test E was designed from the findings of Tests A–D (discussed further in results)
to assess nutrient removal by 5587.1 at constant temperature of 40 �C, under three
different media conditions, Code 4–6, as described in Table 4.1. Test E was ran for
7 days. The objective of Test E was to check the growth and nutrient removal
pattern in both filter sterilized and non-autoclaved wastewater compared to
modified cyanidium media. Filter sterilization of primary effluent wastewater was
done with Nalgene Rapid-Flow filter units (0.45 lm) (Thermo Scientific, USA).

The cultures were grown in 16 mL borosilicate glass tubes, capped with plastic
caps and sealed with parafilm to reduce evaporative losses. Each tube was inoc-
ulated with 6 mL of culture and placed in the outer rim of a roller drum (New
Brunswick Scientific, Eppendorf., Connecticut, USA) rotating at 16 rpm. The
roller drum was housed inside an incubator (Percival, IA, USA) where the CO2

level was maintained at 2–3 % (vol/vol) throughout the experiments.
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4.2.3 Optical Density Measurements

Biomass growth was quantified daily, in terms of the optical density (OD) mea-
sured with Beckman DU530 spectrophotometer (Beckman Coulter Inc., USA) at a
wavelength of 750 nm. The biomass density, was evaluated in terms of ‘ash-free
dry weight X’ (g AFDW per L), which was correlated to OD at 750 nm by the
following equation:

X ¼ 0:54553 � OD750nm þ 0:022839; n ¼ 12; r2 ¼ 0:997

4.2.4 N and P Measurements

During Tests A–D, three of the glass tubes were removed from the drum on days 2,
5, 7 and 10; and during Test E, 3 glass tubes were removed on days 1, 3, 5 and 7 to
serve as triplicates for measuring the nutrient levels. Culture samples from each
tube were first centrifuged at 4,000 rpm for 10 min and the supernatant was diluted

Table 4.1 Experimental conditions

Test Temperature (�C) Strain Code Growth Medium

A 40 5587.1 1 CMa

2 CMa + 20 mM glucose
3 CMb

B 40 5572 1 CMa

2 CMa + 20 mM glucose
3 CMb

C 26–42 5587.1 1 CMa

2 CMa + 20 mM glucose
3 CMb

D 26–42 5572 1 CMa

2 CMa + 20 mM glucose
3 CMb

E 40 5587.1 4 CMc + 40 ppm
Nf + 10 ppm Pg

5 CMd

6 CMe

a Modified cyanidium medium (MCM), prepared with sterilized DI water
b MCM, prepared with autoclaved primary effluent
c MCM with no N and P, prepared with sterilized DI water
d MCM with no N and P, prepared with filter sterilized primary effluent
e MCM with no N and P, prepared with non-autoclaved primary effluent
f Nitrogen as (NH4)2SO4
g Phosphate as KH2PO4
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and analyzed. Ammonia nitrogen and phosphorus (phosphate) were determined
using HACH DR 6000 (HACH, Colorado, USA) spectrophotometer (Salicylate
TNT Method 10031 and Phosver 3 Method 8048). In addition, in Test E, total
nitrogen (TN) was also determined using the same spectrophotometer (TNTplus
828 Method 10208).

4.3 Results and Discussion

Temporal biomass growth profiles in Tests A to E are presented in Figs. 4.1 and
4.2. For test E, the exponential phase was taken as 1-7 days.

4.3.1 Temperature Effect

Growth rates and the final biomass densities attained at the end of the exponential
growth phase with each of the three growth media for the two strains (5587.1 in
Tests A and C; and 5572 in Tests B and D) were compared under the two tem-
perature regimes to ascertain if they were a function of temperature. Based on the
comparison summarized in Table 4.2, the temperature regimes did not seem to
have any significant effect. As such, Test E was conducted at a constant temper-
ature of 40 �C.

4.3.2 Media Effect

In the case of 5587.1 at 40 �C (Test A), initially the growth rate was highest in the
run with supplemented glucose (Code 2), followed by the control (Code 1), and
with primary effluent (Code 3). However, after the exponential growth phase,
growth with primary effluent (Code 3) overtook the other two and reached
2.77 gL-1, while growth in the other two saturated around 1.6 gL-1. Similar
pattern was observed in Test C as well, under variable temperature conditions. The
initial stimulation of growth with glucose (Code 2) in both temperature regimes is
attributed to the heterotrophic nature of the 5587.1 strain.

In the case of strain 5572, growth mediums with supplemented glucose (Code
2) and primary effluent (Code 3) showed similar growth patterns in both Tests B
and D for the first 6 days and at the end of the 10 days, growth medium with
primary effluent (Code 3) showed the highest growth followed by other two
mediums (Code 1 and 2). There weren’t any apparent growth stimulation in
growth at early days in the media with supplemented glucose similar to what
observed for 5587.1 in Tests A and C. Overall in all four tests, growth medium
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with primary effluent (Code 3) showed the highest biomass density at the end of
the 10 day experiment.

Tests A–D indicated favorable growth in autoclaved wastewater; in the case of
strain 5587.1, some evidence of mixotrophy was noted. Therefore, Test E was
designed to check the growth patterns of 5587.1 with filter sterilized (similar to
growth medium Code 3, in tests A–D; but instead of autoclaving the primary
effluent, the sample was filter sterilized) wastewater and non-autoclaved primary
effluent.

The objective of this experiment was to check the suitability of primary effluent
as growth medium for strain 5587.1.

4.3.3 Strain Effect

Comparing the results of Tests A–D, strain 5587.1 exhibited better growth than
5572 under both temperature regimes; after 7–8 days growth in mediums in all
four tests started to flatten (except with medium Code 3). It was decided to check

Fig. 4.1 Biomass growth profiles. Numbers represent code for culture medium as detailed in
Table 4.1
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whether either N or P was limiting the growth. At day 10, all the tubes were
transferred to one incubator (temperature kept constant at 40 �C, ‘‘constant tem-
perature condition’’) and combinations of N and P were supplemented. The sup-
plementation of nutrients was as follows: 1. in both strains, for two sets of tubes,
no nutrient were added; 2. For one set of tubes, 2.64 gL-1 of (NH4)2SO4 were
added; 3. For one set of tubes, gL-1 of KH2PO4 was added; 4. For one set of tubes,
2.64 gL-1 of (NH4)2SO4 and 0.27 gL-1 of KH2PO4 were added, and the OD
values were observed for another 6 days. In both strains there were no apparent
difference in growth from day 10–16 in any of the growth mediums. It can be
concluded as nutrients weren’t the limiting factors for the growth rate in the latter
part of the experiment.

Fig. 4.2 a Biomass growth
profiles for Test E. b Uptake
of NH3-N and TN. c Uptake
of phosohate. Numbers
represent code for culture
medium as detailed in
Table 4.1
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Tests A to D showed that both 5587.1 and 5572 can be grown in primary
effluent and achieve similar growth values compared to standard cyanidium media.
There was some growth stimulation in the glucose set with strain 5587.1. Since the
growth in tests A and C flattened after 7–8 days, Test E was designed to validate
the results of Tests A and C and to the check N and P removal in 7 days.

Nutrient levels in the modified cyanidium media (560 ppm N–NH3 and
190 ppm P) are higher than the levels in primary effluent (40 ppm of N–NH3 and
10 ppm of P); in Test E, nutrient level in media Code 4 was adjusted to 40 ppm of
N–NH3 and 10 ppm of P to maintain similar levels as filter sterilized (Code 5) and
non-autoclaved primary effluent (Code 6). Temporal biomass growth profiles in
Test E are presented in Fig. 4.2a. In this test for 5587.1, 1–7 day OD values were
used to calculate the growth rate. Strain 5587.1 showed a decline in OD values at
day 1 and then started to grow from day 2. In terms of growth rate, growth
mediums with filter sterilized (Code 5) and non-autoclaved primary effluent (Code
6) showed similar values; 0.186 ± 0.010 and 0.175 ± 0.028 gL-1d-1 respec-
tively. Strain 5587.1 grew well in the wastewater mediums (Codes 5 and 6)
compared to 0.134 ± 0.010 gL-1d-1 in modified cyanidium media (Code 4).

Overall, Tests A–D showed that both 5587.1 and 5572 can be grown in primary
effluent and achieve similar growth values compared to standard cyanidium media.
Also strain 5587.1 showed both autotrophic and heterotrophic growth, but there
was no conclusive evidence to conclude the strain as true mixotrophic. In a pre-
vious study [18] with G. sulphuraria, it was concluded that true mixotrophy does
not occur in G. sulphuraria. In test E, Strain 5587.1 showed the potential of using
primary effluent as a growth medium.

Table 4.2 Summary of Growth Rates in Tests A–D

Strain Code Growth ratea

(gL-1d-1)

Test A Test C
5587.1 1 0.250 ± 0.058b 0.208 ± 0.041b

2 0.344 ± 0.022b 0.291 ± 0.006b

3 0.257 ± 0.014c 0.344 ± 0.007c

Test B Test D
5572 1 0.156 ± 0.022d 0.173 ± 0.041d

2 0.224 ± 0.019e 0.203 ± 0.001d

3 0.311 ± 0.004d 0.374 ± 0.001d

a Growth rates during exponential growth phase
b Growth rates were calculated using day 0–4 data
c Growth rates were calculated using day 0–10 data
d Growth rates were calculated using day 1–10 data
e Growth rates were calculated using day 1–6 data
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4.3.4 N Removal

Temporal NH4–N profiles in Test E are shown in Fig. 4.2b. In Test E (for strain
5587.1), N–NH3 removal rates for 0–7 days were: Code 4—99.71 %; Code 5—
95.20 %; Code 6—99.42 %. In addition to the NH4–N measurements, total N (TN)
was also measured at the same time points. These measurements were performed
to check for uptake of any organic nitrogen (TN–NH4–N = Organic nitrogen) in
the two wastewater mediums (Code 5 and 6) during the late stages of the exper-
iment. But as shown in Fig. 4.2, there weren’t any evidence of organic nitrogen
uptake by 5587.1. The biomass yield per unit N removed were 39.5 g g -1 and
35.3 g g-1 for media Codes 5 and 6, respectively. This value is higher than the
theoretically calculated yield of 15.8 g biomass per g N removed [13, 14]. The
removal rates of ammoniacal nitrogen were as follows: for filter sterilized primary
effluent: 4.70 mgL-1d-1; for non-autoclaved effluent: 4.97 mg L-1d-1.

4.3.5 P Removal

Temporal P-profiles in Test E are shown in Fig. 4.2c. In Test E (for strain 5587.1),
phosphate removal rates for 0–7 days were: Code 4—99.9 %; Code 5—96.10 %;
Code 6—97.8 %. The removal rates of phosphate were as follows: for filter
sterilized primary effluent: 1.68 mgL-1d-1; for non-autoclaved primary effluent:
1.47 mgL-1d-1. Strain 5587.1 showed highly favorable removal rates for both
nitrogen and phosphate in 7 days.

4.4 Conclusion

The results showed that the two strains of G. sulphuraria (5587.1 and 5572) are
capable of growing in primary effluent at growth rates compare to the baseline
Cyanidium media; strain 5587.1 showed both autotrophic and heterotrophic
growth in primary effluent. High biomass yield and efficient nutrient removal in
Test E showed promise for G. sulphuraria CCMEE 5587.1 as a potential strain for
efficient nutrient removal from urban wastewaters.
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Chapter 5
Effectiveness of Enzymatic Biodiesel
Production from Microalga Oil
in Supercritical Carbon Dioxide

H. Taher, S. Al-Zuhair, A. Al-Marzouqi, Y. Haik and M. Farid

Abstract Biodiesel production from microalgae lipids showed to be the promise
approach for alternative fuels. However, this is not yet commercialized. In the
present study, the efficient production of biodiesel from Nannochlorpsis sp.
grown locally was confirmed. Novozyme�435 and supercritical carbon dioxide
were used as reaction catalyst and reaction medium, respectively, and the results
were compared to lamb fat. In addition, the microalgae biomass production was
studied extensively. It was found that Nannochlorpsis sp. can accumulate lipids
by nitrogen starvation reaching 29 % with 21.06 mg L-1d-1 lipid productivity
when grown in nitrogen sufficient medium. The enzymatic production in
supercritical carbon dioxide was efficient with 55 % ester yield higher than lamb
meat fat.

5.1 Introduction

The increasing world population, fast depletion of fossil fuels, decline in oil
reserves and emerging concerns on global warming has led to search for alter-
native fuels. Biodiesel, mainly composed of fatty acid methyl esters (FAMEs),
production from vegetable oils received considerable attraction as a replacement to
petroleum fuels. It is a non-toxic and biodegradable fuel with lower gas emissions
compared to fossil fuels. The use of vegetable oils is the common approach,
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however using crops oil as fuel competes with their use as food and involves
additional lands, which may increases the food prices [1]. Furthermore, it has been
reported that about 60–90 % of biodiesel cost comes from the raw material cost
[2]. For that, waste cooking oils and animal fats were proposed [3–7]. Neverthe-
less, realistically these cannot replace all world demand of biodiesel.

Microalgae are currently considered as the promising lipid source. Unlike oil-
rich crops, microalgae have high growth rate and lipid content. They typically
double their biomass within 24 h, and during the exponential phase they can
double each 3.5 h [8–10]. The quite common lipid content is 20–50 %, which
can be enhanced further to 80 % by media and genetic engineering [11–13].
In addition, the lipid productivity has been reported to exceed that of the best
producing oil crops [11]. Thus, it is considered to be the only way to produce
enough biodiesel.

The recent studies have reported that the marine species Nannochloropsis sp. is
one of the potential microalgae strains for biodiesel production owing to the fact
that they are capable of producing lipids content in range of 22–35 % (dry weight
basis) and high biomass productivity in range of 25–61 mg L-1 d-1 [14–16].
In addition, Nannochloropsis sp. can grow in seawater, which can reduce the load
on freshwater.

Several chemical technologies have been used for oil extraction. Among them,
using chemical solvents such as n-hexane, mixture of chloroform-methanol, and
mixture of n-hexane-iso-propanol [17–19]. However, these organic solvents use is
not preferable, especially with the growing environmental concern. In addition,
large amount of solvent and final product purification are required.

Supercritical carbon dioxide (SC–CO2) showed to be the promising alternative
to organic solvents for oil extraction. It has been tested with several feedstocks and
in most cases high extraction efficiencies were obtained [20–23]. The attractive
advantage of using SC–CO2 is that after the extraction is completed the solvent can
be easily separated from the extract by depressurizing, and no solvent residue
remains in the residual solid matrices, which allows it to be used for further
applications. On the other hand, SC–CO2 is identified as a good alternative to
organic solvents in biosynthetic reactions. The tunable salvation power of the CO2

above the critical point usually enhances the lipase activity and stability, and
reduces the mass transfer problems that usually occurs when immobilized lipases
are used [24].

Similar to conventional biodiesel production from vegetable oils, microalgae
lipids can be converted to biodiesel using lipase. To best of our knowledge,
Chlorella sp. is the only species that has been enzymatically transesterified [25–
28] and no studies on enzymatic microalgae biodiesel production in SC–CO2.

The main objective of this study is to produce biodiesel from Nannochlorpsis
sp. lipids extracted by SC–CO2. The biomass and lipid productivity of the selected
spices were studied extensively. The capability of SC–CO2 to extract lipids from
the lyophilized biomass and convert extracted lipids to FAMEs was investigated
and compared to that of lamb fats.
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5.2 Materials and Methods

5.2.1 Chemicals and Enzyme

n-Hexane, HEPES (4-(2-hydroxyethyl)-1-piperazineethane sulfonic acid), methanol,
chloroform, iso-propanol and 14 % boron tetraflouride-methanol mixture were pur-
chased from Sigma—Aldrich Inc. Liquefied CO2 with a purity of 99.95 % was
supplied by Abu-Dhabi Oxygen Company (UAE). Ultra high purity Helium and zero-
air were supplied by Air Product Company (UAE). Standards of high purity fatty acid
methyl esters (FAMEs) comprised of; 3.9 % myristic acid methyl ester (C14:0),
9.9 % palmitic acid methyl ester (C16:0), 6.0 % stearic acid methyl ester (C18:0),
10 % elaidic acid methyl ester (C18:1), 24.8 % cis-9-oleic methyl ester (C18:1),
36.1 % linoleic acid methyl ester (C18:2n6c), 1.9 % linolelaidic acid methyl ester
(C18:2n6t), 2.1 % arachidic acid methyl ester (C20:0), and 2.1 % behenic acid
methyl ester (C22:0) were obtained from Sigma Aldrich (USA). Novozym�435
(7000 PLU and 2 % water content) was obtained from Novozyms A/S (Denmark).

5.2.2 Strains and Culture Media

Nannochloropsis sp. provided by Umm al-Quwain marine environment research
center (UAE) was grown in Guillard F/2 and in nitrogen-deficient medium. The
Guillard F/2 media comprised of seawater (32 g L-1 salinity) with 1 ml L-1 of the
following major nutrients (in mM); 0.880 NaNO3, 0.036 NaH2PO4�H2O and 0.106
Na2SiO3�9H2O and 1 ml L-1 of trace metals solution consisted of (10-3 lm); 0.08
ZnSO4�7H2O, 0.9 MnSO4�H2O, 0.03 Na2MoO4�2H2O, 0.05 CoSO4.7H2O, 0.04
CuCl2�2H2O, 11.7 Fe(NH4)2(SO4)2�6H2O and Na2EDTA�2H2O. Prepared medium
were sterilized in an autoclave (Hirayama HV-50, Japan) at 121 �C for 15 min and
cooled at room temperature. Prior to use, 1 ml L-1 of Vitamins; B12, Biotin and
Thiamine prepared in HEPES at pH 7.4 were added.

5.2.3 Growth and Biomass Production

The culture was initially grown in 250 ml Erlenmeyer flasks containing 150 ml of
the culture bubbled with sterilized atmospheric air at a flow rate of 0.25 ml min-1

obtained using mass flow controller (model MC-1SLPM-P-SV, Alicat Scientific,
USA). The culture pH was maintained at 7.4 using HEPES buffering agent, which
was monitored continuously throughout the experiment period by pH meter
(Hanna Instruments HI8424, USA). The temperature was controlled at 27 �C by
placing the flask in a temperature controlled shaking water bath (Daihan Labtech,
Korea) shaken at 150 r min-1. Four parallel light sources allocated 22 cm above
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culture surface with 12:12 dark: light cycles were used to provide the sufficient
lighting energy. The culture was allowed to grow for 3 weeks and the growth
was monitored in daily basis by measuring the optical density at 680 �C using
UV-spectrophotometer (UV–1800, Shimadzu, Japan). Concentrated microalgae
were dried at 105 �C overnight for dry weight measurements.

For sufficient production of the biomass, the culture was transferred to 5 L
bubble column photobioreactor with internal illumination using one of 60 W white
fluorescent light at a light intensity of 120 lmol m-2 s-1 measured using a light
meter (model 472990, Extech Instruments, Massachusetts). Further scale up of the
production was carried in 300 L open pond (1.5 m 9 1 m 9 0.4 m) using the
4.5 L inoculums obtained from the photobioreactor.

The biomass was harvested after three weeks by centrifugation at 3000 r min-1

for 15 min using multispeed centrifuge (IEC CL31, Thermo Scientific, USA). The
concentrated biomass was then re-cultivated in the pond in nitrogen-deficient of F/
2 media, where NaNO3 was eliminated to enhance the lipid accumulation. The
culture was allowed to grow for 4 more weeks then harvested by flocculation using
sodium hydroxide. Collected biomass were dewatered and lyophilized at –83 �C
and 0.04 mbar for 8 h in the Telstar freeze drier (Terrassa, Spain).

5.2.4 Lipid Extraction

The lipid content was determined by SC–CO2 extraction carried at 50 �C,
3 ml min-1 and 500 bar for total 100 ml of SC–CO2 passed in ISCO supercritical
extraction unit (SFX-220, USA). These conditions were selected based on the
optimum conditions obtained in our previous study with lamb fat [7]. 1.5 ± 0.2 g
of the biomass was placed in the extraction cell, and CO2 was pressurized to
500 bar using a high-pressure syringe pump (Model 260D, ISCO, USA). The
pressurized CO2 was then heated to operation temperature and pumped into the
extraction vessel. The extract was collected in an extract vial via micro-metering
valve (HIP 15-12AF1-V) for each 5 ml of passed CO2, and the lipid content was
determined as percentage of accumulated extract weight per subjected biomass to
the system. Further details about SC–CO2 extraction procedure can be found in our
previous publication [7]. Lipid productivity was determined by multiplying the
lipid content to biomass productivity.

5.2.5 Enzymatic Production of Biodiesel

The enzymatic production of biodiesel from extracted oils was carried in 10 ml
cell in the presence of both Novozym�435 and SC–CO2. The reaction temperature
and pressure were controlled by a temperature controller (Autonics TZN4S,
Korea) with an electrical heating tape wrapped around the reaction cell and
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Telydyne pump controller, respectively. The reaction mixture consisted of 0.5 g of
extracted lipids, 0.15 g of Novozym�435 and 0.097 ml of methanol that corre-
sponds to 4:1 methanol to lipid ratio. As long as the reaction temperature reached,
the cell was filled with SC–CO2 and reaction was started. Reaction was allowed to
proceed for 24 h and the collected product were dissolved in n-hexane for further
analysis of the reaction yield.

5.2.6 FAME Analysis

Extracted lipids were analyzed after esterification to FAME using 14 % boron
tetraflouride–methanol mixture as described by Rule [29]. Gas chromatography
(Varian, CP-3800, USA), fitted with CP-Sil 88 FAME capillary column
(100 m 9 0.25 mm 9 0.2 lm, Varian, USA), flame ionization detector (FID) and
equipped with auto-injector (CP 8410. Varian, USA) was used to identify and
quantify the present FAME. Helium and zero air were used as the carrier gases
with a split ratio of 40:1.The oven initial temperature was 150 �C during 1 min,
and then increased to 220 �C at 4 �C min-1. Both the injector and the detector
were set at 260 �C. Similarly, the FAME yield of lipase catalyzed transesterifi-
cation was determined.

5.3 Results and Discussion

5.3.1 Growth and Biomass Productivity

Biomass production of Nannochlorpsis sp. was carried out at different scales
ranging from 150 ml to 300 L culture. In all cases, the species were grown in F/2
media with 12:12 light to dark cycles. The growth study was carried in 250 ml
scale, where the species was initially allowed to grow and the biomass productivity
was determined. The culture was then transferred to 5 L photobioreactor to pro-
vide enough inoculums for the open pond, where the culture was allowed to
accumulate more lipids after three weeks by stressing the environment.

Figure 5.1 shows cell growth curve in the nutrient rich media as biomass
concentration verses cultivation time. The cell concentrations were determined
from pre-prepared calibration curve between the optical density at 680 nm and cell
counting. The figure clearly shows that the growth started with lag phase for 6 d
where the cells were adapting themselves to growth in the new environment,
followed by a log phase where cells starts doubling at a constant rate. Because the
medium nutrient was depleting by time, the growth starts to be limited, in day 22,
and the rate decreased. As can be seen, this is avoided in this study as the culture
was directly transferred to the photobioreactor. The doubling time in the log phase
was almost 6 h, which is higher than the reported value in the literature. The
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specific growth rate determined from the slop of the growth curve in the loga-
rithmic phase and was found to be 0.182 d-1. The biomass productivity in this
phase was 0.13 g L-1 d-1.

5.3.2 Lipid Content and Productivity

For biodiesel production, lipids have to be extracted from the biomass, and then
converted to FAMEs. Usually, chemical solvents are used. In this study, the focus
was on SC–CO2 use as it is the green solvent and no residual solvent remains in the
biomass, which allows further applications for the leftover biomass. The extraction
was carried out in duplicate at 50 �C, 500 bar and 3 ml min-1. When the strain
was grown in the nutrient sufficient media, the lipid content was found to be
16.2 % (dry basis), which results in a lipid productivity of 21.1 mg L-1 d-1

determined by multiplying the lipid content by biomass productivity. However, in
the nitrogen deficient media, where cells were stressed and allowed to accumulate
more oils, the lipid content increased by 83 % reaching 29.6 %. In general, the
biomass productivity found in this study was close to that reported in literature,
however, the lipid content was not, resulting in lower overall lipid productivity
[14]. This lower productivity might due to the growth environment where the
referred study grew the species in 5 % CO2 enrichment.

5.3.3 Analysis of the Extracted Lipids

The chromatographic analysis of the extracted lipids was carried in GC-FID, after
rapid transesterification to FAME. The analysis showed that the extract was mainly
contained of palmitic acid (31.6 %) and oleic acids (35.5 %) with 66 % saturation
ratio of the extract. Table 5.1 shows the details of the extract components.

Fig. 5.1 Growth curve of
Nannochlorpsis sp. grown in
250 ml
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5.3.4 Enzymatic Production of Biodiesel in SC–CO2

The efficient use of SC–CO2 in enzymatic FAME production from extracted oil in
the presence of the immobilized lipase, Novozym�435 was tested. The reaction
was carried at the optimum conditions found in our previous study which was;
50 �C, 200 bar and 2 h reaction. 0.5 g of extracted lipid were mixed with 0.15 g of
Novozym�435 and 0.094 ml of methanol. This corresponds to 30 % and 4:1
enzyme loading (wt%) and methanol to oil ratio, respectively. It was found that
62 % of the extracted oil was converted to FAME and produced ester are mainly
comprised of oleic and palmitic acids.

As a compression to produced FAME from lamb meat fat in our previous
study [7], SC–CO2 and Novozym�435 showed to be more efficient to act with
oils. This is mainly due to the solid nature of the animal fats and the unsat-
uration degree that counts for 45 % of total fatty acids weight. In addition to
the higher solubility of methanol in oil compared to fat when used in SC–CO2.
Nevertheless, animal fat as byproduct of meat, its use for biodiesel production
in linked to the limited meat production, which is not the case in microalgae
oil production.

5.4 Conclusion

The results of this study proved the capability of SC–CO2 and Novozym�435 in
converting microalgae oil to biodiesel. In addition it confirmed that high oil
conversion capability compared to fat. Oils showed 55 % FAME yield compared
to lamb meat fat. In addition, SC–CO2 superiority for oil extraction and conversion
and Novozym�435 in enhancing the reaction was proved.

The biomass production and lipid productivity of Nannochlorpsis sp. oil was
found to be less than what reported in literature; however it is still acceptable for
biodiesel production.

Table 5.1 Fatty acid
composition (% by weight of
total fatty acids) of lipid
extract

Fatty acids (% of total fatty acids) (% wt)

C14:0 6.98
C16:0 31.58
C18:0 3.54
C18:1 9.34
C18:1 34.48
C18:2n6c 0.97
C18:2n6t 9.24
C20:0 0.21
C22:0 3.65
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Chapter 6
Review of Dynamic Electric Circuit
Models for PEM Fuel Cells

M. Nabag, A. Fardoun, H. Hejase and A. Al-Marzouqi

Abstract Many studies have been conducted to understand the phenomena
underlying the operation of fuel cells in order to enhance both the efficiency and
the durability of these systems, by optimizing the cell’s operating conditions,
structure and materials used in their manufacturing. Different characterization
techniques have been exploited in order to establish comprehensive models that
describe the complex electrochemical and thermodynamic behavior of the fuel
cell. Since the output resulting from these chemical and physical processes is
electric power, an equivalent circuit model is preferred in order to describe the
electrical interaction of the fuel cell with the load and to facilitate the development
of adequate power converter designs. Moreover, these models present a useful
method for interpreting the characterizations results and provide sensible evalua-
tion of the effects of the operating and the environmental conditions on the fuel
cell performance. This paper presents the recent research efforts related to the
modeling of the dynamic electric behavior of Proton Exchange Membrane (PEM)
fuel cells using equivalent electric circuits. It also highlights the studies that use
these circuit models to evaluate the effects of low and high current harmonics on
the fuel cell’s efficiency and durability.
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6.1 Introduction

Fuel cell technology is considered as a promising solution to the global energy
supply problem among other conventional sources and renewable alternatives.
Although it remains an immature and expensive technology that has not attained
yet a sustainable commercial success [1], efforts worldwide have intensified to
maintain the development in this field and demonstrate net profitability in the
application of fuel cell systems. The aid of both public and private sectors is
needed to support studies on the fundamental science behind the fuel cell operation
in order to make robust and low cost fuel cell systems that can compete with
alternative energy sources. According to a report presented in [1], most investment
has gone to product development and subsidies to establish commercial markets
for specific fuel cell applications. As a result, fuel cells have not been able to
overcome issues of longevity, reliability, power density, and production costs.
New research tools that enable us to observe and understand the behavior of fuel
cells especially at the atomic level are required.

Electric Circuit Modeling (ECM) is a well-known method for interpreting the
observations that result from the characterization of the fuel cells. Compared to the
mechanistic models, this modeling technique provides a better understanding of
the various effects of the operating conditions on the fuel cells performance. The
ECM approach enables researchers to work on the optimization of the cell fab-
rication and the operating conditions in order to achieve maximum efficiency and
fuel cell durability. Both physical and empirical circuits can be developed from
certain experimental tests, but the former is preferable since changes in the circuit
parameters can be attributed to the cell aging or to a particular change in the
operating conditions. This report summarizes the recent efforts in developing
electric circuit models for PEM fuel cells (PEMFCs). It explores new directions
that help gain a deep and comprehensive understanding about how fuel cells
interact with loads and power conditioning units. It also provides a sensible
evaluation of the effects of the operating and the physical conditions on the fuel
cell operation.

This report is organized as follows: Sect. 6.2 reviews the main testing tech-
niques used to characterize the behavior of fuel cells. Section 6.3 details the
common approaches for developing equivalent electric circuit models for fuel
cells. Then in Sect. 6.4, we will review the details of the studied literature focusing
on the development and the various applications of these models. Finally, con-
clusions about the possible future directions are discussed in Sect. 6.5.

6.2 Fuel Cell Testing Techniques

In order to understand the inner phenomena of fuel cells and analyze both their
steady-state and transient behaviors, different methods are used to develop ade-
quate models to simulate these behaviors. The primary and simplest approach is
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the one representing the steady-state voltage-current characteristics with a polar-
ization curve like the one shown in Fig. 6.1, [2]. Experimentally, a DC load
current is varied and the fuel cell voltage is measured under constant conditions,
i.e. temperature, humidity, pressure, and gas stoichiometry. Either mechanistic or
empirical model equations can be used to provide a mathematical description of
the fuel cell steady-state performance. The mathematical model for the fuel cell
voltage includes four parts: one describing the maximum open voltage while the
other three parts represent the main losses influencing the polarization curve at
different current values. At low current densities, the activation loss arises from the
charge transfer process at the electrode-electrolyte interface. This process is
dominant at the cathode side due to the slow kinetics of the oxygen reduction
reaction (ORR). At the nominal operating current, the membrane ionic resistance
together with the electrodes’ electronic resistance result in a linear voltage drop
referred to as ohmic loss. At higher currents, the reactants reach the limiting rate at
which they can be transported to/from the reaction sites. This causes rapid decay in
the curve and this loss is referred to as concentration or mass-transport loss.
Because different chemical and thermodynamic processes overlap, it is difficult to
utilize the V–I characteristics in the assessment of the membrane-electrode
interface mechanisms and in the understanding of the individual contribution of
each process to the dynamic electrical performance and efficiency of the fuel cell.
Other transient techniques are used to characterize the various dynamic processes
in the operation of the fuel cell. The results of these techniques are usually
interpreted using electric circuit models. These techniques or tests can be carried
out either in the time domain or the frequency domain. One of the most extended
time domain tests is the current interruption (CI) test, whilst the most popular
frequency domain test is the electrochemical impedance spectroscopy (EIS).

The CI test is a time domain test in which the system under study is kept at its
operation point (constant current load) until it reaches stationary state. Once
reached, the current load is abruptly interrupted, allowing the study of the voltage

Fig. 6.1 V-I characteristics
of a single PEM fuel cell [2]
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evolution. Because electrochemical systems operate in direct current (DC), this
test is carried out applying a DC current and measuring the DC voltage as depicted
in Fig. 6.2, [3]. The advantage of this modeling technique is its simplicity, both in
setup and control. However, there are several drawbacks. One of them is that the
model precision depends heavily on the correct identification of the point at which
the voltage evolution changes from vertical to nonlinear. An imprecise measure-
ment will cause the incorrect calculation of the voltage drops and the time con-
stant. In the CI method, the voltage step caused by the low resistance falls in the
range of few microvolts to millivolts. For this reason, small errors in the mea-
surements become significant. Other limitations in using this technique are the
sampling rate, extrapolation, presence of noise, and the interfering capacitances of
the cable and switching transistors. Finally, this method does not add significant
information about the internal processes like the low frequency process related to
mass-transport limitations. Some applications of this method to fuel cells can be
found in [4, 5].

Whilst CI is carried out in the time domain and with direct current, EIS is a
frequency domain test which needs the application of alternating current and
voltage. EIS tests also seek to calculate the impedance of the system under study.
But the most important advantages of frequency domain tests are the richer
information obtained and the simpler data processing than those associated with
the CI test. EIS has a significant advantage over CI method, since the amplitude of
an AC voltage is measured instead of a voltage signal decaying in the time
domain. No signal is extrapolated, but the quotient from AC voltage and AC

Fig. 6.2 Current interrupt test [3]
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current is calculated. Impedances below 1 mX can be determined at high accuracy.
During EIS tests, the ripple (either current or voltage) is applied to the electro-
chemical system.

This ripple will cause the system to react, generating an AC voltage (if the
excitation signal is current) or AC current (if the excitation signal is voltage). If the
imposed ripple is current, it is said to be a galvanostatic mode EIS, whilst if it is a
voltage signal it is called a potentiostatic mode. The selection criterion to choose
between one mode and another is frequently the control model of the system under
test. For example, the fuel cell current is easier to control than the voltage. Hence,
it would be easier to apply a galvanostatic (current control) mode. The AC signals
applied are kept small enough to maintain linearity during the tests (e.g. 5 % of the
rated voltage). The ripple can be applied with a fixed or variable frequency, which
in the variable case can be programmed as a sweep. Since electrochemical systems
generate direct current, it is unavoidable to have both DC and AC signals while
carrying out EIS tests. The DC level is used to keep the electrochemical system at
its operation point, but it is not considered for the impedance calculation, in which
only the AC signals are involved. This implies that the DC level must be rejected
before the AC impedance is calculated. A diagram explaining the whole process is
presented in Fig. 6.3, [3].

EIS tests can be carried out with off-the-shelf equipment: electronic load, signal
generator and voltage and current transducers. However, the subsequent imped-
ance calculation and model extraction is time consuming and complex.

Fig. 6.3 EIS test procedure
[3]
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Therefore, it is recommendable to use an impedance analyzer, which generates
the excitation signal and calculates the complex impedance by measuring the
current and voltage. After the EIS test is carried out, the data must be processed.
Normally the impedance analyzer includes a software package to do it. The data
are rendered in a text file, which is translated by the software to Nyquist and Bode
plots. Based on these plots, the user can define an equivalent circuit, which the
program fits to the experimental results. The next section will detail the approach
of Electric Circuit Modeling (ECM) based on EIS measurements.

6.3 Fuel Cell Electric Circuit Models

Figure 6.4 shows a typical Nyquist plot and the circuit that fits most of the
PEMFCs [6]. The processes that occur inside a fuel cell can be simulated using
resistive and capacitive circuit elements. The circuit elements describe the
behavior of electrochemical reaction kinetics, the ohmic conduction processes, and
mass transport using an impedance spectrum by EIS. At the highest frequencies
measured, the impedance tends to the real axis at a resistance RX reflecting the
ionic resistance of the fuel cell. A resistor Rct in parallel with a capacitor Cdl

represent the impedance behavior of an electrochemical reaction interface where
the capacitance Cdl, known as the double charge layer capacitance, describes the
charge separation across the interface at both the cathode (c) and the anode (a).
The time constant s = RctCdl is considered as a measure of the rate of a reaction or
process. The Nyquist plot of resistance and capacitance in parallel is an ideal
semicircle where the diameter equals the value of the resistance, Rct. The imagi-
nary part of the impedance reaches a maximum at frequency fmax, denoted as the
characteristic frequency. Finally, the Warburg impedance Zw models the diffusion
process of the reactants in the electrodes.

6.4 Reviews of Previous Works on ECM

Choi et al. [7] have come up with an impedance model using a Frequency
Response Analyzer (FRA) to evaluate the effect of ripple currents on power loss
and fuel consumption. The dynamic model is found from the FRA by superim-
posing a low sinusoidal AC current (1A) with frequency range of 0–10 kHz. The
equivalent circuit used is shown in Fig. 6.5. The setup consists of two (PEMFC)
systems, namely, SR-12 and Nexa, programmable electronic load, frequency
response analyzer, current/voltage probes and a computer with the simulation
software. It was noted that in the extreme case of 100 % ripple (120 Hz), the
available power is reduced by 5.86 % in SR-12 and 9.4 % in Nexa. Furthermore,
for a 30 % ripple, the reduction in output power from SR-12 and Nexa is 0.5 and
0.84 %, respectively. The authors found that if the 120 Hz ripple currents exist at
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the output of the fuel cell stack, more fuel cells are required to get a certain amount
of power. However, limiting the low frequency (120 Hz) fuel cell ripple current to
between 30 and 40 % has been shown to result in less than 0.5–1.5 % reduction in
fuel cell output power. The authors did not present the modeling approach or
demonstrate the usefulness of developing such a complex model.

Yu and Yuvarajan [8] presented a PSPICE-based circuit model for the PEMFC
that uses BJTs and LC elements to represent the phenomena of activation polar-
ization, ohmic polarization and mass transport effect. In the proposed model shown
in Fig. 6.6, a diode is used to model both the activation and ohmic losses. The
depletion region in a diode provides a potential barrier to inhibit the migration of
carriers across the junction, which is similar to the sluggish electrode kinetics that
cause the activation loss in fuel cells. The emission coefficient was varied so the
model can match the V–I characteristics of the fuel cell. The parasitic resistance in
the diode model was used to reflect the ohmic polarization. To model the mass
transport, the authors employed a current limiting circuit composed of two BJTs
and a sensing resistor. Only the area of the BJTs was increased to match the large
current of the fuel cell stack. A capacitor was used to model the charge double
layer effect. A voltage undershoot is observed as a result of the time required
(0.5 s) by the air pump in the commercial fuel cell module to supply higher air
flow at step changes of the load. This transient effect can be modeled by an LC
element. The authors validated the model with variable load changes without
performing AC impedance tests.

Palma et al. [9] investigated the effects of continuous and discontinuous con-
duction operation of the DC-DC converters on the fuel cell performance in terms
of temperature rise and hydrogen fuel consumption. The circuit model used is
shown in Fig. 6.7. The model parameters are obtained by means of EIS. The
experimental results showed that the presence of high frequency ripple currents
(10–200 kHz) does not impact negatively on the performance of the fuel cell stack.
This is especially convenient in the case of connecting a DC-DC converter at the
terminals of the fuel cell. Since the frequency is normally high (above 30 kHz), the
additional hydrogen consumed by the fuel cell and heat produced by it is not
significant. It has also been shown that for currents with duty cycles between 40
and 80 %, the amount of hydrogen being consumed by the stack was no more than
5 % above its nominal value. For duty cycles below 40 %, the amount of hydrogen

Fig. 6.4 Equivalent circuit
model and corresponding
Nyquist plot [6]
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Fig. 6.5 Fuel cell equivalent electrical circuit at a certain operating point used by Choi et al. [7]

Fig. 6.6 Proposed model of the fuel cell by Yu and Yuvarajan [8]

Fig. 6.7 Model used by Palma et al. [9]
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being consumed increased as the duty cycle was reduced. This is due to the current
magnitude for these duty cycles [9].

Yuan et al. [10] diagnosed by EIS a 500 W fuel cell stack using special exper-
imental method in order to evaluate the effects of temperature, flow rate, humidity
of the impedance spectra of the stack. The 500 W stack studied by Yuan et al.
consisted of only 6-cells and the study did not consider the impedance character-
istics under load changes.

Yan et al. [11] presented a study of the AC impedance characteristics for a
20-cell 2 kW stack under load changes and different operating conditions as well.
The impedance spectra were recorded by sweeping frequencies over the range of
20–60 mHz with 8 points per decade. The amplitude of the AC current was always
kept at 10 % of the DC current. The fuel cell stack was operated steadily for at
least 1 h before starting each impedance measurement. During the AC impedance
measurements, only one variable was allowed to change while the other variables
were kept constant for each measurement. The used equivalent circuit is shown in
Fig. 6.8. The anodic polarization was considered very small and thus neglected.
Thus, the obtained impedance spectrum mainly reflects the cathode polarization. It
has been shown that when air stoichiometry decreased, the mass transfer resistance
of stack increased, but the influences on other resistances were minimal. The stack
humidity and operation temperature mainly influenced the charge transfer resis-
tance of stack. The AC impedance of stack gradually increased at state of idle
speed (current about 5 A) and gradually decreased at relative high load (current
above 81 A).

Fontes et al. [12] studied the behavior of a fuel cell stack (20 cells generating
200 W) when interacting with power converters. The model parameters were
obtained experimentally via EIS with frequencies ranging from 1 Hz to 20 kHz.
The equivalent circuit is shown in Fig. 6.9 where the inductor is added to evaluate
the inductive behavior at the highest frequencies due to the internal connections. It
has been shown that at higher frequencies, the fuel cell impedance behaves like a
resistance and the current harmonics have no measurable effect on chemical
reactions since they are filtered by the double layer capacitor. The authors raised
questions about the maximum RMS current tolerated by the double layer capac-
itance, and its impact on the aging of a fuel cell and the possible increase in this
capacitor value due to the magnitude of this ripple.

Wahdame et al. [13] examined the influence of the DC/DC power converter’s
high frequency current ripples on fuel cell stack durability. A 600 W 5-cell stack
was operated in the stationary regime at roughly nominal conditions during
1000 h. This first experiment serves actually as the reference test for the second
one that is carried on another 600 W stack operated under dynamic current con-
ditions. The relationships between ripple current and fuel cell performance, such as
power loss and degradation, were investigated. Other tests were carried out by the
authors once per week according to an identical protocol, polarization-curve test
and EIS tests. The experimental setup consisted of a 1 kW FC test bench with
LabVIEW for control and monitoring. A 250 A current with 1 kHz frequency and
±10 % current oscillations was imposed in order to simulate the global operation
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effect of the high frequency power converter connected at the output of the fuel
cell stack. An inductive part was present at high frequencies (between 30 and
4 kHz approximately) which is due to the various connection elements. In the
ageing tests, the variation amplitude of the fuel cell internal resistance was small
(between 1.4 and 1.6 mX). The ageing tests showed only a slight effect of high
frequency current oscillations on the reduction of the PEMFC stack performance.

Gerard et al. [14] studied the ripple current effects on fuel cells by an experi-
mental ripple current aging test on a five cell stack. Local conditions are computed
through a dynamic stack model. The model takes into account transport phe-
nomena, heat transfer, and semi-empirical electrochemical reactions and includes
a meshing to calculate local conditions on the MEA surface. A 1 kW PEMFC test
bench is used for the aging test. It has been found that there is no difference at high
frequency membrane resistance. Reversible degradations in the voltage were
noticed from the influence on the capacitive loops at medium frequencies for the
electrochemical double layer and at low frequencies for the diffusion phenomena.
According to the authors, these reversible degradations were caused by water
management at different levels. The low frequency loops corresponding to diffu-
sion phenomena increased with aging time. High frequency ripple currents seemed

Fig. 6.8 Model used by Yan et al. [11]

Fig. 6.9 Model used by Fontes et al. [12]
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to have a visible influence on the diffusion processes and on the membrane per-
meation. The authors suggested developing a specific membrane model to simulate
the real impact on mechanical and chemical membrane stresses, and link it with a
mechanistic model.

Ferrero et al. [15] developed a dynamic model starting from the simple Randles
equivalent circuit, and then included a dielectric relaxation which resulted in a
frequency dependent capacitance. A DC model is first found based on linearized
equations around a current operating point in order to find the polarization curve.
A dynamic model based on Randles was then proposed with a frequency depen-
dent capacitance. The linearized dynamic model circuit is shown in Fig. 6.10. The
circuit includes both the ohmic loss and the dynamic effect of the charge double
layer associated with the activation loss. At three different current values, a
sinusoidal current 10 A pk-pk was superimposed at a frequency between 100 mHz
and 1 kHz. It has been shown that the high frequency value of Z(jx) is the same
for the three current points and corresponds to the ohmic resistance which is
independent of the working linearization point. At the lowest frequency
(100 mHz), the impedance Z(jx) is almost purely resistive and no loop is
observed. The voltage ripple amplitude is at its maximum and corresponds to the
voltage drop across Ract and Rohm. As the frequency increases, the amplitude of the
voltage ripple decreases due to the decrease in the current flowing through Ract.
This effect is caused by the parallel capacitance Cact which explains why the slopes
of the loops in the polarization plane decrease. The areas of the loops increase until
they reach their maximum corresponding to the minimum phase of Z(jx) around
10 Hz and then they decrease again. The impedance becomes purely resistive at
1 kHz and the voltage ripple amplitude reaches its minimum (voltage drop across
Rohm only). Finally, it was found that the inverter current ripple (close to 1 kHz)
has the minimum impact on efficiency and it is independent of the working point
and only depends on Rohm.

Kim et al. [6] examined the impact of ripple current through immediate mea-
surements on 12 single cells after cycling for hours at three frequencies, low
(100 Hz), medium (1 kHz), and high (10 kHz). Under identical temperature and
humidity conditions, a ripple current (average 20 A, peak-to-peak 10–30 A) is
applied to single PEM fuel cells at three frequencies (100 Hz, 1 and 10 kHz) for a
long period of time (24, 46, 69, and 100 h). Impedance curves obtained every
100 h are compared using electrochemical impedance spectroscopy (EIS). Fre-
quencies ranging from 0.03 Hz to 2 kHz, with 51 measurement points per decade
and 1 mA in amplitude, were used for all of the spectra presented. It has been
shown that the low frequency ripple current applied to a PEMFC for a long time
can shorten the fuel cell’s life. This was observed in the increase of the impedance
magnitude when compared to a fresh cell. This study also investigated two
PEMFC failures, particularly cathode flooding and membrane drying, associated
with low frequency ripple current. It has been shown that impedance measure-
ments under two specific frequencies ripple currents (high at 10 kHz and low at
100 Hz) are sufficient to demonstrate that a low frequency ripple current caused a
faster acceleration of the PEMFC degradation associated with two PEMFC
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failures. The interception of the high frequency impedance loop with the real axis
changes only a little with normal, flooded, and dry conditions. However, both the
real and imaginary parts of the cell impedance exhibit an increase under flooded
and dry conditions as compared to results under normal conditions. Furthermore,
the increase in the real and imaginary impedance components for the flooded fuel
cell is greater than those for a dry fuel cell. It appeared clearly that the processes of
drying and flooding were characterized by the modification of the low frequency
component (an increase in the charge transfer resistance) of the fuel cell imped-
ance. This is associated with the low frequency ripple current. It was observed that
the low frequency ripple current causes the largest difference in the overlapping
arc diameter compared with three cell spectra at the high frequency ripple current.

6.5 Conclusions

ECMs are considered as useful tools for characterizing the behavior of fuel cells and
understanding the different phenomena associated with their normal and faulty
operations. The main development approaches to generate such models were dis-
cussed. Also, the different model applications found in the literature were presented.
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Chapter 7
SBG for Health Monitoring of Fuel Cell
System

B. Ould-Bouamama, N. Chatti and A. L. Gehin

Abstract To guarantee the safe operation of the Fuel Cell (FC) systems, it is
necessary to use systematic techniques to detect and isolate faults for diagnosis
purposes. The problematic for Fault Detection and Isolation (FDI) model-based of
fuel cell consists in that such system is bad instrumented, its model is complex
(because of coupling of multi-physical phenomena such as electrochemical,
electrical, thermo fluidic…) and the numerical values related to it are not always
known. This is why qualitative model (based on existence or not of the links
between variables and the relations) is well suited for fuel cell diagnosis. In this
paper, we propose a new graphical model (named Signed Bond Graph) allowing to
combine both qualitative and quantitative features for health monitoring (in terms
of diagnosis and prognosis) of the fuel cell. The innovative interest of the pre-
sented paper is the use of only one representation for not only structural model but
also diagnosis of faults which may affect the fuel cell. The developed theory is
illustrated by an application to a Proton Exchange Membrane Fuel Cell (PEMFC).

Keywords Diagnosis � Bond graph � PEM fuel cell � Health monitoring

7.1 Introduction

During the last decade, Fuel Cell (FC) systems have received significant attention
and they are expected to play a significant role in future environmentally friendly
power generation facilities [1]. Among many varieties of fuel cells, the Proton
Exchange Membrane FC (PEMFC) has shown to be the most promise for various
industries including the transportation, residential and also portable applications.
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As a consequence, its modeling has become an important research issue [2, 3].
Roughly speaking, A PEMFC is a device that produces electricity from a chemical
reaction. This reaction generates electrical current (which can be directed outside
the cell to power an electrical motor for example), requires a fuel (namely
hydrogen) and oxygen, and releases water and heat. FC systems are vulnerable to
faults that can cause the disruption or the permanent damage. It was shown from
Failure Modes and Effects Analysis (FMEA) that the state of hydration of the
membrane electrode assembly (water flooding and drying) is one of the major
challenges in PEMFCs FDI and control reconfiguration. To guarantee the safe
operation of the FC systems, it is necessary to use systematic techniques to detect
and isolate faults for the purpose of diagnosis.

Different diagnosis approaches dealing with water management exist. Among
these approaches, one can cite the soft computing techniques. Hissel et al. [4] for
instance proposed a solution to perform such diagnosis using fuzzy logic tuned
thanks to genetic algorithms. On another work, Steiner et al. [5] proposed an
improved diagnosis procedure based on the comparison between measured
parameters and parameters calculated by an Artificial Neural Network (ANN) in
case of normal operation. One drawback to using ANNs, is that they require a large
diversity of training in normal and faulty situations for real operation in order to
become viable. From one hand, a great part of the fuel cell diagnosis is based on
experimental methods using signal processing. Among these methods, one can cite
the polarization curve approach and the Electrochemical Impedance Spectroscopy
(EIS) [6]. Chen et al. [7], for example used frequency of pressure drop signal as a
diagnostic tool for PEM fuel cell stack dynamic behaviors. Because of complexity
of the model, few of consulted papers deals with model based diagnosis. They aim to
generate fault indicators called residuals [8]. Among the residuals generation
methods, Bond Graph (BG) as a multidisciplinary and unified graphical modeling
language has proved its efficiency to generate fault indicators in a systematic and
generic way using specific algorithms. These algorithms are based on covering
causal paths [9] implemented in dedicated software’s [10]. But as every residual
generation method, BG models are limited to a single fault diagnosis which assumes
the observation of only one effect for one component’s fault. However, within a real
system such as PEMFC, one element’s fault can manifest several effects (increase
the temperature and the pressure, for example) and implies the propagation of the
fault to other elements.

In addition, two different communities have developed Model Based Diagnosis
namely Fault Detection and Isolation (FDI) community (based on residuals gen-
eration methods) and DX community emanating from Artificial Intelligence field
and dealing with qualitative models [11]. During the last decade, different research
groups proposed a common frame-work for sharing and comparing techniques
from both communities. This effort turned into what it known as BRIDGE com-
munity. This latter tries to propose new approaches integrating the best from both
communities and to deal with quantitative and qualitative models [12, 13]. The
approach we propose in this paper fits into the BRIDGE community.
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Indeed, in the paper is introduced a new graphical model called Signed Bond
Graph (SBG). This model uses a qualitative reasoning allowing to generate mul-
tiple behavior predictions (i.e. possible conflicts). Since the SBG is constructed
from the Bond Graph (BG) model, the use of this latter as a quantitative method
for residuals generation allows to eliminate the possible conflicts which are
inconsistent or not physically possible even though they sound logical from a
qualitative point of view. Finally, a global supervision module based SBG is
proposed. This module uses both qualitative and quantitative reasoning for faults
detection and isolation of PEM fuel cell.

7.2 SBG for Global Supervision

Two steps can be distinguished in the global diagnosis procedure. The first one is
its diagnosability analysis and monitoring algorithms generation carried out offline
before industrial design. The second one is its on-line implementation of quali-
tative and quantitative algorithms for real time fault detection and isolation for
single and multiple faults.

7.2.1 The Design of the Diagnosis Module

The design of the diagnosis module rests on four steps which are illustrated in
Fig. 7.1 and summarized as follow. In a first time, the BG model is built based on
the physical system architecture and the power exchanges between the different
components. Judicious causality marks are assigned to indicate the order according
to which the unknown variables are processed from the known ones. This step will
be detailed in the next section. In a second time, the SBG is directly derived from
the BG model by using a developed methodology allowing the model checking
and dealing with qualitative features with regards to power sign, direction of
power variables and so on. In the same time, a numerical processing of the BG is
performed and leads to the automatic generation of Analytical Redundancy
Relations (ARR). Then, the structure of the ARRs is exploited to generate the Fault
Signature Matrix (FSM) which associates to each detectable fault a signature.

Within the BG methodology, the ARRs generation procedure rests on the BG
causal features and uses the theory of unknown variables elimination using cov-
ering causal paths (from unknown to known variables (measured)) algorithms.
Indeed, the relations between systems variables can be easily displayed graphically
using BGs and they can be defined under a symbolic form using symbolic com-
putation software [10]. According to the deduced ARRs, a fault signature matrix
which crosses ARRs in columns and faults F in rows is built in order to evaluate
the possibilities the system has to detect and isolate faults. The algorithm of ARRs
generation can be found in [14].
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7.2.2 The On-line Exploitation

Once the diagnosis module is correctly designed, it can be online exploited to
detect and isolate fault when possible. This diagnosis procedure is illustrated in
Fig. 7.2 and can be summarized as follows.

In a first time, ARRs are calculated using the measured outputs and the control
inputs which represent the known variables of the system. From the values of these
ARRs, a coherence vector is obtained. If its value is different from (0, 0 …0), it is
then compared to the fault signatures regrouped in the FSM. This leads to a list of
potential faults and allows the extraction of a subset of fault candidates. Using the
measured values, the consistency of the possible conflicts generated off-line from
the SBG, is checked as well and abnormal situations are identified. In a last step,
the consistency between the results obtained according to the ARRs evaluation and
the possible conflicts generation is tested. If there is consistency, some faults may
be isolated. In the opposite case, a partial result is given.
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7.3 PEMFC Bond Graph Model

In this section, is presented the fuel cell system’s Word Bond Graph which
represents the technological level of the model where global system is decom-
posed into different subsystems (see Fig. 7.3). Comparing with classical block
diagram, the input and output of each subsystem define power variables repre-
sented by a conjugated pair of effort-flow labeled by a half arrow. Indeed, the
Word Bond Graph provides a top-level overview of the fuel cell system and is
useful for initial conception of the behavioral system model. The pair of power
variables used for the studied fuel cell system are: (Pressure, Mass
Flow) = (P; _m), (Temperature, Enthalpy Flow) = (T ; _H), (chemical potential,
molar flow) = (l; _n) and (Voltage, Current) = (U; i). It’s noted that for chemical
process two kinds of power variables are used: the pair chemical potential-molar
flow (l; _n) for transformation phenomena and the pair chemical affinity-A (J/mol)
and speed of reaction J (mol/s). These variables are associated respectively with
mechanical, thermal, chemical and electrical domains. Because of the complexity
of the overall system and for the sake of clarity, we will focus within this paper
only on the heart of the fuel cell system model. While the temperature of
hydrogen and oxygen are constants, we consider only the transformation
respectively of hydrogen and oxygen mass flow. This transformation is modeled
by the Transformer TF bond graph element with a modulus M molar rate (mole/
m3) as represented in bond graph model (Fig. 7.4).
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7.3.1 BG Model and Fault Indicators Generation
of the PEM FC

The Bond Graphs have been successfully used for analysis and synthesis of dif-
ferent kinds of systems involving different domains. Figure 7.4 presents the pro-
posed BG model of a 6 kW, 45 v PEM fuel cell feeding a 100 Vdc DC/DC
converter (The polarization curve obtained by simulation is given in Fig. 7.5). The
transformers TFan and TFca modulated by molar rate represent chemical trans-
formations related respectively to the hydrogen flow through the anode and the
oxygen flow through the cathode. On the other hand, TFe represents the trans-
formation of the variations of the Gibbs free energy, into electrical energy
assuming that the Gibbs free energy can be converted into electrical energy, the
theoretical potential E of the fuel cell corresponds to Gibbs free energy, DG of
main oxydo reduction reactions such that E ¼ �DG

nF .
Where n (n = 2) is the number of electrons involved in the above reaction, and

F is the Faraday’s constant (96,485 Coulombs /electron mol). This relation is
modeled by TF bond graph element TFe : nF. Junction structures are used in order
to connect several elements of the BG model (R, C and I) by a 0-junction when the
effort variable is the same and the flows are different and by a 1-junction when the

Fig. 7.4 BG model of the PEM fuel cell
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flow is the common variable. Hence, the 0-junction expresses the effort conser-
vation and indicates that the flows sum is equal to zero. Whereas the 1-junction
expresses the flow conservation and indicates that the efforts sum is equal to zero.
De and Df (sensors) represent respectively the effort detector and flow detector.

Se and Sf represent respectively the effort source and flow source. Rv represents
the inlet H2 valve which is modeled hence by hydraulic resistance modulated by an
information bond x (control signal). Re represents the friction of the diffusion
through the surface of the backing layer for the O2. The thermal losses are modeled
by an active resistance element-RS such as activation losses, diffusion losses, and
concentration losses

Much more details about the BG approach can be found in [15].
Let now focus on Fig. 7.4 in order to deduce the ARRs: From the Junction

(7.11), the following equations can be written:

e1 � e2 � e3¼ 0 ð7:1Þ

e1 ¼ PH2 ð7:2Þ

e2 ¼ f ðf2; xÞ ð7:3Þ

f2 ¼ f3 ¼ _m ð7:4Þ

e3 ¼ e4 ¼ Pv ð7:5Þ

From Eqs. (7.1)–(7.5), The first ARR can be deduced as follows:

PH2 � f ðf2; xÞ � Pv ¼ 0 ð7:6Þ

Similarly, from the junction (7.13), can be deduced following equations:

e9 � e10 � e11 � e12 � e13 � e14 � e15 ¼ 0 ð7:7Þ

e10 = f10 � RSan; e11 = f11 � RSact ; e12 = f12 � RSmem;
e13 = f13 � RSdiff ; e14 = f14 � RSca; e15 = Vfc

�
ð7:8Þ

f9 ¼ f10 ¼ f11 ¼ f12 ¼ f13 ¼ f14 ¼ f15 ¼ Ifc ð7:9Þ

e8 ¼ nF � e9 ð7:10Þ

e6 = f (PO2
; TO2Þ; PO2 = f ( _mO2 ; PH2OÞ; e5 = f (Tv1; e4Þ ð7:11Þ

e7 = f (PH2O; TH2OÞ ð7:12Þ
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From Eqs. (7.7)–(7.12), the second ARR is then deduced:

f ðTv1 ;PvÞ þ f f ð _mO2 ;PH2OÞ;½ TO2 � � nF�
Ifc � ðRSact þ RSdiff þ RSca þ RSan þ RSmemÞ þ Vfc

� �
�f ðPH2O; TH2OÞ ¼ 0

8<
: ð7:13Þ

From junction (7.12) and by following the same procedure, the third ARR can
be obtained as follows:

1
nF � f ðTv1 ;PvÞ þ f ðPO2 ; TO2Þ � f ðPH2O; TH2OÞ½ � �
Ifc � ðRSact þ RSdiff þ RSca þ RSan þ RSmemÞ � Vfc ¼ 0

�
ð7:14Þ

The fault signature matrix (FSM) is derived directly from these three ARRs
namely (7.6), (7.13) and (7.14).

It is given in Table 7.1. According to these ARRs, the FSM which crosses
ARRs in rows and faults F in columns is built in order to evaluate the possibilities
the system has to detect and isolate faults. Boolean matrix element aij equals 1 if
the ith residual is affected by the jth fault. The on-line residuals evaluation leads to
the formulation of a binary coherence vector C = (c1c2…cn), whose elements, ci

(i = 1,…,n), are determined from a decision procedure u which generates the
alarm conditions. A simple decision procedure can be used for instance, C ¼ u (r1,
r2… rn), whereby each residual, ri is tested against a threshold e, fixed according to
parameter uncertainties, sensor noises and so on.

In Table 7.1, the vector (R1, R2, and R3) is the signature of the fault. The only
isolated faults are those having the same signature, i.e. different from the signa-
tures of all other element (such as the signature vector V = [1 1 1] corresponding
to the H2 pressure sensor). However, due to the non-presence of enough unique
signatures, faults affecting the other elements cannot be isolated. According to the
FSM, a fault related to the drying out of the membrane or the flooding of the

Table 7.1 Signature fault matrix

Fault R1 R2 R3 D I

Drying of the membrane 0 0 1 1 0
Flooding of the cathode 0 0 1 1 0
H2 valve regulator 1 0 0 1 0
H2 mass flow sensor 1 0 0 1 0
H2 pressure sensor 1 1 1 1 1
H2 pressure sensor 0 1 1 1 0
H2 pressure sensor 0 1 1 1 0
Fc current sensor 0 1 1 1 0
Fc voltage sensor 0 1 1 1 0
Cathode water temperature

sensor
0 1 1 1 0

Cathode water pressure
sensor

0 1 1 1 0
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cathode can be detected. However, it cannot be isolated because these two faults
have the same signature. Hence, the quantitative evaluation of the fault indicators
(residuals) is not sufficient for distinguishing between the two faults related to the
water management. This is why, a qualitative reasoning based BG model allowing
to get a much more accurate diagnosis according to the strategy (as explained in
Sect. 7.2) is proposed. Hence, in the next section a new model called Signed Bond
Graph (SBG) allowing possible conflict generation is developed.

7.4 Qualitative Reasoning Based SBG

A SBG is a new dynamic graphical model built from BG approach. This model
allows to gather and exploit qualitative and quantitative features in order to carry
out diagnosis and supervision of dynamic systems. An algorithm for automatically
building the SBG from the BG is developed. At present an overview of the proposed
model and same definitions related to the qualitative reasoning based SBG is given.

7.4.1 SBG Mathematical Formalism

Definition 1 A Signed Bond Graph G(X, A, L, S) is a labeled graph where: X is a
set of nodes representing;

BG elements, A � X � L� S� Xis a set of labeled and signed arcs such that
each arc indicates both a power variable which can be either flow or effort and a
sign related to energy exchange, L ¼ fli=li 2 fei; fi; emi ; fmigg is a set of labels
corresponding to two conjugated power variables measured fmi ; emi or unmeasured
ei; fi written above or to the left of the arc, S ¼ fsi=si 2 fþ;�; 0; ;gg is a set of
signs written below or to the right of the arc such that þ, �, 0 and ; correspond
respectively to a power supply, power consumption, power conservation and no
power (such as detectors which bring only signal and are not involved in power
exchange) and i 2 N

�. The set of nodes X ¼ fxi=1� i� nbEg can be partitioned
as: X ¼ XCe [ Xs [ XD [ XCo [ XTr where XCe ¼ fxCei=xCei 2 fJ0i; J1jgg is a sub-
set of nodes corresponding to central elements that distribute power and have
linear structural relations. XS ¼ fxSi=xSi 2 fSei ; Sfi ;MSei ;MSfigg is a subset of
nodes corresponding to sources elements which supply energy into the system.
Sources may impose either an effort or a flow onto a system.

XD ¼ fxDi=xDi 2 fDei ;Dfigg is a subset of nodes corresponding to effort and
flow detectors. XCo ¼ fxCoi=xCoi 2 fRi;Ci; Ligg is a subset of passive physical
elements consuming energy. XTr ¼ fxTri=xTri 2 fTFi;GYigg is a subset of nodes
corresponding to energy conservative elements, the energy is neither stored nor
produced and the instantaneous input power equals the instantaneous output
power. nbE is the number of Bond Graph elements in the BGM and i 2 N

�.
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7.4.2 SBG for Qualitative Diagnosis

For any observation obs � OBS of the system (square nodes) in a given time, a
SBG model can determine qualitatively whether each measured node has deviated
from its normal state, as well as the direction of deviation, according to a set of
threshold values. By the use of reasoning in the SBG model, the observation obs
propagates through arcs. The resulting paths are called fault propagation paths or
consistent paths. The elements which belong to this path form a set of possible
conflicts. Indeed, the idea behind the labeled and signed arcs of the SBG is that the
propagation starts from a measured node and propagates through arcs. Hence, it
affects different nodes corresponding to the set of elements COMPS by checking
the sign of each arc. The propagation is stopped either when a consistency is noted
or when a measured node is reached.

Definition 2 A pattern of a SBG model is a function C : flig ! fþ; 0;�g that
links each label li to a specified sign according to the observation node xDi . Hence,
CðliÞ ðli 2 XÞ is the sign of the arc li, i 2 N

�:

CðliÞ ¼ 0 if li � linj j 	 eli

CðliÞ ¼ þ if li � lin
 eli

CðliÞ ¼ � if lin � li
 eli

Where eli is the threshold.
The corresponding SBG (see Fig. 7.5) of the PEM fuel cell is constructed

directly from the BG model which is given by Fig. 7.4. Then, the fault propagation
is carried out from the observed nodes (corresponding to the sensors) in order to
determine qualitatively the set of fault candidates according to the inconsistencies
within the SBG model.

Let now focus, for instance, on the faults corresponding to water management
(flooding and drying). We simulate a fault affecting the membrane. The evaluation
of the residuals gives the signature V = [0 0 1]. Hence, a fault is detected but we
cannot distinguish between a flooding and a drying out according to this quanti-
tative evaluation. The analysis based on the SBG model allows having an accurate
diagnosis according to the sensor values acquired in both normal and faulty sit-
uations (see simulations in Fig. 7.7). It is worth noting that all the possible
propagation paths and Possible Conflicts (PC) are generated off-line from the SBG
model. Then, according to the quantitative evaluation based residuals, we use only
the suitable PCs that can explain the set of observations and which are consistent
with the residuals evaluation outcomes. For the considered fault scenario, the
following paths deduced from the set of observations (Fig. 7.6) are exploited in
order to determine the fault upon occurrence:
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fþm1
! fþ3 ! f�4 ! f�5 ! fþ8 ! fþ9 ! fþm2

ð7:15Þ

eþm3
! eþ15 ! e�2 ! f�12 ! f�m2

ð7:16Þ

eþm3
! eþ15 ! e�9 ! e�8 ! eþ5 ! eþ4 ! eþm1

ð7:17Þ

An inconsistency in the PC (7.17) can be noted, because the value of the load
current fm2 increases according to the simulations. However, PCs (7.16) and (7.17)
match the observations. Hence, the element involving in the PC (7.17) is the origin
of this possible conflict namely the resistance of the membrane. As it is known, the

Fig. 7.6 SBG model of the PEM fuel cell
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Fig. 7.7 Simulation results of the PEM fuel cell (6 Kw, 45 Volts)
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resistance of the membrane is sensitive to the drying out of the membrane. This is
why, from this qualitative propagation, it can be shown that the fault is drying of
the membrane and hence we isolate the fault (which is not possible when we rely
only on the FSM) despite the fact that there are any sensor inside the membrane to
measure the resistance of the membrane.

7.5 Conclusion

A new approach has been presented for fault diagnosis of the PEM fuel cell
especially with regard to water management problems. This approach is based on
residuals generation approach (quantitative features) and on a new qualitative
model called SBG both emanating from the BG formalism. Hence, the proposed
global supervision module allows a better and more accurate diagnosis

Acknowledgments This work is performed in part of ANR Project ‘‘Propice’’ ANR-12-PRGE-
0001 http://www.propice.ens2m.fr/ that aims to develop Prognostics and Health Management
(PHM) methods applied to PEM Fuel cell.
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Chapter 8
Dynamic Modeling of PEM Fuel Cell
Using Particle Swarm Optimization

R. Salim, M. Nabag, H. Noura and A. Fardoun

Abstract Fuel Cells are one of the green technologies that are currently
undergoing rapid development. They have the tendency of someday replacing
fossil fuels in supplying some of our everyday energy needs. In this paper, a
dynamic model of the Nexa 1.2 kW Proton Exchange Membrane (PEM) Fuel Cell
system was identified and developed using Particle Swarm Optimization. The
developed dynamic model would serve as a good base for fault diagnosis studies
on the fuel cell system.

8.1 Introduction

Fossil fuels have been the main source of power for humanity for many years.
However, the use of fossil fuels in power generation resulted in many negative
environmental consequences, which lead to the exploration of alternative power
sources that are energy efficient with an unlimited fuel supply and produce zero to
minimal pollutants.

Fuel cells are electrochemical devices that convert the chemical energy of a fuel
into DC electrical energy. This power generation process avoids the intermediate
steps of producing heat and mechanical work typical of most conventional power
generation methods. Moreover, fuel cells tend to produce power with minimal
pollutants.
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However fuel cells are very complex systems that require a high degree of
reliability. The modeling methodology presented in this paper could serve as a
guide in modeling any other PEM fuel cell system. Moreover, the developed
model can be utilized to design and improve the PEM fuel cell system under study
as well as being used to develop a reliable fault diagnosis study.

Several experiments were conducted on the 1.2 kW Nexa fuel cell system at
varying load. The voltage and temperature responses of the system were then
recorded.

The I/V characteristics of one of the experimental data sets were matched by
identifying 13 different modeling parameters using Particle Swarm Optimization
(PSO); while the system’s temperature response was matched by identifying 5
different parameters using PSO. Other experimental data sets were then used to
validate the obtained model. The resulting model was found to highly resemble the
actual voltage and temperature characteristics of the system.

This paper is organized as follows: A general overview on previous studies in
the area is presented in the next section followed by a brief overview on the Nexa
1.2 kW PEMFC system and the mathematical modeling equations. The proposed
parameter identification process of the system’s dynamic model is then presented
and validated. The paper is then ended by acknowledgements followed by some
concluding remarks.

8.2 Previous Studies

A few works on PEMFC modeling using PSO exists in literature. Qi et al. [1–4]
used adaptive focusing particle swarm optimization (AFPSO) to optimize the
mechanism model parameters of a PEMFC system. However, Hu et al. [5, 6] used
a neural networks based on PSO to model their PEMFC system.

In [7] the PEMFC was broken into a mechanism sub-model and a black box
sub-model, and PSO was then used to optimize the parameters of the mechanism
sub-model, whereas the black-box sub-model was expressed in nonlinear autore-
gressive exogenous (NARX) form using a wavelet network and experimental data.

Chibante and Campos used PSO in [8] to extract the correct parameter values of
their fuel cell system to minimize the difference between experimental and
simulated results. On the other hand, [9] used a modified particle swarm optimi-
zation (MPSO) to optimize an electrochemical-based PEMFC mathematical model
where the inertial weight was calculated according to the distance from the particle
to that of the best solution of the entire swarm.

Another work presented in [10] proposed a parameter optimization technique of
PEMFC models based on a hybrid PSO.
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8.3 Mathematical Modeling of PEMFCs

The Nexa 1.2 kW PEMFC system uses hydrogen gas supplied from pressurized
hydrogen cylinders as the anode fuel, and atmospheric air supplied by a com-
pressor as the cathode fuel.

8.3.1 Output Voltage

The internal potential of a PEM fuel cell is given by the Nernest Equation [11]:

Ecell ¼ E0;cell þ
RT

2F
ln PH2 P0:5

O2

� �
ð8:1Þ

where:
E0,cell is the reference potential (1.229 V)
R is the gas constant (8.3143 J/[mol K])
T is the fuel cell temperature (K)
F is Faraday constant (96485.34 C/mol)
PH2 is pressure of hydrogen (atm)
PO2 is pressure of oxygen (atm)

However, the actual output voltage of a PEMFC is less than the internal voltage
Ecell developed inside the fuel cell due to three different types of voltage drops
(activation voltage drop, ohmic voltage drop, and concentration voltage drop) as
depicted in Fig. 8.1.

The activation voltage drop represents the energy used in the electrochemical
and chemical reactions occurring inside the fuel cell [12]. This voltage drop can be
represented by the following Tafel equation:

Vact;cell ¼
RT
anF

ln
I
I0

� �
¼ T: aþ b lnðIÞ½ � ð8:2Þ

where:
a is the electron transfer coefficient of the reaction.
n is the number of electrons participating in the reaction (2 e-/mol) [11].
I is the load current.
I0 is the exchange current density.

Equation (8.2) can also be broken into two voltage drops, Vact1 and Vact2 as
follows [11]:
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Vact1 ¼ g0 þ T� 298ð Þ:a ð8:3Þ

Vact2 ¼ T:b ln Ið Þ ð8:4Þ

where g0, a and b are empirical constants. Vact2 can also be expressed as [11]:

Vact2 ¼ Ract I ¼ Ract0 þ Ract1 þ Ract2ð ÞI ð8:5Þ

where:
Ract0 is an empirical constant.
Ract1 is a current dependent polynomial.
Ract2 is temperature dependent and is of the form b(T–298) where b is an

empirical constant.

The ohmic/resistive voltage drop as the name implies represents all the resistive
loses occurring throughout the entire fuel cell and they are expressed by [12]:

Vohm;cell ¼ I Rohm ð8:6Þ

where Rohm is the total cell resistance and it can be broken into three parts (a
constant, a current dependent part, and a temperature dependent part) as follows:

Rohm ¼ Rohm0 þ Rohm1 þ Rohm2 ð8:7Þ

where:
Rohm0 is an empirical constant
Rohm1 has the form c1I where c1 (X/A) is an empirical constant
Rohm2 has the form c2(T–298) where c2 (X/K) is an empirical constant
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Concentration voltage drop represent the voltage used to overcome the con-
centration gradients that are formed due to mass diffusions from the gas flow
channels to the reaction sites at the catalyst surfaces [11] and it is represented by:

Vconc;cell ¼ �
RT
nF

ln
CS

CB

� �
¼ �RT

nF
ln 1� I

Ilimit

� �
ð8:8Þ

where:
CS is the surface concentration at the reaction sites.
CB is the bulk concentration in the gas channels.
Ilimit is the fuel cell current limit (A).

8.3.2 Thermal Model

The chemical reactions that occur inside the fuel cell generate heat energy which
in turn causes the fuel cell’s temperature to rise or fall. The thermodynamic energy
balance equation of a PEMFC can be written as [11]:

�qnet ¼ �qchem � �qelec � �qsensþlatent � �qloss ð8:9Þ

where �qnet is the net heat energy (J), �qchem is chemical energy (J), �qelec is the
electrical energy (J), �qsensþlatent is the sensible and latent heat (J), and �qloss is the
heat loss (J).

The heat generated from the chemical reaction is a function of the Gibbs free
energy and the rate of consumption of hydrogen [11, 13] as follows:

_qchem ¼ NH2;consumed � G � N ð8:10Þ

where DG is the Gibbs free energy (J/mol) which was calculated in [14], N is the
number of cells in the PEMFC stack and NH2;consumed is the rate of hydrogen
consumed (mol/s) which can be represented by [15]:

NH2;consumed ¼
I

2F
ð8:11Þ

Similarly, the rates of consumption of Oxygen and water in (mol/s) can be
represented by [15]:

NO2;consumed ¼
I

4F
ð8:12Þ
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NH2O;generated ¼
I

2F
ð8:13Þ

The output electrical power is given by:

_qelec ¼ Vout � I ð8:14Þ

The sensible and latent heat energy on the other hand is expressed as [11]:

_qsensþlatent ¼ _NH2;out T� Troomð Þ � CH2 þ _NO2;out T� Troomð Þ � CHO2

þ _NH2O;generated T � Troomð Þ � CH2O;l þ _NH2O;generated � HV ð8:15Þ

where:
T is the stack temperature.
Troom is the room (ambient) temperature.
Ni is the flow rate of i in (mol/s).
Ci is the specific heat capacity of i in J

molK

� �
Hv is the vaporization heat of water (J/mol).

Finally, the heat loss which is mainly transferred by air convection can be
represented by [11]:

_qloss ¼ hcell T� Troomð ÞN Acell ð8:16Þ

where:
Acell is the cell’s area (1.2 9 10-2 m2).
hcell is the convective heat transfer coefficient W

m2K

� �
.

The fuel cell’s temperature would rise or drop according to the net heat as
follows:

dT
dt
¼ 1

MFCCFC

_qnet ð8:17Þ

where:
MFC is the mass of the fuel cell’s stack (11 kg).
CFC is the overall specific heat capacity of the stack J

molK

� �
.
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8.4 Parameters Identification

Several experiments were conducted on the system and the dynamic response of
the system was recorded under variable operating points. The Nexa 1.2 kW
PEMFC system has 47 cells, thus, the stack’s internal potential becomes:

EStack ¼ 47� Ecell ð8:18Þ

In the modeling data set, the load current was varied linearly in time from 0 to
60 A as depicted in Fig. 8.2. In order to match the V/I characteristics of this
experimental data set, all the different parameters in the three voltage drops should
be identified. The concentration voltage drop was directly calculated from (8.8)
using Ilimit of 75 A, which is the maximum allowable current of the Nexa system
as per the data sheet of the system.

The activation and ohmic voltage drops on the other hand were identified using
the same methodology represented in [14, 16]. The resulting parameters were then
optimized using Particle Swarm Optimization (PSO), which is a heuristic search
and optimization algorithm that was developed in 1995 by Eberhart and Kennedy
[17]. PSO mimics the swarming behaviors of birds and fish while searching for
food or avoiding predators. [18].

Although the PSO algorithm is simple in concept; it is very effective in
approximating solutions to complex problems that might or might not have
analytical solutions.

The fitness function that was used to optimize the model was set to be the H?

norm of the error between the simulation result and the experimental result. The
PSO converged at an H? norm of (0.176 V) and the resulting parameters of the
activation and ohmic voltage drops are given in Table 8.1.

Figure 8.3 compares the experimental voltage response of the modeling data set
with the voltage response of the PSO obtained model.
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Temperature modeling and parameter identification was based on (8.17).
However, many parameters in (8.15), (8.16) and (8.17) needed to be identified
using PSO.

The sensibility and latent heat representation in (8.15) can be re-written in the
following form:

_qsensþlatent ¼ ðK1 þ K2IÞ T� Troomð Þ þ K3I ð8:19Þ

where:
K1 ¼ _NH2;out � CH2 þ _NO2;out � CHO2 .
K2 I = _NH2O;generated � CH2O;l.
K3 I = _NH2O;generated � HV .

Using a 4th order Runge-Kutta representation of (8.17) with (8.10), (8.16) and
(8.19); five different parameters were identified using PSO and the following
fitness function:

fitness ¼ Tactual � TPSO1 ð8:20Þ

The PSO converged at a fitness value of (0.426 K). The resulting thermal
parameters are given in Table 8.2 whereas Fig. 8.4 compares the experimental
temperature response of the modeling data set with that of the PSO obtained
model.

Table 8.1 Activation and ohmic voltage drops parameters

Parameter PSO optimization result

Vact1 26.5230–8.9224 9 10-2 (T – 298)
Ract –1.0526 + 6.945 9 10-11I6 – 1.7272 9 10-8I5 + 1.7772 9 10-6I4

-9.8133 9 10-5I3 +3.1430 9 10-3I2 -3.5320 9 10-2I +1.3899 9 10-3(T–298)
Rohm0 1.7941
Rohm1 –2.3081 9 10-2I
Rohm2 –2.0060 9 10-3(T–298)
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8.5 Model Validation

In order to validate the obtained models a complete block diagram of the model
was built in Simulink/MATLAB, (see Fig. 8.5) where the inputs of the block
diagram were only the load (represented by the current in A) and the room tem-
perature Tr in K. The model was then tested by using different actual experimental
current and room temperature readings to test the validity of the model and see if it
can match the actual voltage and temperature responses of the system.

Two model validation examples are shown in the following figures. In the first
example the current input is shown in Fig. 8.6 and the room temperature was
296 K (23 �C). The voltage response had an H? norm of error equal to (1.50 V)
(see Fig. 8.7) whereas its temperature response had an H? norm of (1.86 K) (see
Fig. 8.8).

In the second example however, the current input is given in Fig. 8.9 and the
room temperature was set to be 295 K (22 �C). The voltage response of this
example had an H? norm of about (0.93 V) (see Fig. 8.10) whereas its temper-
ature response had an H? norm of (1.29 K) (see Fig. 8.11).

Note that the Simulink model was successfully able to predict the system’s
voltage and temperature response patterns from load current and room temperature
only. Table 8.3 summarizes the results of the modeling data set and the two model
validation examples.

Table 8.2 Thermodynamic
equation’s parameters

Parameter Value

CFC 282.8416
h 19.6434
K1 10.3597
K2 0.3259
K3 4.7337
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8.6 Conclusion

This paper presented a PEMFC dynamic model parameter identification approach
that can be used successfully to identify the dynamic modeling parameters of any
PEMFC system. The obtained model was highly accurate and managed to match
the modeling data set with very low errors.

The obtained model was then constructed in Simulink/MATLAB for validation.
Other experimental data sets were used to validate the model by only feeding
experimental current and room temperature to the Simulink model. The Simulink
model was successfully able to predict both the voltage and temperature dynamic
responses of the system with small tolerable errors.

This model/modeling approach can serve as a good base for further studies and
research on PEMFC’s, such as design, optimization, performance improvement
and most importantly, fault diagnosis.
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Voltage response
H? norm (V)

Temperature response
H? norm (K)

Modeling data set 0.176 0.426
Model validation #1 1.50 1.86
Model validation #2 0.93 1.29
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Chapter 9
Catalytic Characterization of Size Based
Gold Nanoparticles for Applications
in Fuel Cells

A. Al-Hatti, I. Shaikha, M. Al-Shamisi, T. Abdulrehman and Y. Haik

Abstract Considerable research attention has been given to glucose biofuel cells
as they have been recognized for their ability to work under ambient temperatures
and a range of pH that makes them suitable for in vivo implantation to power, with
body glucose, implantable electronic devices. In this work, we have employed a
different approach compared to organic enzymes to facilitate the fabrication of
biofuel cell with no organic enzymes. Gold and platinum nanoparticles were
synthesized as oxidizing agents and compared their effectiveness in our fabricated
biofuel cell. The nanoparticles were placed on a conductive carbon structure. We
have found that the gold nanoparticles are more effective as catalyst capable of
converting glucose into gluconic acid compared with that of platinum particles.
We further found that the concentration of nanoparticles in the cell may not benefit
the catalysis of the glucose due to the decrease of surface area to volume ratio as
the nanoparticles’ concentration increases. Our fabricated fuel cell showed a
capability of running multiple cycles, once the medium is adjusted to optimal
operation conditions.

Keywords Glucose fuel cell � Gluconic acid � Gold nanoparticles � Platinum
nanoparticles � Activated carbon � Power density

9.1 Introduction

Considerable research are conducted for developing alternative sources of power
for medical implants such as pacemakers, insulin pumps, and sensors by utilizing
the body’s own energy to power these devices. The new batteries should have the
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ability to operate independently for a longer lifetime, with no need for external
refueling. The trend is going toward fuel cells as they have higher energy density
than other batteries, which make them the best alternative for rechargeable
batteries.

Fuel cells are electrochemical devices that are capable of transforming chemical
energy into electrical energy by electrochemical reactions. Fuel cells that utilize
enzymes or metals as the catalyst for oxidizing the fuel are called biofuel cells.
Considerable research attention has been given to biofuel cells as they have been
recognized for their ability to work under ambient temperatures and a range of pH
that makes them suitable for in vivo implantation for powering implantable
electronic devices using body’s glucose.

Primarily, enzymatic catalysts such as glucose oxidase at the anode to convert
glucose to gluconolactone and laccase at the cathode to reduce oxygen to water at
the cathode, however due to the complexity of the enzymes structures, it has been
reported that electrical communication between the electrodes and the enzymes is
a challenge that requires an engineering solution as enzymes should be immobi-
lized near the electrodes in order to work properly. Otherwise, the generated
electrons will be diffused and lost into the fuel.

Other biofuel cells are that which utilizes noble metals such as platinum, pal-
ladium, gold, or nickel as the catalyst. Nanoparticles of noble metals are utilized
instead of covering the whole electrode, to increase the surface area of the elec-
trodes and hence improve the reaction, the power density, and stability of the fuel
cell.

Metallic catalyzed glucose oxidation was studied in literature for industrial
production of gluconic acid. Baatz et al. observed very high activity and long-term
stability at very low gold content on alumina support [1]. Ishida et al. and Önal
et al. studied the nanoparticles size effect [2, 3]. Very high activity was observed at
very low gold content and they observed that smaller particles are more active. The
reaction conditions are affecting the catalytic activity and the formation rate of
gluconic acid could be strongly increased at alkaline pH values around 9.0–9.5.
The temperature was varied to detect its influence on the reaction where it was
optimized at 50 �C. In Mirescu et al. gold was supported on different metallic
oxides such as TiO2 and Al2O3. The oxidation of glucose of Au/TiO2 was tested in
17 runs with no decrease in activity. The selectivity of gold catalyst towards
gluconic acid exceeded 99.5 %. During several repeated batches Au/Al2O3

showed excellent long-term stability without any losses [4]. In the study by
Thielecke et al. long-term stability of gold catalyst was excellent in its activity and
selectivity throughout 70 days of continuous operation. Furthermore, it has been
found that gold is more resistive to poisoning due to oxidation than Pt and Pd
because of its catalyst surface saturation that leads to activity drop [5]. Pt is
deactivated because of platinum oxide (PtO) formation. Nevertheless, it was found
that adding bismuth to Pt and Pd overcomes their deactivation [6]. A recent
research was developing enzymatic catalyst and Pt-Ru catalyst. The generated
power density and lifetime was compared for both catalysts. The lifetime of
Pt-Ru/C catalyst was about one month with 2 mW/cm2 power density. While
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enzymatic catalyst lasts for few minutes because of losing the mediator during the
fuel flow. The maximum power performed by enzymatic catalyst was 250 lW/cm2

[7]. Another group of researchers developed glucose fuel cell using commercial
Pt-Ru/C as anode catalyst with 1.38 mW cm-2 peak power density [8]. The same
group developed Pt–Au/C catalyzed fuel cell that reduced the poisoning level of
platinum and generated 0.72 mW cm-2 peak power density [9]. Biella et al. found
that gold was much more active than commercial Pt–Pd–Bi or Pd–Bi catalysts that
were specifically designed for glucose oxidation. It was unique in completing total
conversion at any pH and has high selectivity. Pd–Bi performed better conversion
percent of glucose than Pt–Pd–Bi at low pH [10].

In this work, the feasibility of fabricating glucose biofuel cell was demonstrated.
We have fabricated two biofuel cells based on glucose as fuel and synthesized two
types of nanoparticles as catalyst, namely gold and platinum and compared their
effectiveness. These catalysts provide direct transfer for the electrons and high
surface area to volume ratio. The catalysts were synthesized using the reducing
agents NaBH4 and tri-sodium citrate. The nanoparticles were immobilized on a
conductive carbon structure. A membrane which is selective to oxygen and glucose
was made in the lab and utilized to separate the anode and the cathode. It serves as
electrical insulation between the anode and the cathode, and as ion conductor to
close the fuel cell electrical circuit by transporting ions. At the anode in the glucose
fuel cell, the glucose is oxidized to gluconic acid in the presence of oxygen in
aqueous solution and oxygen is reduced to water at the cathode. Free electrons are
generated and go through connecting wire to the cathode producing electric current,
Fig. 9.1.

9.2 Experimental Work

9.2.1 Catalysts Preparation

Gold and platinum catalysts were prepared and tested to be used in the anode of
the fuel cell. Gold catalyst was prepared with different gold concentrations and
tested at the optimal glucose concentration to compare the performance of the
catalysts and select the best gold concentration that gives the highest glucose
conversion.

Fig. 9.1 Glucose fuel cell
reaction and main
components
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9.2.1.1 Synthesis of Different Concentrations of Gold Catalyst
Supported by Activated Carbon

Hydrogen tetrarchloroaurate(III) trihydrate, HAuCl4.3H2O (Alfa Aesar, USA) was
used to get the gold particles. An amount of (x = 8.77 mg) of it was dissolved in
172.5 ml of deionized water by stirring for 45 min. Polyvinyl alcohol, PVA
(MW*61000, Aldrich, USA) 200 mg was dissolved in 10 ml of deionized water.
An amount of 0.4 ml of PVA aqueous solution was added to the HAuCl4.3H2O
solution and kept under heating and stirring. When the solution started boiling,
1 ml of tri-sodium citrate-2-hydrate (Riedel-de Haen, Germany) was added to it
while heating and stirring until its colour changed to pink which indicated the
reduction of gold particles. Activated carbon (0.5 g) (Scott Science and Healthcare
Ltd., UK) was added to the previous solution and kept under stirring for a whole
day till it became colourless. The solution was washed, filtered and dried. Three
more catalysts were prepared with gold concentrations of 2, 3, and 0.5x following
the same steps. As the concentration increases the gold colloids colour is changed
from pink or dark pink into yellowish or brownish yellow colour.

9.2.1.2 Synthesis of Platinum Catalyst Supported by Activated Carbon

Platinum catalyst was prepared by reducing its salt Potassium tetrachloroplatinate
(III), K2PtCl4 (Aldrich, USA) using sodium borohydride solution, NaBH4 (Fischer
Scientific, UK) as a reducing agent. Preparation procedures in JIANG Qing-lai
et al. were followed [11].

9.2.2 Particles Characterization

9.2.2.1 TGA

Thermogravimetric Analysis (TGA) was carried out using (TGA Q50, TA
Instruments) to determine the gold particles loadings on activated carbon. Prior to
the TGA, the gold samples were heated in the furnace at 100 �C for one hour to
remove any moisture. TGA was carried out by taking an amount of 9 mg of each
sample and heating it to 800 �C starting from the room temperature at 10 �C/min
heating rate under dry air.

9.2.2.2 X-Ray Diffraction

X-ray diffraction for both activated carbon and 3x concentration of gold nano-
particles supported on activated carbon were carried out using Shimadzu XRD-
6100. The diffraction patterns of the powders were recorded using Cu Ka radiation
at 2h range of 30–80 �.
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9.2.2.3 Size Distribution

The sizes of the synthesized gold and platinum nanoparticles were measured using
ZetaSizer, Nano-ZS (Malvern Instruments, UK) by dynamic light scattering, DLS,
which provides accuracy, reliability, and high sensitivity for measuring particles
diameter in a range of 0.3 nm–10 lm.

9.2.2.4 Surface Morphology

Scanning Electron Microscope, SEM (Joel JBM-5600), was used for obtaining the
surface morphology of the gold nanoparticles on activated carbon at different
concentrations of gold.

9.2.3 Fuel Cell Fabrication

9.2.3.1 Membrane and Electrodes Fabrication

Membrane works as separator that insulates anode and cathode to avoid short
circuit. It was fabricated using the method in Kerzenmacher et al. [12]. This
membrane is stable in alkaline media. Such membranes have been used in flexible
batteries with KOH as electrolyte. PVA and poly (acrylic acid) PAA (MW*1800,
Aldrich, USA) solution in the ratio of 8:1 was prepared with a combined con-
centration of 7 wt% in water. The prepared pre-hydrogel was casted in a suitable
support and thickness was controlled using adhesive tapes. The prepared mem-
brane *20 lm was heated at 145 �C for 80 min. The prepared solution was also
used for electrodes fabrication. Electrodes (20 mm x 20 mm x 260 lm) are made
from catalyst ink with a biocompatible platinum mesh (Goodfellow, England, UK)
as current collector [13]. For the cathode and anode, two platinum meshes were
washed by acetone, and heated in furnace at 700 �C for 30 min. The meshes were
then washed by water and a compression load of 20 kN was applied on them using
MTS Machine. Each mesh was welded to a copper wire. Two plastic sheets were
used as substrate for each electrode; the thickness of each electrode was controlled
by adding layers of adhesive tape. Activated carbon was added to the pre-hydrogel
for the cathode, and activated carbon with platinum or different percentages of
gold particles were added to the gel to prepare different anodes. The composition
of each electrode is shown in the Table 9.1. The electrodes compositions were
spread in the bordered place by adhesive tape layers for each electrode. The mesh
and wire assembly were placed directly over the first ink layer and another layer of
the ink was added to cover the whole mesh. The electrodes were dried and cross-
linked at 145 �C for 80 min.
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9.2.3.2 Fuel Cell Assembly

The anode and cathode were placed together with the separator polymer in
between. The electrodes were placed in the casing and held with four screws. The
cell is placed in a testing device filled with glucose solution. The cell in this stage
is ready for testing, Fig. 9.2.

9.2.4 Fuel Cell Setup and Testing

Two fuel cells with two different catalysts (platinum and gold) were tested sep-
arately. The testing device was filled with 600 ml deionized water. The fuel cell
assembly was inserted in the water in the well-closed container. The cell was
subjected to heat source (50 �C), stirring and continuous oxygen flow. When the
temperature reached 50 �C, 0.25 g of D-(+)-Glucose, C6H12O6 (Sigma, USA) was
added to the solution. Testing the cell gave the performance characteristics data

Table 9.1 Composition of
the catalyst for cathode and
anode

Component Cathode
composition, g

Anode
composition, g

Activated carbon 0.947 –
Synthesized Au or

Pt with activated
carbon

– 1.026

PVA 0.139 0.135
PAA 0.017 0.017
H2O 2.23 2.155

Fig. 9.2 Fabricated fuel cell and testing device
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with time (current, voltage). Anode, cathode and reference electrode were con-
nected to the data acquisition to collect voltage readings. The individual anode and
cathode voltage was measured against the Ag/AgCl reference electrode (Jenway,
UK). The anode and cathode were connected to the digital multi-meter to measure
direct current. Using the collected data, power behavior with time was calculated
and observed for each cell. Interfaced LabView program collected data from data
acquisition system and stored in excel data sheet. pH was measured during the
experiment to observe the stabilized pH value in order to add sodium hydroxide
NaOH (VWR, USA). The cell setup is shown in Fig. 9.3.

9.3 Results and Discussion

9.3.1 Particles Characterization

Physical characterization of the prepared particles was carried out using TGA,
XRD, ZetaSizer and SEM. TGA results for the activated carbon and different
concentrations of gold nanoparticles loaded on activated carbon are shown in
Fig. 9.4. Comparing the differences in the weight loss at 800 �C between activated
carbon and the gold particles of 0.5, 1, 2, 3x concentrations loaded on activated
carbon, the loadings of the gold particles were 0.8, 1.3, 2.0, 3.2 %, respectively.

Fig. 9.3 Fuel cell setup and testing
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The XRD patterns in Fig. 9.5 indicated that gold nanoparticles are supported on
the activated carbon. The main peaks of gold are located at 38.05o, 44.21o, 64.42o,
77.40o, which correspond to crystal planes of (111), (200), (220), (311), respectively.

Particles sizes are measured for gold nanoparticles in the prepared solutions at
four different concentrations of gold and for a platinum sample. The distributions
of the diameter size by intensity for all samples are shown in Fig. 9.6 and sum-
marized in Table 9.2.

From Fig. 9.6 and Table 9.2, the sizes of prepared particles in the solution
during the preparation were measured. As the concentration of the particles
increases for the same catalyst, the diameter size increases, this means the surface
area-volume ratio decreases. That results in a reduction in the catalyst reaction,
and hence, a decrease in the fuel cell efficiency.

Comparing between the different concentrations of gold particles, the 0.5x gold
has the smallest particle size, so it was chosen to test its performance in the fuel
cell. The 0.5x platinum was also tested in the fuel cell and compared with the 0.5x
gold catalyst. SEM images for different concentrations of gold nanoparticles on
activated carbon are shown in Fig. 9.7.

9.3.2 Catalyst Testing

Catalysts performance of 0.5, 1, 2 and 3x of gold were tested in 0.25 g of glucose
by measuring the pH drop. The reduction in the pH indicates that glucose is

Fig. 9.4 TGA for activated carbon and gold particles on activated carbon support
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Fig. 9.6 Size distribution for different concentrations of gold nanoparticles and platinum
nanoparticles by intensity

Table 9.2 Summary of
particles average and
maximum diameter sizes

Sample Average diameter (nm) Peak (nm)

0.5x gold 17.68 21.71
1x gold 20.21 22.35
2x gold 23.17 44.33
3x gold 189.3 179.1
0.5x platinum 61.57 74.43

Fig. 9.5 XRD patterns for activated carbon, and gold nanoparticles on activated carbon
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converted into gluconic acid. The following Eqs. (9.1) and (9.2) present the
reactions.

C6H12O6 þ 1=2O2 ! C6H12O7 þ electrons ð9:1Þ

C6H12O7 þ NaOH! C6H11O7Naþ H2O ð9:2Þ

NaOH is added to the glucose solution as indicator to observe glucose con-
version after pH is stabilized to start a new cycle. In every cycle the pH decreases
from the previous one which shows the drop in glucose amount and its conversion
into gluconic acid.

Figure 9.8 shows a total of 12 cycles of 0.5x gold catalyst in 0.25 g of glucose
solution. All cycles have the same pattern where the pH drops in the same trend;
therefore, the first five cycles for all catalysts concentrations were compared.

Figures 9.9, 9.10, 9.11, and 9.12 illustrate the relation between the pH drop
with time for the first five cycles of gold catalysts 0.5, 1, 2 and 3x. The pH keeps
decreasing due to the decrease of glucose concentration with the formation of
gluconic acid. As the concentration of glucose decreases with time in each cycle,
the last cycles have shorter time duration. The pH drop was faster at the beginning

0.5x 2x

1x 3x

Fig. 9.7 SEM images of gold particles on carbon

110 A. Al-Hatti et al.



of each cycle as gold nanoparticles have higher catalytic activity at alkaline pH.
Once the acidic pH is reached, it shows a decline in activity and hence a change in
slope during the reaction.

Figure 9.13 illustrates the glucose consumption for the gold catalysts in the first
cycle. 0.5x gold catalyst has the highest consumption of glucose when compared to
the other gold catalysts. With increase in size of the gold nanoparticles, the cat-
alytic activity decreases. To achieve higher catalytic activity, the concentration of
the gold salt to prepare the nanoparticles should be optimum to obtain the ideal
size of the gold nanoparticles.

Fig. 9.8 All glucose oxidation cycles for 0.5x gold catalyst with time

Fig. 9.9 pH drop with time for 0.5x gold catalyst
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For platinum catalyst, the test was performed with 0.5x concentration. Fig-
ure 9.14 shows the pH drop with time for the first five cycles. The lowest pH value
in platinum catalyst (*8) is more than the lowest pH (*5) in gold catalyst (0.5x),
which means the conversion of glucose is more in the gold catalyst

Fig. 9.10 pH drop with time
for 1x gold catalyst

Fig. 9.11 pH drop with time
for 2x gold catalyst

Fig. 9.12 pH drop with time
for 3x gold catalyst
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9.3.3 Fuel Cell Performance Test

From particles characterization and catalyst test, 0.5x Au catalyst has the smallest
size particle, which represents the highest surface–volume ratio. Two fuel cells
with two different catalysts (platinum and gold) at 0.5 concentrations were tested.
Each fuel cell current and voltage differences were collected and recorded for
analyzing the fuel cell performance for both cells. Fuel cell power was calculated
using Eq. (9.3):

P tð Þ ¼ V tð ÞI tð Þ ð9:3Þ

V(t) Voltage difference between anode and cathode, V,
I(t) Current, A

Comparing between gold-catalyzed cell and platinum-catalyzed cell, platinum
cell showed better performance over time. Current behavior for gold-catalyzed cell
took longer time to reach peak value, 6.25 lA/cm2, Fig. 9.15, whereas platinum-
catalyzed cell reached peak value, 9.125 lA/cm2 earlier, Fig. 9.16. On the other
hand, when testing the gold catalyst it consumed more NaOH than platinum.
NaOH consumption of gold-catalyzed fuel cell in 2 days of operation was more

Fig. 9.13 Glucose
consumption in the first cycle
of the gold catalysts

Fig. 9.14 pH drop with time
for platinum catalyst
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than platinum-catalyzed cell. This provides indication that gold-catalyzed reac-
tions were better but transferring the current was weak. This could refer to the
welding between the copper wire and the electrode.

The voltage difference for both cells were low and this could be due to the
fabricated membrane as it should form insulation layer between the electrodes to
prevent short circuit voltage. The maximum voltage obtained for gold-catalyzed
cell is 0.36 V which is close to the maximum voltage difference of platinum-
catalyzed cell 0.40 V. Low voltage differences result in low power values which
were varying during the performance test. The maximum power densities for gold-
catalyzed cell and platinum-catalyzed cell were 1.29 lW/cm2 and 3.10 lW/cm2,
respectively. Generally platinum-catalyzed fuel cell performed better performance
than gold-catalyzed fuel cell according to lifetime and power generation.

The performance of the gold catalysts can be improved by employing the right
concentrations of gold salts and reducing agents to prepare gold nanoparticles and
also by preparing bimetallic or trimetallic gold catalysts like Ag–Au [14], Pt–Au
[9] or Au–Pt–Ag [15] to improve the catalytic activity of gold catalysts for glucose
oxidation. Pt–Au catalysts have been shown to have reduced poisoning of
platinum.
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9.4 Conclusions

A biofuel cell with glucose as fuel and harvest electrons through the oxidation of
glucose was fabricated. Gold and platinum nanoparticles were synthesized and
immobilized on the anode that will be utilized as oxidizing agents in the process
that can be utilized in the fuel cell. We studied the effect of varying the surface
area to volume ratio on the efficiency of the catalytic reaction. We found that gold
nanoparticles are more effective as catalyst compared to that of platinum particles.
We further found that the more the concentration of nanoparticles in the cell
reduces the surface area to volume ratio which is undesirable. Once the fuel cell
medium is adjusted to the optimal operation conditions, it can run for multiple
reaction cycles.
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Chapter 10
Advances in P.E.M. Fuel Cell Stack
Observer Design Using a Takagi–Sugeno
Approach with Unmeasurable Premise
Variables

S. C. Olteanu, A. Aitouche and L. Belkoura

Abstract This article presents the development of a nonlinear state observer
based on a Takagi–Sugeno approach that is applied to a PEMFCS (Proton
Exchange Membrane Fuel Cell Stack) model. The Fuel Cell model which takes
into consideration the auxiliary elements associated to the stack, has been vali-
dated through the use of the professional software AMESim by a co-simulation
with Matlab-Simulink. The paper’s objective is to construct a TS fuzzy observer
such that it can estimate the states of the considered nonlinear systems despite the
unmeasurable premise variables. The observer construction method implies the use
of Input to State Stability which eliminates the necessity of the Lipschitz constant,
aiming at a bounded estimation error convergence. The conditions for obtaining
the observer gains are expressed in the end as Linear Matrix Inequalities.

Keywords Takagi–Sugeno observer � PEM fuel cell � Unmeasurable premise
variable � Input to state stability

10.1 Introduction

Fuel Cell Systems’ (FCS) usage has seen an increase in the last decade, being
under consistent research. As hydrogen acts as a powerful energy storage alter-
native, FC units can improve the management of renewable energy sources like
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solar or wind power as they don’t have a continuous and predictable production.
Among all the different types of FCS, like Solid Oxide FC, Alkaline FC or direct
methanol FC to name a few, the Proton Exchange Membrane Fuel Cell (PEMFC)
system positions itself as one of the most important candidates in replacing
classical energy conversion systems, not only in the automotive industry, but also
in portable devices and back up units. The PEMFC has many applications, due to
its high power density and low operating temperature, compared to other types of
fuel cells [1].

From a systemic perspective the fuel cell represents an interesting process for it
shows a high degree of nonlinearity, as well as presenting different scales in
parameter values and also in variable dynamics (from mechanical, electrical and
chemical equations).

The limited lifespan and also the strict inherent security of fuel cells call upon
the need for diagnostics [2] and control [3, 4]. There are different approaches
adopted: experimental (for example impedance spectroscopy, neuro-fuzzy tech-
niques) and model based (as adopted in the current paper). In the later case, these
techniques bring precision and generality at the cost of difficulty in finding the best
numerical representation. In model based methodologies, the use of state observers
is common practice, adding also the fact that some parameters of the system
cannot be directly measured or it is too expensive to do so.

A Takagi–Sugeno fuzzy observer [5] has been adopted in this work. TS models
are currently being used for a large class of physical and industrial processes [6].
This representation brings advantages over other existing types of methods,
because it manages to act upon nonlinear systems without needing a linearization.
The design of state observers for nonlinear systems using Takagi–Sugeno (TS)
models has been actively considered during the last decades [6, 7]. Many works
consider the case of TS models with measurable premise variables such as [7, 8].
This choice provides some simplicity, being an extension of classical algorithms
developed for linear systems over the TS model. Unfortunately, the premise
variables in practice are unmeasurable and the problem of estimation becomes
more difficult to resolve. Different approaches have been adopted in order to solve
the unmeasurable premise variable case [9–11], each trying to reduce as much as
possible the restrictions that grow significantly with the system’s complexity.

The article aims firstly to bring a contribution to the model based FC analysis,
focusing towards state reconstruction. Therefore, a mathematical model of a
PEMFC is developed, having as starting point the work done in [12]. The sys-
tematic methodology for TS model construction is performed with the aid of a
sector nonlinearity approach [13]. The challenge is to construct an observer such
that it can estimate the states of the considered system with the premise variables
dependant on states that are not measurable. This is done by means of Input to
State Stability (ISS) notion, where the limitation imposed by the Lipschitz constant
is reduced.

This paper is organized following the structure: Section 10.2 deals with the
PEM Fuel Cell Stack general description, followed by the nonlinear model
employed and its validation by professional software: AMESim. In Sect. 10.3 it is
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presented the T–S representation of the model followed in Sect. 10.4, by the
construction of the nonlinear TS observer, where the observer gains are found by
computing the Linear Matrix Inequalities. Finally in the last section, conclusions
and future works are down.

10.2 Fuel Cell Stack Systems

10.2.1 PEM Fuel Cell Technology

The current work focuses on a Polymer Electrolyte Membrane (Proton Exchange
Membrane) Fuel Cell Stack using a Nafion membrane, including auxiliary components
(Fig. 10.1). Some simplifications have been added to the model, by taking into con-
sideration only pure Oxygen as input and also an ideal humidifying and cooling units.

Also spatial and temperature variations have been ignored. A minimal pressure
difference between Anode and Cathode is maintained by using a regulator.

10.2.2 State Space Representation

For ideal gases, the mass conservation law is applied resulting (10.1). The com-
pressor’s mass flow is considered as input to the system, the possibility to add a
controller so that it follows a desired flow exists. The mass that accumulates in the
cathode, depending on the quantity of oxygen that enters, will either be ejected or
will react with the hydrogen ions. Furthermore, inside the cathode, vapor is gen-
erated, where some of it is ejected towards the return manifold (consisting of pipes
and valves), while another part adds inside the cathode, increasing the general
pressure. The work is done under the hypothesis that there is no humidification
neither of the oxygen nor of the hydrogen, and the FC is self humidifying [14].
Concerning the valve mathematical model, a linear model has been chosen for the
cases when we have small pressure differences, whereas a chocked regime
equation was demanded for the cathode purge valves and anode. This is because of
the big pressure difference created with the atmosphere. As the return manifold
pressures overpass 2 bar, ignoring the unchoked regime brings no limitations.

dpsm

dt ¼
RO2 :Tst

Vsm
� ðWcp �Wsm;outÞ

dprm

dt ¼
RaTrm
Vrm
� Wca;out �Wrm;out

� �
dpO2 ;ca

dt ¼
RO2 �Tst

Vca
� WO2;ca;in �WO2;ca;out �WO2;reacted

� �
dpv;ca

dt ¼
Rv�Tst

Vca
�Wv;ca;out þWv;ca;gen

� �
dpH2 ;an

dt ¼
RH2 �Tst

Van
WH2;an;in �WH2;an;out �WH2;reacted

� �

8>>>>>>><
>>>>>>>:

ð10:1Þ
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The electrical current present as input, represents the demanded current by the
consumer system attached to the fuel cell. Finally, the system is described by
(10.2).

dpv

dt ¼
Rv�Tst

Vca
� kca pca;O2 þ pv � prm

� �
� �1þ MO2 pca;O2

MO2 pca;O2þMvpv

� �� �
þ n�Mv

2�F
� �

� Ist

h i

dpca;O2
dt ¼

RO2 �Tst

Vca
�

ksm � psm � pca;O2 � pv

� �
� kca � pca;O2 � prm � pvð Þ

� �
�

� n�MO2
4�F

� �
� Ist

" #

dprm

dt ¼
Ra�Tst
Vrm
�

kca � pca;O2 þ pv � prm

� �
�

� AT ;rm�Cd;rm�prmffiffiffiffiffiffiffiffiffi
�R�Tatm

p � ffiffiffi
c
p � 2

cþ1

� � cþ1
2� c�1ð Þ

2
4

3
5

dpsm

dt ¼
Ra�Tst
Vrm
� Wcp � ksm � psm � pca;O2 � pv

� �� �

dpan;H2
dt ¼

RH2Tst
Van
�

K � K1 psm � pan;H2

� �
�

�Aan � pan;H2 �
Cd;an�

ffiffi
c
p � 2

cþ1ð Þ
cþ1

2� c�1ð Þffiffiffiffiffiffiffiffiffi
�R�Tatm

p �MH2 � n�Ist
2�F

2
64

3
75

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

ð10:2Þ

10.2.3 Model Validation

A validation of the developed model has been carried on a simulation platform,
specifically LMS AMESIM. An equivalent model has been developed (Fig. 10.2)
and co-simulated with the nonlinear model implemented in Simulink. The co-
simulation notion refers to the interconnectivity between the Simulink and the
AMESim simulation. The two software have the capability to exchange data in
real time giving AMESim the possibility to act as a real process connecting to a
monitoring or control system.

Fig. 10.1 Block view of fuel
cell stack with auxiliary
elements
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The connection blocks can be seen in both AMESim (Fig. 10.2) respectively
Simulink (Fig. 10.3).

As an example, a state variable’s evolution is presented in (Fig. 10.4). The two
lines represent the AMESim and Simulink values working in parallel. The simu-
lations have been carried on for a predefined set of input values.

The powerful influence in three stages of the control of the Return Manifold
valve can be easily seen on all the states. Only the generation of vapor being
mainly affected by electrical current increases. A small difference can indeed be
seen, being generated by the used equations, but it is in acceptable limits.

Fig. 10.2 The equivalent AMESIM model of our system

Fig. 10.3 The schema reflecting the interconnections for the co-simulation
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10.3 Takagi–Sugeno Model

The Takagi–Sugeno model is in fact a multi-model, fuzzy logic system, that
permits to write the general nonlinear state space system as a sum of parallel linear
systems that act as a whole (10.3), each rule being weighted by an associated
membership function(triangular membership functions are used in this work).

The choice of nonlinear terms is important, the objective being to keep their
number to a minimum, while maintaining the observability of each new linear
system that will be built.

Takagi� Sugeno
Equivalent

:
_x ¼

P8
i¼1

wiðxÞ � Ai � xþ Bi � uð Þ½ �
y ¼ C � x

8<
: ð10:3Þ

where wi(x) is a normalized membership function that returns a percentage cor-
responding to the degree of validity of the ith linear model. It varies in the interval
[0, 1] in accordance to the nonlinear premise variables. The matrices Ai, Bi form
each of the linear system, in total being a number of 2n, where n is the number of
premise variables, for the current case 3 (10.7), meaning i = 8.

Nonlinear
System

:
_x ¼ AxðxÞ � xþ BxðxÞ � u
y ¼ C � x

	
ð10:4Þ

For developing the TS system, it is needed to rewrite the initial state space
model so that the nonlinear terms can be separated. A separation of the nonlinear
terms into the 2 matrices is seen in (10.4): Ax(x) and Bx(x). The chosen PEMFC
system has 5 states (Pressures of Vapor; Oxygen in Cathode; Return manifold;
Supply Manifold; Hydrogen in the Anode), with two of them, the Return Manifold
and the Supply Manifold Pressures, being measured (10.5).

Fig. 10.4 The vapor
pressure present inside the
cathode volume
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x ¼

pv

pca;O2

prm

psm

pan;H2

0
BBBB@

1
CCCCA; u ¼

Ist

AT ;rm

Win

0
@

1
A; y ¼ prm

psm


 �
ð10:5Þ

Concerning the observability property, the condition that each linear system is
observable depends on the minimum and maximum values chosen in the nonlin-
earity sector stage and also on the selection of the premise variables.

AxðxÞ ¼

�kca � cst1 cst1 � �kca þ kca � Z1ðpv; pca;O2Þ þ kca � Z2ðpv; pca;O2Þ
� �

cst1 � kca � kca � Z1ðpv; pca;O2Þ
� �

0 0
cst2 � �ksm � kca½ � cst2 � �ksm � kca½ � cst2 � kca 0 0

cst3 � kca cst3 � kca �cst3 � kca 0 0
cst3 � ksm cst3 � ksm 0 �cst3 � ksm 0

0 0 0 cst5 �cst6� cst5

0
BBBB@

1
CCCCA

BxðxÞ ¼

cst1 � n�Mv
2�F
� �

0 0

cst2 � � n�MO2
4�F

h i
0 0

0 � Ra�Tst
Vrm
� Cd;rm�

ffiffi
c
p � 2

cþ1ð Þ
cþ1

2� c�1ð Þffiffiffiffiffiffiffiffiffi
�R�Tatm

p � ðprmÞ 0

0 0 Ra�Tst
Vrm

� RH2Tst
Van

MH2 � n
2�F 0 0

0
BBBBBBBB@

1
CCCCCCCCA

ð10:6Þ

In conclusion there are three premise variables:

Z1ðpv; pca;O2Þ ¼
MO2 � pca;O2

MO2 � pca;O2 þMv � pv
; Z2ðpv; pca;O2Þ

¼ MO2 � pv

MO2 � pca;O2 þMv � pv
; Z3ðprmÞ ¼ prm ð10:7Þ

For the model construction, different methods exist, such as the Sector Non-
linearity approach. This method is based on finding local maximum and minimum
values for the premise variables (zi,Max respectively zi,min) as in [7] that presents a
graphical method(the only limit is the fact that the premise variables depend on
maximum 3 states). Therefore by choosing triangular membership function they
are written as (10.8); where MF represents the membership function associated to
the ith premise variable zi. Being thus able to write the normalized membership
functions wi as showed in (10.9).

MFminðziÞ ¼ zi�zi;Max

zi;Max�zi;min

MFMaxðziÞ ¼ zi�zi;min

zi;Max�zi;min

(
ð10:8Þ

h1 ¼ MFMaxðz1Þ �MFMaxðz2Þ �MFMaxðz3Þ
h2 ¼ MFMaxðz1Þ �MFMaxðz2Þ �MFminðz3Þ
. . .. . .
h8 ¼ MFminðz1Þ �MFminðz2Þ �MFminðz3Þ
� � � �����������������
w1 ¼ h1P8

i¼1

hi

; . . .; w8 ¼ h8P8

i¼1

hi

8>>>>>>>><
>>>>>>>>:

ð10:9Þ
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10.4 Observer Design

The general Luenberger Observer for TS systems is considered (10.10).

_x ¼
P8
i¼1

wiðx̂Þ � Ai � x̂þ Bi � uþ Li � y� ŷð Þð Þ½ �
ŷ ¼ C � x̂

8<
: ð10:10Þ

where Li represent the observer gains associated to each linear sub-model.
In order to calculate these values, the dynamics of the state error estimation is

given by: _~x ¼ _x� _̂x. Calculating the derivative, the error dynamics becomes:

~x
:

¼
X8

i¼1

wiðxÞ � Ai � x� wiðx̂Þ � Ai � x̂þ wiðxÞ � Bi � u� wiðx̂Þ � Bi � u� wiðx̂Þ � Li � C � ~x½ � ð10:11Þ

It can easily be noted that, without the simplifying hypotheses of measurable
premise variables, there will be membership functions depending on state esti-
mates. To solve this problem, the technique presented in [11] is applied. Therefore
by adding and subtracting a wiðx̂Þ � Ai � x, and separating the two sums, the first one
is seen as a perturbation (It is clear that wiðxÞ � wiðx̂Þð Þ�!½x! x̂�0):

~x
:

¼
P8
i¼1

wiðxÞ � wiðx̂Þð Þ � Bi � uþ Ai � xð Þ½ � þ
P8
i¼1

wiðx̂Þ � ðAi � Li � CÞ � ~x½ �;

D ¼notP8
i¼1

wiðxÞ � wiðx̂Þð Þ � Bi � uþ Ai � xð Þ½ �

8>><
>>:

ð10:12Þ

In order to obtain the convergence of the estimation error to zero, the Input to
state stability notion is applied [15].

10.4.1 LMIs Solution

As shown in [11], in order to achieve the observer convergence with a minimum
convergence error interval, the following theorem is used:

Theorem If there exists a symmetric and positive definite matrix P, and also some
matrices Ki; i = 1 to r (where r represents the number of linear systems) and a
scalar r Æ [0,1] and 2 scalars a, c that are solutions of the following optimization
problem, then the error dynamics (10.12) is ISS stable with respect to D.
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min
P;Ki;a;c

ðr � a2 þ ð1� rÞ � c2Þ

AT
i P� CT KT

i þ PAi � KiC þ I P
P �c2 � I


 �
\0

P� I

8>><
>>:

ð10:13Þ

Li being computed as Li ¼ P�1Ki and the energy propagation from D to ~x is

attenuated by c
ffiffiffiffiffiffiffiffiffiffiffi
kmaxðPÞ
kminðPÞ

q
. Besides the ISS property, the error satisfies the inequality:

exðt)k k2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kmaxðPÞ
kminðPÞ

s
exð0Þk k2e�

t
2kmaxðPÞ þ c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kmaxðPÞ
kminðPÞ

s
Dðt)k k1 ð10:14Þ

10.4.2 Demonstration

The demonstration begins with the theorem defined in [14]:

Theorem The estimation error is Input To State Stable if there exists a b :
<x< ! < function of type KL and an a : < ! < of type K (definitions in [15])
so that for each input Dðt)k k1\1 and each initial condition exð0Þk k2 the tra-
jectory of the error dynamics respects exðt)k k2� bð exð0Þk k2; tÞ þ að Dðt)k k1Þ; 8 t.

By considering bounded states, bounded inputs as well as bounded membership
functions, then D is also bounded. A quadratic Lyapunov function has been chosen
VðtÞ ¼ ~xTðtÞ � P � ~xðtÞ; P [ 0.

Applying H infinity stability in the presence of D as perturbation, as in [16]:

_VðtÞ\� ~xTðtÞ~xðtÞ þ c2DTðtÞDðtÞ ð10:15Þ

Deriving the Lyapunov function, the next inequality arises:

V
:
¼ Dþ

P8
i¼1

wiðx̂Þ � ðAi � Li � CÞ � exð Þ
	 �T

�P � ex þ exT � P � Dþ
P8
i¼1

wiðx̂Þ�ð
	

ðAi � Li � CÞ � exÞg\� exT � exþc2DTD Knowing the property
P8
i¼1

wiðx̂Þ½ � ¼ 1 then

by multiplying the terms that are not in a summation, with the above mentioned
sum, the inequality is equivalent to a system of inequalities for i = 1 to r:

D½ �T �P � ~xþ ðAi � Li � CÞ � ~x½ �T �P � ~xþ ~xT � P � Dþ ~xT � P � ðAi � Li � CÞ � ~xþ ~xT

� ~x� c2DTD\0

ð10:16Þ
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Using the Schur form, the wanted LMI (from (10.13)) is reached:

~xT DT
� � ðAi � Li � CÞT Pþ PðAi � Li � CÞ þ I P

P �c2 � I

 �
~x
D

 �
\0 ð10:17Þ

Now, from VðtÞ\~xTðtÞP~xðtÞ; P ¼ PT . It is known using S-Procedure that

kminðPÞ exðt)k k2
2�VðtÞ� kmaxðPÞ exðt)k k2

2 ð10:18Þ

Therefore from (10.15) and (10.18) it derives that

_VðtÞ� � 1
kmaxðPÞ

VðtÞ þ c2 Dðt)k k2
2 ð10:19Þ

Knowing the solution of a first order ODE:

VðtÞ�Vð0Þe
�1

kmaxðPÞt þ c2
Z t

0
e

�1
kmaxðPÞðt�sÞ Dðs)k k2

2ds ð10:20Þ

Ending up with:

VðtÞ�Vð0Þe
�1

kmaxðPÞt þ c2kmaxðPÞ Dðt)k k2
1 ð10:21Þ

exðt)k k2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kmaxðPÞ
kminðPÞ

s
exð0Þk k2e�

1
2kmaxðPÞt þ c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kmaxðPÞ
kminðPÞ

s
Dðt)k k2 ð10:22Þ

meaning that exðt)k k2 is bounded by c
ffiffiffiffiffiffiffiffiffiffiffi
kmaxðPÞ
kminðPÞ

q
Dðt)k k2, which is the minimization

objective. Also by choosing P� I then kminðPÞ� 1 and kmaxðPÞ\a, which can be
materialized by the LMI (10.23)which gives us the first part of (10.13).

�a2I P
P �I


 �
� 0 ð10:23Þ

10.4.3 Results

By applying the upper observer using the stated LMI’s, the observer gains are
found. For these values we simulate and obtain at a varying input the following:
One can see the convergence of the error (Fig. 10.5) and also that there are very
small oscillations at the beginning, suggesting a positive behavior. Figure 10.6
presents the estimation of Oxygen with a different initial state from the process
(Fig. 10.7).
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Fig. 10.5 The estimation error dynamics of the states

Fig. 10.6 The estimation in parallel with the real value for pressure O2
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10.5 Conclusion

The purpose of the paper is to contribute to the development of model based tech-
niques for PEM FC manipulation. Although the used model is simplified the aim is to
arrive at an as general model as possible that includes auxiliary elements. A state

Fig. 10.7 Parameter Significance
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observer is developed, as many parameters in a FC are too difficult or too expensive
to measure. Because of the high nonlinear aspect of the Fuel Cell dynamics, a
nonlinear approach is required and a Takagi–Sugeno methodology is used. The
realistic unmeasurable premise variable case is taken into account, using a method
that improves the usual restriction generated by big Lipschitz constant. The
approach proved more efficient in some aspects than classical methods and shows
the usefulness of the ISS concept, the performance being tested in simulation.
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Appendix

Other notations employed in this paper are the following:

cst1 ¼ Rv � Tst

Vca
cst2 ¼ RO2 � Tst

Vca
cst3 ¼ Ra � Tst

Vrm
cst4 ¼ Mv

MO2

cst5

¼ KK1RH2 Tst

Van
cst6 ¼

AanCd;an
ffiffiffi
c
p 2

cþ1

� � cþ1
2� c�1ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�R � Tatm

p
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Chapter 11
Maximum Power Control for Photovoltaic
System Using Two Strategies

N. Harrabi, E. Kamal, A. Aitouche and M. Souissi

Abstract This paper presents fuzzy control method (Mamdani’s fuzzy inference
method) for maximum power point tracking (MPPT) of photovoltaic (PV) system
under varying irradiation and temperature conditions. The fuzzy control method
has been compared with perturb and observe (P&O) method as one of the most
widely conventional method used in this area. The different techniques have been
analyzed and simulated. Fuzzy technique gives better and more reliable control for
this application.

Keywords Photovoltaic � Perturb and observ � Fuzzy control � MPPT

11.1 Introduction

Nonlinear control has emerged as a research area of rapidly increasing activity.
Especially, the theory of explicitly linearizing the input–output response of non-
linear systems to linear systems using state feedback has received great attention
[1]. There are several approaches to control nonlinear systems. A typical approach
is the feedback stabilization of nonlinear systems where a linear feedback control
is designed for the linearization of the system around a nominal operating point.
This approach, however, generally renders only local results. Other approaches [2]
such as feedback linearization are rather involved and tend to result in rather
complex controllers.

Renewable energy is currently widely used. One of these resources is solar
energy. The photovoltaic (PV) array normally uses a Maximum Power Point
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Tracking (MPPT) technique to continuously deliver the highest power to the load
when there are variations in irradiation and temperature [3].

Fuzzy logic or fuzzy set theory is a new method of controlling the MPPT which
is implemented in order to obtain the peak power point. It has the advantage of
being robust and fast in response. Fuzzy controller operates in two basic modes
coarse and fine modes. The proposed fuzzy operating strategy is to coordinate the
two control modes and determine the reference values of the fuzzy control so that
all constraints are satisfied. This operating strategy will minimize the number of
operating mode changes, improve performances of the system operation, and
enhance system stability [4].

The hill climbing algorithm is widely used in practical PV systems because of
its simplicity and it does not require prior study or modeling of the source char-
acteristics and can account for characteristics’ drift resulting from ageing, shad-
owing, or other operating irregularities [5, 6].

The basic hill climbing algorithm is the P&O algorithm. Although the P&O
(Perturb and Observe) algorithm works well when the irradiance changes slowly, it
exhibits erratic behavior for rapidly changing irradiance level that causes incorrect
or slow power tracking. This led to the development of the Modified Perturb and
Observe (MP&O) algorithm [7]. The MP&O algorithm improves the P&O algo-
rithm at the expense of speed of response to changes of irradiance. A new method,
named the Estimate-Perturb-Perturb (EPP) algorithm was previously published by
the authors, which was shown to have good performances [8]. Many other MPPT
techniques have been proposed. However, Constant Voltage (CV) [9], Incremental
Conductance (IC), IC and CV combined [9], Short Current Pulse [10], Open
Circuit Voltage [11], the Temperature Method [12] and methods derived from it
[12]. These techniques are easily implemented and have been widely adopted for
low-cost applications.

One of the most widely used techniques in MPPT is P&O due to its simple and
easily implementation. In this paper, intelligent control technique using fuzzy
logic control is associated to MPPT controller in order to improve energy con-
version efficiency and compared with P&O method. Simulation and analysis of
P&O and fuzzy logic control are presented.

This paper is organized as follows. In Sect. 11.2, PV model system is devel-
oped. Operation principle of the proposed MPPT control method is presented in
Sect. 11.3. MPPT control method is given in Sect. 11.4. Numerical simulations are
carried out in Sect. 11.5 to show the control performances.

11.2 PV Model System

To show the effectiveness of the proposed controller design techniques, PV Model
System [13–15] are simulated.
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11.2.1 PV Electric Characteristics

The current–voltage characteristic of a PV array conducts as a function of solar
irradiance and cell temperature is described as follows [13]:

ipv ¼ npIph � npIrsðexpðqpvpv=nsuKTÞ � 1Þ ð11:1Þ

where np and ns are the number of the parallel and series cells, respectively, K is
the Boltzmann’s constant, T is the cell temperature, u is the p–n junction char-
acteristic, qp is the electron charge, ipv and vpv are the output current and the PV
array voltage on the capacitance Cpv, Iph and Irs are the photocurrent and reverse
saturation current, respectively and are given by

Iph ¼ ðIsc þ KIðT � TrÞÞ k
100

ð11:2Þ

Irs ¼ Ior
T

Tr

� �3

expðqpEgpð1=Tr � 1=TÞ=KTÞ ð11:3Þ

where Isc is the short-circuit cell current at reference temperature and insolation
and Ior is the reverse saturation current at the reference temperature Tr, Egp is the
semiconductor band-gap energy, KI is the short-circuit current temperature coef-
ficient and k is the insolation in mW/cm2. The power generation of the PV array
[13]:

Ppv ¼ ipvvpv ¼ npIphvpv � npIrsvpvðexpðqpvpv=nsuKTÞ � 1Þ ð11:4Þ

11.2.2 PV Modeling

In order to adapt the array photovoltaic to a large voltage range, the PV MPPT
system adopts Boost DC–DC converter topology as shown in Fig. 11.1 [13]. The
sate equation and output equation can be expressed by the following [13–15]:

dvpv

dt ¼ 1
C1
ðipv � iLcÞ

diLc
dt ¼ 1

Lc
½vpv � vC2ð1� DÞ�

dvC2
dt ¼ 1

C2
iLcð1� DÞ � vC2

RL

h i

8>><
>>:

ð11:5Þ

where iLc is the current across the inductor Lc, vC2 is the voltage in the capacitor
C2, D is the duty ratio of the PWM signal to control the switching MOSFET,
D 2 0; 1f g defines the switch position and supposed that the parameters
RL; Lc; C1 and C2 are supposed to be known constants.
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When a boost converter is used in PV applications, the input voltage changes
continuously with the atmospheric conditions. Therefore, the duty cycle should
change to track the MPP of photovoltaic array. The relationship of Ppv versus vpv,
for different values of the insolation and temperature is shown in Fig. 11.2 [16, 17].

11.3 Operation Principle of the Proposed MPPT Control
Method

The maximum power point satisfies the condition dPpv/dvp = 0. However, due to
the high nonlinearity, the maximum power point is difficult to be solved from
(11.4). This is the reason why the MPPT cannot be achieved easily [13]. At the
maximum power point, we have:

Fig. 11.1 PV power control system using a Boost DC–DC converter

Fig. 11.2 Characteristics of
the array power with respect
to the PV voltage
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dPpv

dvpv
¼ 0 ) ipv þ vpv

dipv

dvpv
¼ 0 ð11:6Þ

Rearranging Eq. (11.6) gives:

� ipv

vpv
¼ dipv

dvpv
ð11:7Þ

The changes in PV’s voltage may be done by coupling a DC/DC converter to
PV and controlling properly its duty cycle. Neglecting losses the output voltage of
the boost converter is given by the equation

Vo ¼
1

1� D
vpv ð11:8Þ

where D is the fraction of time that the switch is closed. The fuzzy logic controller
is constructed with the fuzzy rule and controller structure as in next section.

11.4 MPPT Controller

MPPT is essentially a real time process to search for the operating point which
gives the maximum available power that can be extracted from the PV array at any
insolation level. Two MPPT techniques will be presented and simulated.

11.4.1 Perturb and Observe MPPT Technique

The problem considered by MPPT methods is to automatically find the voltage
VMPP or current IMPP at which a PV array delivers maximum power under a given
temperature and irradiance. In P&O method, the MPPT algorithm is based on the
calculation of the PV output power and the power changes by sampling both the PV
Array current and voltage. The tracker operates by periodically incrementing or
decrementing the solar array voltage [18]. If a given perturbation leads to an
increase (decrease) in the output power of the PV, then the subsequent perturbation
is generated in the same (opposite) direction. The duty cycle of the dc chopper is
varied and the process is repeated until the maximum power point has been reached.
Actually, the system oscillates about the MPP. Reducing the perturbation step size
can minimize the oscillation. However, small step size slows down the MPPT. For
different values of irradiance and cell temperatures, the PV array would exhibit
different characteristic curves. Each curve has its maximum power point. It is at this
point, where the corresponding maximum voltage is supplied to the converter. The
flow chart of algorithm has four cases as shown in Fig. 11.3.
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11.4.2 Mamdani’s Fuzzy Inference Method

The nonlinear nature of the PV system is visible in the curves of power and current
from the photovoltaic generator in dependence on the voltage at its terminals. In
addition, the maximum power operating point varies with insolation level and
temperature. Therefore, the tracking control of the MPP is a complicated problem.
To overcome these problems, tracking control system has been proposed by Fuzzy
Logic Controller (FLC).

FLC requires the expert knowledge of the process operation for the FLC
parameter setting, and the controller can be only as good as the expertise involved
in the design. Fuzzy logic has the advantages [19] to face the imprecise and
uncertainty, and this kind of fuzzy logic control can be easily made by digital
microcontroller unit. It contains three units as: (i) fuzzification, (ii) fuzzy rules, and
(iii) defuzzification. The voltage and current values are scaled and normalized and

Begin P&O Algorithm

Measure: V(k),I(k)

P(k)=V(k)*I(k)
P=P(k)-P(k-1)

V(k)-V(k-1)>0

P>0

Decrease 
Module Voltage

Increase Module 
Voltage

Decrease 
Module Voltage

Increase Module 
Voltage

V(k)-V(k-1)<0

Update History
V(k-1)=V(k)
P(k-1)=P(k)

Yes

YesYes

No

No No

Fig. 11.3 Flowchart of P&O MPPT technique
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through the membership functions. Membership function values are assigned to
the linguistic variables, using five fuzzy subsets: NB (negative big), NS (negative
small), ZE (zero), PS (positive small), and PB (positive big). The fuzzy control
implemented here uses triangular membership functions. Rule base of fuzzy logic
controller shown in Fig. 11.4. The sudden change in atmospheric conditions shifts
the maximum power point abruptly which is tracked accurately by this controller
[19, 20]. The peak power is obtained from the PV module. If implemented, this
method can increase the efficiency of the PV system by quite a large scale. Since
the proposed approach requires only the measurement of PV array output power
and not the measurement of solar irradiation level and temperature, it decreases the
number and cost of equipment as well as the design complexity.

11.4.2.1 Fuzzification

The fuzzification is the process of converting the system actual inputs values I and
V into linguistic fuzzy sets using fuzzy membership function. These variables are
expressed in terms of five linguistic variables (such as ZE (zero), PB (positive big),
PS (positive small), NB (negative big), NS (negative small)) using basic fuzzy
subsets as shown in Fig. 11.5.

11.4.2.2 Fuzzy Rules

For the expression of fuzzy rules, the syntax ‘‘if-then’’ is always used. For the
maximum power point tracking we use 25 rules. Here, partial rules are given as
follows:

If Vpv is NB and Ipv is NB; then D is NB

If Vpv is NB and Ipv is NS; then D is NS

If Vpv is NB and Ipv isZE; then D is ZE

ð11:9Þ

With the same manner we can deduce the fuzzy rules. The fuzzy rule algorithm
includes 25 fuzzy control rules listed in Table 11.1.

Rules

Fuzzifier Inference 
Engine

Defuzzifier

I

V

Fig. 11.4 General diagram
of a fuzzy controller
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11.4.2.3 Defuzzification

The last step in the fuzzy inference is defuzzification which allows the aggregation
of the D from all rules. The duty cycles from 25 rules must be computed for a
specified value.

We adopt the popular defuzzification method which is center of area as:

d ¼
P25

1 DjðwjÞ � wjP25
1 DjðwjÞ

ð11:10Þ

where Dj the duty cycle value for the j-th rule, and wj is the weighted factor of the
j-th rule.

Fig. 11.5 Membership function a input voltage, b input current, c duty cycle
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Table 11.1 FLC rules base

I V

NB NS ZE PS PB

NB NB NS NS ZE ZE
NS NS NS ZE ZE PS
ZE ZE ZE PS PS PS
PS ZE PS PS PS PB
PB PS PS PS PB PB

Fig. 11.6 Irradiation solar (W/m2) at constant temperature

Fig. 11.7 PV array output voltage (V)
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11.5 Simulation and Results

An extensive simulation for both techniques has been done using MATLAB. Some
selected results are presented with a comparison between fuzzy and P&O MPPT
controllers. The following simulation was presented for different insolation levels
from 200 to 1,000 W/m2 at fixed temperature of 298 K as shown in Fig. 11.6. The
Figs. 11.7, 11.8 and 11.9 show the result when using fuzzy and P&O as MPPT
controller. Figure 11.7 shows the simulation results of PV operating voltage at
maximum power point at varying irradiation and constant temperature which is
being tracked by fuzzy and P&O controllers. Figure 11.8 shows the output power

Fig. 11.8 PV array output power (W)

Fig. 11.9 The duty cycle of the switching
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of PV at varying irradiation and constant temperature for both controllers. The
duty cycle of the switching for the two controllers is shown in Fig. 11.9.

The Fig. 11.8 shows the output power of PV at varying insolation level and
fixed temperature for both controllers. As shown fuzzy controller shows smother
power signal line, less oscillating and better stable operating point than P&O.
From the simulation results, it can be deduced that the fuzzy controller has better
performances than P&O, and it has more accuracy for operating at MPP.

11.6 Conclusion

This paper presented a mathematical model for PV. It also included MPPT at
varying irradiation and temperature conditions. P&O and fuzzy logic controller
have been designed and simulated for the proposed PV system, Comparison for
simulation results have been presented for different irradiation conditions. Fuzzy
controller showed better performance with lower oscillations. The future work will
focus on the nonlinear control based on Takagi–Sugeno models.
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Chapter 12
Maximum Power Point Tracking (MPPT)
of Stand-Alone Photovoltaic Systems
Based on Synergetic Control

A. Gaid and M. Bettayeb

Abstract This paper proposes a nonlinear control of maximum power point
tracking (MPPT) of stand-alone photovoltaic systems (PV) based on synergetic
control technique (SCT). This technique has controllable dynamics towards the
origin and no chattering compared to sliding mode control (SMC). Mathematical
model is presented and performance comparison to SMC is tested under different
environmental conditions and step load.

12.1 Introduction

Due to decline of fossil fuels, more need for electricity, global warming, oil high
prices and the world finite storage of petroleum products, it is necessary to think of
other alternative energy supplies that can replace the old traditional energy
resources in the near future. Green energy, such as solar panels and fuel cells,
could be possible future main sources of electrical power. These sources are
unlimited. Sustainable, and clean. Solar cells are having growing contributions in
the supply of electrical power in many parts of the world. This would only happen
when solar panels come to competitive level with fossil energy supplies in terms of
kilowatt-hours and efficiency. In order to improve solar modules efficiency, a
physical model and simulation should be studied to be able to understand pho-
tovoltaic PV systems and characteristics. Based on this modeling, maximum
power point tracking MPPT techniques could be developed to ensure maximum
efficiency and power transfer to the load. On one hand, solar modules should be
capable of capturing the maximum sun light that they are exposed to and con-
verting it to electricity with high efficiency. On the other hand, it is important to
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track the maximum power point on PV current–voltage curves under dynamic
environmental changes and load variations as well.

There is a wide range of techniques used for MPP tracking in the literature.
Some of these algorithms are famous, simple, and easy to implement. However,
these methods have some disadvantages. For example, perturb and observe P&O
algorithm fails to track the MPP in case of rapid environmental changes, and
incremental conductance IC oscillates around the MPP [1–3]. Some techniques use
look up tables, consequently more memory space is required, like the analytical
solution for tracking photovoltaic module MPP used in [4]. Moreover, the tradi-
tional linear control MPPT methodologies use small signal model to derive the
necessary equations of the DC–DC converter to help design linear control systems.

Sliding mode control SMC [5–13] and synergetic control technique SCT are
good candidates of nonlinear control techniques. SMC and SCT offer new way of
control design that utilizes the nonlinear variable structure of the DC–DC con-
verter system.

This work employs the synergetic control (SC) approach to track the MPP of
PV systems using boost converter as MPPT system. Its performance is compared
to sliding mode control in terms of robustness to load variations, and parameters
changes [6]. This technique has common features with SMC like order reduction
and decoupling control design. But SC has several other advantages over SMC.
Firstly, it overcomes the problem of chattering in SMC. Secondly, it has a con-
trolled path towards the origin which makes it suitable for digital implementation.
But SC adds more calculations to the control input and use model parameters.
Therefore SC will be more sensitive to model parameters variations and
uncertainties.

The rest of this paper is organized as follows: In Sect. 12.2, a model of the PV
module is presented. Section 12.3 discusses small signal model of the MPPT system
DC–DC boost converter. Section 12.4 presents the proposed nonlinear closed loop
synergetic control technique SCT. A simulation result of SCT and SMC is intro-
duced in Sect. 12.5 for comparison purposes followed by a conclusion in Sect. 12.6.

12.2 PV Equivalent Circuit Model and Characteristics

12.2.1 Modeling Using Single Diode with Ohmic Losses

Single diode with ohmic losses model [14] is widely used to represent the elec-
trical characteristics of the photovoltaic PV system for its simple analysis as well
as accuracy. This model consists of a current source which is directly controlled by
sun light, diode to represent the PN junction of the solar module, and PV contact/
material resistivity losses are presented using series or series and parallel resistors
as illustrated in Fig. 12.1. The cell terminal current can be defined as a function of
the cell voltage.
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I ¼ Isun � Io eq VþIRs
aKTð Þ � 1

� �
� V þ IRs

Rp
ð12:1Þ

Isun ¼ Isun�ref þ KiDT
� � G

Gstc
ð12:2Þ

Where Isun-ref is Isun at standard testing condition (STC) (T ¼ 25 �C,
G ¼ 1; 000 W=m2Þ
Isun Current due to sunlight is proportional to solar irradiation;
Io Diode reverse saturation current;
Rp Parallel resistance represents material losses;
Rs Series resistance represents contacts losses;
V Cell terminal voltage;
q Electron charge (1.6 9 10-19 C);
k Boltzmann’s constant (1.38 9 10-23 J/K);
a Ideality factor;
G Irradiance level;
Gstc Irradiance level at STC;
T Temperature in Kelvin;
Ki Short circuit current coefficient;

12.2.2 PV Characteristics

The PV module consists of 35 series cells with ideal shunt resistor of infinity for
simplicity. Matlab simulation in Figs. 12.2 and 12.3 show the power–voltage and
current–voltage curves of photovoltaic KC85T module. The parameters are:
module current at MPP Imp = 5.02 A, module voltage at MPP Vmp = 17.4 V,
short-circuit current Isc = 5.34 A, and open-circuit voltage Voc = 21.7 V at stan-
dard testing condition STC. The PV module parameters are listed in Table 12.1.

It is clear that the PV module inherits nonlinear characteristics at its MPP. MPP
locus changes upon changes in illumination and temperature. To optimize energy
transfer from the solar module to the load, in other words, to obtain maximum
efficiency, the system should be forced to work at its MPP. This could be adjusted
using power electronics converters [8]. Some important points, extracted from

Fig. 12.1 Equivalent circuit
diagram of the solar cell
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Figs. 12.2 and 12.3 are listed in Tables 12.2 and 12.3 to mark the electrical per-
formance of KC85T at different temperatures and irradiance values.

12.3 MPPT System: DC–DC Boost Converter

SC is mainly an analytical design that uses macro variables called attractors, and
the nonlinear variable structure of DC/DC converters. Figure 12.4 shows the DC–
DC boost converter as an example of MPPT system control structure. Boost
converter is a variable structure system that could be illustrated in two sets of
equations depending on the position of the switch as per the time average model of
the DC–DC boost converter as follows [15, 16]:

Fig. 12.2 KC85T module
a I–V b P–V curves at
different temperatures
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_iL ¼
V

L
� VO

L
1� Dð Þ; _VO ¼

iL

C
1� Dð Þ þ VO

RC
ð12:3Þ

Where x the system is state vector of size n = 2, and D is the manipulated
control input of size m = 1, and t is time.

Fig. 12.3 KC85T module
a I–V b P–V curves at
different irradiance values at
25 �C

Table 12.1 Photovoltaic (PV) parameters

Parameter Value Parameter Value

Isc-ref 5.34 A Ki 2.12e-3

Voc 21.7 V Ns 36
Impp 5.02 V K 1.3806503e-23 J/K
Vmpp 17.4 V Q 1.60217646e-19 C
Kv -8.21e-2 a 1.1
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12.4 Synergetic Control SC for MPPT

This section introduces the design of synergetic controller for MPPT. A block
diagram of the system includes a solar module, DC–DC boost converter assuming
a lossless DC–DC converter, control system, and pulse width modulation is
depicted in Fig. 12.5.

The main steps of SC are as follows [15–19]:
Define an attractor r(x) or more as a function of state variables and the con-

troller objective is to force the system to work on the surface r ¼ 0.
Dynamical system evolution with attractors at r = 0 to be created as follows:

s _rþ r ¼ 0; s[ 0 ð12:4Þ

Where s is a vector of size m that controls the convergence speed to the desired
surface r. The order of the system on the specified manifold is n-m. Let us
introduce the following macro variable (surface).

r ¼ oP

oIL
¼ oðILVÞ

IL
¼ IL

oV

oIL
þ V ð12:5Þ

Table 12.2 Electrical performance of KC85T at G = 1,000 W/m2 obtained from Fig. 12.2

Temperature 0 �C 25�C 50�C 75�C

Pmpp 97.986 W 87.31 W 76.68 W 65.964 W
Impp 5.045 A 5.04 A 5.002 A 4.995 A
Vmpp 19.4 V 17.3 V 15.3 V 13.2 V

Table 12.3 Electrical performance Of KC85T at T = 25 �C obtained from Fig. 12.3

Irradiance 1; 000 W /m2 800 W/m2 600 W/m2 400 W/m2 200 W/m2

Pmpp 87.31 W 70.4 W 53.03 W 35.29 W 17.34 W
Impp 5.04 A 4.05 A 4.02 A 2.028 A 1.05 A
Vmpp 17.3 V 17.4 V 17.5 V 17.41 V 17.1 V

Fig. 12.4 Boost converter
illustrative diagram
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This surface has been chosen to track the MPP of the PV module based on
sliding mode control [6]. Where P is the PV power, IL is the inductor current state
1, and V is the PV voltage state 2. The selected system states are continuous,
physical, and measurable to meet stability conditions. Considering the chain rule
of differentiation.

_r ¼ dr
dx

_x ð12:6Þ

In boost converter, there are two states x1; and x2; inductor current IL and output
voltage VO. Thus

_r ¼ dr
dx

_x ¼ dr
dx1

_x1 þ
dr
dx2

_x2 ð12:7Þ

As r is a function of x1 only, that is, the inductor current IL, in this case, then
Eq. (12.7) becomes

_r ¼ dr
dx1

_x1 ð12:8Þ

Substitute from Eqs. (12.3), (12.4) and (12.5) in (12.8)

_r ¼ IL
o2V

oI2
L

þ 2
oV

oIL

� �
1
L

V�VO

L
1� Dð Þ

� �
ð12:9Þ

From Eq. (12.4)

_r ¼ �s�1r ð12:10Þ

Substitute for _r; r from Eqs. (12.9) and (12.5) respectively in (12.10) and solve
for D gives:

Fig. 12.5 MPPT system
using SC block diagram
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DSCT ¼ 1� V

VO
�

ðIL
oV
oIL
þ VÞ

sð2 oV
oIL
þ IL

o2V
oI2

L
Þ VO

L

ð12:11Þ

Where oV
oIL

and o2V
oI2

L
can be derived from Eq. (12.1) assuming that RP has an ideal

value of infinity for simplicity as follows.

I ¼ Isun � I0 e
q VþIRSð Þ

aKT � 1

� 	
ð12:12Þ

V ¼ avtlogðIsun � IPV þ I0

I0
Þ � IRS ð12:13Þ

Where vt ¼ KT
q

oV

oIL
¼ �avt

I0

Isun � IPV þ I0
� RS ð12:14Þ

o2V

oI2
L

¼ �avt
I0

ðIsun � IPV þ I0Þ2
ð12:15Þ

The control law derived in Eq. (12.11) according to Eq. (12.4) moves the
system representing point RP to the surface r = 0, then along this surface to the
origin steady state point.

12.5 Design and Simulation of Synergetic Control

To investigate and verify the proposed synergetic control performance in Sect. 4
and compare it to sliding mode control, a simulation using Matlab/Simulink is
conducted for different environmental conditions as well as standard testing
conditions. A case of step load variation is also studied. The complete system in
Matlab/Simulink is illustrated in Fig. 12.6.

12.5.1 Synergetic Control Algorithm in Simulink

Figure 12.7 shows the Simulink implementation of synergetic control designed to
track the MPP using Eq. (12.11). A weighted integrator is added to eliminate
errors. Simulation time is 20 ms. The model gets samples of solar cell current,
voltage and load voltage according to the sampling rate then goes through the SCT
algorithm designed based on the derived terms of Eq. (12.11). Finally all terms are
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added and the output is limited to the range of 0–1. The manipulated output is then
fed to next stage PWM generator to derive the boost converter main gate switch.
SCT adjusts PV operating point to the MPP as expected.

12.5.2 Sliding Mode Control Algorithm in Simulink

Figure 12.8 shows the Simulink implementation of the well-known sliding mode
control used to track the MPP using manipulated input [6]. Consider the system
defined as a set of nonlinear differential equations.

_x ¼ f x;D; tð Þ ¼ f xð Þ þ g xð Þ:D ð12:16Þ

Where x is the state vector, D ¼ Deq þ Dn is the manipulated control input
which consists of two decoupled terms, one is the equivalent control input Deq, the
other one is the discontinuous control input Dn and t is time. To compute the
equivalent input at _r ¼ 0

_r ¼ dr
dx

_x ¼ f xð Þ þ g xð Þ � Deq ¼ 0 ð12:17Þ

Deq ¼ �
dr
dx


 �T
f ðxÞ

dr
dx


 �T
gðxÞ

¼ 1� V

VO
ð12:18Þ

The nonlinear component is giving by

Fig. 12.6 MPPT system’s simulink model including boost converter
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Dn ¼ kr ð12:19Þ

The manipulated input is

DSMC ¼ 1� V

VO
� k IL

oV

oIL
þ V

� 	
ð12:20Þ

Fig. 12.7 Simulink implementation of SCT

Fig. 12.8 Simulink implementation of SMC
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Figures 12.7 and 12.8 show that SCT has more computation compared to SMC,
however, SCT outperforms SMC in terms of chattering elimination as simulation
results prove in Sect. 12.6. Also, it has controlled convergence rate to the surface.
Moreover, SMC uses higher sampling rate compared to SCT to be able to track its
evolution.

12.6 Simulation Results

12.6.1 Response to Standard Testing Conditions STC

In this case, the synergetic control Technique SCT performance has been illus-
trated in Fig. 12.9. Besides, the famous sliding mode control SMC is depicted in

Fig. 12.9 a Simulation using
SCT at STC T ¼ 25 �C;ð
G ¼ 1; 000 W=m2Þ. b Duty
cycle
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Fig. 12.10. As seen in the figures, both techniques were able to track the maximum
power point MPP 87.31 W at STC (T ¼ 25 �C, G ¼ 1; 000 W=m2Þ with R-load,
50 ohm. However, the manipulated input, duty cycle D, in Figs. 12.9b and 12.10b
are showing that the chattering effect on SMC is eliminated using SCT conse-
quently, no filtering required on further stages. The output power in SMC reaches
steady state faster at 0.4 ms compared to 1.2 ms due to more calculations in SCT.

12.6.2 Response to Irradiance Step Change 600–1,000 W=m2

Figure 12.11 illustrates the photovoltaic power tracking with irradiance step of
600–1,000 W/m2. PV temperature and load remains the same during the

Fig. 12.10 a Simulation
using SMC at STC. b Duty
cycle
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simulation time. Comparing the values in Table 12.2 with Fig. 12.11, it is obvious
that SC is able to track the maximum power at both 600 and 1,000 W/m2 irra-
diance respectively. So it is clear that SCT is robust to abrupt change of
illumination.

12.6.3 Response to Temperature Step Change
323.15–298.15 �F

Figure 12.12 shows the PV system tracking performance with temperature step
change 323.15–298.15 �F. Load and irradiance levels are the same during the
simulation time. Looking at Fig. 12.12 and the result in Table 12.3, synergetic

Fig. 12.11 a Simulation
using SCT with step
irradiance changes. b Duty
cycle
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control approach is capable of tracking the MPP when temperature changes
abruptly.

12.6.4 Response to Load Step Change 50–10 Ohm

Figures 12.13 and 12.14 simulate the PV system tracking performance with a load
step change 50–10 ohm under the same irradiance and temperature. For all the
results, both sliding mode control and synergetic control are able to track the MPP
and stabilize the output power under load change. However, synergetic control
advantage over sliding mode control is removing chattering problem in the
manipulated input (duty cycle), and output signals too.

Fig. 12.12 a Simulation
using SCT with step
temperature changes. b Duty
cycle
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Fig. 12.13 a Simulation
using SMC with step load
changes. b Duty cycle
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12.7 Conclusion

In this paper, synergetic control is proposed as a nonlinear control technique to
track photovoltaic systems MPP. MPPT model including photovoltaic module,
boost converter, SCT and PWM is designed and tested with different environ-
mental changes. It is proved using simulation Matlab/Simulink that synergetic
control eliminates chattering effect compared to sliding mode control. It has
controllable switching frequency towards the surface which makes it more suitable
for digital implementation as less sampling rate is required. SC is continuous, and
needs less filtering. However, SC requires more calculations compared to SMC
and depends on system parameter as illustrated in as explained earlier therefore it
is more sensitive to model parameters variations, large disturbances, and
uncertainties.

Fig. 12.14 a Simulation
using SCT with step load
changes. b Duty cycle
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Chapter 13
Reconfiguration Solution for Shaded PV
Panels Using Fuzzy Logic

A. Tabanjat, M. Becherif and D. Hissel

Abstract This paper applies a new dynamical electrical array reconfiguration
strategy on the photovoltaic (PV) panels arrangement based on the connection of
all PV panels on two parallel groups to reach the 24 V requested by the considered
load and providing a maximum output current by connecting in serial the two
groups. If one of the PV panels or more is shaded, the connection of the other in
the same group will be automatically modified to maintain the requested 24 V for
each PV panel row. This dynamical reconfiguration allows also reducing the lost
power, due to the shaded panel, by recovering this power from the reconfiguration
of the other panels. As a result, a real time adaptation of switch matrix allows a
self-ability to maintain a constant voltage at 24 V and minimum number of PV
panels is switched off by isolating the effect of shaded panels. In addition, the
proposed solution can also be applied for the dirty panel and identify the shaded,
dusty and faulty panel.

Keywords Photovoltaic panels � Fuzzy logic estimator � Switches � Shading

13.1 Introduction

The pollution caused by fossil energy gives the priority to the use of renewable
energies in different regions all over the world. Solar energy is the most important
energy, it is the most well distributed, is renewable and has no hazard for atmo-
sphere. However, PV panel has a problem when it is shaded by clouds or other
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obstacles [1, 2]. Shading PV panels cause voltage drop at its terminals and con-
sequently reduce extracted power. In addition, the shaded or dirty PV panels affect
the unshaded or the clean ones. This is also true when Maximum Power Point
Tracking algorithm (MPPT) is used for groups of PV panels [3–8]. It is proven that
shading or dust cause the same effect on the considered PV panel. To be concise,
only the shading effect is mentioned above in the article but the result is valid for
both without a lost in generality.

PV panels have different operating points, those points depend mainly on the
light density coming from the sun. Hence, strategies for selecting the best oper-
ating point, which has a maximum power at each moment, are requested. MPPT is
largely proposed as a solution, it can overcome the problem of shading all PV
panels [9, 10], but when shading is partial because of clouds or other obstacles,
there will be a new problem. In this case, the maximum power points are different
for the different PV Panels group (connected to one MPPT controller). Therefore
multi-MPPT can be proposed. Nevertheless, in this case, all PV panels have a
MPPT controller which is far from being optimal. Many solutions were proposed
to overcome this problem, one of them is multi-tracker inverters and other one is a
tracker per module [11, 12]. These two last solutions have a problem of cost. In
addition, the solution is insufficient to extract maximum of power. For these
reasons a new solution, presented in this article, can switch off shaded PV panel to
avoid the decreasing in the overall power by reconfiguring all PV panels’ con-
nection to match the (considered) requested 24 V at load terminals and minimizing
the power losses.

Two important phenomena affect a PV module when it is shaded:
The first is hot spot: PV modules are equipped with bypass diodes [13, 14]. The

role of bypass diodes is twofold:

• protect the cells against the phenomenon of hot spot;
• Improve the performance of modules subject to shading.

The second phenomenon is returning current: occurs when two different
modules (or chains of different modules) are connected in parallel [15]. Two
significant effects can occur:

• Power losses;
• Damage to the module.

To avoid this phenomenon, each PV panel is provided with a diode connected
in series as shown in Figs. 13.8, 13.9 and 13.10.

After this brief introduction, this paper is organized as follows: in the
Sect. 13.2, all PV panel characteristics of the considered PWX500 module will be
studied and the effect of shading will be experimentally shown. In Sect. 13.3, the
two last solutions (multi-tracker inverters and a tracker per module) for shaded PV
panels are shown and discussed. A new cost effective solution is proposed con-
sidering online operation, easy implementation and efficiency. This solution is
applied on a group of PV panels and experimental results are given. Finally,
Sect. 13.4 concludes this work.
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13.2 The PV Panel Model and Practical Study
of the Shading-Effect

The studied PV module is a so-called ‘‘PWX500’’ double glass. With its two glass
plates, the PWX500 module provides higher mechanical strength and greater
electrical protection. Those panels are particularly suitable for applications in
marine and tropical environment or isolated areas.

Experimental characterization of the module is done using the I–V curve
(Fig. 13.1). Fittype, Cfit and fit tools from Matlab-Simulink are used. As a result of
the simulation and experimental tests, the I–V and P–V curves are obtained allowing
the characterization of panels. Figure 13.1 shows the simulated polarization curve
and the experimental points that were used to identify the parameters. The statistical
values for evaluating the relevance of adjustment are provided with the tool ‘‘fit’’ of
Matlab. Closer the sum of squared errors (SSE) to 0, the better the fit is. The coef-
ficient of determination (Rsquare) indicates a better fit when it is close to 1. Similarly
to Rsquare, the adjusted degree of freedom (Adjrsquare) data (number of measure-
ments) describes a good fit when it is close to 1. The obtained difference between
experiments and simulation results is here enough satisfying according to the metrics
of precision (here SSE = 0.0488, Rsquare = 0.9721 and Adjrsquare = 0.9696).

The effect of temperature and irradiance are studied using the test bench
composed of: six projectors of 500 W each (1), luxmeter (2), rheostat (3), watt
meter (4), PWX500 PV panel of 45 Wp (5) and a thermometer (6). Test stand is
presented in the following figure (Fig. 13.2).

Tests were divided into two steps: in the first step, the projector irradiance was
fixed to 368 W/m2, and temperature increased from 40 to 75 �C. In the second
step, temperature was fixed between 20 and 30 �C, and irradiance was changed
between 43 and 404 W/m2. Practical results are shown in Fig. 13.3.

Electrical PV module characteristics present substantial variations in case of
partial shading, resulting in important reductions of the output power [16, 17]. In
this study shading of one cell, two cells and nine cells are applied and the results
obtained are shown in Fig. 13.4.

It is clear from Fig. 13.4 that because of shading (or dust) the point of maximal
power is very far from the one obtained without shading. So a solution has to be
searched when many PV panels are used. Using MPPT for group of PV panels which
have different shading percentage shows the problem of extracting the maximum
power regarding to each PV panel [11, 12, 18–23]. A new serial/parallel topology
reconfiguration is presented in this paper which is suitable for the connection of a
large number of PV without a change in the overall topology. As a result, new PV
modules can be easily connected to this generator in a kind of plug and play process.

2 cells/ P: two cells are shaded from two different lines (parallel);
2 cells/ S: two cells are shaded from the same line (serial);
9 cells/ P: nine cells are shaded from two different lines (parallel) see Fig. 13.5;
9 cells/ S: nine cells are shaded from the same line (serial) see Fig. 13.5.
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The power losses and shaded PV panel percentage is shown in Table 13.1. The
power loss as function of shading PV panel is presented in Fig. 13.6.

Fuzzy Logic (FL) estimator is used to predict the percentage of shading and to
identify and warn about the shaded dirty or faulty panel. FL provides a solution to
obtain the shading or dust percentage for any unknown data of power losses.
Therefore, this technique allows taking a decision if the PV panel is shaded or not
depending on the suggested shading percentage threshold (Fig. 13.6). If one PV
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Fig. 13.2 Experimental stand of PWX500 PV panel
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panel is considered (Fig. 13.7), its input is power losses, which is received by PV
panel current and voltage captures, the outputs are shading or dirty percentage
estimated by FL and the second one is the situation of PV panel (on or off), see
Fig. 13.7. According to this result, the incriminate panel is either disconnected or
no (regarding the percentage of the lost power), the human operator is warned to
clean the panel or to check if there is a shadow on the identified panel.
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In this case, if PV panel is shaded, its output will be zero, but if it is not shaded,
its output will be one (Fig. 13.7).

The rule base allows the representation of the relation between input and
outputs has the structure as below:

Table 13.1 Power losses in
function of shading
percentage

Shading % Pmax (W) Power losses %

0 12.89 0
2.78 4 68.97
5.56 3.53 72.61
15.28 2.05 84.1
19.168 1.46 88.69
25 0.57 95.58
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Fig. 13.7 FL estimator suggested for one shaded PV panel
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If power losses are (power losses percentage condition is verified) then a per-
centage of shading or dust is calculated in this case and the suitable situation of PV
panel (on or off) is decided for this shading/dust percentage.

If four PV panels are used, as show below in practical work (Fig. 13.10), in this
case FL estimator has four inputs representing the percentage of voltage drop
(instead of power), as well as FL estimator has ten outputs representing the situ-
ation of ten switches to apply the decision of switching on or off the four PV
panels depending on their shading/dust situation estimated by FL.

Another solution for estimating power losses in case of shading PV panel is to
use the fitting tool in Matlab. In this case, the suitable solution has been obtained
using the following function (Fig. 13.6):

Y ¼ P1 � X3þ P2 � X2þ P3 � X þ P4 ð13:1Þ

Coefficients: P1 = -8.8833e-05, P2 = 0.022958, P3 = -1.1212,
P4 = 0.00010261, norm of residuals = 0.08514 (those parameters are obtained
experimentally using Fig. 13.6)

Where: Y represents the shading/dust percentage and X represents the power
losses percentage.

13.3 Anti-Shading or Dust Solution

13.3.1 Multi-tracker Inverter

Now consider two PV strings connected in parallel to an inverter. For example,
suppose that each of the strings provides 740 W (maximum power). When, strings
are not subject to shading, their current–voltage characteristics are combined (they
have a total I–V characteristics which has the same voltage as one string and the
current equals the sum of the two string currents). The inverter MPPT algorithm
will search for the maximum power point of the set consisting of the two strings in
parallel [11, 12]. In this example, of the reference [12], the maximum power point
is 1,480 W; both strings operate at their maximum power (740 W). Assuming now
that the two strings are shaded, the MPPT of the inverter will always lock on the
maximum power point of the set consisting of two strings in parallel i.e. 1,210 W
(this value is found in reference [12] depending on an experimental test). It can be
seen that this solution doesn’t fully exploit the two strings. Indeed, the Voltage of
MPP (U-MPP) of the assembly consisting of two strings does not correspond to the
voltage U-MPP1 of the chain 1, or the voltage U-MPP2 of the chain 2. The two
strings do not deliver 100 % of their power. This is because the MPPT of the
inverter will hold the MPP of the set consisting of the two strings. As a conse-
quence, the shading affect in one module or a group of modules will considerably
effect the overall production. This problem can be solved with a multi-tracker
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inverter. The presence of a multi-tracker inverter is therefore justified when several
parts of a PV array does not have the same electrical properties. For example,
when a part of the field is likely to be subjected to shading, it is connected to a
MPPT of a dedicated inverter. Similarly, when two parts of a field does not have
the same orientations and inclinations (for example double bridge east–west), each
part can be connected to a singular MPPT. Of course, the multi-tracker is a
technical solution that increases the overall cost of the installation.

13.3.2 A Tracker per Module

It is now clear that when there are power disparities (especially because of the
shade or dust), the ideal solution would be to have a MPPT for each module [11,
12]. Thus, the available power of each module would be obtained. Some manu-
facturers offer this option in their pack.

13.3.3 New Switches Combination as a Solution of Shaded
or Dirty PV Panels

Because of the high cost of MPPT dedicated to each module (which is about 100 $
per one of Sian Sonic corporation), and the insufficient multi-tracker solution, a
new switches combination using FL estimator is proposed in this paper (Fig. 13.8).
In this solution, the following devices are used:

1. 4 PV Panels with max power 5 W for each and nominal voltage of 12 V;
2. dSPACE control hardware;
3. 10 switches;
4. 10 relays;
5. 4 amperemeters for measuring the current flow drawn from each PV panel,

current sensors are not requested for the final solution in a laboratory;
6. DC source feeding power to the relays (relays can also be fed directly by PV)
7. Cables;
8. Lamp;
9. PC;

10. Rheostat as a load;
11. Diodes.

In this work, a 24 V output is requested as a constraint. Moreover, minimum
power loss is requested and obtained by minimizing the power loss on the shaded
PV panels. All these are done with a minimum cost by avoiding increasing the
MPPT controller number. The proposed solution is shown in Fig. 13.9.
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To meet the 24 V requirement, panels are divided into two strings (PV1 and
PV2 are the first string, PV3 and PV4 are the other string) connected in serial
electrical arrangement, in this situation each string contains two PV panels and its
output is 12 V. In another case, if it is required to consider more than four PV
panels, other PV panels can be connected in parallel on each existing PV. As a
result, 24 V is still obtained at the load terminals. Hence, a connection bus can be
realized on each of the four existing PV modules. The four main PV modules will
allow the serial/parallel reconfiguration of their buses.

The ten controlled switches are used as follows:

• Each PV module has its own switch allowing its disconnection when shaded or
even when a fault is detected. Then, four switches are used for the four PV
modules.

• Six switches are needed to perform the reconfiguration in serial/parallel
arrangement of the four PV modules (and consequently for the four buses).

Consequently, for the connection of n PV modules, the number of requested
switches would be 6 + n.

As shown in Fig. 13.4, the shading effect affects the current and the voltage at
the output of the PV module. In order to avoid the need of additional sensors in our
solution, the shading effect is detected based on the voltage drop at the output of

a

bc

d

f 

g

h
i

Fig. 13.8 Experimental bench of the new switches reconfiguration

Fig. 13.9 Fuzzy logic and
dSPACE control of the
proposed system
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each PV module. Consequently, no sensor is used for this except the direct con-
nection of the output voltage of each module as an input of the dSPACE card.

In this work, two types of Switches are used, normally opened as TSP12 and
TSP34 and normally closed as all others switches. Red color (bold line) in
Fig. 13.11 represents electrical current flow in PV circuit.

13.3.4 Control of Switches

Fuzzy Control (FL) is used to perform this task. This type of control approaches
the human reasoning and makes use of the tolerance, uncertainty, imprecision and
fuzziness in the decision-making process. It manages to offer a satisfactory per-
formance without the need for a detailed mathematical model of the system, just
by incorporating the experts’ knowledge into fuzzy rules.

Fig. 13.10 FL estimator inputs and outputs. a Sugeno FIS for requested estimation. b FIS
variables of inputs and outputs

170 A. Tabanjat et al.



In addition, it has inherent abilities to deal with imprecise or noisy data; thus, it
is able to extend its control capability even to those operating conditions where
linear control techniques fail (i.e., large parameter variations).

This system has four main parts. First, using input membership functions,
inputs are fuzzified, then based on inference rules, outputs are produced and finally
the fuzzy outputs are defuzzified and applied to the main control system.

FL estimator is proposed for deciding, based on the output voltage drop on each
module, if the shaded effect is detrimental on the global PV production; in this
case, the shaded PV module is disconnected. If more than one PV modules are
shaded, they are disconnected and if needed the serial/parallel topology is rec-
onfigured in order to ensure the 24 V at the terminal. Inputs of this FL are PV
panels’ voltages, and the outputs are the switches control in Boolean values
(Fig. 13.9).

The PV module voltage drop making decision of its disconnection can be
chosen by an expert or automatically set by FL on the basis of the overall power
production losses. If the shaded PV module becomes unshaded, its nominal
voltage is reached and measured and a decision of its reconnection is automatically
done (Fig. 13.10). A hysteresis with a defined bandwidth is used on the PV module
voltage in order to avoid an excessive connection/disconnection around a critical
voltage.

In the chosen scenario, one or a maximum of two PV modules are shaded.
Indeed, if three PV modules are shaded over fourth, the requested 24 V cannot be
produced and the PV modules are automatically disconnected from the load in
order to secure the overall installation and the PV module health.

FL rules for inputs and outputs are explained in Tables 13.2 and 13.3. If PV
panels are in normal mode, there is no action and this situation is presented by
(9.5 V) in the table. Inversely, if the PV panels are turned off, (8.5 V) is affected as
a state of the selected PV module (Fig. 13.10).

In normal mode (rule 16 in Tables 13.2 and 13.3) corresponds to the absence of
shading on any PV panels. All PV panels are working and their voltage is more
than (9.5 V) (Table 13.2) and all switches are in normal position (open or closed
by fault), so TSP12 and TSP34 are normally opened and all others switches are
normally closed. Therefore, the connection will be parallel for the first group
consisting of PV1 and PV2, and the same for the second group consisting of PV3
and PV4 (Fig. 13.11). The total power obtained is about 16 W, and the voltage at
each PV panel output is about 12 V.

Let us take rule 11 as an example of shaded PV panels: PV1 and PV2 are
shaded (Table 13.2). As these two PV panels are from the same string and the two
others (3 and 4) are not shaded, PV3 and PV4 are reconfigured in serial in order to
obtain the 24 V at load terminals. In this case, PV1 and PV2 are disconnected by
opening switches T1+ and T2- and the switch TSP12 (for serial/parallel between
PV1 and 2) is closed allowing bypassing the shaded PV (Fig. 13.12).

In normal mode, each PV panel provides about 4 W (Fig. 13.11). In the case of
a fault at any PV panel, the lost power is recovered (or its effect is minimized)
from the other panels thanks to the automatic reconfiguration of the connection

13 Reconfiguration Solution for Shaded PV Panels Using Fuzzy Logic 171



topology. In a classical and fixed series/parallel connection, the PVs in series are
forced to produce the same current. Consequently, if one panel in series is shaded
or faulty, the output current of the all PV in series is fixed by the lowest produced
current and this affect directly the overall produced power.

Table 13.2 FL estimator inputs

Rule Inputs

PV1 PV2 PV3 PV4

1 8.5 8.5 8.5 8.5
2 9.5 8.5 8.5 8.5
3 8.5 9.5 8.5 8.5
4 8.5 8.5 9.5 8.5
5 8.5 8.5 8.5 9.5
6 9.5 9.5 8.5 8.5
7 9.5 8.5 9.5 8.5
8 9.5 8.5 8.5 9.5
9 8.5 9.5 9.5 8.5
10 8.5 9.5 8.5 9.5
11 8.5 8.5 9.5 9.5
12 9.5 9.5 9.5 8.5
13 9.5 9.5 8.5 9.5
14 9.5 8.5 9.5 9.5
15 8.5 9.5 9.5 9.5
16 9.5 9.5 9.5 9.5

Table 13.3 FL estimator outputs

Rule Outputs

T1+ T2+ T2- T3+ T4+ T4- TSP12 TSP34 TB1 TB2

1 1 1 1 1 1 1 1 1 1 1
2 0 1 1 1 0 1 1 1 1 0
3 1 1 0 1 0 1 1 1 1 0
4 1 0 1 0 1 1 1 1 0 1
5 1 0 1 1 1 0 1 1 0 1
6 0 1 0 1 0 1 1 1 1 0
7 0 0 1 0 0 1 0 0 0 0
8 0 0 1 1 0 0 0 0 0 0
9 1 0 0 0 0 1 0 0 0 0
10 1 0 0 1 0 0 0 0 0 0
11 1 0 1 0 1 0 1 1 0 1
12 0 0 0 0 0 1 0 0 0 0
13 0 0 0 1 0 0 0 0 0 0
14 0 0 1 0 0 0 0 0 0 0
15 1 0 0 0 0 0 0 0 0 0
16 0 0 0 0 0 0 0 0 0 0
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Fig. 13.11 U, I, P results and
current flow in normal mode
of the four PV panels without
shading

Fig. 13.12 U, I, P results,
current flow and four PV
panels connectivity in case of
two shaded PV panels (PV1
and PV2)
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The other possibilities of shaded PV are:

• One shaded PV panel;
• Two shaded PV panel from the same string;
• Two shaded PV panel from different strings;
• Three or four shaded PV panels. In this case, the requested 24 V cannot be

obtained, and then all PV are disconnected.

All the possibilities of having one, two or no shaded PV are listed in Table 13.4
and are experimentally tested.

In general case, when multi PV panels exist, any PV panel shaded will be
switched off by its own dedicated switch. If the lack of power is no more possible
to be recovered by the other PV panels, in this situation the most shaded PV string
will be switched off as explained before. Their connection is shown in Fig. 13.13.
The number of switched requested for this configuration (24 V DC bus) is n + 6,
where n is the number of PV panels.

Table 13.4 All possibilities of PV panel shading

Shaded PV panel type Electrical current flow path

Four PV panels in normal work
conditions: PV1 = 4.1 W,
PV2 = 4.2 W, PV3 = 4.15 W and
PV4 = 3.94 W and PVtot = 16.4 W

One PV panel shaded: PV1 = 0 W,
PV2 = 8.13 W, PV3 = 3.91 W and
PV4 = 3.97 W and PVtot = 16.03 W

Two PV panels from the same string are
shaded: PV1 = 0 W, PV2 = 0 W,
PV3 = 7.84 W and PV4 = 8.12 W
and PVtot = 15.96 W

Two PV panels from different strings are
shaded: PV1 = 0 W, PV2 = 8.03 W,
PV3 = 0 W and PV4 = 8.01 W and
PVtot = 16.05 W
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13.4 Conclusion

In this paper the effect of shading, dust or faulty is studied and two existing
solutions are discussed (Multi tracker and tracker per module). A new method, to
avoid the disadvantages of high cost of the two mentioned methods, is proposed.
This method, of low cost, does not request any increasing in MPPT controller
number or additional sensors. Indeed, it is sufficient to use controlled switches and
diodes. Fuzzy Logic estimator is used to identify the shaded, dirty or faulty panel,
to estimate the percentage of shading or dust and to decide of the connection/
disconnection and reconfiguration of serial/parallel coupling. This new online
reconfiguration has the possibility to be expanded to more than four PV panels.

Fig. 13.13 General connection of PV panels with the new proposed online connection
reconfiguration
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The developed fuzzy logic estimator with the online dynamical reconfiguration
solution allows to detect and identify the shaded, dusty or faulty panel and to
minimize the power losses by the reconfiguration of the coupling of the whole
panel group. Experimental setup is built by authors and successfully validates the
proposed solution.
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Chapter 14
High Voltage Gain DC–DC Converter
with Low Input Current Ripple for Fuel
Cell Source

Mustafa A. Al-Saffar

Abstract A new single-switch non-isolated dc–dc converter with high-voltage
gain and reduced semiconductor voltage stress is proposed in this paper. The
proposed topology is derived from the conventional boost converter integrated
with self-lift Sepic converter for providing high voltage gain without extreme
switch duty-cycle. The reduced voltage stress across the power devices enables the
use of a lower voltage and RDS-ON MOSFET switch, and Schottky rectifiers for
alleviating the diode’s reverse-recovery current problem, leading to a further
reduction in the switching and conduction losses. Furthermore, the ‘‘near-zero’’
ripple current can be achieved at the input side of the converter which will help
improve the fuel cell stack life cycle. The principle of operation and theoretical
analysis are performed. Simulation and experimental results of a 100 W/240 Vdc

output with 24 Vdc input voltage are provided to evaluate the performance of the
proposed scheme.

Keywords Boost converter � SEPIC converter � Coupled inductors

14.1 Introduction

Energy shortage and environmental pollution issues have accelerated the use of
clean energy resources such as wind, fuel cell stacks and photovoltaic (PV) power
systems [1, 2]. However, these renewable energy sources or systems have rela-
tively low voltage output characteristics and demand high step-up voltage gain and
high efficiency DC–DC converters, for any potential practical application.
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Practically, the conventional boost converter cannot provide a voltage gain
greater than six times its applied voltage due to parasitic components [3]. More-
over, operating the conventional boost converter with extreme duty-cycle degrades
the overall conversion efficiency, which will also increase the electromagnetic
interference (EMI) levels. Also, the conventional boost converter requires a high
current and voltage rated MOSFET; hence, it will require a MOSFET with a
higher RDS-ON, which leads to high conduction and switching losses [4]. Fur-
thermore, the conventional boost converter requires a bulky input filter to reduce
the large input current ripple. The large input current ripple component may
shorten the lifetime of the sources as well as decrease the performance of the
overall system [5].

Considerable research efforts have been directed towards the development of
efficient high step-up converters. Interleaving two boost converters can signifi-
cantly minimize the input current ripple and double the transferable power [6, 7].
However; besides the complex control, the voltage stress across the semiconductor
devices is similar to the conventional boost converter. Therefore, the conversion
efficiency is limited in high-output voltage applications. Cascading two boost
converters can increase the voltage gain at the expense of increasing cost and
complex control circuitry [8]. Also, cascading boost converters is not suitable for
high output voltage applications due to the high reverse recovery energy losses in
the output diode. The problem of the complex control in the cascade boost con-
verter can be alleviated by integrating the two switches into one switch [9–11]. An
integrated cascade boost converter (also known as quadratic converter) with zero-
current and zero-voltage switching (ZC–ZVS) performance is introduced in [12].
However, the switch voltage stress in the quadratic converter is equal to the output
voltage. Thus, no advantage over the conventional boost converter is achieved.
Also, the switch is subjected to high current stress which increases the conduction
losses and degrades the overall conversion efficiency.

The voltage conversion ratio for the converters in [13–15] is quite high and is
twice as large as the step-up ratio of the conventional boost converter. This is a
very desirable feature for low-voltage energy sources such as fuel cells (FC) or
photovoltaic cells. However, for FC-based power systems, it expected from the
dc–dc converter to have a low input current ripple as a high current ripple may
reduce the lifetime of the FC. Therefore, these converters require a large input
inductor value in order to reduce the input current ripple within a certain range.
Consequently, this increases the total converter size, cost, and reduces the overall
power efficiency. Note that the high input inductance requirement can be reduced
by increasing the switching frequency, but this will increase the semiconductor
switching losses.

On the contrary, Fig. 14.1 shows the proposed single-switch non-isolated high
step-up dc–dc converter with an extended step-up voltage capability. The proposed
topology is derived from the conventional boost converter integrated with self-lift
Sepic converter [16] for providing high voltage gain without extreme switch duty-
cycle. The proposed converter utilizes a single non-floating power switch (Q);
hence enabling easy driver circuit.
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The proposed converter structure utilizes two inductors which are often
described as a disadvantage. However, the two inductors can be magnetically
coupled into a single magnetic core and near ‘zero-ripple-current’ can be reached
at the input port of the converter without compromising the performance. In
addition, the voltage stress across the active power switch is reduced which
enables the use of MOSFETs with a lower voltage rating and low RDS-ON. Thus,
the conversion efficiency can be improved due to the reduced conduction and
switching losses. Similarly, the reduced voltage stress across all the diodes in the
circuit allows the use of Schottky rectifiers for alleviating the reverse-recovery
current problem, leading to a further reduction in the switching and conduction
losses.

14.2 Principle of Operation and Analysis

14.2.1 Continuous Conduction Mode (CCM)

Referring to Fig. 14.1, when the converter operates in CCM, the current ripples
through the input inductor L1 can be assumed negligible. In order to simplify the
converter analysis, the following assumptions are made during one switching cycle
(Ts): (1) The input voltage is pure dc, (2) All components are ideal, thus the
efficiency is 100 %, and (3) All capacitors are sized to have a relatively small
voltage ripple at the switching frequency. Under these assumptions, the circuit
operation in one switching cycle can be divided into two stages as shown in
Fig. 14.2a, b, whereas Fig. 14.3 shows its ideal key waveforms.

Stage 1 [t0, t1], Fig. 14.2a: When the power switch Q is turned on, diode D2 is
turned on simultaneously. Diodes D1 and D3 are turned off by the voltage -VC1

and (VC1 - Vo) across them, respectively. In this stage, the currents through the
two inductors increase linearly at a rate proportional to the input voltage Vg.
Capacitor C1 charges capacitor C2 while capacitor C3 is being charged by diode D2

current (iC2 - iL2). Referring to Fig. 14.2a, note that the voltage across the
capacitor C1 is

Fig. 14.1 The proposed high
step-up non-isolated dc–dc
converters
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VC1 ¼ VC2 þ VC3 ð14:1Þ

At the end of this interval, the switch is turned-off initiating the next
subinterval.

Stage 2 [t1, Ts], Fig. 14.2b: At the instant t1, switch Q is turned off, both diodes
D1 and D3 are turned on simultaneously providing a path for the input and output
inductor currents. Diode D2 is reverse biased by the voltage (VC1 - Vo). In this
stage, the inductors currents iL1 and iL2 decrease linearly at a rate proportional to
the voltage (Vg - VC1). Capacitor C1 is being charged by the current
(iC2 + iL1 - iL2) while C2 is being discharged by (iL2 + iC3). During this stage,
the output Capacitor Co and the load RL are being charged by the capacitor C3.

Fig. 14.2 Topological stages
in CCM for the converter of
Fig. 14.1. a Switch ON
topology, b switch OFF
topology

Fig. 14.3 Key waveforms
for the proposed converter of
Fig. 14.1 in CCM
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Referring to Fig. 14.2b, note that the sum of the voltages across the three
capacitors is equal to the output voltage, i.e.

Vo ¼ VC1 þ VC2 þ VC3 ð14:2Þ

The volt–second relationship of inductor L1 and L2 gives the following relation

dVg þ ð1� dÞðVg � VC1Þ ¼ 0 ð14:3Þ

where d is the switch duty-cycle. The input to output voltage transfer ratio of the
proposed converter can be determined from (14.1)–(14.3) as

M ¼ Vo

Vg

¼ 2
1� d

ð14:4Þ

which is twice the conventional boost voltage gain. Table 14.1 shows the com-
ponent normalized peak voltage and rms current stresses for the proposed con-
verter of Fig. 14.1 in CCM. Voltages and currents are normalized with respect to
the output voltage Vo and the average input current IL1, respectively. Note that the
normalized switch voltage stress is half the voltage stress on the conventional
boost converter. It should be mentioned here that inductor L2 is an ‘‘AC inductor’’
that operates with zero average current.

Table 14.1 Component stresses for the converter of Fig. 14.1

Circuit parameter Normalized peak voltage Normalized rms current

Switch Q 1
2

Mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M M�2ð Þ

p
Diode D1 and D3 1

2

1ffiffiffiffiffiffi
2M
p

Diode D2 1
2

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M M�2ð Þ

p
Inductor L1 –

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

12

M�2ð ÞRL

M3L1fs

� �2
s

Inductor L2 – M�2ð ÞRL

2
ffiffi
3
p

M3L2fs

Capacitor C1, C2, and C3 MC1 ¼
1
2

MC2 ¼
M� 2

2M

MC3 ¼
1
M

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 M�2ð Þ

p

Capacitor Co 1 1
M�

ffiffiffiffiffiffiffiffiffi
M�2

2

q
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14.2.2 Boundaries Between CCM and DICM

The DICM for the proposed converter occurs when the current through diodes D1

and D3 drops to zero value before the end of the switch off-time. Therefore, the
DICM operation mode requires that the d + d2 \ 1, where d2 is the duty-ratio of
diode D1 and D3. The condition for DICM operation for the proposed converter is
derived and it is given by,

Ke\Ke�crit ¼
dð1� dÞ2

4
¼ M� 2

M3 ð14:5Þ

where the dimensionless parameter Ke is defined as

Ke ¼
2Le

RLTs

ð14:6Þ

and

1
Le

¼ 1
L1
þ 1

L2
ð14:7Þ

Thus, for values of Ke [ Ke-crit, the converter operates in CCM; otherwise, the
converter operates in DICM. The maximum value of Ke-crit is 1/27 at d = 1/3
where the voltage gain MDICM is equal to 3.

14.3 The Proposed Converter with Coupled Inductors

Referring to Fig. 14.3, the voltage waveforms across the two inductors L1 and L2

are identical. Thus, the two inductors can be magnetically coupled into a single
magnetic core as shown in Fig. 14.4. Accordingly, the converter size, weight, and
cost are reduced. Moreover, by proper selection of the coupling coefficient, ‘near-
zero current ripples’ at the input inductor L1 can be achieved without compro-
mising the performance in CCM as well in DICM. This condition is very desirable,
because the generated EMI noise is minimized, dramatically reducing input fil-
tering requirements. For FC powered systems, the reduced converter input high
frequency current ripple can prevent high frequency interaction inside the FC stack
and may extend the fuel cell lifetime cycle.

Referring to Fig. 14.4, the rate of change of the inductor currents iL1 and iL2

during switch on-time is given by,
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diL1

dt
diL2

dt

" #
¼ 1

L1L2 �M2
12

L2 �M12

�M12 L1

� ffi
Vg

VC3

� ffi
ð14:8Þ

where

M12 ¼ k12
ffiffiffiffiffiffiffiffiffiffi
L1L2
p

ð14:9Þ

is the mutual inductance of the windings. At a steady-state, VC3 = Vg, then from
(14.8) the following conditions must be satisfied for zero ripple in the input
inductor L1

diL1

dt
¼ Vg L2 �M12ð Þ

L1L2 �M2
12

¼ 0 ð14:10Þ

Equation (14.10) implies that the ripple at the input inductor can be steered
toward L2 if the following condition is satisfied:

M12 ¼ L2 ) k12 ¼
ffiffiffiffiffi
L2

L1

r
\1 ð14:11Þ

During switch Q off-time, the conditions for zero ripple in the input inductor is
similar to that of (14.11). It is important to mention here that the voltage gain for
the proposed converter is independent of the magnetic coupling coefficient k12. In
other words, the DC voltage gain in (14.4) is valid whether using two separate
inductors (2 cores) or two coupled inductors (single core).

Fig. 14.4 The proposed
converter with coupled
inductors
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14.4 Design Procedure

A step-by-step design procedure is presented in this section, and an example of
how to determine the component values of the proposed converter of Fig. 14.1 is
given.

14.4.1 Design Guidelines

To illustrate the design procedure, the converter of Fig. 14.1 is designed with the
following specifications:

• Input voltage Vg = 24 V;
• Output voltage Vo = 240 V;
• Output power Pout = 100 W;
• Switching frequency fs = 50 kHz;
• Maximum peak input current ripple DiL1 = 30 % of IL1;
• Output voltage ripple Dvo \ ± 0.05 % of Vo.

From the specifications above, the voltage conversion ratio gain is M = 10.
Assuming the efficiency is 100 %, the values of the circuit components are cal-
culated as follows:

(a) Switch duty cycle d: from (14.4), the required switch duty cycle d is found as

d ¼ M� 2
M

¼ 0:8 ð14:12Þ

(b) To achieve the input current ripple requirement, the input inductance value L1

must be

L1�
V2

gd

2� 15 %� fs � Pin

¼ 307:2 lH ð14:13Þ

(c) The value of the critical conduction parameter Ke-crit can be evaluated from
(14.5), and it is given by
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Ke�crit ¼
M� 2

M3 ¼ 0:008 ð14:14Þ

From (14.6) and (14.14), the minimum value of the equivalent inductance Le

required for CCM operation is

Le�crit ¼
Ke�critRL

2fs

¼ 46:1 lH ð14:15Þ

For CCM operation, the value of Le must be greater than Le-crit. In this example,
we set L1 = L2 = 180 lH. In this case, evaluating (14.7) gives Le = 90 lH which
is about two times greater than Le-crit. Note that, according to the selected value of
L1, the percentage of the peak current ripple in L1 is

%DiL1 ¼
Vgd

2L1fsIL1
� 100 ¼ 25:6 % ð14:16Þ

(d) The required output capacitance Co to maintain a peak-to-peak output voltage
ripple of 0.1 % of Vo can be calculated from

Co [
Vod

RLDvCofs

¼ 27:8 lF ð14:17Þ

14.5 Simulation Verification and Experimental Results

The proposed converter of Fig. 14.1 has been simulated by PSpice circuit simu-
lator to verify the above design parameters as well as to measure its performance
in terms of efficiency. For the simulation, PSpice actual semiconductor models
have been used to simulate the switches; STPS10150CT Schottky rectifier (150 V,
5 A, VF = 0.75 V) for the diodes, and IRF6641PBF (200 V, 4.6 A, RDS-

ON = 51 mX) for the power MOSFET switch Q. The capacitors’ values are set to
47 lF. Furthermore, an equivalent series resistor (ESR) of 20 mX is connected in
series with each capacitor and inductor to model its losses.

Figure 14.5 shows the simulated waveforms for the converter of Fig. 14.1 in
CCM. Figure 14.5a shows that the input current ripple is about 25 % as predicted
by (14.16). Figure 14.5b–d show that the voltage stresses of the power switch Q
and diodes D1 (i.e., VD3 = VD1) and D2 are half of the output voltage Vo. Fig-
ure 14.5b also shows that the switch turn-on current spike is reduced mainly due to
the small peak reverse-recovery currents of D1 and D3. The voltage waveforms of
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Fig. 14.5 Simulated waveforms for the proposed converter of Fig. 14.1 in CCM (uncoupled
inductors case)
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capacitors C1, C2, and C3 are shown in Fig. 14.5e with good agreement with
theoretical predictions shown in Table 14.1. The simulated results correctly
demonstrate the CCM operating mode with a simulated conversion efficiency of
97.5 %.

To demonstrate the effect of coupling the inductors on the input line current, the
circuit of Fig. 14.4 has been simulated with coupled inductors. The circuit
parameters were all the same as those for the uncoupled case except for the value
of L2. The value of the coupling coefficients k12 is set to 0.83. Hence, according to
(14.11), the value of L2 is 125 lH. The simulated inductors current waveforms are
shown in Fig. 14.6, where the high-frequency switching ripples’ magnitude in the
input current iL1 is greatly reduced. Consequently, the generated EMI noise level is
greatly minimized as well as the requirement for the input filtering.

To verify the effectiveness of the proposed topology, a 100 W laboratory
prototype has been built for the proposed converter of Fig. 14.1 to validate the
theoretical prediction as well as the simulation previously described. The circuit
parameters of the experimental setup are the same as those used for simulation.
The key waveforms of the experimental prototype are depicted in Fig. 14.7.

The input and output voltage waveforms at full power are depicted in
Fig. 14.7a, which closely agree with the predicted theoretical voltage gain in
(14.4). The waveforms of the two inductors’ currents are depicted in Fig. 14.7b for
several switching periods which clearly demonstrate the CCM operation. Note
that, as predicted the average current in inductor L2 is zero. Figure 14.7c shows the
switch Q voltage and current waveforms over several switching cycles. It is clear
from Fig. 14.7c that the switch voltage is clamped to about half the output voltage
Vo. Similarly, Fig. 14.7d, e illustrates that the diodes D1 and D2 voltage stresses
are also clamped to half of the output voltage Vo. The voltage waveforms across
capacitors C1, C2, and C3 are shown in Fig. 14.8. These voltages are in a good
agreement with theoretical predictions shown in Table 14.1 and with the simulated
voltages in Fig. 14.5e. The measured power conversion efficiency is about 95.8 %.

It should be mentioned that the experimental results are obtained in the absence
of any snubber circuits and without any special circuit layout. Therefore, it is

Fig. 14.6 Simulated waveforms for the proposed converter of Fig. 14.4 in CCM (coupled
inductors case)
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Fig. 14.7 Measured
waveforms for the proposed
converter of Fig. 14.1
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expected that higher efficiency can be achieved by improving the layout and
utilizing better components.

14.6 Conclusion

In this paper, a new high voltage gain single-switch DC–DC converter is proposed.
The proposed topology is suitable for several applications such as fuel cell, pho-
tovoltaic, and UPS systems, where high voltage gain between the input and output
voltages are demanded. The proposed converter is regulated by the conventional
PWM technique at constant frequency. The proposed converters can achieve a
high step-up conversion ratio without utilizing a line- or high-frequency step-up
transformer and also maintain low voltage stress across all semiconductors. The
reduced voltage stress across the controlled switch allows utilization of MOSFET
with reduced on-resistance. Features of the proposed converters and their operating
principles have been discussed in this paper. The simulation and experimental
results proved the validity of theoretical analysis and the feasibility of the pro-
posed converter. Finally, the proposed converter can be considered a competitive
alternative for practical applications where a high-voltage transfer gain is
demanded, such as renewable energy systems, with simple structure and high
efficiency.
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Chapter 15
Integrated Double Boost–SEPIC DC–DC
Converter for Renewable Energy Systems

Ahmad J. Sabzali and Esam H. Ismail

Abstract In this paper, an integrated double boost SEPIC (IDBS) converter is
proposed as a high step-up converter. The proposed converter utilizes a single
controlled power switch and two inductors and is able to provide high voltage gain
without extreme switch duty-cycle. The two inductors can be coupled into one
core for reducing the input current ripple without affecting the basic DC charac-
teristic of the converter. Moreover, the voltage stresses across all the semicon-
ductors are less than half of the output voltage. The reduced voltage stress across
the power switch enables the use of a lower voltage and RDS-ON MOSFET switch,
which will further reduce the conduction losses. Whereas, the low voltage stress
across the diodes allows the use of Schottky rectifiers for alleviating the reverse-
recovery current problem, leading to a further reduction in the switching and
conduction losses. A detailed circuit analysis is performed to derive the design
equations. A design example for a 100 W/240 Vdc with 24 Vdc input voltage is
provided. The feasibility of the converter is confirmed with results obtained from
simulation and an experimental prototype.

Keywords Integrated DC–DC converters � Non-isolated DC–DC converters �
Single-switch DC–DC converters

15.1 Introduction

The world’s demand for clean energy sources is growing rapidly and it is driving
research for the development of alternative energy technologies. Among various
renewable energy sources, wind energy, photovoltaic (PV) cells, and fuel cells
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(FC) has gained significant momentum [1, 2]. However, these renewable energy
sources have low output voltage characteristics. Thus, due to their low voltage
generation as well as high input current requirement, they demand a high effi-
ciency high step-up DC–DC converter to convert and regulate the low DC energy
input source into suitable utilization voltage, current, and frequency for use by
utility loads. Also, in case of PV and FC applications, it is required that that the
interfaced DC–DC converter injects small current ripple into the power source.
High current ripple magnitude reduces the energy extracted from both the PV ar-
rays and FC stack as well as it reduces the lifetime of the FC stack [3–5].

Practically, the conventional boost converter cannot provide a voltage gain
greater than six times its applied voltage due to parasitic components associated
with passive elements components and semiconductor devices [6]. Also, the
conventional boost converter requires a high current and voltage rated MOSFET
and diode which leads to high conduction and switching losses. Cascading N
conventional step-up converters using N number of controllable switches [7–9] or
by using a single controlled switch [10–12], can provide a large step-up voltage
conversion ratio without extreme duty-cycle operation. However, cascading
topologies are not suitable for high output voltage applications due to the high
voltage stress across the power switch and the output rectifier which degrades
system conversion efficiency and increases size and cost.

The purpose of this paper is to present a new high step-up DC–DC converter
without extreme duty-cycle operation and with low input current ripple. We
approach this task by integrating a double boost converter with a SEPIC dc–dc
converter. The double boost converter is selected due to its high step-up capability
[13]. On the other hand, the SEPIC converter is selected due to its capability of
providing low input current ripple. Hence, the resultant Integrated Double Boost
SEPIC (IDBS) converter allows the duty cycle to be extended further and makes
the proposed converter more suitable for high step-up voltage applications. In
addition, the proposed converter maintains the key advantages of the conventional
boost and SEPIC converters, such as continuous input current, inherent inrush
current limitation during startup and overload conditions, inductive components
can be integrated on the same core, and reduced electromagnetic interference
(EMI) noise.

15.2 The Proposed Topology

Figure 15.1 shows the proposed integrated single-input single-output converter.
The voltage conversion ratio for the proposed converter of Fig. 15.1 is the sum of
the individual voltage gain of the double boost converter and the SEPIC converter
as given by (15.1)
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M ¼ 2þ d
1� d

ð15:1Þ

where M is the overall voltage gain of the integrated converter. This converter
provides an extra voltage gain and it has other advantages such as: (1) Low voltage
stress across the active power switch Q, which enables the use of a lower voltage
and RDS-ON MOSFET switch so as to reduce cost, switch conduction and turn-on
losses. (2) Low voltage stress across the diodes, which allows the use of Schottky
rectifiers for alleviating the reverse-recovery current problem, leading to a further
reduction in the switching and conduction losses. (3) Near ‘zero-ripple’ current at
the input port of the converter can be reached without compromising the con-
verter’s performance, and (4) Simple control circuit, similar to that of the con-
ventional boost and SEPIC converters.

15.3 Principle of Operation and Analysis

In order to simplify the converter analysis, the following assumptions are made
during one switching cycle (Ts): (1) The input voltage is pure dc, and (2) All
components are ideal, thus the efficiency is 100 %. (3) All capacitors are sized to
have a relatively small voltage ripple at the switching frequency. Under these
assumptions, a detailed analysis for the proposed converter of Fig. 15.1 is provided
next.

15.3.1 Continuous Conduction Mode (CCM)

Referring to Fig. 15.1, when the converter operates in the continuous conduction
mode (CCM), the current ripples through the inductors L1 and L2 can be assumed
negligible. Accordingly, the circuit operation in one Ts can be divided into two
stages as shown in Fig. 15.2a, b, whereas Fig. 15.3 shows its ideal key waveforms.
The operational modes are described briefly next.

Fig. 15.1 The proposed
IDBS converter
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Stage 1 [t0, t1], Fig. 15.2a: When the power switch Q is turned on, diode D2 is
turned on simultaneously. Diode D1 is reversed-biased by the capacitor voltage
VC1, while diodes D3 and D4 are turned off by the negative voltage (VC1 - VC3)
and (VC4 - Vo) across them, respectively. In this stage, the currents through the
two inductors increases linearly at a rate proportional to the input voltage Vg.
Referring to Fig. 15.2a, the voltage across capacitor C1 and C2 are equal, while the
difference between the capacitors’ voltages VC3 and VC4 must equal to the input
voltage, i.e.,

Fig. 15.2 Topological stages
for the converter of Fig. 15.1.
a Switch ON topology,
b switch OFF topology

Fig. 15.3 Key waveforms
for the proposed converter of
Fig. 15.3 in CCM
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VC1 ¼ VC2 ð15:2Þ

Vg ¼ VC3 � VC4 ð15:3Þ

At the end of this interval, the switch is turned-off initiating the next
subinterval.

Stage 2 [t1, Ts], Fig. 15.2b: At the instant t1, switch Q is turned off, diodes D1,
D3, and D4 are turned on simultaneously providing a path for the input and output
inductor currents. Diode D2 is reverse biased by the voltage VC2. In this stage, the
inductors currents iL1 and iL2 decreases linearly at a rate proportional to the voltage
(Vg - VC1) and (VC3 - Vo), respectively. Capacitors C1 and C3 are being charged
by the currents (iL1 + iC2 + iC4) and (iD3 - iL2), respectively. Referring to
Fig. 15.2b, the following relations must hold:

Vo ¼ VC3 þ VC4 � VC2 ð15:4Þ

VC3 ¼ 2VC1 ð15:5Þ

The volt–second relationship of inductor L1 and L2 gives the following relations

dVg þ ð1� dÞðVg � VC1Þ ¼ 0 ð15:6Þ

The input to output voltage transfer ratio of the proposed converter can be
determined from (15.2)–(15.6) as given by (15.1), which is equal to the sum of
double boost and SEPIC conversion ratios. On the other hand, the normalized
switch voltage stress is given by

MQ ¼
VQ

Vo
¼ Mþ 1

3 M
ð15:7Þ

It is clear from (15.7) that the switch voltage stress decreases as the voltage gain
M increases, approaching one third the output voltage in the limit. Thus, the switch
voltage stress for the proposed converter is less than that of the double boost
converter. The diodes in the circuit of Fig. 15.1 are subjected to the same voltage
stress as given by (15.7).

15.3.2 Boundaries Between CCM and DICM

The DICM operation mode requires that the sum of the duty cycle and the nor-
malized switch off-time length to be less than one, i.e.
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dþ d2\1 ð15:8Þ

Therefore, the condition for DICM for this converter can be obtained as,

Ke\Ke�crit ¼
d 1� dð Þ2

3 dþ 2ð Þ ¼
M� 2

M Mþ 1ð Þ2
ð15:9Þ

Thus, for values of Ke \ Ke-crit, the converter operates in DICM; otherwise, the
converter operates in CCM. The maximum value of Ke-crit is 21.3 9 10-3 at
d = 0.303.

15.3.3 Component Stresses

Table 15.1 shows the component normalized peak voltage and current stresses for
the proposed converter of Fig. 15.1 in CCM. Voltages and currents are normalized
with respect to the output voltage Vo and the average input current IL1, respec-
tively. These equations are given for design purposes. Referring to Table 15.1, it is
clear that the semiconductor devices in the proposed topology are subjected to a
lower voltage stress. The reduced voltage stress on the semiconductor devices
allows the use of a low-voltage-rated power MOSFET with lower RDS-ON, as well
as enabling the use of Schottky diodes for alleviating the reverse-recovery current
problem; hence, the circuit efficiency can be improved by reducing both the
conduction and switching losses. Table 15.1 also shows that the diodes rms current
are below the average input current whereas the switch rms current value
approaches the average input current as the voltage gain M increase.

15.4 The Proposed Converter with Coupled Inductors

Referring to Fig. 15.3, the voltage waveforms across the two inductors L1 and L2

are identical. Thus, the two inductors can be magnetically coupled into a single
magnetic core as shown in Fig. 15.4. Accordingly, the converter size, weight, and
cost are reduced. Moreover, by proper selection of the coupling coefficients (k12),
‘near-zero current ripples’ at the input inductor L1 can be achieved without
compromising performance. This condition is very desirable, because the gener-
ated EMI noise is minimized, dramatically reducing input filtering requirements.
For FC powered system, the reduced converter input high frequency current ripple
can prevent high frequency interaction inside the FC stack and may extend fuel
cell lifetime cycle. Also, the circuit of Fig. 15.4 can draw free ripple current in the
input port not only in CCM but in DICM as well, where the high switching ripple
is of concern. This is a very attractive feature for power factor correction (PFC)
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applications since it will minimize the EMI effect and the input filtering stage. In
reality, the ripple current is not exactly reduced to zero but is highly reduced. The
reason for this is due to integer number of turns, and the voltages across the
inductors are not exactly identical due to inductor equivalent series resistance
(ESR) and the ripple voltage across the individual capacitors.

Referring to Fig. 15.4, the rate of change of the inductor currents iL1 and iL2

during switch on-time is given by,

diL1

dt
diL2

dt

" #
¼ 1

L1L2 �M2
12

L2 �M12

�M12 L1

� �
Vg

VC3 � VC4

� �
ð15:10Þ

Table 15.1 Component stresses for the converter of Fig. 15.1

Circuit parameter Normalized peak voltage Normalized rms current

Switch Q Mþ1
3M

M�1ð Þ
M

ffiffiffiffiffiffiffiffiffi
Mþ1
M�2

q
Diode D2 Mþ1

3M
1

M

ffiffiffiffiffiffiffiffiffi
Mþ1
M�2

q
Diode D1,D3, and D4 Mþ1

3M 1
M

ffiffiffiffiffiffiffiffiffi
Mþ1

3

q
Inductor L1 –

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

12

M�2ð ÞRL

Mþ1ð ÞM2 L1 fs

� ffi2
s

Inductor L2 –
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

12

M�2ð ÞRL

Mþ1ð ÞML2 fs

� ffi2
s

Capacitor C1, and C2 Mþ1
3M

Mþ1

M
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 M�2ð Þ

p
Capacitor C3 2 Mþ1ð Þ

3M
1

M�
ffiffiffiffiffiffiffiffiffi
M�2

3

q
Capacitor C4 2 M�1

3 M 1
M�

ffiffiffiffiffiffiffiffiffi
M�2

3

q
Capacitor Co 1 1

M�
ffiffiffiffiffiffiffiffiffi
M�2

3

q

Fig. 15.4 The proposed
converter of Fig. 15.1 with
coupled inductors
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where

M12 ¼ k12
ffiffiffiffiffiffiffiffiffiffi
L1L2
p

ð15:11Þ

is the mutual inductance of the windings. At steady-state, (15.3) shows that
VC3 - VC4 = Vg, then from (15.10) the following conditions must be satisfied for
zero ripple in the input inductor L1

diL1

dt
¼ Vg L2 �M12ð Þ

L1L2 �M2
12

¼ 0 ð15:12Þ

Equation (15.12) implies that the ripple at the input inductor can be steered
toward L2 provided the following condition is satisfied:

M12 ¼ L2 ) k12 ¼
ffiffiffiffiffi
L2

L1

r
\1 ð15:13Þ

During switch Q off-time, the conditions for zero ripple in the input inductor is
similar to that of (15.13). It is important to mention here that the voltage gain for
the proposed converter is independent of the magnetic coupling coefficient k12. In
other words, the DC voltage gain in (15.1) is valid whether using two inductors on
two separate cores or two coupled inductors (single core). It should be also
mentioned here that the ‘near-zero ripples’ in input current feature can also be
obtained in the conventional Cuk and SEPIC converter using coupled inductors
[14–16]. However, the proposed converter has an advantage of a higher voltage
gain, reduced switch and diode voltage stresses.

The steady-state analysis presented in Sect. 15.3 for the uncoupled inductors is
also valid for the coupled-inductor case, except for the value of inductor L2. Since
L2 determines the switching current ripple, then the minimum required value for
L2 which ensure CCM operation can be found as

L2 [
M� 2ð ÞRL

fs M Mþ 1ð Þ2
ð15:14Þ

Once the value of L2 is selected, the value of L1 can be calculated from (15.13).
The capacitors are generally selected to limit voltage ripple to the level required

by the design specification. Referring to Fig. 15.3, the peak-to-peak voltage ripple
across the capacitors C1 and C2 in the proposed converter can be determined as

DvCn ¼
Vo

RLCnfs

; n ¼ 1; 2 ð15:15Þ

whereas the peak-to-peak voltage ripple across capacitors C3, C4, and Co is given
by
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DvCn ¼
dVo

RLCnfs

; n ¼ 3; 4; 0 ð15:16Þ

Also, selection of capacitors C1, C2, C3, and C4 must ensure that the converter
does not operate in discontinuous-capacitor-voltage-mode (DCVM). Therefore,
the resonant frequencies of (L1, C1), (L2, C2, C4) and (L2, C3, C4) should be lower
than the switching frequency fs to assure the capacitor voltages VC1, VC2, VC3, and
VC4 to be constant in a switching period.

15.5 Simulation and Experimental Results

Circuit simulation tests were conducted for the proposed converter of Fig. 15.1. The
converter of Fig. 15.1 is simulated for the following input and output data specifi-
cations: Vg = 24 V, Vo = 240 V, Po = 100 W, and fs = 50 kHz. The inductor
values are set to 1 mH with an equivalent series resistor (ESR) of 20 mX, whereas
the values of the capacitors are set to 47 lF with ESR = 20 mX. Furthermore,
Pspice actual semiconductor models have been used to simulate the switches;
STPS10150CT Schottky rectifier (150 V, 5 A, VF = 0.75 V) for the diodes and
IRFB5615PBF (150 V, 35 A, RDS-ON = 39 mX) for the active switch Q.

Figure 15.5 shows the simulated waveforms for the proposed converters of
Fig. 15.1 in CCM. Diode D3 and D4 voltage waveforms are not shown since they
are similar to diode D1 voltage waveform. It is evident from Fig. 15.5b that the
switch and diodes voltage stress are below half of the output voltage which
confirm the theoretical predicted result given in Table 15.1. The current wave-
forms through the semiconductors devices are shown in Fig. 15.5c. It is evident
from Fig. 15.5c that when the switch Q conducts, the diodes D1, D3, and D4 are in
their reverse biased state. The voltage waveforms of capacitors C1, C2, C3, and C4

are shown in Fig. 15.5d with good agreement with theoretical predictions shown in
Table 15.1. The simulated results correctly demonstrate the CCM operating mode
with simulated conversion efficiency of 97.8 %.

In order to demonstrate the effect of coupling the inductors on the input line
current, the circuit of Fig. 15.4 has been simulated with coupled inductors. The
circuit parameters were all the same as those for the uncoupled case except for the
value of L2. The value of the coupling coefficients k12 is set to 0.7. Hence,
according to (15.13), the value of L2 is 500 lH. The simulated inductors current
waveforms are shown in Fig. 15.6.

It is clear from Fig. 15.6 that the high-frequency switching ripples’ magnitude
in the input current iL1 is greatly reduced (1.5 mA) due to the coupling of the two
inductors. Figure 15.6 shows the peak-to-peak ripple in the input current is only
1.5 mA compared to 349 mA as shown in Fig. 15.5a. The current ripple in L1 is
steered into L2 winding leaving DC component in L1 winding. Consequently, the
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generated EMI noise level is greatly minimized as well as the requirement for the
input filtering.

In order to validate the theoretical analysis and simulation results of the pro-
posed topology, the circuit of Fig. 15.1 has been constructed and tested. The

Fig. 15.5 Simulated waveforms for the proposed converter of Fig. 15.1 in CCM
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circuit parameters of the experimental setup are the same as those used for sim-
ulation except for the inductors L1. The inductance value for L1 is 180 lH with an
ESR value of 45 mX. It should be mentioned here that the selection of the

Fig. 15.6 Simulated waveforms for the converter of Fig. 15.4

Fig. 15.7 Experimental waveforms for the converter of Fig. 15.1
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inductors L1 and L2 was based on part availability (off-the-shelf components) more
than any other factor. The switch duty-cycle is set to 0.73 according to (15.1). The
converter is designed to operate in CCM under open-loop conditions.

Fig. 15.8 Experimental switching waveforms for the converter of Fig. 15.1

204 A. J. Sabzali and E. H. Ismail



The input and output voltage waveforms at full power are depicted in Fig. 15.7a,
which closely agree with the predicted theoretical voltage gain in (15.1). The
voltage waveforms across capacitors C1, C3, and C4 are shown in Fig. 15.7b.
Capacitor C2 voltage waveform is not shown since it is similar to the C1 voltage
waveform. These voltages are in a good agreement with theoretical predictions
shown in Table 15.1 and with the simulated voltages in Fig. 15.5d. The waveforms
of the two inductors’ currents are depicted in Fig. 15.8a for several switching
periods which clearly demonstrates CCM operation. Figure 15.8b shows the mea-
sured switching voltage waveforms across the switch Q and diodes D1 and D2.
Diode D3 and D4 voltage waveforms are not shown since they are similar to diode D1

voltage waveform. It is apparent from Fig. 15.8b that the switch and diodes voltage
stress are clamped to about 90 V which is below half of the output voltage which
confirm the theoretical predicted result given in Table 15.1. Finally, Fig. 15.8c
depicts the switching current waveforms through the switch Q and through other
diodes in the circuit except for diode D2. It is clear from Fig. 15.8c that when the
switch Q conducts the diodes D1, D3, and D4 are in their OFF state. The measured
efficiency of the prototype converter is about 95.2 % as shown in Fig. 15.7a.

15.6 Conclusion

This paper has presented a new high gain single-switch PWM converter with
continuous input current, and reduced voltage stress on all the semiconductors.
The input current ripple can be greatly reduced to near-zero level due to the
utilization of a coupled inductor techniques which makes the proposed converter
well suited for PV and FC energy sources. The lack of both a transformer and an
extreme duty cycle permits the proposed converter to operate at high switching
frequencies. Hence, the overall advantages will be: higher efficiency, reduced size
and weight, simpler structure and control.

The steady-state operational analysis is discussed to explore the advantages of
the proposed converter. The performance of the converter is verified by means of
circuit simulation and experimental tests which confirm the operating principles of
the proposed converter.

The proposed integration technique can be easily extended to other power
converters to meet the demand for a wide range of voltages.
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Chapter 16
Low Cost Controller for Wave Energy
Converter

Addy Wahyudie, Mohammed Jama, Omsalama Said, Ali Assi
and Hassan Noura

Abstract This study addresses a low computation cost controller for maximizing
energy absorption of a point absorber in wave energy converters (WEC). The
objective can be achieved by ensuring the perfect tracking between the buoy’s
velocity and its reference. In particular, the sliding mode control (SMC) is pro-
posed for achieving the maximum energy in WEC. The SMC is considered to be a
low cost controller because it is a fixed controller and tuned offline. In order to
prove the effectiveness of the SMC, a computer simulation is conducted using the
actual polychromatic ocean wave. The proposed controller is tested under
the nominal case and its perturbations. The perturbation scenario considers the
un-model dynamic of the losses force and perturbation in the excitation force. For
the sake of comparison, another low cost controller so called passive reactive
controller is simulated under the same condition with the proposed SMC.

16.1 Introduction

Ocean offers a large potential power (up to 10 TW) with a significant average
power density (0.5 kW/m) [1, 2]. Wave energy converter (WEC) is device that
transforms the ocean energy to electricity. There are many topologies of the WEC
and point absorber is the simplest topology of WEC [3]. The conceptual structure
of a point absorber is depicted in Fig. 16.1. The point absorber basically consists
of a floater, a rod, and a permanent linear magnet generator.
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In order to maximize the energy absorption from the WEC, the buoy’s velocity
must be in phase with the excitation force [4, 5]. In the point of view of control
engineering, this is a tracking problem between the buoy’s velocity and the
excitation force. There many control strategies to achieves this for WEC systems.
Simple latching control is used in [6]. Auto-tuning fuzzy logic control is used in
[7–9]. Model predictive control is used in [10, 11].

In this study, we consider a low cost computation control strategies for maxi-
mizing energy absorption in WEC system. This because most of the previous
studies used high computation cost method for controlling the WEC such as model
predictive control, auto-tuning fuzzy logic control, etc. Although those methods
gave satisfactory performances, the applicability in the practical use is under
question. In other side, there is a few studies used a low cost controller such as the
latching method, passive reactive control (PRC), etc. However, those methods can
only perform well in a specific condition. Here, we used sliding mode control
(SMC) for maximizing the energy absorption in the WEC. The SMC is well known
for its robustness property against parameter perturbations and external distur-
bance. The SMC is tuned offline and has fixed structure/parameters during the
operation. Therefore, the SMC provides a very low cost controller for the WEC.
This study is continuation from previous works in [12, 13]. In this paper the
proposed SMC is tested against more challenging perturbations compare to the
previous works.

The paper is organized as follows. Section 16.2 discusses the dynamic model of
heaving WEC. The proposed control strategies are described in Sect. 16.3. The
simulation results and comparison of the two control strategies are presented in
Sect. 16.4. Finally, conclusions are given in Sect. 16.5.

Buoy

Rod

PLMG

Sea Wave

Seabed

Fig. 16.1 Heaving point
absorber structure
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16.2 Modeling

The model of single-body heaving WEC is highly nonlinear because of the
interaction oscillating bodies (together with its PTO and control circuit) with
incident waves [6]. The nonlinear model of WEC can be simplified using a linear
model if the small excursion of the buoy is allowed. When the linear is used, the
motion of the buoy can be formulated using the following the second order
Newton law [14],

feðtÞ � frðtÞ � fbðtÞ � flosðtÞ � fuðtÞ ¼ m z
::ðtÞ ð16:1Þ

where feðtÞ; frðtÞ; fbðtÞ; flosðtÞ, and fu are the excitation, radiation, buoyancy, losses
and control forces, respectively. Constant m is the total mass of the buoy and the
PMLG translator. Variable z

::ðtÞ is the vertical acceleration of the buoy.
For ideal free motion of the buoy (i.e., without fu and floss), the WEC model

(16.1) can be written as

½mþ m1� z
::ðtÞ þ

Z t

0
ðt � sÞ_zðsÞdsþ cbzðtÞ ¼ feðtÞ: ð16:2Þ

The constants m1 and cb are the infinite added mass and the buoyancy stiffness
coefficient, respectively. Constant m1 is appeared because of the existence of fr
that is formulated in convolution term. The radiation convolution term can be
approximated using the fourth order transfer function as suggested in [15].

16.3 Controller Design

The proposed feedback control system is shown in Fig. 16.2. The wave elevation g
is converted to the excitation force fe using the excitation force generator. This
block is composed using the method in [15]. The reference velocity _zr is generated
using the reference signal generator. The transfer function of the reference signal
generator is

_zr

fe
¼ 1

2Rr
ð16:3Þ

where Rr is the radiation resistance.
The constant Rr can be computed from solving the linear approximation of the

frequency domain radiation kernel Kr using frequency domain identification [14, 15].
Kr in frequency domain is formulated as
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KrðxÞ ¼ RrðxÞ þ jðxÞ½MrðxÞ � m1�

where MrðxÞ is the radiation added mass. The last equation can be solved using a
software based on boundary element method such as WAMIT [16]. The constant
Rr in (16.3) is chosen from the maximum value of the Rr for all operating fre-
quencies of the wave that is obtained from solving the last equation.

The proposed SMC for the point absorber system is derived using the following
procedure. Let us define error e as

e ¼ zr � z:

We also define the sliding surface s as

s ¼ d

dt
þ k

� �n�1

e ¼ 0;

with k is a strictly constant representing the speed of convergence of e to its sliding
surface. For second order system, the sliding surface is formulated as

s ¼ _eþ ke ¼ 0:

Differentiating the sliding surface, the following equation can be obtained

_s ¼ e
::þk _e ¼ ðz:: r � z

::Þ þ k _e ¼ 0:

Substituting the latter equation with motion equation of buoy in (16.1) and (16.2),
the control input is formulated as

fu ¼ mtk _eþ mt z
::

r þ fr þ fb � fe

where

Reference
signal

generator

WEC
BuoySMC

η fu

fe

żExcitation
force

generator + +

+

−
żr

d

dt z̈r

Fig. 16.2 Proposed control system configuration
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mt ¼ mþ m1:

In order to give the robustness property to the controlled system, the additional
term is added to the control as follows

fu ¼ mtk _eþ mt z
::

r þ fr þ fb � fe þ ksgnðsÞ

where sgn is the signum function:

sgnðsÞ ¼ þ1 if s [ 0

sgnðsÞ ¼ �1 if s\0:

Constant k is a positive real constant. The larger value of k will compensate the
larger set of perturbation. However, the larger value of k will make larger value of
fu. Therefore, the value of k is carefully selected so that it can compensate a
reasonable value of perturbation while keeping the level of fu below its maximum
value.

The addition of the signum function in the last equation produces chattering
control force. From practical point of view, this condition is undesirable because
the actuator cannot follow the sudden change of the control force. The chattering
control force can be smoothed using the method explained in [17]. Let us define a
thin boundary layer neighboring the switching surface

BðtÞ ¼ fx; jsðx; tÞj �Ug U [ 0

where x is a state in sliding plane, in our case _z and z
::
. U is the boundary layer

thickness and e ¼ U=kn�1 is the boundary layer width, as depicted in Fig. 16.3.
B(t) is a layer that contains the chattered control input. The chattered control input
in B(t) is interpolated by replacing the term sgn(s) by sat s/U. Therefore, the final
form of the robust SMC with continuous control input for the system is formulated
as

fu ¼ mtk _eþ mt z
::

r þ fr þ fb � fe þ k satðs=UÞ:

For the sake of comparison with the proposed SMC, another low cost controller
is used. Here, we use Passive Reactive Control (PRC). The PRC is tuned manually
to maximize the capture energy at a single wave frequency (monochromatic). The
control force of the PRC is formulated as

fu ¼ �buzþ cu _z

where bu and cu are the the stiffness and damping coefficients, respectively. The
parameters of bu and cu are tuned so that excitation force is in phase with the
buoy’s velocity.
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16.4 Result and Discussion

In this section the simulation setup is explained and followed with the discussion
of the computer simulation result.

16.4.1 Simulation Setup

In this study, the polychromatic ocean state is used for simulating the actual ocean
environment. In the polychromatic ocean state, multiple frequencies and ampli-
tudes are contained in the wave. The JONSWAP spectrum with the height of 1.5 m
and the peak frequency of 0.75 (rad/s) is used [2]. The sea state characteristic, the
geometrical of the buoy, and the parameters of the SMC and PRC are given in the
Table 16.1. Since the draft of the buoy is 4 m, the buoy is considered completely
out or submerged from water surface if the different between the buoy and wave
elevation is ±4 m. The extreme excursion of the buoy is not desired because it can
physically damage the PLMG. Therefore, the control force must have capability of
tracking the velocity reference without causing the extreme excursion of the buoy.
The plot between wave elevation and the buoy’s position help us to detect the
extreme excursion. The simulation is implemented using MATLAB [18]. A fixed
step ODE4 solver is used with the sampling time of 0.001 s. The simulation is
carried out for the first 140 s and the controller starts at t = 0 s.

16.4.2 Simulation Result and Discussion

Let us discuss the free motion of the buoy under no influence of any control force.
Figure 16.4 shows the velocity and the elevation of the buoy. The velocity cannot
track its reference and thus a small level of energy can be captured from the wave.
Reference [19] suggests the calculation of the absorbed energy (W) as follows

Chattering control input

Φ

Fig. 16.3 Sliding surface
with chattering control input
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W ¼ ðfe � frÞ_z:

The absorbed energy from the free motion of buoy is shown in Fig. 16.5. A
very small level of energy can be absorbed from the free buoy motion.

The computer simulation result using the proposed SMC for the nominal WEC
system can be seen in Fig. 16.6. From the figure, the velocity of the buoy tracks its
reference. Therefore, maximum energy can be captured from the wave as depicted
in Fig. 16.5. Table 16.2 shows the excursion of the buoy is within its allowable
range. The maximum control force for implementing the SMC also within its
reasonable range because it has the same order with the excitation force.

For the sake of comparison, the computer simulation result using the PRC for
the nominal system is given in Fig. 16.7. The PRC is tuned in monochromatic sea
wave with the frequency equal to the maximum frequency of the polychromatic
environment. Although the buoy relatively can track its reference, it cannot
achieve the same performance with the SMC. This brings a reduction in power
capturing in the WEC, as shown in Fig. 16.5. The buoy’s elevation and the control
force for the PRC are within its allowable level as depicted in Table 16.2.

In order to study the robustness property of the controlled system, the both
proposed method is tested in a perturbation scenario. Here, we consider pertur-
bation happens due to unmodel dynamic of the WEC and uncertainty in the
excitation force. We do not consider the perturbation in the identified parameters
in WEC, since the SMC has been proven maintain its performance under this
perturbation case [12, 13]. The unmodel dynamic can be caused by the losses due
to friction, viscosity, and non-ideal PTO mechanism. In practice, this force is
nonlinear and time variant. However, it is modeled as a linear time-invariant
resistive force, that is

flðtÞ ¼ Rl _z

where Rt represents the losses damping coefficient. In this simulation, we set the
value of Rl ¼ 4� 104. The second type of perturbation is considered to be hap-
pened in the excitation force. We assume that there is a delay in the calculation of

Table 16.1 Geometrical
parameters of the Buoy, the
sea state characteristics,
SMC, and PRC

Shape Sphere

Radius 4 m
Draft 4 m
Seabed depth 60 m
Wave period range 1–13 s
k 1
k 1� 106

U 1� 104

bu 0:85� 105

cu 2:2� 105
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Fig. 16.4 The control simulation for the freely oscillating buoy. Upper graph is the buoy’s
velocity (black) and its reference velocity (red). Lower graph is the buoy’s elevation (black) and
the wave elevation (red)

Fig. 16.5 The absorbed energy for various cases
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Fig. 16.6 The simulation results using the proposed SMC for the nominal case. Upper graph is
the velocity of buoy (black) and its reference (red). The middle graph is the buoy’s elevation
(black) and the wave elevation (red). The lower graph is control force of the SMC

Table 16.2 Absolute values of the maximum Buoy’s elevation and control force

Scenario Maximum elevation (m) Maximum fu (N)

Nominal PRC 3.0 6:5� 105

Nominal SMC 2.6 7:0� 105

Perturb PRC 2.1 4:6� 105

Perturb SMC 2.5 6:0� 105

Fig. 16.7 The simulation results using the proposed PRC for the nominal case. Upper graph is
the velocity of buoy (black) and its reference (red). The middle graph is the buoy’s elevation
(black) and the wave elevation (red). The lower graph is control force of the PRC
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the excitation force. This is a very challenging scenario for the perturbation, since
the excitation force is an uncontrolled input to the WEC. The delay causes the
calculated excitation force completely different in phase and amplitude with the
actual excitation force. In this simulation, we set the delay to be 5 s.

The proposed SMC for the perturbation case is shown in Fig. 16.8. In this
scenario, the unmodel dynamic and the delay are presented simultaneously to the
system. The SMC still maintain its excellent performance under this challenge.
The performance is even better compared to the case of the PRC under the nominal
case. Meanwhile, the PRC is tested under the existence of unmodel dynamic only.
The buoy degrades its capability to track the reference under this scenario, as
depicted in Fig. 16.9. The energy absorption for the both of controller can be seen
in Fig. 16.5. The PRC losses significant amount of energy compared to the SMC
under the perturbation case. The buoy elevation and the controlled force are still
within the allowable level as stated in Table 16.2. Let us study the PRC under the
perturbation in the excitation force. Figure 16.10 shows the velocity of the buoy
versus its reference using the PRC. The velocity cannot track its reference com-
pletely. This causes a very small energy can be absorbed from the wave, similar
with the case of the motion of the buoy. From the discussion we can conclude that
the proposed SMC provides the excellent low cost controller for maximizing the
energy absorption from the wave.

Fig. 16.8 The simulation results using the proposed SMC for the perturbation case. Upper graph
is the velocity of buoy (black) and its velocity reference (red). The middle graph is the buoy’s
elevation (black) and the wave elevation (red). The lower graph is control force of the SMC
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Fig. 16.9 The simulation results using the proposed PRC for the perturbation case of un-model
dynamic only. Upper graph is the velocity of buoy (black) and its velocity reference (red). The
middle graph is the buoy’s elevation (black) and the wave elevation (red). The lower graph is
control force of the PRC

Fig. 16.10 The velocity of the buoy (black) and its reference (red) using the PRC under the
perturbation in excitation force
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16.5 Conclusion

Two low cost control strategies using the PRC and SMC are proposed in this
paper. The proposed control strategies are tested using polychromatic wave to
simulate the actual ocean environment. The maximum energy absorption is
obtained by applying the proposed SMC to the WEC, compared to the PRC and
free oscillating buoy in nominal /perturbed cases. This maximum energy absorp-
tion is achieved because the ability of proposed SMC to track its reference in
the nominal and perturbed cases. The maximum level of the control force and the
buoy’s elevation for the two proposed methods are always within the allowable
ranges, limited by their physical considerations. Therefore, this research work
provides the viable control solution for maximizing the energy absorption of the
heaving WEC.
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Chapter 17
Coordinated Hybrid Electric Vehicle
Charging in Hybrid AC/DC Distribution
Systems

M. F. Shaaban, A. A. Eajal and E. F. El-Saadany

Abstract This paper introduces an online coordination approach for plug-in
electric vehicles (PEVs) charging in smart hybrid AC/DC distribution systems.
The proposed approach objective is to optimally coordinate the PEV charging such
that the charging costs are at minimum. A 38-bus test system has been modified to
include DC links and used to validate the developed on-line charging scheme. The
test results clearly demonstrate the effectiveness of the proposed method.

Keywords Coordinated charging � Electric vehicle � Hybrid AC/DC distribution
systems � Energy management

17.1 Introduction

Recently, there have been rising interests in electric vehicles adaptation for
transportation. This will lead to reduced emissions, reduced fuel consumption, and
increased energy security by exploiting diverse energy sources [1]. However, if the
Plug-in Electric Vehicle (PEV) charging is not managed properly, its extra load
may lead to negative impacts, such as voltage limits violation, voltage imbalance,
feeders’ limits violation, and fuses blowouts [2]. To deal with the excess load
imposed by the PEV charging, the utilities can either upgrade their networks or
control the PEV charging. However, the second solution is known to be more
beneficial for both the PEV owners and the utilities [3].
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17.1.1 Background

The PEV, as defined by the IEEE, is any Hybrid Electric Vehicle (HEV) that has:
(1) a battery storage bank of 4 kWh or more; (2) a rechargeable battery system that
can be charged from an external energy source; and (3) the capability of driving at
least 10 miles (16.1 km) with no gasoline used [4].

PEVs with the capability of being charged and discharged to inject the elec-
tricity back into the grid in what is known as a vehicle to grid (V2G) principle,
which can bring benefits to the consumers and the society. Examples of these
benefits are: less reliance on gas, reductions in gas prices and emission levels.
According to Environmental Canada in its report entitled ‘‘greenhouse gas
inventory’’ published in 2007, the conventional vehicles are responsible for
approximately 12 % of the total annual emissions.

Due to the recent advances of DC-based technologies such as electric vehicles,
fuel cells, solar panels, and energy storage systems, distribution systems will
require a tremendous number of conversion devices which will in turn lead to
operational and control challenges. Thus, the best infrastructure that the distri-
bution system can have is of a hybrid AC/DC type in order to host the DC
technologies. Thus, it is envisioned that many local distribution companies (LDCs)
will adopt the hybrid AC/DC infrastructure. The hybrid AC/DC structure of power
grids offers some advantages which can be summarized in the following [5]:

1. Reducing the number of conversion devices which are currently used to con-
nect the DC loads and DC energy sources to the host AC network.

2. Reducing the conversion cost.
3. Simplifying the control and operation strategies
4. Controlling the harmonic injections efficiently by connecting the DC loads to

the DC side of the hybrid system.
5. Solving the zero and negative sequence currents caused by unbalanced AC

loads.

17.1.2 Related Work

Previous work in the area of PEV coordination introduced different techniques to
coordinate their charging. In [6], a methodology is presented to optimally coor-
dinate PEV charging based on time-of-use energy pricing. An optimal charging/
discharging approach is presented in [7] based on V2G strategy. An approach for
online PEV charging coordination is presented to minimize system losses and
improve voltage profile in [8]. In [9], a methodology is proposed for optimal PEV
charging based on demand side response and vehicle to battery (V2B) strategy.
V2G ancillary services are managed in a charging/discharging method introduced
in [10].
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However, the methods in [6–10] deal with a snapshot of the system without
considering the future system states. But few studies consider the future PEV
demand in the charging process. The work in [11, 12] takes into consideration the
day ahead systems states to coordinate the PEV charging. The work in [13] pre-
sents a new real-time PEV charging/discharging mechanism based on fuzzy logic
controllers. However, all the aforementioned studies in [11–13] have failed to
account for the dynamics of PEV arrivals and departures in real-time.

Another aspect related to the PEV charging, is the potential consequences of the
charging process such as voltage imbalance and harmonic distortions. DC distri-
bution systems can eliminate these negative impacts of the PEVs charging. As a
step towards adopting the concept DC power distribution, a DC task team was
formed to investigate the standards and regulations of DC distribution systems
[14]. In [15], the concept of having DC islands within the existing AC infra-
structure was introduced. The authors in [15] proposed a decentralized manage-
ment system to control the interlinking converters. However, the PEVs have not
considered as a major component in hybrid AC/DC distribution systems. In [16],
the authors introduced the idea of the hybrid AC/DC intelligent parking lot having
smart charging controllers, renewable energy resources. The smart parking lot has
the option of charging the PEVs through the DC energy sources and the AC utility
grid.

Based on the aforementioned discussions, it is obvious that there is a need for a
proper PEV charging coordination methodology. Therefore, this paper proposes to
develop a PEV charging coordination approach in hybrid ac/dc distribution
systems.

The paper is organized as follows. The problem description is introduced in the
next section. Sections 17.3 and 17.4 present the modeling and mathematical for-
mulation, respectively. Finally, Sects. 17.5 and 17.6 present the simulation result
and concluding remarks, respectively.

17.2 Problem Description

A centralized control center is assumed to be responsible for managing the PEV
charging and interlinking converters in a certain territory, as shown in Fig. 17.1.
The following assumptions are adopted in this work:

• PEV chargers allow only vehicles charging;
• two-way communication infrastructure is available;
• the AC voltage at the AC bus connected to the converter is purely sinusoidal

and balanced;
• the converter and its transformer are lossless;
• the DC current and voltage are ripple-free.

The control center collects system information and searches for the optimal
decisions. Then, these optimal decisions are sent to each system element to be
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implemented. The cycle of collecting information, optimizing the decisions, and
sending the decision is performed during time dt, as shown in Fig. 17.2. During dt,
which is the time step of the operation, the power consumed or delivered by
different system elements is assumed to be constant. The time step dt should be as
short as possible to enhance the accuracy of the proposed approach; however, the
computational time is a burden on this time step.

Moreover, to consider the dynamics of PEV arrivals and departures in a parking
lot, the moving time window concept is adopted, as shown in Fig. 17.2, where the
forecasted information, i.e. demand and electricity price, during the specified time
window affects the decisions in each time step. While the time step dt can be in the
range of seconds or minutes, the moving time window duration T can be in the
range of a few hours.

17.3 Modeling

In this section, two types of models are presented, namely load models and grid
models. While the normal load models and the ac grid models have been discussed
in several publications, this section introduces the PEV load model and the DC
grid model for load flow application in this study.

IC
Interlinking
Converter

DC load

Static
Switch

Solar PanelsStorageSmart parking 
lot

Substation

AC load

AC Generator

DC Grid

AC Grid

Wind Turbine

Control center

Control signals

Fig. 17.1 A hybrid AC/DC distribution system
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17.3.1 PEV Modeling

As shown in Fig. 17.3, the DC grid is connected to the battery pack of the PEV via
DC/DC converter [17]. The DC/DC converter aims to maintain either constant
current or constant voltage at the terminals of the battery pack depending on the
level of the state of charge (SOC), as shown in Fig. 17.4 [18].

Since, the charging power is based only on the SOC level, and not affected by
the DC grid voltage, due to the buffering via the DC/DC converter, the PEV
charging load is implemented as constant power load in the DC distribution net-
work. The power consumed by each PEV in the system under study is assumed to
follow the same function shown in Fig. 17.4 [18] for simplicity.

17.3.2 Converter Modeling

The converters in a hybrid AC/DC system must be coordinated with the utility grid
to ensure an interruptible and a high quality power supply under variable solar and
wind power generations [19]. Thus, the converter model needs a special care to
conduct any steady-state or dynamic study. The steady-state model of the con-
verter is shown in Fig. 17.5. Mathematically, the converter can be represented by a
set of equations which can be expressed in a compact form as shown in (17.1) [20].

fcðVk; xkÞ ¼ 0 ð17:1Þ

where Vk is the complex voltage at AC bus k; xk is the vector of converter variables
at bus k and defined by

xk ¼ ½Vd; Id; a; a;/� ð17:2Þ

where Vd is the DC voltage at the DC terminal of the converter; Id is the DC
current at the DC terminal of the converter; a is the tap ration of the converter
transformer; a is the converter firing angle; / is the phase angle between the
fundamental AC voltage and current at the AC terminal of the converter.

t

dt

T

Fig. 17.2 Sliding time
window concept
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17.4 Mathematical Formulation

The ultimate objective is to minimize the charging expenses for the PEV’s owners
by optimizing the charging decision, u, in correspond to the real-time electricity
pricing such that the constrains imposed by the system and the PEVs’ owners are
satisfied. The PEV charging problem is formulated as a mixed integer non-linear
optimization problem and mathematically described by (17.3)–(17.11).

Fig. 17.3 PEV charging
system in DC network [17]
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17.4.1 Objective Function

The objective of the proposed charging scheme is to minimize the charging
expenses as shown in (17.3).

minimize
u2f0;1g

C ¼
XT=dt

t¼1

X
k2Ksys

ct � PPEV
k;t � ðdt=60Þ ð17:3Þ

where C is the charging cost for period T ($); ct is the charging cost per kWh at
time t ($/kWh), t and k are the indices of time and buses, respectively; Ksys is the
set of all system buses; PPEV

k;t is the aggregated PEV demand on bus k at time t.
The objective is subject to a set of equality and inequality constraints which are

explained as follows.

17.4.2 Equality Constraints

The equality constraints involve the highly nonlinear AC power flow constraints,
the DC grid power flow constraints, and the vehicles SOC update constraints.

• The AC power flow equations

The active and reactive power injections at any AC bus must satisfy (17.4) and
(17.5) respectively.

PG
k;t � PD

k;t ¼ Vk;t

�� �� X
i2KAC

Vi;t

�� �� Yk;i

�� �� cosðdk;t � di;t � hk;iÞ; 8k 2 KAC; t ð17:4Þ

QG
k;t � QD

k;t ¼ Vk;t

�� �� X
i2KAC

Vi;t

�� �� Yk;i

�� �� sinðdk;t � di;t � hk;iÞ; 8k 2 KAC; t ð17:5Þ

where KAC is the set of AC buses; PG
k;t and QG

k;t are the active and reactive power

generations at bus k at time t; PD
k;t and QD

k;t are the active and reactive power

demands at bus k at time t; Vk;t

�� �� is the voltage magnitude at bus k at time t;dk;t is

the voltage phase angle at bus k at time t; Yk;i

�� �� is the magnitude of the admittance
in the bus admittance matrix; hk;i is the phase angle of the admittance element of
the bus admittance matrix.

• The DC power flow equations

The DC power injection at each DC bus must satisfy
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PG
k;t � PD

k;t � PPEV
k;t ¼ Vk;t

X
i2KDC

Vi;tGk;i; 8k 2 KDC; t ð17:6Þ

where KDC is the set of DC buses; Gk;i is the conductance in the bus conductance
matrix.

It should be mentioned that the PEV power demand depends on the charging
decision, u 2 f0; 1g, charger allowable delivered power Pch, and charger efficiency
gch as shown in

PPEV
k;t ¼

P
j2NPEV

k

Pch
k;j;t�uk;j;t

gch
k;j

; 8k 2 KPEV ; t

0 else where

8<
: ð17:7Þ

where the charging power level varies between 0 and the allowable charging
power and NPEV

k is the set of PEVs on bus k.

• SOC update constraints

The SOC level of the battery packs is updated during the time window based on
the energy capacity EBatt

k;j of the battery of vehicle j.

SOCk;j;tþ1 ¼ SOCk;j;t þ uk;j;t Pch
k;j;t ðDt=60Þ=EBatt

k;j ; 8k 2 KPEV ; j 2 NPEV
k ; t ð17:8Þ

where SOCk,j,t is the SOC level of PEV j on bus k at time t; KPEV � KDC is the set
of parking lot buses.

17.4.3 Inequality Constraints

The inequality constraints involve the technical constraints of the grid and the
SOC level specified by the vehicle driver.

• Grid technical limits

The inequality constraints involve the bus voltage and line thermal limits as
expressed by (9) and (10), respectively.

Vmin� Vk;t

�� ���Vmax; 8k; t ð17:9Þ

Sk;i;t

�� �� � Smax
k;i ; 8k; i; t ð17:10Þ

where Vmin and Vmax are the lower and upper bound in pu of the bus voltage
respectively; Smax

k;i is the maximum thermal limit of line k-i.
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• SOC limits constraints

The battery pack SOC level is limited to the specified SOCspec, which is set by
the vehicle’s owner.

SOCk;j;t� SOCspec
k;j ; 8k 2 KPEV ; j 2 NPEV

k ; t ð17:11Þ

17.5 Test Results and Discussion

The developed charging scheme was implemented within the MATLAB� envi-
ronment interfaced with the General Algebraic Modeling System (GAMS). A 38-
bus radial distribution system with a peak demand of 4.37 MVA and whose one-
line diagram is depicted in Fig. 17.6 was used to validate the developed approach
[21].

The test system was modified to form a hybrid AC/DC distribution system. The
batteries capacities are assumed to have the same capacity which is 14 kWh in this
study. The chargers are of a two-level type with a capacity of 7.2 kW each. Four
parking lots are located arbitrary at buses 23, 26, 33, and 38. The hourly real-time
energy price for 24 h is shown in Fig. 17.7.

Figure 17.8a, b show the total load and the PEV load for three scenarios,
namely uncoordinated, coordinated and no PEV scenarios for 20 % PEV load
percentage. It is assumed that in the uncoordinated scenario, the PEVs start
charging once plugged-in.

The proposed approach delivers same amount of charging energy to PEVs.
Thus, both the coordinated and uncoordinated achieved same level of charging
success (100 %). This can be observed from the equivalent area under curve in
Fig. 17.8a. However, the charging cost for customers are $1253.5 and $1457.7 for
the coordinated and uncoordinated scenarios, respectively. Thus, the coordinated
scenario saves almost 14 % of the charging cost for PEV owners. This is achieved
through allocating the charging energy in low energy price periods subject to
system technical constraints, desired SOC level, initial SOC levels, and parking
duration. As shown in Fig. 17.8a, the PEV load in the coordinated scenario peaks
during low price periods (normal load off-peak periods) and troughs during high
price periods (peak normal load periods). Moreover, as a by-product, the increase
in the system total peak load is only 12.5 % in the coordinated scenario compared
to 22.2 % increase in the uncoordinated scenario, as shown in Fig. 17.8b.
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17.6 Conclusions

This paper introduces a coordinated charging scheme for PEVs in hybrid AC/DC
distribution systems. The coordinated approach relies on the two-way communi-
cation infrastructure under the paradigm of the smart grids. The proposed PEV
charging coordination approach aims to optimally allocate the charging energy in
low energy price periods to achieve minimum charging cost for PEV owners,
without violating system technical constraints.

The proposed coordinated charging scheme is examined on a typical hybrid
AC/DC distributions system and compared with an uncoordinated charging sce-
nario. The results prove the effectiveness of the proposed approach, which sig-
nificantly reduces the charging costs for PEV owners. Moreover, the system peak
load is significantly reduced.
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Chapter 18
Monitoring Framework for Cost-Effective
Energy Consumption in a Building

Salah Bouktif and Waleed K. Ahmed

Abstract The scope of this paper is restricted to energy-consumption management
of a building. Hence, the problem we are addressing is how to reduce energy
consumption by using smart decisions based on well informed management. Our
vision to the energy consumption is analogous to the leaky bucket problem. Before
start filling the holes of the bucket, we need to learn the big picture of the leaky
bucket including the number of holes, their respective sizes, their locations, etc.
Accordingly, learning the energy-consumption system of a building is a mandatory
phase before taking any decision to tune, upgrade or take any remedial action on the
energy system. Concisely, our proposal aims at controlling and processing the
operation of energy consumption of a building on real-time basis. The goal of such
a control is to provide real-time information on electricity consumption at different
levels. It is a monitoring operation that gives feedback and shows a visual big
picture of what is going on in a building in term of energy consumption. To achieve
our goal, we propose an architectural framework for energy consumption control
and smart management.

Keywords Energy consumption � Building � Monitoring framework � Cost

18.1 Introduction

The term ‘‘green’’ implies many meanings and interpretations. They range from
protecting and preserving what remains of the original nature to switching off the
light before leaving the office, and also from political slogans to everyday indi-
vidual practices. The point is that being green, sustainable or environmental
involves a lot of ideas and actions.
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Energy-consumption efficiency is one of the greatest ideas towards saving
natural resources, in particular, reducing fossil fuels burning. If we trace back the
energy consumption over the years, we discover that buildings are responsible of
more than 40 % of energy consumption in the world [1] as estimated by the
International Energy Agency IEA. Obviously, as the economy and the population
increase in world, we will continue to build buildings and the challenging question
is how to make them energy-efficient? Many actions can be associated with
achieving this goal. These actions also range from designing building that saves
energy to coordinating between means of energy saving.

Many works were carried out to study and improve efficiency, reliability and
sustainability of the energy production, distribution and consumption. In general,
two parallel paths are followed to achieve efficiency in the energy domain.

In the first path, researchers are targeting the supply side, where contributions
were primarily concerned with introducing renewable energy sources such as
solar, wind and water. These contributions were culminated by a supply-side
management technology known as smart grid and proposed by [2] in 2005. It aims
at applying digital processing and communication to improve efficiency and sus-
tainability of the production and distribution of energy [3]. A joint vision by many
researchers of the future the American electric delivery system smart Grid is
referred as Gird 2030.

In the second path, the main goal was to reduce the demand-side energy con-
sumption. This concern has been studied by many researchers. Since the 1970s,
programs referred to as Demand-Side Management DSM, have started being
implemented by US energy utilities in order to reduce residential and commercial
electricity demand through many energy conservation activities like information
dissemination programs, subventions, and free installation of more conserving
equipment and technologies [4–10]. The green-building movement has begun
formally in the 1990s. It has strongly been motivated by the efficient use of energy
and water, and other resources [11]. As mentioned above, buildings are responsible
for the major part of world energy consumption [1] and up to 70 % in some
countries such as United Arab Emirates according to Middle East Centre for
Sustainable Development.

In the literature there are, in general, two strategies to make building energy
efficient. The first is concerned with how to design building in order to conserve
energy, and the second strategy is, in part similar to the DSM programs, by the fact
of focusing on how to operate and manage the utilization of the energy inside the
building [12–14]. A third-party certification program for the design, construction
and operation, Leadership in Energy and Environmental Design (LEED) [15], is
developed by the U.S. Green Building Council (USGBC), has become an inter-
nationally accepted benchmark for high performance green buildings.

The LEED program is a framework certification that focuses on the design of
the building and not on its actual energy consumption management. Although
LEED pretends to cover management side, it needs to be customized in order to
track and evaluate of the actual energy consumption in the designed buildings.
According to our classification of research contributions in energy efficiency at the
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level of building (i.e., demand-side), the LEED belongs more to building-design
contributions rather than to energy consumption management.

A legitimate suggestion towards a LEED certification is to create an evaluation
process that measures the impact of design and operation practices on the actual
energy consumption in the buildings.

Our software-based proposal is a framework that groups a collection of intel-
ligent tools that collaborate in order to promote energy efficiency by smartly
monitoring the actual energy consumption. This will establish an ongoing edu-
cation of the building occupants toward energy conservation. Such a contribution
is, to some extent, an implementation of our suggestion to the LEED program.

18.2 Problem Space

Addressing energy conservation is at the same time impressive and challenging.
Such a problem becomes more challenging when we relate its resolution to the
human behavior. Turning off the light and the computer monitor before leaving the
office is a human behavior. Hence, our major challenge in this work is to establish
an ongoing education and competitions headed for conserving energy. Other
subsequent challenges address the use of real-time software engineering and
human computer interaction to help building occupants toward conserving energy.
The subsequent challenges can be summarized in the following points:

1. A monitoring of the utilization of energy, at different levels of the building and
at different time scales is needed.

2. Metering and sensing operations are needed to capture the energy consumption
measures at different level of the building. This includes the establishing the
network infrastructure to transport the metered energy measures.

3. Protocols to ensure the communication between different equipment and
installations are needed.

4. The historical data (energy consumption database) has to be developed and
organized in a way to well represent energy data.

5. A big data can be obtained from automatic sensing and metering. This data can
serve to learn energy patterns and best practices toward cost-effective energy
management.

18.3 Solution Framework

Given the above challenges and problematic points, our solution for energy con-
servation is strongly related to our success in establishing an ongoing education and
competition among building occupants toward energy saving. In order to bring a
concrete solution, we proceed by two steps. The first one consists in designing an
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architecture that groups the big picture of the proposed solution. This first step aims
at proposing a framework for energy consumption management which will be
detailed in the current paper. However, the second step consists in creating a high
fidelity prototype that implements our approach on a specific building, the college of
information technology building in the new campus of the United Arab Emirates
University (UAEU). The latter step is the target of the immediate future wok.

Towards proposing an architectural design of our solution, the following steps
are carried out. This is what can be considered as functional requirements of the
energy framework.

18.4 Functional Requirements of the Energy Framework

1. Study the installations and equipment in most of the high consumption buildings.
This step will enable us to determine our energy conservation objectives and
indicators. We will decide the granularity of metering and sub-metering. In a
college, for example, we can meter consumption at the level of floor/classroom/
lab/office/equipment/computer/air conditioning installation/etc.

2. Determine the smart metering/sensing system specification, its composition and
scale. This step will allow us to estimate the needed equipment (i.e., basically
meters and sensors) as well as the network infrastructure to communicate with
meter/sensors.

3. Design a database to store energy consumption data suitable to the building
composition and satisfying the energy conservation objectives. This database
will be used to learn and plan best practices of energy utilization.

4. Design and develop a dashboard to visualize the energy consumption infor-
mation. This software application shall offer a user friendly and customizable
graphical user interface that allows the building occupants to track the energy
consumption every half an hour/hourly/daily/etc. It means to monitor, at dif-
ferent timescales and with different interest profiles the energy consumption.
User profiles include building manager, lab technician, simple occupant,
equipment maintenance agent, etc.

5. Develop protocols of capturing and transferring energy data to the energy
consumption database and to the consumption monitoring dashboard. These
protocols will be also responsible for eventual communication between sen-
sors/meters.

6. Design and develop a software tool to support making decision toward energy
conservation. This tool will use inputs data from the energy consumption
database, and learn models of best practices. These models are then applied to
take the smarter measures to save energy.

7. Make the unit testing of every subsystem including protocols, network com-
munication infrastructure, dashboard tool, decision making support tool, energy
database system. At this level of our solution plan we have to make sure that
every individual system is well tested.
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8. Perform the integration testing of different subsystems in a generic building
environment. This include a first integration of the dashboard, energy con-
sumption database and the metering/sensing system and a second integration
will test the decision making supporting tool and energy consumption database.

18.5 Framework Architecture

The analysis and the requirement elicitation guided us the following architectural
components of the proposed framework:

Software monitoring application: It is an engineered real-time tool that will
provide a spectrum of views and graphics that will inform the user on what is
going on in the building in terms of energy consumption. It is a kind of dashboard
that monitors a set of selected energy consumption indicators eventually selected
by the users [16].

Metering and sensing system: The building will have a metering and sensing
system able to capture energy measures at different levels (e.g., a college building,
will have meters and sub-meters at classroom, laboratory, office, cafeteria, etc.).
This system will include a network infrastructure and communication protocols.

Control and decision making system: This is a second software tool that
analyses periodically or per user demand, the collected data and signal abnormal
energy consumption of particular equipment or location. Abnormal consumption
can be signaled when exceeding the estimated load allocated, for example, by the
equipment technical specification. Besides, this tool helps in taking decision to
tune or upgrades installation, or to change behavior.

Energy consumption database: This database is crucial to evaluate the building
attitude and building occupants behavior concerning the energy conservation. It will
show the impact of best practices and taken measures to promote energy conser-
vation. In addition, the collected data can be a valuable input to train energy cost
estimation model and predict the energy needs. This is by using novel modeling
approaches such as those in [17–19]. Social media based educational component:
This component will be in charge of sharing, publishing and discussing energy
consumption issue and culture. It aims at establishing an education and culture of
energy saving among building occupants. Besides, this component will analyze
posts and tweets from social networks in order to collect energy data and learn bad
and good energy consumption patterns. Previous similar works have been published
in [20]. Figure 18.1 shows the big picture of the proposed framework. In particular it
captures the main architectural components as well as the relationship among them.

The potential of application of this proposed framework is clearly visible and
without any negative concerns. It is applicable to a wide range of company,
installations building, etc. To validate the framework and eventually improve or
extend it, we propose to develop a pilot experience that consists of dashboard
software application that monitors energy consumption of selected Governmental
Buildings and installations (University Buildings such as UAEU campus).
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18.6 Conclusion

Energy conservation is universal and crucial concern that touches directly the
humanity. Although, it has been targeted by many research groups, it will remain a
hot topic because of the multiple dimensions of the problem (supply-side, demand-
side, building construction domain, renewable resources, building occupants
behavior, etc.). Many ways and tools can be applied to bring support to energy
consumption. Our contribution in this work is to introduce the software based tools
to help improving energy conservation. This challenge is significant because it is
founded on the fact that energy conservation is related to the behavior of building
occupants. We believe that using our proposed framework architecture to report,
inform, avert or advice a human is crucial and successful. This is because it
answers the occupant questions and helps him to reduce his energy consumption.
By being informed, the occupant will develop a self-evaluation process and
eventually a behavior correction toward energy conservation. This is the ongoing
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education targeted by our major research challenge. Future works will obviously
involve implementing different software components of our energy management
framework. They will also include framework customizations to different building
specifications.
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Chapter 19
Distributed Energy Storage Based Series
Compensator to Mitigate Power Quality
Problems

M. E. Nassar, E. F. EL-Saadany and M. M. A. Salama

Abstract Power quality is gaining more interest especially in the deregulated
markets with competitive electrical suppliers. Moreover, some critical loads
require power supply contracts with premium power quality. Usually, to improve
power quality utilities install power quality conditioners. However, new approa-
ches are presented and implemented to improve the power quality through con-
trolling the interfacing converters used with distributed generators and energy
storage units. This paper presents a voltage control based power quality mitigation
technique. The proposed technique is applied to the voltage source inverter used to
interface energy storage to mitigate some power quality problems such as har-
monic distortion, voltage sag and voltage swell occurs after fault clearing actions.
The system is modeled and simulated using MATLAB/SIMULINK to validate the
proposed technique. Results show successful action of the proposed technique in
improving the power quality by significant reduction in the harmonic contents in
the presence of nonlinear loads. Moreover, the compensator mitigates the voltage
sag problem by keeping the voltage at load terminals constant during disturbances
with 2–3 % change in voltage. In addition, the proposed technique allows the
uninterruptable power supply feature by supplying the load during supply inter-
ruption for duration depends on the stored energy.

Keywords Power quality � Series compensation � Energy storage � Voltage sag
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19.1 Introduction

Power quality of the power supply has become a significant factor to attract
customers in the deregulated electricity market [1, 2]. Power quality problems are
addressed in many standards to specify the acceptable levels of power quality
indices [3]. Utilities keep power quality indices within standard limits using dif-
ferent power conditioning techniques such as passive filters, active filters [4, 5] and
hybrid filters [6–9].

However, the fast and steady increase in implementing distributed generation
units (DGs) in power distribution system [10] due to its positive impacts [11] such
as voltage support, improved reliability, small size and losses reduction. With
widespread of DG implementation, it is essential that applying DG in a manner
that avoids degradation of power quality or negatively affecting the operating
conditions of the existing distribution network. This can be achieved by proper
control and regulation of the DG grid interfacing converters to improve the dis-
tribution system efficiency and power quality [12, 13].

Moreover, energy storage systems such as batteries, ultra capacitors and fly-
wheels are used to improve power system performance. This paper presents a
strategy based on using portion of the stored energy and feed this energy through a
series compensator to mitigate power quality problems in order to improve power
supply to critical loads. The proposed scheme based on interfacing energy storage
units using voltage source inverter (VSI). The VSI supplied from the energy
storage unit is connected through a transformer to inject voltage in series with the
sensitive load. Where, Voltage-control method is utilized in this paper to control
the VSI as this method is more flexible and simpler than the conventional current-
control method and has similar compensation performance [14].

The power system is modeled and simulated using MATLAB/SIMULINK. In
this model voltage-control algorithm is used to generate the firing signals for the
VSI. The main supply voltage is considered as the reference voltage. In addition, a
nonlinear load is connected to point of common coupling (PCC) at which the
critical load is also connected. This nonlinear load will distort the voltage at the
PCC due to—the system impedance Moreover, voltage Sag is simulated by cre-
ating three phase fault at the PCC and voltage swell occurs after the clearing of the
fault.

19.2 System Block Diagram

The system block diagram is shown in Fig. 19.1. The voltage reference is selected
to be the voltage at the supply terminal and this voltage is measured and fed to the
controller to be compared with the distorted voltage at the PCC. The error signal is
then fed to the controller to generate the gating signals for the 3-phase VSI.
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The controller used to generate the gating signals is a PI controller. PI controller
is selected in this application due to its simplicity, flexibility and its ability to
achieve zero steady state error. Moreover, the tuning of the PI controller can be
done through Ziegler-Nichols tuning technique or simply by try and error which is
utilized in this paper.

19.3 Simulation Results

The proposed model shown in Fig. 19.2 is simulated using MATLAB/SIMU-
LINK. And the data used to simulate the system are presented in Table 19.1 [14].

19.3.1 Simulation Results at Normal Conditions

The model at Fig. 19.2 is simulated using MATLAB/SIMULINK with normal
operating conditions. And, the voltage at the point of common coupling obtained
from simulation is shown at Fig. 19.3.

As shown in Fig. 19.3, the voltage at the PCC is distorted with high order
harmonics. Moreover, the voltage suffers from voltage notches due to the com-
mutation overlap occurs within the full bridge rectifier (nonlinear load).

Curves of Fig. 19.4, Show the voltage at the sensitive load terminals during
normal operating conditions.

Fig. 19.1 Block diagram of series compensator fed from energy storage
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Fig. 19.2 MATLAB/SIMULINK model

Table 19.1 Simulation
model parameters

Parameters Value used in the simulation models

Main supply voltage
per phase

230 V

Line frequency 50 Hz
Source impedance LS = 0.005 mH, RS = 0.001 X
Injection transformer

turn ratio
1:1

Fault resistance 0.001 X
Main drive load 1 MW, 100 VAR
Sensitive load 1 KW, 20 VAR
Inverter IGBT switches, two level, 6 pulse

topology, carrier frequency =
20,000 Hz, sample time = 5 ls
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After applying the proposed series compensator fed from the energy storage
device, the voltage at the sensitive load is greatly improved and the voltage not-
ches are completely removed. This proves the effectiveness of the control algo-
rithm in removing the superimposed harmonics at the PCC.

Hence, keeping the supply at the sensitive load terminals nearly pure sinusoidal
independent of the non-linear load connected to the same PCC.

Figure 19.5 shows the harmonic spectrum for the load voltage in the presence
of the series compensator. Total harmonic distortion (THD) is calculated for the
load voltage and found to be 0.3179 %. The THD calculated is significantly small
due to the effectiveness of proposed series compensation.

Fig. 19.3 Three phase voltages at point of common coupling

Fig. 19.4 Three phase voltages at load terminals in per unit
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19.3.2 Simulation Results When the System Is Subjected
to Voltage Sag

In order to investigate the effectiveness of the proposed voltage control in miti-
gating the voltage sag problem, a three phase short circuit is created at the PCC at
t = 0.05 s and removed at t = 0.1 s and the response of the controller is inves-
tigated. The capability of the compensator to mitigate such voltage sag problem is
checked by monitoring the load voltage during fault period and the following
results were obtained:

The voltage at PCC is shown in Fig. 19.6.
The voltage at the PCC is reduced to a certain value depends on the impedance

of the fault created. As shown in Fig. 19.6 the voltage sag is 50 % during the
simulated fault.

Curves of Fig. 19.7, Show the voltages at load terminals in per unit.
From the simulation results shown in Fig. 19.7, the compensator has kept the

voltage at the load almost constant during the fault with very small drop about 2 %
(the voltage at load terminal during fault is 0.982 per unit).

Also, it is noticeable that the voltage after fault clearing has some transients and
overshooting until the compensator restores the pre-fault voltage conditions at load
again. However, the compensator successfully limits the voltage swell follows
fault clearing in addition to preventing voltage sag during fault duration.

The compensator effect on reducing harmonics even during disturbances (with
PI tuned to mitigate sags and swells) is studied by calculating harmonic spectrum
as shown in Fig. 19.8 with and without the compensator.

Based on results shown in Fig. 19.8, adding the compensator reduced the
voltage harmonic contents at load terminals. Comparison of some important
individual harmonic values for both cases is shown in Table 19.2.

Fig. 19.5 Voltage harmonic spectrum at load terminals
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Fig. 19.6 Three phase voltages at point of common coupling during fault

Fig. 19.7 Three phase voltages at load terminals during fault

Fig. 19.8 Comparison between voltage harmonic spectrum with and without the compensator
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From the results, it is obvious that the compensator had significant effect on
reducing the values of each individual harmonic as well as the THD at load
terminals with same PI values tuned to mitigate voltage sags/swells.

19.3.3 Simulation During Supply Voltage Interruption

To study the ability of this configuration to act as an uninterruptable power supply
(UPS) to secure the supply for the sensitive load even if the main supply is
interrupted.

This case is studied by creating a bolted short circuit at the PCC which results in
almost zero voltage at the PCC. This is simulated by applying the bolted fault at
t = 0.05 s and clearing the fault at t = 0.1 s.

Voltage at PCC during fault is shown in Fig. 19.9. It is clear that the voltage at
the PCC is dropped to very small value (nearly zero) as the impedance of the
bolted fault created is zero.

Table 19.2 Comparison between individual harmonics values with and without the compensator

Harmonic order % Value without compensation % Value with compensation

5 0.6799 0.0328
7 0.3662 0.0624
11 0.5875 0.0259
13 0.3298 0.0160
17 0.5477 0.0147
19 0.3046 0.0214
THD 1.2015 0.0012

Fig. 19.9 Three phase voltage at point of common coupling with bolted fault
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Voltage at the load terminals with bolted fault is shown in Fig. 19.10. From the
obtained results, the compensator has almost kept the voltage at the load constant
during the fault with very small drop about 3 % (the voltage at load terminal
during fault is 0.9698 per unit). So that the proposed compensation is capable of
acting as UPS during supply interruption for certain duration depends on the
energy stored without retuning of PI parameters.

19.4 Conclusions

This paper has discussed the effectiveness of using the energy storage units which
are used in power systems for power quality improvement. Portion of the energy
stored is utilized through a series compensator connected to a sensitive load in
order to keep the power quality at load within the acceptable limits. Also, energy
storage units are being extensively used with renewable energy resources to
improve their operation (e.g. smoothing output power of wind energy). Hence, this
paper introduces the utilization of stored energy to improve power quality for
sensitive loads.

A control scheme using a voltage controlled method is used in this paper. The
proposed technique is proved to be capable of reducing the harmonics at the PCC
and to mitigate the voltage sag/swell problems. This flexible and simple voltage
controlled method results in an excellent performance. The proposed technique
produces significant reduction in harmonic contents in addition to effective miti-
gation of voltage sag/swell problems. This was proved by keeping the load voltage
around 0.97 per unit during three phase dead short circuit on the PCC and after
fault clearing.

Fig. 19.10 Three phase voltage at load terminals with bolted fault
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The proposed scheme is simulated and investigated using MATLAB/SIMU-
LINK and the results are presented to show the effectiveness of the proposed
harmonic mitigation technique.
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Chapter 20
Guidelines for Sizing Shading Devices
for Typical Residential Houses in Muscat,
Oman

Alya Al-Hashim, Nader Chalfoun and Colby Moeller

Abstract Energy consumption of Oman’s building sector is around 55 % of
country’s total energy demand and it has increased by 59 % from 2005 to 2010.
Although Oman’s Carbon Dioxide emissions are the lowest amongst the Middle
East countries, it has witnessed a growth rate of 10 % from 2005 to 2010, which is
considered the highest in the region. Since the country has not yet adopted nor
developed any green building guidelines and lacks an energy performance bench-
mark, improving energy performance in Oman’s housing stock is very challeng-
ing. This paper has three main objectives. The first is to establish guideline for
sizing shading devices for different window orientations in Muscat, Oman. The
second is to give a set of recommendations for designing the shading devices in
order to make them culturally suitable, so they can be accepted and adopted by the
community. Finally, the research studies the impact of the shading device appli-
cation on energy consumption of the house using eQUEST. An energy reduction of
around 10 % was achieved without drastically increasing cost of construction
while also taking into consideration society’s requirement for privacy and its
concern to visually maintain its cultural identity.

Keywords Energy conservation � Residential buildings � Shading device

20.1 Introduction

Oman, especially the Muscat region—currently is developing at an astounding rate
and transforming itself into a progressive developed area, Modern buildings are
increasing on a daily basis and are rapidly replacing the traditional buildings.
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However, the modern buildings have failed to cope with the external thermal
conditions to provide comfortable climate inside the building without relying on
mechanical systems. This is largely due to the fact that traditional buildings were
built with thermal mass and less window area than in modern buildings with
extensive use of unshaded glazing [1].

As the development continues in Oman, demand of energy is also increasing.
As per Oman energy report of 2011, the energy consumption has increased by
14 %, whereas energy production increased by only 1 % [2]. The country has
started experiencing severe power cuts, reflecting the difficulties faced in bringing
sufficient electricity production capacity to the grid. The residential sector is the
single largest consumer category with consumption taking more than half of the
total system energy, most of which is used for cooling. Energy demands of the
residential sector have witnessed a rapid increase of 59 % since 2005 as compared
to other sectors [3].

Energy conservation in Oman is urgently needed, as almost half of the produced
energy is wasted needlessly to cool poorly designed buildings. As Oman’s energy
resources are in fact limited, it becomes apparent that if the problem is not
addressed now, the next generation will have a bigger problem to deal with and
solving it might be beyond their capabilities.

Many researches have analyzed Oman’s potential for adopting renewable
energy techniques, but there have been very few studies concerning demand-side
management and energy conservation. Although renewable energy technologies
are promising, many are not yet cost effective on the large scale. Reducing energy
demand, in many cases, is less expensive than producing clean energy with cut-
ting-edge generation technology.

There is a large opportunity for reducing energy demand in the building sector by
promoting more energy efficient building design. Since most buildings have long
life-times, in many cases 40 years or more, design choices whether energy efficient
or inefficient, will be adding to the environmental impact for a long time [4].

One of the most, if not the most important passive cooling strategy is shading,
which is a simple method of blocking the sun before it can get into the building.
Application of this method in Oman will be studied in this paper.

20.2 Methodology

This paper has three main objectives. The first is to establish guideline for sizing
shading devices for different window orientations in Muscat, Oman. The second is
to give a set of recommendations for designing the shading devices in order to
make them culturally acceptable. Finally, the paper will study the impact of the
shading device application on energy consumption of the house.
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20.2.1 Impact of Climate on Energy Consumption in Muscat,
Oman

Muscat is located at the Tropic of Cancer in the Coastal region of Oman, and is
highly influenced by its proximity to the sea. Since the climate of Muscat is hot-
humid, solar radiation absorbed by roof, walls and windows is a primary source of
built up heat in buildings. Shading helps in minimizing solar radiation, which
effectively cools the building. Shading reduces the peak-cooling load in buildings,
thus helps in reducing the required air-conditioning size [5].

Solar radiation received by exterior building surfaces depends on the surface
orientation, time of day and day of the year. In Fig. 20.1 solar radiation throughout
the day is shown for summer day (21 June) and winter day (21 Dec). The position of
the sun in the sky is described by the altitude and azimuth angle. Both angles vary
throughout the day and year. The altitude angle is measured from the horizon to the
position of the sun in the sky. The azimuth angle described the direction of the sun in
relation to the cardinal directions. Typically North is 0�, East is 90�, South is 180�
and West is 270�. Alternate methods of angle definition exist depending on appli-
cation. It is noticed that solar radiation received by roof, East and West facades is
relatively highest, as a result of high solar angle, which reaches at azimuth angle of
89.8� at noon and high altitude of the sun in the early morning and late afternoon.
Whereas in winter roof and South façade receive most of the solar radiation, because
of the low azimuth angle of the sun at noon, around 43�.

Energy consumption in residential units in Oman is mostly climate-driven,
cooling being the major energy consumer almost year round. Annual energy
consumption of one of the houses is shown in Fig. 20.2, where it can be seen that
January is the month with lowest energy consumption and August with highest
consumption level. The annual demand reflects the climate in Oman and is highly
seasonal. The average summer demand is more than double of the average winter
demand, owing to the increase in cooling demand during the hot weather in
summer [6].

20.2.2 Typology of Omani Houses

Building form in Oman may differ from one another, but the functional distribution
is generally the same. Most of the single family houses have two floors, where the
ground floor usually consists of semi-public (Majlis, Dinning) and semi-private
spaces (Kitchen, Living). Semi-public spaces are where guests are welcomed, while
semi-private areas are where family members and female guests are allowed to
enter. The second floor consists of semi-private (Family Living) and private spaces
(Bedrooms), where only family members are allowed (Fig. 20.3).
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Fig. 20.1 Solar radiation on exterior surfaces in Sohar-Oman (Latitude 24.28) on 21 June and 21
Dec

Fig. 20.2 Annual energy consumption of one of the residential units in Oman

Fig. 20.3 Functional distribution in a typical Omani house
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20.2.3 EUI Benchmarking and Interpretation

One of the techniques of benchmarking building energy performance is the use of
established Energy Use Index EUI based on existing building energy codes
Analysis of form, spatial distribution construction material and occupant behavior
of an average Omani house, a base-case was prepared and tested using the RES-
check and e-QUEST software, both developed by U.S. Department of Energy
(Table 20.1).

When tested on RES-check, to determine whether new residential projects or
additions to existing structures meet the requirements of the Model Energy Code
(MEC) or the International Energy Conservation Code (IECC), it was found that
the building did not comply with the code and failed by 83.8 %.

After that an energy model of the same house was generated using eQUEST
and it was found that the Energy Use intensity, which is defined as energy use per
square foot per year was around 140 kBtu/ft2. Allowed Energy Use Intensity for
detached single family house in a hot humid climate according to ASHRAE is
40 kBtu/ft2, indicating that the Omani household consumes 100 kBtu/ft2 more (see
Fig. 20.4). Although climate in Oman forces people to intensively use air-condi-
tioning system, but subsidies have also played a large part in producing a culture
used to energy waste [7]. Oman’s domestic energy consumption is supplied by
natural gas 67 % and oil 33 % [8], and the energy prices are relatively low, around
3.9 cent/kWh because of the support provided by the government of Oman [9]. As
a point of reference electrical rates in Tucson, AZ in the United States are around
11 cent/kWh.

In order to reduce the energy consumption in the residential sector of Oman, it
is very necessary to introduce passive energy efficient strategies during design
stage to reduce the energy demand of the building. However, these strategies will
not be accepted by the community unless they aesthetically maintain cultural
identity, do not compromise privacy of the inhabitants and do not increase con-
struction cost.

As mentioned earlier, shading is perhaps the most important passive cooling
strategy, so integrating this strategy with requirements of the community will help
in making it an acceptable design option.

20.2.4 Defining Shading Mask and Projection Factor [10]

Theoretical framework for sizing shading devices has been provided by Olgyay
[11]. In this paper the method of appropriately sizing shading devices for different
orientation for Muscat, Oman is divided into two steps: shading period selection
and form finding.

In order to reduce solar gain and eliminate glare, windows should be shaded most
of the daytime in Muscat. However trying to accomplish this can result in horizontal
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overhang and vertical fin design which would be impractical, particularly for the east
and west orientations during early morning and late afternoon.

The overhang and fin designs recommended in this section have been devel-
oped to balance cultural identity with practical application. Solar gain is not sig-
nificant during late December and early January (see Fig. 20.1) because daytime
outdoor temperature is lower compared to the rest of the year; the average in
December and January is around 23 �C, whereas in June it can reach up to 40 �C
(Fig. 20.5).

An in-depth analysis was conducted for windows in different orientations and
recommendations for overhang and fin sizes for Muscat, Oman were concluded
(Fig. 20.6).

To make the table comprehensible by designers, data in Table 20.2 were
converted into a graph that shows the overhang and fin factors (Fig. 20.7).

It is clear from Fig. 20.8 that East and West orientations require large fins and
overhangs and can be very difficult to shade with architectural strategies alone.

Table 20.1 Description of parameters used for energy model

Category Value used

Construction Finish Color + Insulation

Construction Roof 8in Concrete Light (abs = 0.4) 2in polystyrene
Wall 8in CMU Light (abs = 0.4) No insulation
Glass Single Clr/Tint
Floor Ceramic/Stone 8in Concrete Earth contact

HVAC Split system + Single zone (system per floor)
Operating Schedule Weekdays: 7am–2 pm

Weekends: Open 24 h
Temperature set-point Occupied: Unoccupied:

Cool: 22 �C Cool: 25 �C
Heat: 20 �C Heat: 20 �C

Fig. 20.4 Energy use
intensity of an Omani house
compared to ASHRAE
standard
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20.2.5 Design Recommendations

Shading devices can be designed in many ways as long as the relationship between
the window height and the depth of the shading device (the cut-off angle) does not
change. In Fig. 20.8 examples of multiple shading design options are presented for
overhang and fin sizes that are feasible to build (Figs. 20.9 and 20.10).

Fig. 20.5 Shading mask for 24-degree north latitude

Fig. 20.6 a Section through overhang with U-degree cut off angle, b Plan view showing vertical
fin with �-degree cut off angle
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Table 20.2 Recommendation for overhang and fin sizes for Muscat, Oman

Orientation Overhang Fin

A / (�) B � (�)

North 0.1 85 0.3 73
East 0.5 63 2.6 21
West 1.7 30 2.2 24
South 0.7 56 0.15 67
North East 0.8 50 1.4 55
North West 1 45 0.8 51
South East 1.6 32 1.6 32
South West 1.1 42 1.4 55
North North East 0.8 52 0.7 54
North North West 0.8 52 0.5 62
South South East 1.7 30 - -

South South West 0.8 50 1 44
East North East 1 45 1.4 35
East South East 0.8 50 1.4 36
West North West 1.5 34 1.9 28
West South West 1.7 30 3 19

Fig. 20.7 Overhang and fin
sizing factors (proposed by
author)
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20.3 Analysis and Results

In order to test the impact of given recommendation for shading device size on
energy consumption of a house, two existing houses were chosen from Muscat,
Oman and their energy models were built using e-QUEST. One house had Energy
Use Intensity of 189.6 kBtu/ft2, higher than the average (140 kBtu/ft2), and the
other house had Energy Use Intensity of 104.2 kBtu/sq-ft, lower than the average.

The energy models of the houses were validated by comparing the results with
actual energy bills of the houses, where it was found that the difference was less
than 5 %. This shows that the results obtained from the energy model are correct
and can be trusted.

The houses were then analyzed in order to choose appropriate shading
dimension as per the given recommendation. Both houses had the same orienta-
tion, entrance façade facing West-North-West, which had the highest requirement
for fin and overhang sizes compared to the other orientation of the building, so
balconies were used for both houses to shade the façade and create aesthetically
pleasing features at the entrance.

In case of the house with low Energy Use Intensity, the rest of the facades were
shaded with a detached glass reinforced concrete (GRC) wall, which had inclined

Fig. 20.8 Section and proposed design for inclined overhang
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Fig. 20.9 Section and proposed design for light shelf

Fig. 20.10 Section and proposed design for multiple overhangs
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overhang to shade the windows (see Fig. 20.11b). The detached wall helped in
shading the wall along with the window and assisted the phenomenon of induced
ventilation (Figs. 20.12, 20.13 and 20.14).

Fig. 20.11 Section and proposed design for light shelf

Fig. 20.12 Floor plan of the
house with low energy use
intensity implemented on
shading recommendation
diagram
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Whereas in case of the house with High Energy Use Intensity, parallel strip
shading was used with traditional Omani decorations that also helped in aesthet-
ically enhancing the building appearance (Figs. 20.15, 20.16 and 20.17).

Using the given recommendations, shading devices were designed for the two
houses. It was found that the energy consumption of both of the houses decreased
linearly, it decreased by 10.8 % for the house with high EUI and by 7.3 % for the
house with low EUI.

In order to investigate the impact of shading further, sizes overhangs and fins
were increased more than the recommendations and it was found that the impact of
shading on energy consumption decreased, leading to a diminishing return. This
indicates that the recommendations given for sizing the overhang and fin are valid
and the impact of any additional shading will not help in decreasing the energy
consumption as efficiently (Fig. 20.18).

Fig. 20.13 Base case—Low EUI house (21 Oct at 14:00)

Fig. 20.14 Low EUI house after application of recommended shading (21 Oct at 14:00)
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Fig. 20.15 Floor plan of the
house with high energy use
intensity implemented on
shading recommendation
diagram

Fig. 20.16 Base Case—High EUI house (21 Oct at 14:00)
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20.4 Conclusion

Oman has not yet fully adopted nor developed green building guidelines, so it is
very necessary to introduce some energy conservation guidelines through sus-
tainable building in the community. Providing designers in Oman with a proposed
set of guidelines and recommendations will assist them in making energy efficient
decisions during early stages of design, significant amounts of energy can be
saved. This will also help reduce building energy consumption without increasing
the construction cost. The proposed energy efficient design recommendations are
culturally appropriate and can be integrated with the culture of Oman, which
would encourage the community to embrace these choices easily.

Fig. 20.17 High EUI house after application of recommended shading (21 Oct at 14:00)

Fig. 20.18 Impact of shading on energy consumption
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Chapter 21
Thermal Performance of Ferrocement
Green Building System

Wail N. Al-Rifaie, Waleed K. Ahmed, L. E. Ibraheem
and H. Y. Al-Samarraie

Abstract Urban development is a key consumer of energy, a ferrocement struc-
tural system based on generic services facilities is introduced and prefabricated
cavity walls/and roofs within the structural system present a series of possibilities
for the solution of building construction at maximum reduction of the electrical
energy. The energy required to run the building using the proposed ferrocement
construction system is determined and the possibility of using the renewable
energy production rather than energy depleted is presented.

Keywords Ferrocement � Thermal � Green building

21.1 Introduction

System must not only cope with strengths and flexibility requirements, but the
insulation value is of high importance. In summer heat must be kept outside as
much as possible. The great demands of electric power due to heating and air-
conditioning systems require control to make maximum reduction of the electrical
energy. No matter which technology would be used, green building is always
based on the principle of 3R (reduce, reuse, recycle) [1]. Many success projects
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have shown that the green buildings are not really hard to achieve. The key lies in
the architect’s mind, with this goal, as long as architects grasp the local condition
in deep understanding, then doing some simple technologies combination in
practices. The green buildings may be full construct in a common sense. There-
fore, green buildings are the buildings that filled with the fill local features, which
not only referring the form, but also the meeting to local natural, social, economic,
resource and other conditions. Therefore, the technology combination and forms of
green buildings’ will always change [2]. There are many definitions of green
building. For instance, Kibert defined green building as: healthy facilities designed
and built in a resource-efficient manner, using ecologically based principles [3]. It
is worth noting that green building has been used as a term interchangeable with
sustainable building and high performance building. Robichaud and Anantatmula
pointed out that there are four pillars of green buildings, i.e. minimization of
impacts on the environment, enhancing the health conditions of occupants, there
turn on investment to developers and local community, and the life cycle con-
sideration during the planning and development process [4]. Common elements of
these definitions are: life cycle perspective, environmental sustainability, health
issues and impacts on the community [5]. Although new technologies are con-
stantly being developed to complement current practices in creating more sus-
tainable buildings, the common objective is that green buildings are designed to
reduce the overall impact of the built environment on human health and the natural
environment by the following goals of sustainable building: (a) Life cycle
assessment (LCA), (b) Energy Efficiency and Renewable Energy, (c) Water Effi-
ciency, (d) Environmentally Preferable Building Materials and Specifications (e)
Waste Reduction, (f) Toxics Reduction (g) Indoor Air Quality, (h) Smart Growth
and Sustainable Development, (i) Environmentally Innovative materials and ser-
vices [6]. The increasing demand to low energy houses has led to the introduction
of so called green building. The basic idea of introducing green or eco-house
concept is to improve the thermal performance of the building envelope to a level
where the heating and/or cooling system can be kept very simple. Reducing the
amount of energy required to run a building means reducing the emissions of
carbon dioxide. The emissions of carbon dioxide depends on the fuel source for
kWh. If it is wind, solar, hydroelectric or nuclear, then zero pounds of carbon
dioxide are created. To estimate CO2 emissions per kWh, the U.S. average in 2005
is adopted in the present work. The average is approximately 1.31 pounds of CO2

per kWh generated. It has been stated that by adjusting your home heating and
cooling by just 3�; turning the heat down and the cooling up, can save over
1000 pounds of CO2 emissions each year. The satisfaction of building users is
closely related to thermal comfort which is a complex dynamics of temperature
and humidity [7–9]. This has attracted extensive attention from researchers to
simulating and measuring the thermal comfort level in green building compared to
conventional buildings. As a result, the range of room temperature required could
be proposed [10, 11]. Psycho-logical, physiological, cultural and behavioral fac-
tors may play a role as well which attributes to adaptive thermal comfort [12–15].
Ferrocement is an excellent construction material due to its mechanical properties,
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and low cost, and it is considered to possess a high cracking strength. Cement
mortar and wire mesh as reinforcement are the materials used in casting the
ferrocement structural panels which is a cement composite material made up of
Portland cement, sand, water and sometimes admixtures [16]. A structural system
based on generic services facilities is introduced by Al-Rifaie [17] and prefabri-
cated ferrocement cavity walls and/or roofs within the proposed system present a
series of possibilities for the solution of building construction at maximum
reduction of the electrical energy and the modern system provide excellent thermal
insulation. The energy required to run a building using the proposed ferrocement
structural system is determined and the possibility of using the renewable energy
production rather than energy depleted is presented.

21.2 The Proposed Modern Method of Ferrocement Green
Building System

The thermal performance of the structural system for ferrocement construction
based on generic services facilities is introduced. The construction concepts as
shown in Fig. 21.1 lend themselves readily to rapid delivery and assembly of
flexible accommodation where designs can be adapted to meet local requirements
for both structural performance and thermal comfort as shown in the figure.

The structural part of the house consists of three basic components; the base,
walls, and roof. An integral framing concept allows for overall above-ground
structural integrity which considerably exceeds that of traditional methods and this
minimizes the need for ground works in all. The membrane construction also
enables new concepts in passive downdraught cooling to be explored where air-
ways are incorporated within structural features as wall cavities. The major
advantages of a ferrocement construction system over current construction
methods may be found in reference [17]. As stated earlier that the structural system
for ferrocement construction based on generic services facilities and insulating
these structures involves the application of insulation material by means of cavity
wall construction which consists of two leaves (sides) of ferrocement (30 mm
each) separated by a wide space and insulation material is used through a cavity
wall. Test was carried out on a ferrocement cavity wall panel with insulation panel
placed between the two leaves of the wall panel as shown in Fig. 21.1, where a
direct fire was carried out to the front face of the panel, so the temperatures were
measured on the front and the rear face of the panel. The measured temperatures
were 230 �C and 22 �C on the front and the rear faces respectively. The obtained
results showed that cavity wall construction consists of two leaves (sides) of
ferrocement, separated by air space and the insulation panel positioned as shown in
the figure gives a very good solution for insulation, (air is still the actual insulator),
consequently reducing the demand to electrical energy. Cavity wall insulation may
also be used to reduce heating/or cooling losses.
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21.3 Energy Assessment

In home construction there are two main areas have to be in focus: energy effi-
ciency and construction efficiency. The present work concern with energy effi-
ciency. In fact energy performance is highly prioritized in the development of
building systems and construction productivity. It may be noted that the materials
used for outer and inner wall finishing considered through the determination of
heating and cooling loads are cement mortar and gypsum plastering respectively.
Also, 100 mm concrete lining and 50 mm tiles with cement mortar for ground
finishing and 150 mm soil and 40 mm tiles for roofing are considered in the
determination of heating and cooling loads.

21.4 Residential Heating and Cooling Load Calculation
Requirements

For assessing the energy efficiency of a residential house, the design temperatures
for use in performing load calculations considered in the present work are:

Fig. 21.1 The proposed ferrocement system for house construction
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In winter: Indoor = 25 �C, Outdoor = 0 �C
In summer: Indoor = 23 �C, Outdoor = 57 �C.
The data used in the assessment was assumed that the residential area subjected

to very hot weather condition in summer and very cool weather climate in winter.
To determine the annual heating and/or cooling energy consumption of a resi-
dential home, the following formulas are used in the present investigation [18, 19]:

21.4.1 Heating Load

Qp ¼ UpAp ti� toð Þ ð21:1Þ

where:
Qp Heat Loss from the panel, Watt
Ap Net Area (normal to heat flux direction), m2

ti Indoor temperature(desired temp.), �C
to Outdoor temperature, �C
Up Panel overall heat transfer coefficient, Up = 1/

P
Rth, Watt/m2�oC

Rth Thermal resistance(for each layer of panel), m2�Co/Watt
Rth L/KA
L Panel layer thickness. m
K Thermal conductivity (for each layer according to the material used), Watt/

m��C
A Area (normal to the heat flux). m2

21.4.2 Cooling Load

q ¼ U� A� CLTD ð21:2Þ

where:
q Heat gain (from walls and roofs), Watt
U Wall overall heat transfer coefficient. Watt/m2��C
A Area (normal to the heat flux direction), m2

CLTD (Cooling load temperature difference), �C.

21.4.3 Heat Gains from Doors and Windows (Glasses)

q=A ¼ SCð Þ � SHGð Þmax� CLFð Þ ð21:3Þ

where:
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q/A Heat gain per unit area of glass, Watt/m2

SC shading coefficient (Ref. [19])
SHG solar heat gain (Ref. [18])
CLF cooling load factor (Ref. [18])

The values of the overall heat transfer coefficient of each of the ferrocement
structural panel are 0.22 for ferrocement cavity wall with insulation panel posi-
tioned between the two ferrocement leaves and 0.1337 for ferrocement channel
like cross-section.

The 77 m2 residential house shown in Fig. 21.2 is chosen in the present work.
Heating and cooling loads can be determined using a whole house approach. Using
expressions 21.1, 21.2, and 21.3, the heating and cooling loads are (9.328 kW,
2.653 ton) and (8.012 kW, 2.278) respectively. It may be noted that 1 Ton of
refrigeration = 3.517 kW is used ‘for calculating the amount of heating or
cooling.

It is assumed in the present work that a single home need to run 20 h of
electricity per day to cover the need for heating and cooling.

To estimate carbon dioxide (CO2) emissions, the U.S. average of CO2 per kWh
in 2005 which was approximately 1.31 pounds per kWh is adopted to determine
the emissions of CO2 per month.

Fig. 21.2 The 77 m2 residential house adopted in the present work
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1. Heating load = 5597.29 kWh/month, the emission of carbon dioxide
CO2 = 6324.94 pound/month.

2. Cooling load = 4807.25 kWh/month, the emission of carbon dioxide
CO2 = 5432.19 pound/month.

It may be noted that there are some sources that generate heat inside the house
have been taken into consideration such as cooker, and frozen refrigerator and
sources that have been neglected such as house lighting.

21.5 Proposed Renewable Energy System

The reduction in the amount of energy needed for running heating or cooling of
77 m2 house shown in Fig. 21.2 when the modern ferrocement system is used,
may leads us to the possibility of using renewable energy rather than physical
energy depleted. Since wind energy is considered as one of the renewable energy
system, since it produce electricity by using the power of the wind to drive an
electrical generator [20], it was proposed of using solar energy or wind energy or
both combined, as shown in Fig. 21.3.

Fig. 21.3 Proposal for the possibility of using solar energy or wind energy or both combined
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21.6 Conclusions

High standards of energy efficient housing construction have been demonstrated in
the present work. It may be seen that the modern method (ferrocement housing
system) is able to produce very energy efficient dwellings. It is seen that with
thermal insulation installed as part of the cavity construction panels lend to
achieving high levels of thermal performance.
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Chapter 22
Using PCM Implanted in Building
Material for Thermal Management:
One Versus Seven Days Assessment

Emad Elnajjar

Abstract The objective of this work is to investigate numerically the thermal
analysis of capacitive insulators bricks containing an organic phase change
material (PCM) in United Arab Emirate (UAE) hot climate. PCM Latent heat of
fusion is secondhand to reduce the heat loads fluctuation and the peak time
shifting, which in turn reduces the consumed energy for cooling and therefore
reduce green gases emissions. An average of one verses 7 days analysis were
performed to account for the cyclic behavior of the PCM in the building material.
The study focus on demonstrating the contradictory and deceiving results which
can be withdrawn from each analysis.

Keywords CFD � PCM � Thermal managements � Cooling loads � Energy saving

22.1 Introduction

Internationally, especially in areas with hot climate the energy consumption for
thermal comfort has plant, the occupied big portions of the produced energy. The
continuous increase of the fuel prices and with the large emphasis on the reduction
of the CO2 emissions. Therefore, it became very important to come up with more
passive and active methods of reducing energy consumption and shifting the peak
demand for more economical power production scheme and producing more
sustainable buildings.

Using phase change materials (PCM) in buildings is an active field of research
since 1980. Building materials encapsulated with PCM have experienced problems
that have stopped them from being used in large scales; the problems can be
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briefed by the following: high investment cost, the stability and the degradation of
the PCM thermal properties for cyclic usage and the strength of the constructed
walls [1].

Using the PCM in construction materials shows very promising results such
reducing the level of temperature fluctuation, and therefore, saving the consumed
energy and cutting of the CO2 emission generated. Where, during day time, energy
saved by absorbing the heat through melting the PCM. During night time, PCM is
releasing the stored energy through the solidification process. Studies reported
10–17 % saving of the consumed energy [1–5].

In order to reduce the heating and cooling loads from the outdoor to indoor
space researchers investigate using PCM in building bricks and walls to slow down
the flow of heat. This is known as a latent heat method of energy storage where,
during the daytime, the PCM absorbs the energy through the melting process, and
during the night time it releases the energy through solidification processes. This is
why, a PCM type of insulator is considered as a capacitive type.

The latent energy storage method, comparing to the sensible storage, provides a
much higher energy storage density with a smaller temperature variation. Nev-
ertheless the latent heat method using PCM has it is a challenge: it has low thermal
conductivity and low density and stability comparing to the conventional storage
method. The perfect PCM to be used in storage applications needs to have the
following properties: it must have large fusion capacity, high thermal conductivity,
and should be cheap, also they need to have a melting temperature that suite the
operation temperature of the application, chemically stabile, non toxic and non
corrosive. PCM is produced from organic and nonorganic material such as:
hydrated salt, paraffin waxes, fatty acids and eutectics [5]. As mention before the
melting temperature of the PCM decides the application type. For materials with a
melting temperature of below 15 �C they are used to store coolness in air condition
applications, while, for the ones with a melting temperature above 90 �C which is
used in absorbing refrigeration. And for the PCMs with melting temperatures in
between, are used in solar heating and heat leveling applications. Table 22.1,
contains a comparison between different methods of heat storage [9].

Castell et al. [1], are experimentally testing the PCM with two types of typical
construction material. The study shows the PCM reduces the peak temperature by
1 �C and the electrical energy consumption by 15 %.

Alawadhi [2], numerically investigated the thermal analysis of building bricks
encapsulated with PCM used in Kuwait’s hot climate. A finite element method was
used in modeling a wall built of 2-D bricks with cylindrical holes filled with PCM.
A parametric study of PCM quantity, location and type were conducted. The
results reported a reduction of 17.55 % in heat flux at the indoor space.

Diaconu et al. [4], proposed using a composite material made up of two dif-
ferent PCM materials with different values and thermo physical properties. The
new PCM was impregnated in a new type of wall. The study shows that using the
proposed walls save energy and it reduces the peak value of the cooling and
heating loads.
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Farid et al. [5], reviewed latent heats as energy storage methods. They focused
on three aspects: PCM material, encapsulating techniques, and applications and
problems associated using PCM for certain specific applications.

The present work study numerically the energy saving due to embedded PCM
material in UAE’s typical building material. The analysis focus on comparing the
performed for 1 day versus 7 days analysis.

22.2 Mathematical Model

The modeled wall is shown in Fig. 22.1, the analysis domain is performed with all
boundary conditions is described in Fig. 22.2. To simplify the numerical model,
the following assumptions are adopted:

• Wall end effects on the heat transfer is negligible
• The Problem is two dimensional because the wall width is much larger com-

paring to its thickness.
• The thermo-properties for the bricks are constant.
• The Thermo-properties of the PCM is function of temperature.
• The thermal expansion of the PCM and the bricks is neglected.
• The natural convection between the PCM and the bricks is negligible.

Keeping the above assumption in mind the numerical model illustrates the
problem in hand can be described by the following set of equations and boundary
conditions. The two transient dimensional conjugate conduction energy equations
for the Bricks and the PCM are used to model this problem:

qbCb
oTb

ot
¼ kb

o2Tb

ox2
þ o2Tb

oy2

� �
ð22:1Þ

qPCMCPCM
oTPCM

ot
¼ kPCM

o2TPCM

ox2
þ o2TPCMb

oy2

� �
ð22:2Þ

Table 22.1 Thermo-physical properties of Brick And Pcm [2]

Material C kJ/kg �C K W/m �C q kg/m3 Latent
heat kJ/kg

Tm �C

Brick 0.84 0.7 16
n-Octadecane 1.93 (s), 2.19 (l) 0.358 (s), 0.148 (l) 865 (s), 780 (l) 243.5 27
n-Eicosane 2.01 (s), 2.04 (l) 0.15 (s), 0.15 (l) 778 (s), 856 (l) 241.0 37
P116 (Paraffin Wax) 2.4 (s), 1.9 (l) 0.24 (s), 0.24 (l) 830 (s), 773 (l) 225.0 47

22 Using PCM Implanted in Building Material for Thermal Management 279



The specific heat and the density the PCM are:

CPCM ¼
Cs�PCM T\Tm

Cs�PCMþCl�PCM
2 þ k

DT

� �
Tm\T\Tm þ DT

Cl�PCM T [ Tm þ DT

8<
:

9=
; ð22:3Þ

qPCM ¼
qs�PCM T\Tm

qs�PCMþCl�PCM

2 þ k
DT

� �
Tm\T\Tm þ DT

ql�PCM T [ Tm þ DT

8<
:

9=
; ð22:4Þ

The boundary and initial conditions described the computational domain,
starting with inside the cold surface natural convection boundary condition:

�kb
oTb

oy
jy¼0 ¼ hi Ti � Tsið Þ ð22:5Þ

Fig. 22.1 The wall section
description

Fig. 22.2 Schematic
representation of the
computation domain with
assigned boundary conditions
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Where:

Tinside ¼ 21 �C

hinside ¼ 10
W

m �C

The boundary for the outer surface is a constant heat flux function with different
time of the day

qOutside ¼ qðtÞW
ffi

m2 ð22:6Þ

Along the left and right symmetry line a symmetry boundary condition is used:

oT

ox

����
x¼left�side

¼ oT

ox

����
x¼right�side

¼ 0 ð22:7Þ

At the brick/PCM interface a conjugate boundary condition is used:

�kb
oTb

on
¼ kPCM

oTPCM

on
ð22:8Þ

Where n is the coordinate normal to the surface of PCM /brick surfaces.
The initial temperature condition of the computational domain is: Tinitial = 21 �C.

Table 22.1 shows the thermo physical properties of the used bricks and PCM
material, [2]. Hourly solar radiation for 2012, in UAE-Al Ain city is provided by the
weather forecast department in Al-Ain UAE, for the month of June is displayed in
Fig. 22.3. This data is used in the numerical simulation to study the thermal man-
agement performance of a brick wall implanted with PCM. The analysis are per-
formed to 1 day and 7 day power saving evaluation.

22.3 Results and Discussion

The main aim of the present work is to is to carry out numerical simulation to
study the saving of cooling energy due to embedding a PCM material inside a
typical bricks material used in UAE buildings. The focus of this paper will be on
evaluating 1 day versus 7 days assessment on the saving performance.

Figures 22.4, 22.5, 22.6, 22.7, 22.8 and 22.9 are displaying the temperature
mapping development and the liquid fraction representing melting/solidification
during the first 24 h showing intervals of 6 h, a cross the computation domain of
the a brick embedded with one type of PCM (n-Octadecane). The figures shows the
development of the higher temperature distribution and the continuous increase in
melting of the PCM.
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Figure 22.10 shows the melting/solidification of the three used PCM material
during the 7 days. Keeping in mind that the melting temperatures for the three
used PCM: (n-Octadecane, n-Eicosane and P116) are 27, 37 and 47 �C respec-
tively. From the figure it can be noticed for the PCM with melting temperature of
27 �C (n-Octadecane) it melts after 24 h and sty melted for the rest of the studied
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Fig. 22.3 Hourly variation
of solar radiation (7 days
measurements) for the month
of June 2012 in UAE- Al Ain

Fig. 22.4 Temperature and
liquid fraction contours
during the 24 h analysis (1
am)

Fig. 22.5 Temperature and
liquid fraction contours
during the 24 h analysis (6
am)
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Fig. 22.6 Temperature and
liquid fraction contours
during the 24 h analysis. (12
noon)

Fig. 22.7 Temperature and
liquid fraction contours
during the 24 h analysis
(3 pm)

Fig. 22.8 Temperature and
liquid fraction contours
during the 24 h analysis
(6 pm)
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period. Which suggest that after the first day this PCM material is not useful,
because for the PCM material to be efficient and to perform what is expected it has
to go through a cyclic process of melting/solidification. Meanwhile, for PCM (n-
Eicosane) with melting temperature of 37 �C, it goes through a cyclic phase of
melting/solidification during the 7 days period but with a damping effect. And
finally, for for PCM (P111) with melting temperature of 47 �C, it goes through a
cyclic phase of melting/solidification during the 7 days period consistent effect.
This figure suggest two pacts keeping in mind the nature of the weather in UAE:
firstly, 1 day evaluation can be deceiving where it will suggest that the PCM n-
Octadecane is doing great job which is not the case after the first day. Secondly,
choosing the proper PCM material for this application is tricky and it required at
least 7 day analysis evaluation.

Figure 22.11 displays the heating load inside the space for all cases referenced
to the pure brick case. The graph suggest that for the first day the PCM (n-
Octadecane); with the lowest melting point shows the best performance comparing
to all cases. And this effect is start damping as days progress from first day to the
seventh day. Over all PCM (P116) with the highest melting temperature it dem-
onstrate better performance comparing to all studied cases.

Fig. 22.9 Temperature and
liquid fraction contours
during the 24 h analysis (12
midnight)
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Figure 22.12 shows the percentage reduction/increase of the heat flux at the
indoor surface with respect to the reference case (original brick without PCM).
Form this figure we can observe the following: for the first day assessment the
PCM (n-Octadecane) provides more than 50 % reduction in cooling comparing to
the reference and other PCM bricks, where (n-Eicosane) provide about 40 %
reduction and (P111) around 30 % and this in agreement with the fact that all
(n-Octadecane) is melted and absorbed all latent heat energy. After running the
analysis for 7 day the results revels totally different results. Where the analysis
suggest that the bricks with (n-Octadecane). gives less than 10 % reduction, the
bricks with PCM (n-Eicosane) saves about 16 % and the largest saving is due to
bricks with PCM (P111) which about 30 %.
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Fig. 22.11 The heat flux at
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22.4 Conclusions

The main outcome of this work can be summarized by the following:

• One day evaluation can be deceiving where it will suggest that the PCM
(n-Octadecane) is doing great job which is not the case after the first day.

• Choosing the proper PCM material for this application is tricky and it required
at least seven day analysis evaluation.

• PCM (P116) with the highest melting temperature it demonstrate best perfor-
mance comparing to all studied cases for bricks with and without PCM.

• After 7 days assessment bricks with PCM (P111) demonstrate a 30 % reduc-
tion and energy saving.

• It is believed that the degradation of the PCM material in this application is due
to the accumulated temperature variation nature during the seven day evalua-
tion compared to one day evaluation.
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Chapter 23
Effective U-Value of Wall Assemblies
for an Eco-Friendly Paint Coating

S. Shahid, W. Whistler and M. Nazarinia

Abstract The increased amount of carbon dioxide emissions in the atmosphere, and
the rapid depletion of fossil fuels have urged the humans to develop technologies that
lead in the direction of a sustainable future. The present study was carried out to
investigate the effect of U-Values of buildings and villas in the Gulf Cooperation
Council (GCC) region. The effective U-Value of two different types of roof
assemblies of the GCC region was determined, and comparisons were also made
between the U-Values for a standard and eco-friendly paint coating. Four different
chambers were designed for this project, which had similar wall assemblies, but
different roof specifications. Different parameters were collected and recorded,
which showed a minimum of 5 % and a maximum of 11 % reduction in the electrical
usage and U-Value for the rooftops that were coated with the eco-friendly paint. It
was also observed that the effects of the eco-friendly paint were more prominent
when an insulation layer was present in the wall envelope of the roof.

Keywords U-value � Energy saving � Paint coating � Eco-friendly � Wall
assemblies � Heat transfer

23.1 Introduction and Background

The world is faced by a very serious environmental threat known as the climate
change. This is mainly due to the increased uncontrolled amount of carbon dioxide
(CO2) emissions in the atmosphere. To protect the environment, it is essential that
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technologies to be shifted to low carbon technologies which are more sustainable.
These technologies will also be vital for the future when the energy demand would
increase as a result of an increase in population. The main source of CO2 emission
in the atmosphere is the fossil fuel. It is being globally acknowledged that fossil
fuels are slowly becoming extinct, which means that more focus should be given to
renewable energy technologies.

The first step to shift towards a healthy and sustainable environment is to invest
in research and development projects that help to achieve the criterion. The prime
means by which environmental safety measures can be adapted in existing
buildings is by carrying out energy audits and evaluate for thermal heat losses in
them. Recently Dubai Municipality had made it mandatory for all government
buildings in Dubai, United Arab Emirates (UAE), and optional for all the others to
start adapting to the environmental safety measures by 2014 [1]. It will be difficult
and even impossible in some cases to accommodate some of the latest technolo-
gies into the already existing buildings. Hence, alternative solutions to implement
the mandatory regulations should be targeted. One of the few alternatives is using
eco-friendly paints as coatings for both the existing and the newly constructed
buildings. One of the best technical measures to evaluate the effect of such
coatings is wall assembly U-value (see for example [2, 3] and Eq. (23.1)).

The U-value is the measurement of heat transmission through a material or
assembly of materials. When U-values for wall assemblies are calculated at an
early stage in the design process, it avoids an expensive re-working later on in a
project. It also allows the designers to test the feasibility of their project at an early
stage to ensure it is fit for purpose and will comply with regulatory frameworks.

U-Value can be calculated using the following equation:

Q ¼ ADT

R
¼ UADT ð23:1Þ

where Q is the heat transfer rate (W), A is the surface area (m2), DT is the tem-
perature difference (K or �C), R is the thermal resistance or R-Value (m2 K/W) and
U is the thermal transmittance coefficient or U-Value (W/m2 K).

It is important that the wall assemblies in buildings are properly characterized
in order to reduce energy. This may include changes in the induced layers of
insulation. Although a lower U-Values accounts for higher energy efficiency, it is
seen through experiments that after a certain amount of insulation, U-Value
becomes constant. Sometimes more insulation can only mean higher costs.

The present paper will focus on some typical wall envelopes that are used in
residential buildings of Dubai and their experimental U-Values, as compared to the
theoretical ones. Two wall envelopes that are considered in this study include:

1. Concrete block with expanded polystyrene insulation inserted with light mortar
joints.

2. Lightweight aluminum sandwich panel.
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Several analyses have been carried out in the literature to identify U-Values of
different types of wall assemblies. Suleiman [4] estimated the heat transfer and
U-Values for a building that was constructed using common types of wall assem-
blies in Libya. The wall assemblies were without insulation and made of typical
materials, such as bricks, tiles, cement plasters, mortar and ground soils. The
external walls of the building were made of concrete and covered with plaster on
both sides, while the floor was a mixture of soil, cement and mortar. Suleiman [4]
also calculated the annual energy consumption for the building. The first and
foremost problem with this type of building is that both the external walls and the
roof are constructed with identical materials. As this building was located in a dry
and humid area it is important that consideration is given to making separate
envelopes for walls and the roof. Another major problem is that the moisture content
was ignored while making the overall thermal resistance calculations. The overall
U-Value calculations were also only done for the dry conditions, while ignoring the
fact that it has a considerable amount of effect on the conductivity of a material.

Friess et al. [5] confirmed the fact that the energy demands in Dubai have
increased considerably in the past few years because of the increase in population
and urban development. Approximately 29.3 % of energy is consumed only by
buildings alone. They observed that by only using expanded polystyrene (EPS)
insulation on the reinforced concrete, energy consumptions could be reduced up to
23 %. Other than that if the insulation is used on the overall wall structure, energy
consumption could be increased further. The results also showed that only util-
isation of the reinforced concrete is not enough and other considerations should be
taken into account as well. The right type of insulations and envelopes are very
important to help to reduce the U-Value of a wall assembly, especially in hot and
humid regions such as Libya and Dubai.

The purpose of the present study is to experimentally investigate the effect of
wall assemblies with different paint coatings on U-Value reduction and hence its
impact on the energy usage of buildings and carbon footprint. It is assumed that the
standards that are provided by the government are usually higher than the experi-
mental analysis. The present work can also help the government to establish
reduction of the maximum U-Value defined for the walls and the roof in building
envelopes. The eco-friendly paint that was used is especially designed for regions
like UAE, where the highest temperatures can reach up to almost 50 �C in summer.

23.2 Methodology

In order to investigate the effect of different paints on the energy savings in
particular, four test chambers with dimensions of 90 cm wide 9 160 cm
long 9 110 cm were constructed. Each chamber was oriented with the long axis
running in a north-south direction giving maximum morning solar exposure to the
east façade and maximum afternoon solar exposure to the west façade. Figure 23.1
shows the orientation of the chambers.
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The chambers were constructed on the roof of a factory warehouse building to
give the maximum sun exposure and were spaced in such a way so as to avoid any
overlapping shadow patterns to interfere with the test surface temperature
readings.

At each of reading times, the outside surface temperature, ambient temperature,
outside humidity level and interior temperature of the four chambers were indi-
vidually measured and recorded. With the interior volumes of ambient air con-
tinuously being cooled by suitable air conditioners, the electrical energy usage for
the four chambers were also measured and recorded three times daily. Each air
conditioner was programmed to run continuously to a preset interior air temper-
ature of 23 �C; when this interior temperature was reached, the condenser motor
would stop and only the ventilating fan would operate until the preset temperature
was reached again.

Test chambers were individually supplied with power through an outlet dis-
tribution box connected to the same main building circuit so any supplied power
fluctuations would be consistent for the four air conditioning units. Each unit’s
power supply was connected to a plug in kWh meter, and it was made sure that the
four units were switched on simultaneously.

The data measured then was analysed using analytical relations available in the
literature (see for example [2, 3]) and discussed in Sect. 23.3.

23.3 Results and Discussion

The experiments were performed for a 16 week period, during which all the data
were collected and recorded on the site. The analysis and discussion of results are
listed in the following format:

• Temperature analysis for the four chambers at three different hours (i.e. 8 am,
12 and 4 pm.

• Energy analysis for the four Chambers.
• Energy savings.
• Reductions in U-Value.

Fig. 23.1 Schematic of the
orientation of the chambers

290 S. Shahid et al.



23.3.1 Temperature Analysis of All of the Chambers

The temperature data was collected at three different times of the day, i.e. 8 am, 12
and 4 pm. Two of the chambers, was mentioned above, were coated (Chambers 1
and 3) with eco-friendly paint and the other two were coated with standard paint
(Chambers 2 and 4). It should also be mentioned that two of the chambers’ roof top
is made of concrete and the other two made of Aluminum. Figures 23.2 and 23.3
show the temperature distribution for Aluminum and Concrete chambers for three
different times of the day (i.e. 8 am, 12 and 4 pm), respectively. The square symbol
shows ambient temperature (Tamb), diamond symbol shows outside surface tem-
perature (Ts) and circle symbol shows inside temperature (Ti). The filled symbols
denote the eco-friendly paint coat and the hollow denote the normal paint coat.

The temperature analysis at the three hours shows that the ambient temperature
effects the surface and the inside temperature immensely. A slight change in the
ambient temperature, increases and/or decreases the surface and inside tempera-
ture. Temperature distribution of each of the cases is discussed below.

23.3.1.1 Case 8 am

For all the four chambers it is seen that at the beginning of the experiments, the
outside surface temperature is lower than the ambient temperature, while after a
few weeks it starts to increase. This should be mentioned that the first few weeks
of the experiments were in winter season and hence this clearly explains the early
morning trends. As summer approached, the surface heated up and therefore its
temperature increased.

Another aspect that is common between the two sets of graphs from Figs. 23.2
and 23.3, at 8 am, is that the surface temperatures and inside temperatures of the
Chambers 1 and 2, and Chambers 3 and 4, followed exactly the same trend. Only
at a later stage, when summer was approached, the outside surface temperature for
the coated chambers only became higher than the non-coated chambers.

The inside temperature remained fairly higher for the first five weeks of the
experiments, while it started to decrease at the end. That’s because the air con-
ditioning unit was just switched on, and it took some time for the chambers to cool
down. The continuous increase and decrease in the inside temperature is due to the
heat transfer phenomena.

23.3.1.2 Case 12 pm

At 12 pm, the surface temperature remained constantly higher than the ambient
and inside temperature throughout the experiment. As this is the midday data, the
radiations of the sun fall directly on the surface of the chambers, hence heating
them up. The highest surface temperatures were experienced at 12 pm. It is also
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Fig. 23.2 Temperature
distribution for aluminum
chambers measured at three
different times of the day a 8
am, b 12 pm and c 4 pm. The
square symbol shows ambient
temperature (Tamb), diamond
symbol shows outside surface
temperature (Ts) and circle
symbol shows inside
temperature (Ti). The filled
symbols denote the eco-
friendly paint coat and the
hollow denote the normal
paint coat

Fig. 23.3 Temperature
distribution for concrete
chambers measured at three
different times of the day a 8
am, b 12 pm and c 4 pm. The
square symbol shows ambient
temperature (Tamb), diamond
symbol shows outside surface
temperature (Ts) and circle
symbol shows inside
temperature (Ti). The filled
symbols denote the eco-
friendly paint coat and the
hollow denote the normal
paint coat
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seen that the surface temperatures for the coated chambers are less than that of the
non-coated ones. This proves that the eco-friendly paint is actually working
successfully.

On the other hand, the inside temperatures remained constantly lower than the
ambient and surface temperatures. Although the inside temperatures were almost
the same for the coated and non-coated chambers, the energy required to maintain
those temperatures is lower for the coated chambers, as can be seen later in
Sect. 23.3.3.

23.3.1.3 Case 4 pm

Later on in the day as evening was approaching, at 4 pm for this experiment, the
inside and ambient temperatures started reaching each other. This was also seen
that the inside and surface temperatures followed a very similar trend as 12 pm
data. It was also observed that the maximum surface temperature at 4 pm was
lower than that of 12 pm. This is due to the fact that the exposure from the sun is
shifted from the roof to the west side of the chambers.

23.3.2 Energy Analysis

Figures 23.4 and 23.5 show the amount of energy consumption of the air condi-
tioning unit for the 16 week period for all of the four chambers measured. It can be
clearly observed that the difference in energy for the concrete chambers is less than
that for that of the Aluminum chambers. This means that the performance of the
eco-friendly paint was more effective on Aluminum than on concrete. This is due
to the insulation that is present in the Aluminum chambers. It is also seen that the
difference in energy consumption between the concrete chambers, Chamber 1
(with eco-friendly coating) and Chamber 2 (without eco-friendly coating), remains
constant throughout the experiment. On the other hand, for the Aluminum
chambers, Chamber 3 (with eco-friendly coating) and Chamber 4 (without eco-
friendly coating), the difference in energy consumption between the two chambers
increases every day. Although it is known that Aluminum is a better conductor of
heat [3].

23.3.3 Energy Savings

The energy savings between the coated and non-coated chambers are also calcu-
lated. A considerable amount of energy reductions were noticed between the
coated and the non-coated chambers. Following equation was used to calculate the
amount of reduced (saved) energy:
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DE ¼ Enc � Ec

Enc
ð2Þ

where DE is the percentage of Energy Saving, Enc is the maximum energy con-
sumed by non-coated chambers (i.e. 2 and 4) and Ec is the maximum energy
consumed by coated chambers (i.e. 1 and 3). The energy consumption values were
calculated from power usage data measured in the experiments over the duration
of 16 weeks.

The analysis showed an energy savings (DE) of 4.8 % for concrete and 11.1 % for
Aluminum chambers. These calculations are proving the trends shown in Figs. 23.6
and 23.7. This should though be mentioned that the energy reductions for Aluminum
chambers are greater than that of the concrete chambers. This is mainly due to the
insulation that is present in the roof envelop of the Aluminum sandwiched panels.

Fig. 23.4 Energy
consumption for aluminum
chambers measured at three
different times of the day a 8
am (square symbol), b 12 pm
(diamond symbol) and c 4 pm
(circle symbol). The filled
symbols denote the eco-
friendly paint coat and the
hollow denote the normal
paint coat

Fig. 23.5 Energy
consumption for concrete
chambers measured at three
different times of the day a 8
am (square symbol), b 12 pm
(diamond symbol) and c 4 pm
(circle symbol). The filled
symbols denote the eco-
friendly paint coat and the
hollow denote the normal
paint coat

294 S. Shahid et al.



23.3.4 U-Value Reductions

In this study the U-Value calculations were performed using Eq. (23.1) with
DT = Ambient Temperature—Inside Temperature and A = Area of the roof. As
all the four walls of the four chambers have similar construction, it is assumed that
the heat transfer through all the walls of the four chambers cancel out each other,
hence area of the roof is only considered for the calculations. Therefore, the heat
transfer through the walls can be eliminated. This way of calculations is also
preferred because the effects of the eco-friendly can be examined more accurately.

Fig. 23.6 Energy saving bar
chart for aluminum chambers

Fig. 23.7 Energy saving bar
chart for concrete chambers
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After calculating the energy savings and the U-Value, the reductions in
U-Value were also calculated. The U-Value reductions (U-Value) for the four
chambers are represented in the Table 23.1.

The percentage of U-Value reductions seems to be more in Aluminum than in
concrete. The only reason for this is the presence of insulation in the Aluminum
chambers. Although the average maximum amount of U-Value is for Chamber 4,
which is an Aluminum sandwiched panel without the coating. Figures 23.8 and
23.9 show the variation in U-Value throughout the Experiment. It can be clearly
seen that the line representing the U-Value for the coated Aluminum roofs is lower
than that of the non-coated one. The difference between the coated and the non-
coated chambers is quite visible for the Aluminum chambers, throughout the
experiment. Though, for the concrete roofs, this difference is rarely seen.

Table 23.1 U-value reduction

U-value (kW/m2K) DE DU-value

Concrete chambers Chamber 1 0.03949 4.75 17
Chamber 2 0.04683

Aluminum chambers Chamber 1 0.06672 11.1 41.8
Chamber 2 0.07441

Fig. 23.8 Variation in U-value throughout the experiment for aluminum chambers
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23.4 Conclusions

Experimental results show that the maximum amount of energy was consumed at 12
pm. This is because at that time the roof faces the maximum amount of sun exposure,
while at 8 am and 4 pm, the east and west sides of the chamber face the maximum sun
exposure. This is the reason that the surface temperature shot up at 12 pm.

There is also a considerable amount of difference between energy savings and
the U-Value reductions for the coated and the non-coated chambers, while the
chambers that are constructed from a Aluminum sandwiched panel perform better
that concrete roofs. As mentioned before, this is mainly due to the layer of
insulation that is present in the roofs of the Aluminum chambers. This eco-friendly
coat is especially designed for rooftops that already have a layer of insulation
present in the wall envelop. It is assumed that if a layer of insulation were to be
added in the concrete roof, energy savings and U-Value reduction would increase,
as concrete is a much poor conductor of heat.

It is also assumed that the difference between the experimental and theoretical
U-Values are going to be numerous, which will eventually increase the percentage
error in U-Value calculations. A very critical assumption has been made while
performing the calculations. It is assumed that the inside temperature, T2, of the
chamber is almost equal to the inside surface temperature, Tw2, which may not be
the actual case of reality. The percentage error is also expected to be high because
the difference in temperature, DT, is taken as the ambient temperature, T1, minus
the inside temperature, T2. DT should basically be, the outside surface temperature
minus the inside surface temperature, i.e. Tw1 - Tw2, as this is the surface though

Fig. 23.9 Variation in U-value throughout the experiment for concrete chambers
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which heat transfer is occurring. Figure 23.10 shows all the mentioned parameters
and their position for a single concrete slab. The same assumption can be applied
for the Aluminum sandwiched panel too.

Percentage errors are further expected to increase if DT is taken as outside
surface temperature minus the inside temperature. This is due to the fact that
U-Value is inversely proportional to DT. A smaller difference would give a more
accurate U-Value. Also, the outside surface temperatures for the four chambers are
different and higher than the ambient temperatures.

This is where the experiment can be further refined, i.e. a means of measuring
the inside surface temperature should also be included. Estimates could also be
improved further by measuring the wind speed and solar radiations from the sun.
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Chapter 24
Function-Based Model Predictive Control
Approach for Maximum Power Capture
of Heaving Wave Energy Converters

Mohammed Jama, Addy Wahyudie, Ali Assi and Hassan Noura

Abstract This paper investigates the application of function based model
predictive control (MPC) approach to control the movement of single-body
heaving wave energy converter (WEC). The proposed controller is designed based
on the principle of maximum power transfer, at which maximum power absorption
is attained. In addition, the suggested MPC controller respects the physical and
thermal limitations of the WEC. Also, the generalized architecture of the proposed
controller allows for longer prediction horizons and permits to effectively tune the
controller based on the surrounding wave environment. Simulations have been
carried out to assess the performance of the proposed controller using realistic sea
states. Results show that the proposed MPC controller has achieved satisfactory
performance allowing the WEC to optimize energy absorption while respecting the
system limitations.

24.1 Introduction

One of the key features of wave energy apart from being clean and renewable is its
significant average power density (*0.5 kW/m2) [1]. Heaving wave energy
converters (WECs) such as point absorbers are one of many WEC topologies.
Point absorbers are heaving devices that absorb the mechanical energy that water
waves carry and convert them directly or indirectly to electricity [2]. An example
of point absorber is given in Fig. 24.1. The given WEC is a single-body
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axisymmetric heaving device, which consists of a floater or buoy and a direct drive
power take-off (PTO) mechanism. Permanent magnet linear generator (PMLG) is
usually deployed as a mean to generate electricity and also control the oscillation
of the floater [3]. Much research work has been devoted to the field of optimum
WEC control. Falnes and Budal carried out the early attempts on the control of
point absorbers in which they discussed the principle of maximum power transfer
[4]. With the recent advances in heuristic control techniques, many researchers
deployed genetic algorithm (GA), optimization techniques, and artificial neural
networks (ANNs) to optimize the energy capture of WECs [5]. Fuzzy logic based
controllers have also featured in many research efforts [6, 7].

Lately, model predictive control (MPC) has drawn attention as a potential can-
didate for controlling WEC. Due to the advances in the computing infrastructure,
MPC is widely used in numerous industrial applications, such as queuing systems,
chemical processes, and financial problems [8]. MPC is based on the theory of
optimum control; however it deviates in that the optimization problem is solved to
determine the optimum control trajectory at every sampling instant within a pre-
diction horizon [8]. Implementing MPC in marine energy is still largely unexplored
compared to other renewable energy resources, however, few outstanding research
efforts have been reported in literature, among those are [9, 10].

Generally, classical MPC methods are susceptible to poor numerical conditions,
particularly when large prediction horizons are required. To the best of our
knowledge, in the previous efforts, minimal attention has been given to the issue of
tuning the MPC regime. In this paper, a discrete MPC based on Laguerre polyno-
mials is proposed. The suggested approach gives more flexibility in tuning the
controller to accommodate different wave environments and operating conditions.

Fig. 24.1 Heaving WEC
structure
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Also, longer prediction horizons can be realized without significantly increasing the
number of parameters. Hence less computational resources are needed compared
with conventional MPC techniques. In addition, a controller with larger prediction
horizon might, intuitively, make wave short-term forecasting algorithms far more
effective, as the ones proposed in [11]. The proposed controller has been tested to
control heaving WEC excited by polychromatic sea states. This paper is organized as
follows: Sect. 24.2 discusses the dynamic model of the heaving WEC. The proposed
control technique design is described in Sect. 24.3 Simulation results and discussion
are given in Sect. 24.4 Finally, conclusions are drawn in Sect. 24.5.

24.2 System Description

24.2.1 Oscillating WEC Model

In this study, a single-body heaving WEC, which is reacting against the sea-bed is
investigated. All the non-linear hydrodynamic forces are approximated linearly as
only small vertical excursions are allowed [12]. The forces acting on the WEC
floater can be described as

feðtÞ � frðtÞ � fbðtÞ � flðtÞ þ fcðtÞ ¼ m€zðtÞ ð24:1Þ

where feðtÞ is the wave excitation force, frðtÞ is the wave radiation force, fbðtÞ is the
floater’s buoyancy force, flðtÞ is the mechanical losses force (e.g. viscous), fcðtÞ is
the control force applied by the PTO machinery. m is the total mass of the WEC
floater, rod, and the PMLG translator, €zðtÞ is the heave acceleration of the floater.
Omitting the forces resulted from the mechanical losses flðtÞ, the system time
domain equation of motion can be described as [2]

½mþ m1�€zðtÞ þ
Z t

0

krðt � sÞ_zðsÞdsþ cbzðtÞ ¼ feðtÞ þ fcðtÞ ð24:2Þ

where the constants m1 and cb are the radiation infinite added mass and the
buoyancy stiffness coefficient. zðtÞ and _zðtÞ are the floater’s heave displacement

and velocity, respectively. The radiation convolution term
Rt
0

krðt � sÞ_zðsÞds is

approximated by a 4th order linear time invariant state space model using fre-
quency domain identification technique as discussed in [13]. The complete state
space representation of the WEC system is
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_xðtÞ ¼AxðtÞ þ BuðtÞ þWwðtÞ
yðtÞ ¼CxðtÞ

ð24:3Þ

where xðtÞ ¼ ½zðtÞ _zðtÞ hðtÞT �T 2 R
n�m is the system state vector, hðtÞ 2 R

4�1 is
the radiation component state vector. As shown in (24.3), the system is excited by
two forces (inputs), which are: (1) the control force applied by the PMLG
uðtÞ 2 R

m�m, that can be manipulated by the adopted controller and the system
actuator and (2) the wave excitation force, which cannot be manipulated, so it is
considered as un-manipulated measurable input wðtÞ 2 R

1�1, while yðtÞ ¼ _zðtÞ 2
R

1�1 is the output vector. A 2 R
n�n; B ¼W 2 R

n�m, and C 2 R
q�n are the state,

input, and output matrices, respectively.

A ¼
0 1 01�4
�cb

mþm1
0 �Ck

mþm1

04�1 Bk Ak

2
64

3
75 2 R

n�n;

B ¼
0
1

mþm1

04�1

2
64

3
75 2 R

n�m;

C ¼ 0 1 01�4½ � 2 R
q�n:

The matrices Ak 2 R
4�4; Bk 2 R

4�1 and Ck 2 R
1�4 are the state, input, and

output radiation force model matrices. Frequency domain hydrodynamic analysis is
performed to evaluate the radiation linear model matrices. The hydrodynamic
analysis describes the waves-floater interactions, which is a function of wave
propagation frequencies, installation site, and the geometry of the WEC floater [14].
Hydrodynamic numerical tools such as WAMITTM can be used to solve the radi-
ation and diffraction problems of offshore floating structures for a range of operating
frequencies [15]. The frequency domain radiation kernel KrðxÞ is found as

KrðxÞ ¼ RrðxÞ þ jx½MrðxÞ � m1� ð24:4Þ

where RrðxÞ and MrðxÞ are the radiation resistance and radiation added mass, which
are computed using WAMITTM for a range of frequencies. Since the most energetic
sea waves propagate at relatively low frequencies, only wave frequencies (i.e. x\1
rad/s) are considered. The wave excitation force feðtÞ is also determined for the
specified frequency range by approximating it with a 8th order linear time invariant
model using frequency identification technique similar to the one used in [13].
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24.2.2 Maximum Power Absorption

When the WEC floater is heaving freely, that is, there is no PTO force applied; the
intrinsic impedance ZinðxÞ of the system dominates its dynamics. Generally, the
geometry and the mass of the floater along with the wave environment determine
the floater’s ZinðxÞ, therefore its energy capture capabilities. In [2], it is stated that
for a heaving floating body to achieve maximum power absorption, the wave
excitation force feðtÞ should be in phase with _zðtÞ (i.e., resonance), hence the
reference velocity that ensures maximum power absorption can be expressed as

_zrðtÞ ¼
jfeðtÞj

2RinðxÞ
cosð/Þ ð24:5Þ

where RinðxÞ and / are the system instrinstic resistance and the phase difference
between feðtÞ and _zðtÞ, respectively.

24.3 Controller Design

Function-based model predictive controller (MPC) is designed to generate the
required machinery force. The control strategy also comprises an observer to
estimate the system states. Figure 24.2 depicts the control system architecture.

24.3.1 Augmented WEC Model

The continuous time domain WEC model (24.3) is formulated into the MPC
framework by considering the change of the manipulated control variable _uðtÞ
instead of uðtÞ. To form the augmented WEC model, an integral action is
embedded into the model shown in (24.3). By setting the augmented state vector as
xg ¼ ½ _xðtÞT eðtÞ�T , where eðtÞ ¼ yðtÞ � _zrðtÞ is the velocity tracking error. The
augmented state space representation of the model can be written as

_xgðtÞ ¼AgxgðtÞ þ Bg _uðtÞ
yðtÞ ¼CgxgðtÞ

ð24:6Þ

such that
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Ag ¼
A 06�1

C 01�1

� �
2 R

ðnþqÞ2 ;

Bg ¼
B

01�1

� �
2 R

ðnþqÞ�q;

Cg ¼ 01�6 I1�1½ � 2 R
q�ðnþqÞ:

Note that the augmented model has the derivative of the input as its sole input
variable, whereas the un-manipulated input wðtÞ featured in (24.3) is neglected to
be simply added to the original input signal uðtÞ. The formulated augmented model
is discretized as follows

_xgðk þ 1Þ ¼AdxgðkÞ þ BdDuðkÞ
yðkÞ ¼CdxgðkÞ

ð24:7Þ

where xgðkÞ; ygðkÞ; Ad; Bd, and Cd are the discrete counterparts of
xgðtÞ; ygðtÞ; Ag; Bg and Cg. Assuming a zero-order hold is used at a sampling time
Ts.

24.3.2 Reference Velocity Optimization

The equation shown in (24.5) guarantees maximum power absorption, however, it
cannot be implemented in real application, due to the resultant extremely high
buoy excursions [2]. Also, it is not easy to compute the system’s intrinsic
impedance in real time. A possible solution is to formulate a time domain opti-
mization problem that: (1) maximizes the absorbed energy Eabs (2) limits the
buoy’s heave displacement [9]. Assuming that an ideal wave elevation prediction
is available, the absorbed energy Eabs within a finite optimization window Nw is

Fig. 24.2 Control system
diagram
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Eabs ¼ ðFe � FrÞT V ð24:8Þ

where

Fe ¼

feðk þ 1jkÞ
feðk þ 2jkÞ

..

.

feðk þ NwjkÞ

2
66664

3
77775;Fr ¼

frðk þ 1jkÞ
frðk þ 2jkÞ

..

.

frðk þ NwjkÞ

2
66664

3
77775;

V ¼

_zrðk þ 1jkÞ
_zrðk þ 2jkÞ

..

.

_zrðk þ NwjkÞ

2
66664

3
77775:

By modifying the state equation shown in (24.3), a new vector, ðkÞ, is defined to
include the radiation component states hðkÞ and the heave displacement zðkÞ, the
radiation force trajectory can be written as

Fr ¼ NvVþ NwWðkÞ ð24:9Þ

where

Nv ¼

CrBr 0 . . . 0

CrArBr CrBr
. .

.
0

..

. . .
. . .

. ..
.

CrA
Nw�1
r Br . . . CrArBr CrBr

2
66664

3
77775;

Nw ¼

CrAr

CrA
2
r

. . .
CrA

Nw
r

2
664

3
775;

Ar ¼ 0 01�4

04�1 Ak

� �
;Br ¼

1
Bk

� �
;Cr ¼ 0 Ck½ �:

By algebraic reformulation of (24.6), the optimum velocity reference is then
determined by solving the following quadratic programming (QP) problem

minimize Eabs ¼ VTNvVþ ðNwWðkÞ � FeÞT V
subject to HzV�Xz

ð24:10Þ

where
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Hz ¼ �Mz Mz½ �T ;
Xz ¼ zm þ PzWðkÞ zm � PzWðkÞ½ �T :

Note that the matrices Mz and Pz are similar to NW and Nr, respectively, apart
from a minor modification, that is Cr ¼ ½101�4�. Equation (24.10) is minimized
with respect to the future velocity trajectory V, while limiting the buoy excursion
to �zm. Note that no constraints are imposed on the decision variable V, since it is
expected to be implicitly constrained through limitations on the buoy displace-
ment. The QP problem under study is convex, since the Hessian matrix Nv is
positive semi definite in <n. Without imposing constraints on the heave dis-
placement, the optimum velocity reference produced by (24.10) will be similar to
that of (24.5).

24.3.3 MPC Formulation

The model presented in (24.7) is fully controllable which is pre-requisite to
establish state feedback control law. The estimated future predicted state trajec-
tories along the prediction horizon Np can be formulated in a matrix form as [16]

Xgðk þ 1jkÞ ¼ Hxx̂gðkjkÞ þHDuDUðkÞ ð24:11Þ

where

Xgðk þ 1jkÞ ¼

x̂gðk þ 1jkÞ
x̂gðk þ 2jkÞ

..

.

x̂gðk þ NpjkÞ

2
6664

3
7775;

DUðkÞ ¼

DuðkÞ
Duðk þ 1Þ

..

.

Duðk þ Np � 1Þ

2
6664

3
7775;Hx ¼

Ad

A2
d

..

.

A
Np

d

2
6664

3
7775;

HDu ¼

Bd 0 . . . . . . 0

AdBd Bd
. .

. . .
.

0

..

. ..
. . .

. . .
. ..

.

A
Np�1
d Bd A

Np�2
d Bd . . . AdBd Br

2
66664

3
77775:

Consequently, the predicted output trajectory is computed using (24.9) as
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Ygðk þ 1jkÞ ¼ Cxx̂gðkjkÞ þ CDuDUðkÞ ð24:12Þ

where

Ygðk þ 1jkÞ ¼

ŷgðk þ 1jkÞ
ŷgðk þ 2jkÞ

..

.

ŷgðk þ NpjjkÞ

2
6664

3
7775;Cx ¼

CdAd

CdA2
d

..

.

CdA
Np

d

2
6664

3
7775;

CDu ¼

CdBd 0 . . . 0

CdAdBd CdBd
. .

.
0

..

. ..
. . .

. ..
.

CdA
Np�1
d Bd CdA

Np�2
d Bd . . . CdBd

2
66664

3
77775:

The control trajectory within the prediction horizon Np is evaluated as sum-
mation of set of Laguerre polynomials ‘ðkÞ, which are orthonormal complete
functions that can be expressed in the z-domain as

Li ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� p2

p
1� pz�1

z�1 � p

1� pz�1

� ffii�1

;where i ¼ 1; 2; . . .;N

where p is the pole of the Laguerre polynomial and it controls the rate at which
‘ðkÞ decays to zero. To ensure the stability of the Laguerre network, 0\p\1. The
control law at each instant i is approximated by a finite number N of Laguerre
polynomials, such as

Duðk þ iÞ �
XN

j¼0

cjðkÞ‘jðkÞ ð24:13Þ

Usually, small value is selected for N (typically \10) which is sufficiently
enough for most applications. In addition, small value of N allows p to have more
influence on the system response [17]. By varying the Laguerre polynomials
coefficients cjðkÞ, the control trajectory is manipulated within the prediction
window Np. Usually the Laguerre polynomials are formulated in state space
representation such as

Lðk þ 1Þ ¼ A‘LðkÞ ð24:14Þ

here A‘ 2 R
N�N is the Laguerre state matrix and LðkÞ ¼ ½‘1ðkÞ‘2ðkÞ. . .‘NðkÞ� 2

R
N�1 is the Laguerre state vector. Therefore, at the sampling instant i the change in

the input DuðkÞ can be expressed in the matrix form as
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Duðk þ iÞ ¼ LðkÞTr ð24:15Þ

where r ¼ ½c1c2. . .cN � 2 R
N�1 includes the Laguerre coefficients. Note that the

control law at any instant throughout the prediction horizon is computed using the
same Laguerre network, in which, the pair ðp;NÞ is kept fixed, hence the control
trajectory can be represented as

DU ¼ L1ðkÞTr1L2ðkÞTr2 . . . LNpðkÞ
TrNp

� �
ð24:16Þ

so, at each time step, r is optimized to obtain the required control law, which in
turn, regulates the output response.

24.3.4 MPC Objective Function

Using the predicted variables, the objective function of the discrete function based
model predictive control is formulated as [16]

J ¼ Xgðk þ 1jkÞT QXgðk þ 1jkÞ þ DUðkÞT RDUðkÞ ð24:17Þ

subject to (24.9), while Q 2 R
ðNpðnþqÞÞ2 and are the state and input weighting

matrices, respectively. Both Q and R are non-negative semi definite matrices. The
cost function (24.17) is modified to comprise an exponential weighting factor k,
which facilitates to extend the prediction horizon, without staggering into
numerical problems [16]. The exponentially weighted optimization problem is
formulated as

minimize J ¼ Xgðk þ 1jkÞT QXgðk þ 1jkÞ þ DUðkÞTR D UðkÞ
subject to Xgðk þ 1jkÞ ¼ ~Hxx̂gðkjkÞ þ ~HDuD UðkÞ

jD UðkÞj� S�1XDu

ð24:18Þ

where

S ¼

I 0 . . . 0

0 k�1I . .
.

0
..
. ..

. . .
. ..

.

0 0 . . . k�Np I

2
6664

3
7775;XDu ¼

b
b
..
.

b

2
664
3
775:

the matrices ~Hx and ~HDu are modified version of their counterparts shown in
(24.12), that is, they are modified by the weighted augmented state and input
matrices, k�iAd and k�iBd, respectively. The matrix S, in the inequality constraint,
is tailored to modify the control law across Np by k�i. All control laws are bonded
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by �b in XDu. The importance of imposing constraints on the heaving WEC arises
due to the physical and thermal limitations of the PMLG and to have means to
suppress extreme floater excursions.

24.4 Results and Discussions

24.4.1 Simulation Set-Up

The design parameters of the floater, which is used in the hydrodynamic analysis
and the time domain simulations are shown in Table 24.1. The Laguerre poly-
nomials based MPC parameters have been initially set to p ¼ 0:5; N ¼ 3; Np ¼
2000; k ¼ 1: The state weighting Q is set to equal CT

g Cg, which enables the
tracking of the reference optimal velocity signal and the input weighting R is set to
0.02. The simulation sampling time Ts is 0.01 s and the most energetic sea waves
propagate at 13 s, hence the prediction horizon is selected to be 20 s (or 2,000
samples). In order to avoid numerical complexities and speed up the simulation,
the optimization described in (24.10) is solved with a larger time step (i.e., 0.1 s).
All the simulations are carried out using MATLABTM.

24.4.2 Simulation Results

First, let’s examine the influence of control for the system under investigation.
Figure 24.3 showcases the dynamics of the WEC when no control force is applied
under the excitation of a polychromatic wave of peak frequency xp ¼
0:55 rad=s Tp ¼ 11:42 s

	 

and significant height Hs of 2 m. The displacement of

the WEC floater is merely due to the wave excitation force that is why the floater
heave displacement is close to the applied wave elevation.

Table 24.1 WEC design parameters

Parameter Symbol Value Unit

Buoy radius r 5 m
Buoy mass mb 2:68� 105 kg

Water plane area Aw 78:54 m2

Submerged volume Vs 261:80 m3

Buoyancy stiffness coefficient cb 7:89� 105 N/m

Added infinite mass m1 1:34� 105 kg

Resonance angular frequency xo 1:4 rad/s
Seabed depth d 80 m
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The proposed MPC controller is used where, initially, no constraints are
imposed on the machinery force. The optimal velocity trajectory is computed
ahead in 10 s time frame, assuming that the wave elevation is available in that time
frame. To avoid extreme floater excursions, the maximum displacement is set to
� 2:5 m. As depicted in Fig. 24.4a, significant increase in the floaters heave dis-
placement is reported. The actual floater’s velocity successfully tracks the opti-
mum reference velocity which ensures maximum power transfer within the
allowable excursions limit. It is important to mention that the WEC system is
supposed to operate at near resonance condition due to the constrained motion,

Fig. 24.3 The dynamics of heaving WEC at no load condition

Fig. 24.4 The dynamics of heaving WEC under unconstrained MPC controller a optimal and
actual buoy velocity b optimal and actual buoy displacement c wave excitation force, PTO force,
and rate of change of PTO force. d captured instantaneous and time-averaged power
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however, the controller fails to keep it within these limits as shown in Fig. 24.4b.
Also the applied machinery force is approximately twice as high in magnitude as
the applied wave excitation force as shown in Fig. 24.4c. The instantaneous
captured power Pcap and the time averaged captured power �Pcap are shown in
Fig. 24.4d. The system under the unconstrained MPC controller has succeeded to
capture approximately 0.172 MW of �Pcap.

Next, constraints are introduced to the MPC controller. Hard constraints, b, are
imposed on the machinery force to limit the available control energy to �2 MN,
which could be interpreted as the rated PTO force. As shown in Fig. 24.5a, the
MPC controller manages to make the floater’s velocity track the optimal reference
velocity. However when the machinery force hits the constraint, the controller
momentarily fails to keep small tracking error. Also, the floater motion is kept
within its limits as shown in Fig. 24.4b. A trivial consequence of limiting the
control force is suppressing the extreme oscillations of Pcap as shown in
Fig. 24.5d. It is remarkable that �Pcap increased by 25 % (i.e., �Pcap ¼ 0:232 MW)
after introducing constraints on fmðtÞ. This shows that the proposed constrained
MPC controller adequately exploits the available control resource.

Fig. 24.5 The dynamics of heaving WEC under constrained MPC controller a optimal and
actual buoy velocity b optimal and actual buoy displacement c wave excitation force, PTO force,
and rate of change of PTO force. d captured instantaneous and time-averaged power

Table 24.2 MPC and PRC performances for low frequency sea state

Variable Unit MPC PRC
�Pcap MW 0.232 0.178

VarðPcapÞ MW 1.1836 0.2691
Pcap=Pmax – 0.126 0.097
f max
c MN 2 2.15
Df max

c MN 2 –
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Comparison is conducted between the constrained MPC and passive reactive
control (PRC) performances, which are evaluated through few performance met-
rics, that are the captured power variance VarðPcapÞ and the capturing efficiency
Pcap=Pmax. The variance of Pcap gives an idea about how rapid the captured power
is varying with time. Higher value of variance indicates that larger amount of
reactive power is running back and forth in the system. The other metric is the

capturing efficiency Pcap=Pmax, where Pmax ¼ jfeðtÞj2=8RinðxÞ, note that this is an
approximation since zero phase shift between feðtÞ and _zðtÞ is assumed. The PRC
regime consists of a fixed damping and stiffness coefficients, which are tuned at
xp ¼ 0:55 rad/s. The PRC regime is configured to provide both amplitude and
phase control, that is, fmðtÞ ¼ �Rm _zðtÞ � SmzðtÞ, the damping coefficient Rm is set
to 0.55 MNs/m, which maximizes the floater’s vertical displacement within
�2.5 m limit, while the stiffness coefficient Sm is set to 0.67 MN/m, which makes
feðtÞ and _zðtÞ in phase. As shown in Table 24.2, the constrained MPC outper-
formed the PRC in terms of Pcap=Pmax, even though, less fmðtÞ is used. Moreover,
due to the fixed nature of the PRC, considerably lower variance in Pcap is
observed.

24.5 Conclusions

A function based MPC controller for optimizing the performance of heaving WEC
is presented. The proposed controller has shown promising results in terms of
maximizing the WEC energy capture and the ease of imposing constraints on both
of the system states and control effort. The controller eliminates the need for
sensors by embedding observers into the controller framework. The proposed
control strategy requires less computational resources compared to conventional
MPC controllers.
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Chapter 25
Overview of Water Energy Nexus of Abu
Dhabi’s Power Sector-Energy Water
Analysis of End Use Segment

S. Assaf and M. Nour

Abstract Energy and water are closely linked and dependent resources where
energy production requires a large amount of water and in contrast huge amount of
energy is needed to extract, treat, desalinate, transport and distribute water. Abu
Dhabi provides a strong example of the interconnection between energy and water,
where the majority of its electricity and water demand is jointly produced from
cogeneration plants. The total cost of fuel used for cogeneration plants are heavily
depending on the efficiency level of end-use energy and water consumption.
Buildings are the major electricity and water consumers in Abu Dhabi, with 84.6 and
92.2 % respectively from the entire demand. In the case of Abu Dhabi; adopting the
Estidama pearl rating system for all new constructed buildings will reduce water and
energy consumption by considerable amounts. The aim of this study is to analyze
the energy and water consumption reduction by implementing Estidama regulations
and compare it with Business as Usual—the normal execution of things as they
always do—for three sample buildings (villa, multistory residential and office
building). The results of energy simulation and water analysis of the chosen
buildings showed a potential of electricity reduction between 31 and 38 % and a
potential of water reduction between 22 and 36 % depending on building type and
other parameters. Also, a total monitory savings of 19 Billion AED can be achieved
accumulatively over 10 years period (2011–2020) after Estidama regulations have
been applied. In addition, 31.4 Million ton of CO2eq cumulatively can be abated.

Keywords Water energy nexus � End use energy � Power sector � Energy
efficiency
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25.1 Introduction

Water and energy are vital resources that affect all aspects of life and support
human welfare. They are essential for economic growth and sustainable devel-
opment; and recognized as fundamental inputs for the modern economies [1]. The
rapid global population growth and fast economic development are key drivers for
increasing the global demand on water and energy resources.

The concept of water and energy nexus has been acknowledged in the United
States in mid nineties of the last century, and has been received increased attention
all over the world during the past 5 years [2].

Historically, energy and water resources have been treated independently, and
their policies have been developed in isolation from each other, but recently due to
the growing concerns of the issues relevant to energy and water accessibility,
environmental impacts and prices instability [3], many countries have started
integrating both systems to obtain better planning and policy directions.

According to Middle East and North Africa (MENA) Energy Investment
Outlook [4]—titled: Capturing the Full Scope and Scale of the Power Sector, the
MENA region would need 124 GW incremental power capacity over the next
5 years, with an average growth 7.8 % annually. The growth of electricity con-
sumption is strongly correlated to economic development, high population growth
and harsh climate conditions, which all countries in the region do share, especially
the Gulf Cooperation Council (GCC) states. The share of GCC states alone
exceeds 42 % (US$105 billion) of the total required expenditure.

In 2011, the total installed capacity in United Arab Emirates (UAE) was
26132 MW; which has been increased significantly over the past few years due to
new commissioning of several plants. In the water side, although UAE has rela-
tively large volume of underground and surface water reserves, only 3 % of
available water is fresh according to UAE water conservation strategy [5], the
remaining 97 % is saline water. In the UAE, desalinated water accounts for 92 %
of the total water used for domestic and industrial activities [5].

Abu Dhabi is the largest emirate among the seven emirates of the UAE, and has
one of the highest per capita rates of electricity and water consumption in the
world. According to Abu Dhabi Energy and Environmental Statistics [6] electricity
consumption per capita in Abu Dhabi was 20.39 MWh/year in 2011, almost seven
times the global average (2.89 MWh/year) [7]. The urban water per capita use in
Abu Dhabi was 1250 l/day in 2011, 54 % of which (i.e. 675 l/day) are used for
domestic activities [6], which is much higher than most of the developing coun-
tries where their daily average does not exceed half of Abu Dhabi’s daily per
capita rate. Buildings are the major electricity and water consumer in Abu Dhabi
with 84.6 and 92.2 % respectively relative to the total electricity and water con-
sumption of Abu Dhabi.

With this regard, the Abu Dhabi government has stressed the importance of
adopting new regulations to increase sustainability in the construction sector. The
Abu Dhabi Urban Planning Council (UPC)—through its Pearl Rating System, that
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was put in place in 2011—commands all new buildings to achieve specific
benchmarks in order to minimize the energy and water use as well as reducing
construction waste and recycling building materials.

This paper presents the analysis of electricity and water consumptions in Abu
Dubai emirate for three typical sample buildings, (villa, multistory residential and
office building). For Energy assessment, eQUEST simulation software was used to
examine the energy performance of the chosen buildings and to evaluate the
energy saving potential after applying Estidama requirements. While for water
assessment; Estidama and LEED calculation tools were used to do the same.

25.2 Background

Energy and water are closely linked and dependent resources where energy pro-
duction requires a large amount of water and in contrast huge amount of energy is
needed to extract, treat, desalinate, transport and distribute water. Figure 25.1
shows the inter-linkages between the two sources.

25.2.1 Water Requirements for Electricity Production

For energy value chain, water is needed for fuel extraction and processing as well
as for power generation. The water demand varies depending upon the type of
generation and cooling technologies. The ranges of water requirements for various
generation and cooling technologies is illustrated in Fig. 25.2.

In this paper, only the water used for electricity generation is covered, which is
mainly used for cooling purposes. For the case of Abu Dhabi; three types of
generation are largely used in its power plants: steam turbine (ST), diesel engine
(DE) and gas turbine (GT). GT comprises three technologies; simple cycle gas
turbine (SCGT), combined cycle gas turbine (CCGT) and gas turbine with energy
heat recovery (GT + HER).

Back to water demand for electricity production, only steam turbines require
water for the cooling process whereas gas turbines do not. Most power plants in
Abu Dhabi are located along the coastal line, where only seawater is used for
cooling due to the limited fresh water resource. The average water use in energy
production for steam turbine is around 315 gal/MWh [2]. Although seawater is
considered a stable source compared to fresh water, but still using such a large
quantity of sea water—which is eventually discharged into the sea at a very high
temperature—would cause thermal pollution and impact the local habitat of fish
and other marine species [10].
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Fig. 25.1 Water energy nexus [8]

Fig. 25.2 Water use for electricity production [9]
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25.2.2 Energy Requirements for Water Production

Energy is required for water lifting, desalination, treatment and distribution. The
required energy for various types of water processes varies from fractions of KWh
to few KWh per cubic meter produced, depending on the process type as well as
several geographical, operational and technological factors. This research work
focuses on energy used for urban water, thus covering only water desalination and
treatment.

25.2.2.1 Energy Requirements for Water Desalination

UAE operates 70 desalination plants representing 14 % of the overall worldwide
capacity, two thirds of which are located in Abu Dhabi [11]. The desalinated water
in Abu Dhabi is produced either jointly with electricity as per the thermal co-
generation plants, or separately through independent plants using reverse osmosis
(RO) technology. Thermal cogeneration plants represented more than 93 % of the
entire desalinated capacity in Abu Dhabi in 2011. Thermal desalination is divided
into; Multi-Stage Flash (MSF) and Multi-Effect Distillation (MED) with 75 and
18 % respectively of total desalination capacity. Only 7 % of the Abu Dhabi’s
desalination capacity in 2011 came from RO plants [12].

Abu Dhabi is heavily reliant on MSF; it is preferable due to its large capacity,
high reliability, as well as relatively affordable consuming of energy to desalinate
the highly concentrated total dissolved solids (TDS) of the Gulf seawater, and
most importantly the ability to cogenerate with power production. The energy used
for water desalination varies upon the ratio of water to power production. The
water demand in Abu Dhabi is almost constant all over the year, whereas elec-
tricity demand usually increases during summer months dominated by air condi-
tioning load, and drops significantly during winter months. For the case of Abu
Dhabi, the ratio of water to power varies from 320 to 1170 (m3/d) per MW of co-
generation plant capacity [13]. The CO2 emissions allocated for electricity and
water production in Abu Dhabi varies from one season to another, according to
EAD GHG report [14] the annual average in 2010 was 13.76 kg Co2eq/m3 for
water production, and 0.51 kg Co2eq/kWh for electricity production.

25.2.2.2 Energy Requirements for Wastewater Treatment

There is no available data on the level of energy used for wastewater treatment in
Abu Dhabi; the international studies estimate the energy intensity for primary
treatment within the range of 0.1–0.3 kWh/m3 and 0.275–0.59 kWh/m3 for sec-
ondary treatment, which includes sludge [2].
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According to Abu Dhabi Environmental Statistics [6]; the total quantity of
wastewater inflow in Abu Dhabi was exceeded 259 Million m3 in 2011; out of
which 243 million m3 were treated and 133 million m3 were only used mainly for
irrigation of the landscape areas.

25.2.3 End Use Energy and Water Consumption

The electricity demand for the Abu Dhabi Emirate reached the level of 43.2 TWh
in 2011. The domestic sector is the major electricity consumer in Abu Dhabi
accounted 31 % of the total electricity consumed in 2011, followed by commercial
and governmental sectors with 29 and 25 % respectively.

In the water side, Abu Dhabi consumed 961.5 Million m3 of water in 2011,
54 % of which went to domestic, followed by governmental and commercial
sectors with 22 and 16 % respectively [12].

25.3 End Use Energy Simulation and Water Calculation

A detailed water and energy analysis is carried out for representative buildings in
Abu Dhabi; three types of buildings have been chosen, namely; villa, multistory
residential building, and office building.

25.3.1 Energy Analysis

In order to assess the energy performance of the selected representative buildings,
both the baseline case (existing building) and proposed case (new building—
Estidama compliance) are virtually simulated using eQUEST version 3.64 energy
modeling software.

Buildings that have been constructed before 2011 are considered as baseline
case, where no building code was applied in Abu Dhabi. The proposed case is
applied to those buildings to be built after 2011; new buildings need to fulfill the
Estidama pearl rating system requirements that have been put in place in 2011.

Identifying the design parameters of the existing buildings was difficult due to
inadequate information of the energy efficiency level of various building systems,
and the lack of insulation regulation in Abu Dhabi before 2011 As a result, the
baseline building model was simulated to reflect the limited available data and
using some assumptions to match with the current level of energy intensity of the
chosen buildings in Abu Dhabi. Table 25.1 summarizes the input parameters that
were used for baseline case and proposed case energy simulation of the three
selected buildings.
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Case study 1: Villa building
Villa is one of the key building segment in Abu Dhabi; Medium-size villa with two
stories and total built-up area of 465 m2 (5,000 ft2) was selected for this analysis as
shown in Fig. 25.3.

The results of the two energy simulations of baseline and proposed case showed
that a considerable amount of energy can be reduced after achieving the minimum
energy performance of Estidama requirements as shown in Fig. 25.4.

A potential energy reduction of 31 % is likely attainable, mostly from cooling
load efficiency enhancement; through using better insulation of the various ele-
ments of building envelope as well as utilizing efficient cooling units. The
remaining savings came from using more efficient lighting system and supply part
of the hot water demand from renewable energy source.

Fig. 25.3 Screenshot of the simulated villa building on eQUEST
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Case study 2: Multistory residential building
For simulation purposes, a typical 16 stories residential building with a total built-
up area of 12,633 m2 (1,35,977 ft2) is used as shown in Fig. 25.5.

Fig. 25.4 Potential of energy reduction in villa building after meeting Estidama requirements

Fig. 25.5 Screenshot of the simulated multistory residential building on eQUEST
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Figure 25.6 demonstrates the potential of energy reduction in multistory resi-
dential building after meeting the requirements of minimum energy performance
of the Estidama pearl building rating system.
Case study 3: Office building
Typical 10 story office building with a total built-up area of 7,820 m2 (84,173 ft2)
was selected in this simulation analysis. Figure 25.7 shows the potential of energy
reduction in the office building after meeting the requirements of minimum energy
performance of the Estidama pearl rating system.

Fig. 25.6 Potential of energy reduction in multifamily residential building after meeting
Estidama requirements

Fig. 25.7 Potential of energy reduction in the office building after meeting Estidama
requirements

324 S. Assaf and M. Nour



25.3.2 Water Analysis

The water calculation tool of the Estidama pearl rating system is used to estimate
the interior water consumption for the three selected buildings. For the purpose of
estimating the water consumption for landscape irrigation, which is only appli-
cable for Villa building, LEED calculation method is used. For each category, both
baseline and proposed case analysis are performed.

For interior water calculation; the flow rates recommended by Energy Policy
Act [18] for the various water fixtures are used as shown in Table 25.2, but with
some adjustments to match with the current level of water intensity as per the
available data and published studies relevant to buildings sector in Abu Dhabi. For
landscape calculation, since Estidama does not provide a calculation tool, the
LEED-NC version 2.2 methodology is used.

For verification purposes, the calculated water consumption for the various
chosen buildings was compared with available benchmarked values of the RSB
water and electricity consumption report [19], which states the water consumption
per capita for all types of buildings in Abu Dhabi.

The analysis shows a potential reduction of 35.7, 21.5 and 33.8 % in water
consumption can be achieved in villa, residential multi story and office building
respectively after meeting the requirements of minimum interior water use of the
pearl building rating system.

25.4 Outcomes and Discussion

The outcomes of energy simulation showed a potential of electricity reduction
between 31 and 38 %, for the purpose of quantifying the energy reduction
potential by 2020, we assume that an annual growth rate of 8 % in electricity
demand during the period from 2011 to 2020 and an energy reduction potential of
30 % on all new buildings in Abu Dhabi.

By reflecting the above assumptions on the forecasted electricity demand in
Abu Dhabi for business as usual (BAU) as well as for Estidama scenario, it can be
noticed that starting from 2012 the consumption of Estidama scenario begins to

Table 25.2 Fixtures flow requirement

Fixture Flow requirement (l/use or l/min)
Energy policy act Estidama

Water closets 6 6
Urinals 3.8 0.5
Showerheads 9.5 9.5
Faucets 9.5 6
Bidet 9.5 6
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decline compared to BAU and reaches its maximum reduction by 2020 with
11 TWh below the BAU, as shown in Fig. 25.8.

Whereas the potential of water reduction varies from 22 to 36 % depending on
building type and other parameters, for the purpose of projection the total water
reduction by 2020, we assume that an average annual growth rate of 5 % in water
demand during the period from 2011 to 2020 and a water reduction potential of
20 % on all new buildings in Abu Dhabi.

As it can be noticed from Fig. 25.9, starting from 2012 the consumption of
Estidama scenario begins to decline compared to BAU—following the

Fig. 25.8 Comparison of forecasted electricity demand in Abu Dhabi by 2020 (BAU versus
Estidama)

Fig. 25.9 Comparison of forecasted water demand in Abu Dhabi (BAU versus Estidama)

326 S. Assaf and M. Nour



implementation of Estidama system on all new buildings—and reaches its maxi-
mum annual reduction by 2020 with 98 Million m3 below the BAU.

The environmental and economic benefits that the Abu Dhabi government can
acquire from enhancing buildings performance following the implementation of
Estidama pearl building rating system over 10 years period (2011–2020) can be
summarized as shown in Table 25.3.

A significant cumulative amount of electricity reduction totaled of 49.3 TWh
can be achieved over 10 years period of implementing the minimum standard of
Estidama program (1 pearl category), which exceeds the entire electricity con-
sumed in Abu Dhabi Emirate in 2011 i.e. 43.3 TWh by 14 %. In the water side; a
cumulative reduction of 457.1 Million m3 can be achieved in 10 years period,
which is equivalent to 48 % of the entire water demand of Abu Dhabi Emirate in
2011, i.e. 961.5 Million m3.

The direct monitory savings from adopting Estidama program could reach up to
19 Billion AED accumulatively over 10 years period, based on the current actual
unit production cost of electricity and water in Abu Dhabi. The monitory savings
are divided between the government of Abu Dhabi and the end-users; the end-
users only pay a small portion of the actual cost while the remaining cost is totally
covered by the government through its electricity and water subsidy program.

On the environmental side, the entire cumulative carbon reduction of the first
10 years of putting Estidama into service is estimated to reach 31.4 Million ton of
CO2eq, this is higher than the entire amount of CO2 produced by water and
electricity generation sector in Abu Dhabi in 2010—i.e. 30.84 Million ton of
CO2eq by 2 %.

25.5 Conclusion

The outcomes of energy simulation and water analysis showed a potential of
electricity reduction between 31 and 38 % and a potential of water reduction from
22 to 36 % depending on building type and other parameters. Adopting the Es-
tidama pearl rating system for all new constructed buildings in Abu Dhabi would
reduce water and energy consumption by considerable amounts, thus help pre-
serving its natural resources for the coming generations and enhancing its energy
and water security. It will also reduce the government expenditures on energy and
water subsidies, enhance the market and create new job opportunities, protect the

Table 25.3 Summary of the project outcomes

Annual demand growth Total

Electricity Water
Cumulative consumption savings in 10 years—TWh/Mm3 49.3 457.1
Cumulative monitory savings in 10 years—billion AED 14.2 4.8 19.0
Cumulative carbon savings in 10 years —million ton of C02eq 25.1 6.3 31.4
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environment and reduce carbon emissions. The first 10 years of putting Estidama
building program into service could achieve monitory savings up to 19 Billion
AED and abate 31.4 Million ton of CO2eq cumulatively.
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Chapter 26
Diesel Engine Performance and Emission
Under Hydrogen Supplement

M. O. Hamdan, P. Martin, E. Elnajjar, M. Y. E. Selim
and S. Al-Omari

Abstract This experimental study reports the behavior of diesel engine while
being supported by hydrogen supplement. Hydrogen supplement is added through
the air intake manifold at the atmosphere condition (0 �C and 101.325 kPa). The
study reports the hydrogen supplement effect on the combustion characteristics,
engine performance, emission and fuel consumption. The hydrogen supplement is
varied by increment of 2 LPM while keeping the engine under fixed output power
condition (torque of 14.7 N-m and speed of 1,100 rpm). In order to keep the
engine output power fixed, the diesel fuel consumption is reduced and the
hydrogen fuel consumption e hydrogen flow rate. For same power condition
(torque and speed), the study shows that hydrogen can be used to reduce diesel fuel
consumption however this comes on the expense of increasing of NOx emission.
The main finding of this study is that compression engine with hydrogen sup-
plement and diesel as the primary fuel starts knocking when hydrogen form 34 %
the output power contribution (or 19 % as mass ratio between hydrogen to diesel).

Keywords Hydrogen combustion � Diesel engine � Dual engine

26.1 Introduction

The need for new source of energy has forced scientists and engineers to explore
the use of alternative possible fuel to run compression ignition engine such as LGP
[1], in order to replace diesel or at least reduce the use of diesel fuel. Two of many
factors that affect the use of compression ignition engine are fuel ignition tem-
perature and engine emission has led the authors to explore the use of hydrogen as
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supplement source of energy in compression ignition engine. Hydrogen is one of
the most promising alternative fuels that can play great role in replacing fossil
fuels. The clean burning characteristics and better performance of hydrogen fuel
has led many researchers to investigate the use of hydrogen as a fuel [2]. However,
the use of hydrogen as a fuel in spark ignition (SI) engine [3] has showed a
significant reduction in power output. In addition at high load, pre ignition,
backfire and knocking problems has been reported, hence these problems have
limited the use of hydrogen in SI engine [4, 5].

On the other hand, the use of hydrogen has showed a significant increase in
efficiency (around 20 %) in compression ignition engine [6] when compared to
pure diesel combustion and an increase of 13 % in NOx emission. As reported in
literature [7], hydrogen fuel cannot be used as a sole fuel in a compression ignition
(CI) engine, since the compression temperature is not enough to initiate the
combustion due to its high self-ignition temperature. Therefore, hydrogen is used
as dual fuel and combusted with the presence of diesel as the main fuel. In a dual
fuel engine the main fuel is either carbureted or injected into the air intake stream
with combustion initiated by diesel. The major energy is obtained from diesel
while the rest of the energy is supplied by hydrogen. Masood et al. [8] reported a
brake thermal efficiency of 30 % when hydrogen is used in the dual fuel mode with
diesel at a compression ratio of 24.5. Lee et al. [9] studied the performance of dual
hydrogen-diesel fuel engine by using solenoid in-cylinder injection and external
fuel injection technique. Lee et al. has reported an increase in thermal efficiency of
22 % for dual injection at low loads and 5 % at high loads compared to direct
injection. Lee et al. [10] indicated that in dual injection, the stability and maximum
power is accomplished by direct injection of hydrogen. Das et al. [11] have carried
out experiments on continuous carburation, continuous manifold injection, timed
manifold injection and low pressure direct cylinder injection. Das et al. reported
that the maximum brake thermal efficiency of 31.3 % is obtained at 2,200 rpm
with 13 N-m torque.

The use of hydrogen fuel is a potential method to reduce the demand on liquid
diesel fuel however it comes with the expense of increasing NOx emission.
Therefore, the need for techniques to reduce NOx become more vital for dual
hydrogen-diesel engine operation. One way to achieve the NOx reduction in diesel
engine is by injecting steam to the combustion [12]. Another way of reducing NOx
is to operate the hydrogen engine with lean mixtures. Lean mixture results in lower
temperature that would slow the chemical reaction, which weakens the kinetics of
NOx formation [13, 14].

One of the main feature of hydrogen-operated engine is that it does not produce
major pollutants such as hydrocarbon (HC), carbon monoxide (CO), sulphur
dioxide (SO2), smoke, particulate matter, lead, and other carcinogenic compounds.
This is due to the absence of carbon and sulphur in hydrogen. However hydrogen-
operated engines main disadvantage is the NOx emissions. The formation of NOx
mostly is due to the presence of nitrogen in air [15]. When the combustion tem-
perature is high some portion of nitrogen present in the air reacts with oxygen to
form NOx.
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In this study and through dual engine configuration, hydrogen is injected to the
air intake manifold as a supplemental fuel which is combusted in the presence of
diesel as main fuel and thus replacing a portion of the diesel fuel demanded to
produce engine output power. The primary interest of this study is the effect of
hydrogen supplement on the performance of a diesel where hydrogen is supplied
through the air intake manifold. The study reports the amount of hydrogen sup-
plement that causes engine knocking.

26.2 Experimental Setup

A schematic diagram of the engine with instrumentations is show in Fig. 26.1. The
test engine used is a single cylinder DI diesel engine, having a rated power of
5 kW that runs at a constant speed of 3,600 rpm which is modified to work with
hydrogen in the dual fuel mode where hydrogen is injected into the air intake
manifold as shown in Fig. 26.2.

The engine used in this study is Petter AC1 by Gussons type P8163 which is a
four stroke compression ignition air-cooled engine. The engine size is 304 cc with
762 mm pore diameter and 66.7 mm stroke length. The engine has compression
ratio of 17, a maximum power of 5 kW at 3,600 rpm and a maximum torque of
15.6 N-m at 2,650 rpm.

As shown in Figs. 26.1 and 26.2, hydrogen gas is injected into the air intake
manifold at low pressure. A pressure regulator as well as a volumetric rotameter
are used to control the hydrogen flow rate. The flow rate of air is measured using a
calibrated orifice air-drum manometer arraignment. The diesel flow rate is

Air

Exhaust 
gas 4

2

1

6
3

5

7

8

H2

Fig. 26.1 Schematic view of the engine test bed: 1 engine, 2 dynamometer, 3 air intake system
with drum tank and inclined manometer, 4 fuel system with fuel tank and flow measuring volume,
5 strain gauge load cell sensor for torque measurement, 6 pressure transducer, 7 emission
monitoring systems, and 8 Hydrogen inlet to the air intake manifold
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measured by recording required time to consume fixed volume of diesel. The
torque of the engine is measured through force transducer that is connected to the
electrical dynamometer. The force transducer is calibrated before testing using
fixed weight load. The electrical dynamometer is used to load the engine.

The main objective of this experiment is to determine the maximum hydrogen
flow rate that diesel engine can handle before reaching knocking and to charac-
terize the engine performance, characteristics, emission and fuel consumption
under different flow rate of hydrogen. For this hydrogen is varied from 0 to 8 l per
minute insteps of 2 l per minute for the entire load conditions. The emission is
measured using RARIO plus SE emission monitoring systems.

26.3 Mathematical Analysis

The engine efficiency and specific fuel consumption is calculated using Eqs. (26.1)
and (26.2) respectively:

g ¼Wout

Qin

¼ T � x
_m� LHVð ÞDieselþ _m� LHVð ÞH2

ð26:1Þ

sfc ¼ _mfuel

Wout

: ð26:2Þ

The specific fuel consumption is calculated based on diesel fuel consumption,
hydrogen fuel consumption and total (hydrogen and diesel) fuel consumption. The
lower heating value is used in the calculation since no vapor is condensed during
the experiment. The density of hydrogen is calculated at atmosphere pressure and
room temperature.

Air intake
manifold

Hydrogen 
entrance

Fig. 26.2 The hydrogen inlet
to the air intake manifold
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26.4 Results and Discussion

The effect of hydrogen supplement on diesel engine performance are shown in
Figs. 26.3, 26.4, 26.5, 26.6 and 26.7 for one output power condition with torques
of 14.7 N-m and engine speed of 1,100 rpm. The output power condition is
1.69 kW while maximum engine load is 5 kW at 2,650 rpm. During the experi-
ment, as the amount of hydrogen flow rate is increased, the amount of diesel flow
rate is decreased to maintain fixed power condition (torque of 14.7 N-m and speed
of 1,100 rpm).

Fig. 26.3 Variation of
cylinder pressure with crank
angle at 14.7 N-m engine
torque and 1,100 rpm engine
speed for different amount of
hydrogen supplement

Fig. 26.4 Variation of
engine efficiency versus
different amount of hydrogen
supplement while fixing
engine torque at 14.7 N-m
and engine speed at
1,100 rpm
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Figure 26.3 shows the cylinder pressure variation with crank angle for different
amount of hydrogen supplement flow rates. It is very clear that adding hydrogen
will increase the maximum pressure of the cylinder and that pure diesel case has
the least peak pressure. It is also clear that adding hydrogen supplement up to 4
LPM (7.5 % weight ratio of hydrogen to diesel) will not have major effect on the
pressure rise inside the engine cylinder.

As amount of hydrogen supplement is increasing, Fig. 26.4 shows that engine
efficiency is improving from 39.6 % for pure diesel up to 45 % for hydrogen
supplement flow rate of 6 LPM. This is expected since hydrogen will burn faster

Fig. 26.5 Variation of
specific fuel consumption for
different amount of hydrogen
supplement while fixing
engine torque at 14.7 N-m
and engine speed at
1,100 rpm

Fig. 26.6 Variation of O2,
CO2 and CO with different
amount of hydrogen
supplement, at 14.7 N-m
engine torque and 1,100 rpm
engine speed
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causes higher temperature rise when compared to diesel and hence it boosts engine
efficiency. However this trend drops after 6 LPM and engine efficiency drop to
43.6 % at 8 LPM of hydrogen which could be due to lower air flow rate. During
the experiment, amount of air introduced to the engine has decreased by a small
amount (around 12 % when compared between pure diesel case and 8 LPM
hydrogen supplement case). It is expected that this reduction in air flow rate is due
to hydrogen who starts occupying more volume of air intake manifold which
forced less air inside the engine cylinder.

As expected, introducing hydrogen fuel will reduce the diesel fuel consumption,
hence reduce sfc of diesel as shown in Fig. 26.5. The reduction in the diesel
specific fuel consumption is more than the increase in the hydrogen specific fuel
consumption the LHV of hydrogen is 119.96 MJ/kg while for diesel it is 44.8 MJ/
kg. While keeping power output fixed, Fig. 26.5 shows that the total specific fuel
consumption decreases as hydrogen supplement is introduced which is due to the
enhancement in the engine efficiency and the higher LHV of hydrogen when
compared to diesel.

Figures 26.6 and 26.7 show the engine emission and it is clear that as hydrogen
supplement increases, the NOx increases and oxygen decreases. This is expected since
as more hydrogen is burned higher temperature inside the cylinder is attained which
increases engine break thermal efficiency however it increases NOx emission too. It is
clear that at 6 LPM of hydrogen supplement, the fraction of reduction in specific
fuel consumption when compared to pure diesel is 35 % (=1-(0.036 g/kW h)/
(0.056 g/kW h)), while the fraction of increase in NOx emission is 64 %
(=(1,615 ppm)/(987 ppm)-1),. Therefore, overall engine performance based on NOx
emission has increase by 29 % (=64-35 %).

Knocking has been observed for hydrogen flow rate above 8 LPM
ð¼ 1:1� 10�5 kg=s) while diesel consumption is 5:74� 10�5 kg=s. In another

Fig. 26.7 Variation of NO,
NOx and NO2 with different
amount of hydrogen
supplement, at 14.7 N-m
engine torque and 1,100 rpm
engine speed
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words knocking has been observed when hydrogen fraction form a 34 % of total
energy supplied by hydrogen-diesel fuel (or 19 % as mass ratio between hydrogen
to diesel).

26.5 Conclusions

In this work, an experimental investigation has been conducted to examine the
effect of hydrogen supplement on the performance of dual fuel diesel engine.
Forgiven engine specification, the data show the following:

• Specific fuel consumption decreases and hydrogen is introduced to the diesel
engine due the improvement in engine efficiency and due to the higher LHV of
hydrogen when compared to diesel.

• Engine knocking highly occurs when hydrogen flow rate goes beyond 8 LPM
(34 % of energy contribution).

• The addition of hydrogen can reduce diesel consumption by 35 % but it will
increase NOx emission by more than 64 %.
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Chapter 27
The Potential of Using Raw Jojoba Oil
as Fuel in Furnaces

Salah B. Al-Omari, Mohammad O. Hamdan, Mohamed Y. E. Selim
and Emad Elnajjar

Abstract There is a constant need for coming up with new and alternative energy
sources that are sustainable and at the same time environment friendly. Many
research studies have already been conducted to fulfill the above target and
addressed the use of plants-based oils in internal combustion engines. Less
emphasis however was directed to the use of such oils in open combustion systems
such as furnaces and boilers. The present study considers the potential of using
green energy sources such as raw jojoba oil with minimal pretreatment as a sole
fuel or alternatively as fuel supplements for furnaces. Blends of raw jojoba oil and
diesel, with different proportions were burned in a small cylindrical furnace under
different air flow conditions. The studied range of the jojoba oil proportions
(on mass basis) in the liquid blends is from 20 to 60 %. More jojoba in the liquid
mixture showed difficulty in sustaining a self-supporting flame due to the low
volatility and high viscosity of raw jojoba oil. Moreover, the performance of the
furnace with 20 % jojoba in the liquid fuel mix shows only small difference from
performance on Diesel only. This suggests that about 20 % of Diesel can be
replaced with raw jojoba with no significant loss of the thermal performance. More
unburned species are emitted as the jojoba content in the fuel blend increases.

Keywords Raw jojoba oil � Jojoba/Diesel blends � Continuous combustion �
Furnace � Renewable fuels
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27.1 Introduction

The importance of exploring different alternative fuels for engines and furnaces,
especially the green ones is quite evident and is expected to be more so in the near
future given the stringent regulations and precautions regarding environment
wellbeing and safety as well as the ever increasing need for securing more sus-
tainable energy resources for the future generations. Many researchers already
considered the use of the so called green energy sources (fuels) for combustion
systems, with some contributions being provided by authors of this article con-
sidering fuels that are of relevance to the UAE and the GCC regions in particular
[1–4]. Moreover, towards achieving the above goals, the authors in some of their
previous research considered different approaches that aim at better sustainability
of energy sources (see for example [5–7].

With the above said this work attempt to contribute to that endeavor by pre-
senting a study which considers the use of green energy source namely raw jojoba
oil as a fuel and/or fuel supplement in furnaces.

Jojoba oil and the from-it derived methyl esters have been already extensively
researched, but for engine applications, see for example [8–10]. However, the use of
such green fuel in furnaces, have not been addressed to any adequate level. To the
best of our knowledge, only one single research work has considered the utilization of
the jojoba nut shell as a solid fuel in furnaces [11]. The lack of research on furnaces
using raw jojoba oil represents the main motivation for us to pursue the research
reported herein and to further consider possible future expansions.

It is clear to us that raw jojoba has other applications in cosmetic industry for
example that from economic and importance view point may compete with the use
of it as an energy source. However, in this study, we solely aim at highlighting the
potential and the features of the use of raw jojoba as a sole energy source or as a
supplement for some primary fuels originating (for example) from petroleum.

As such, a decision on whether to use this raw material as an energy source or
for other applications would be based on other circumstances including the
availability and abundance of this raw material and this paper is not the place to
make judgment on this issue.

27.2 Experimental Setup

The furnace used in the experimental runs conducted is a small cylindrical labo-
ratory scale one that can burn liquid fuels with varying physical properties. It is
equipped with an extensive data acquisition and instrumentation that enables
measuring a wide range of quantities of interest to analyze the data and facilitate
the comparison and assessment of the performance under different operating
conditions. A water jacket surrounds the furnace so that heat transfer from the hot
gases and their capability to radiate heat to furnace walls can be assessed for the
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different conditions studied. Thermocouples to measure the temperatures at dif-
ferent locations are provided such that energy balance analysis is easily facilitated.
An air assisted liquid fuel atomizer is used to spray the liquid fuel into the
combustion domain of the furnace. Figure 27.1 shows a schematic drawing of
experimented furnace.

Three runs where conducted with the following conditions:
In case 1 only diesel was used as a fuel with mass flow rate of 2.63 g/s. In the

second run liquid fuel blend with jojoba content of 20 % (on mass basis) is
injected with mass flow rate of 2.7 g/s. the third run is one with a blend containing
60 % jojoba and a with total fuel flow rate of 2.8 g/s. It was difficult to maintain
exactly the same amount of total fuel injection rate in all the runs due to the
varying physical properties of the liquid fuel injected in each run. This is basically
due to the effect of jojoba on density and viscosity in the blend in each case.

27.3 Results and Discussion

Different experimental runs have been conducted. Table 1 summarizes the main
features of these runs. In what follows the results of these cases will be analyzed
and discussed.

Figure 27.2 presents the outlet water temperature as a function of the Air to
Fuel ratio. Both case 1 and case 2 show almost the same peak temperature of about
74 �C, while case 3 shows a peak that is by about 3� less. In case 1 the exit water
temperature shows almost a constant value of about 72 �C over a wide Air/Fuel
ratio range. In case 2 this Air/Fuel range is clearly narrower. For example, in case
2 the water temperature falls steeply for Air/Fuel ratio levels beyond about 17.
In case 1, this happens when Air/Fuel ratio becomes greater that about 24. The
lower volatility and higher viscosity due to the presence of raw jojoba oil is
believed to be behind the narrower range in case 2.

Blower

Exhaust gas

Spray

Combustion gas Temperature  

measurements

Cylindrical Combustion Chamber

Fig. 27.1 Schematic of the experimental furnace
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In case 3 the high viscosity and low volatility of raw jojoba, as compared with
diesel become so dominant that exit water temperature cannot be maintained at
constant high level over different Air/Fuel ratios other than the one at which peak

Fig. 27.2 The water exit
temperature for the three
cases: only diesel; 20 %
jojoba; 60 % jojoba

Table 27.1 Summary
of the Main Features
of the Experimental Runs

Case Number Fuel type Total Fuel flow
rate (g/s)

1 Only Diesel 2.63
2 20 % Jojoba 2.7
3 60 % Jojoba 2.8
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value is attained namely at about 13. Moreover, the lack of fast-enough burning
due to the above effects which do have consequences on the spray pattern and fuel
vapor-air mixing, would even lead to lower water peak temperatures, compared to
the levels attained in cases 1 and 2.

Other characteristics of the influence of the presence of jojoba oil in the fuel
blends used is given in Fig. 27.3 in terms of the combustion gas temperatures at
two locations in the furnace; one in the middle and the other at the furnace exit.
For the case of only diesel (case 1) peak levels are attained at Air/Fuel ratio of
about 12. In cases 2 and 3 that happens at a bit richer condition with Air/Fuel ratio
of about 10. The peak gas temperatures are highest in case 3 with peak of 825 �C,
followed by case 2, then at last case 1 with a peak of 730 �C. The above trend,

Fig. 27.3 The combustion
gas temperature for the three
cases: only diesel; 20 %
jojoba; 60 % jojoba at two
sections in the furnace; the
middle of the furnace and
the exit
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provided that the water temperatures in case 1 were higher may hint to a better
radiation characteristics of the combustion when only diesel is used which lead to
more energy being lost form the flame by radiation in case 1 and hence less gas
peak temperatures. The deviation between the temperatures of the middle and exit
points is highest in case 3 especially at low Air/Fuel levels; less than about 15.
This may indicate the slower burning rate in the case of high jojoba content in the
fuel, which then would require longer distance to complete the combustion of all
fuel supplied. The closer the two lines of gas temperatures to each other the more
is the indication to short distance needed to complete the combustion of the
admitted fuel. Once more the higher viscosity and the lower volatility as the jojoba
share in the fuel increases the more evident is this trend.

As the Air/Fuel ratio increases beyond 15, the drop in gas temperature becomes
clear due to the cooling effects of extra amounts of air and the separation between
the temperatures of both points (middle of furnace and exit) become smaller,
indicating the completion of the reaction in a shorter space.

To see the impact of jojoba in the liquid fuel mix burned in the furnace on
emissions from the furnace, the results of CO emissions for the three cases is
studies next. Figure 27.4 presents the CO emission levels as a function of the Air/
Fuel ratio for the three cases considered above. Cases 1 and 2 show comparable
results, with case 1 resulting in slightly lower levels of CO emissions, reflecting
thereby the quality of the combustion process due to the better spray pattern and
the more efficient fuel vapor and air mixing in the spray due to the reasons
highlighted above. As the Air/fuel ratio exceeds about 24, the level of CO emis-
sions start increasing drastically due to the cooling effects of the high air quantities
supplied to the furnace. In case 3, the CO emissions are clearly higher than the
other two cases over all the Air/Fuel ratio range considered. This obviously is due
to the lower quality burning attributed to the viscosity and volatility issues,
highlighted above. For Air/Fuel ratio above about 20, CO emissions in case 3
reach much higher levels than the other two cases.

27.4 Conclusions

The feasibility of using raw jojoba oil with minimal pretreatment as a sole fuel or
as a fuel supplement is investigated experimentally. Blends of jojoba oil and diesel
with jojoba content of 20 and 60 % in the blends are considered as the liquid fuel
burned in a small scale furnace. The following conclusions may be drawn from the
preliminary results obtained:

• Only minor loss in the thermal performance of the furnace is observed when up
to about 20 % of jojoba oil is used, as compared with the case when only diesel
is used. Higher proportions of jojoba oil in the liquid fuel blend lead to some
deterioration in the combustion performance. Above 60 % jojoba it was not
possible to maintain self-sustaining combustion due to the high viscosity of the
blend and the poor injection and the resulting spray characteristics.
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• With Only-Diesel a wider range of operation at optimum stable thermal
condition is attained; (A/F from 12 to about 23).

• With 60 % Jojoba, peak water temperatures is attained only at a limited A/F
range and is by about 3�–4� less than when only-diesel is used.

• In the case of only-diesel or 20 % Jojoba blends, reaction is completed in a
shorter distance compared with the case of 60 % Jojoba and CO emissions are
clearly lower.

Fig. 27.4 CO emissions for
the three cases: only diesel;
20 % jojoba; 60 % jojoba
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• Slight variations in the results obtained in the three runs could have been
caused due to the slight differences in the exact amount of total fuel injected as
it was not easy to exactly match in all of the runs exactly the same amount of
fuel supplied.
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Chapter 28
Present Status of Energy Recovery
from Municipal Solid Waste

K. P. Pauley, C. J. Chow, P. Rodgers and V. Eveloy

Abstract In response to the substantial increase in Municipal Solid Waste (MSW)
generation in the past few decades, along with changes in waste composition and
environmental concerns, new methods of MSW recycling and disposal are actively
sought. The conversion of non-recyclable waste materials into useable heat,
electricity, or fuel, referred to as Waste-to-Energy (WtE), is a renewable energy
source which contributes to reducing both landfill volume and carbon emissions.
This paper provides an assessment of the present status of MSW generation and
energy recovery. Currently available and emerging WtE conversion technologies
are reviewed, in terms of their operating principles, key advantages, limitations
and the challenges associated with their implementation. These barriers include
economic viability, competition with mainstream forms of renewable energy as
well as fossil fuels, and public perceptions. The involvement of Organization for
Economic Co-operation and Development (OECD) and G20 member countries in
WtE conversion utilization and development is discussed.

Keywords Waste � Energy � Renewable � Incineration � Gasification � Pyrolysis �
Anaerobic digestion � Mechanical biological treatment � Landfill gas generation

28.1 Introduction

Today, much of the world strives towards the perceived ideal of the consumer
society, adopting along with it, its unsustainable characteristics. One such concern
is the generation of municipal solid waste (MSW). MSW, as defined by the
European Union Landfill Directive [1], is Waste from households, as well as other
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waste which, because of its nature or composition, is similar to waste from
households. As countries economically develop, there is a tendency to generate
increasing quantities of MSW, raising the fundamental question of what to do with
it. According to the European Environment Agency’s 2009 report [2], which
summarizes the progress achieved with the implementation of its landfill directive,
concerns regarding (i) landfill capacities, (ii) the environmental impacts from
methane emissions, and (iii) the pollution of groundwater, necessitate action from
policymakers. A solution is the utilization of Waste to Energy (WtE) technologies
that recover energy from waste. The United States Environmental Protection
Agency has defined WtE as The conversion of non-recyclable waste materials into
useable heat, electricity, or fuel through a variety of processes [3].

WtE can be regarded as a renewable energy resource, capable of contributing to
reduce carbon emissions. Until recently, this renewable energy recovery has not
been typically incorporated in standard renewable energy textbooks [4, 5]. How-
ever, this technology is now explored in recent publications [6–9]. In such articles,
WtE may be referred to as biomass technologies that utilize feedstock of homo-
geneous nature. A possible reason for WtE not to be commonly classified as
renewable energy or receiving insufficient attention is the fact that it currently
represents a small percentage of the renewable energy mix. For example, WtE is
expected to contribute only 3.6 % of the European Union’s (EU-27) renewable
energy production target for 2020 [10]. However, on an individual country basis,
WtE can represent a significant energy source as exemplified by South Korea [11].

Typical waste management hierarchy for dealing with MSW, listed from most
to least preferred, consists of (i) source reduction and reuse, (ii) recycling and/or
composting, (iii) energy recovery, and (iv) treatment and disposal [12, 13]. The
focus of this paper is on the energy recovery aspects of MSW management through
WtE technology.

Considering energy recovery, as a rule of thumb, 10 MJ of energy can be
extracted from 1 kg of MSW [14]. This figure however, is small when compared to
1 kg of fuel or carbon, which contains typically 30–42 MJ of energy. Conse-
quently, WtE technology faces a fundamental challenge to permit its adoption due
to its limited potential for energy recovery.

Historically, WtE was initially implemented in the mid-19th century in Not-
tingham, England, as a solution to cholera outbreaks due to MSW buildups in
combination with poor hygiene and sanitation habits. A solution to such outbreaks
proposed by Albert Fryer and subsequently patented in 1874, was to incinerate
MSW in what came to be known as ‘‘destructors,’’ which acted as the disposal
mechanism of choice for the majority of metropolitan London up until the mid-
1930s [8, 15]. By 1900, incineration facilities were also implemented elsewhere in
Europe, including in Hamburg, Brussels, Stockholm, and Zurich [16]. Several
original destructors generated electricity for sale; however, they were met with
opposition due to the production of ash which polluted surrounding neighborhoods
[17]. By 1900, many individuals had lodged health complaints associated with
incineration emissions, eventually leading to the loss in popularity of incinerators
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[18]. Although incineration still remains the dominant form of WtE today, other
technologies have started to take hold in the market, including advanced thermal
technologies (ATTs), such as pyrolysis, and non-thermal technologies, such as
anaerobic digestion. These technologies are gaining market share due to both their
energy utilization effectiveness and public appeal.

With the objective to provide an assessment of the present status of WtE, this
paper offers an overview of existing WtE technologies, their advantages and
limitations, economics, market penetration, and trends in their use and future
development.

28.2 WtE Recovery Methods

WtE technologies are typically classified as either thermal or non-thermal based.
Thermal WtE technologies utilize heat to drive a chemical reaction converting
MSW into another form of energy such as heat or fuel. Non-thermal technologies
rely on fermentation to break down MSW into gases and fuels. Figure 28.1 depicts
existing WtE technologies according to this framework.

28.2.1 Thermal Technologies

As illustrated in Fig. 28.1, thermal WtE technologies are categorized under one of
the following four types, namely: incineration, biomass gasification, pyrolysis and
depolymerization. Advanced thermal technologies generally refer to any thermal
WtE technology other than incineration.

28.2.1.1 Incineration

Incineration is the direct combustion of MSW at high temperature ([982 �C) to
generate thermal energy. The resultant heat is typically used to produce steam
[7, 8, 19].

There are three stages involved in the combustion of MSW: drying, ignition,
and burnout. The drying stage serves to evaporate the natural moisture content of
MSW, which is typically 20–25 % (mass%). Once drying is complete, solid waste
is passed through a furnace where the combustible organic fraction of the MSW is
incinerated. Combustion technologies can generally reduce the mass of the ori-
ginal waste by greater than 75 % and its volume by 85–90 % [19]. However,
combustion as a process has undesirable effects, including the generation of ashes
and emission of air pollutants that must be dealt with separately [7, 8].
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28.2.1.2 Biomass Gasification

Biomass gasification is the conversion process of solid carbonaceous fuel into
combustible gas by partial combustion; part of the fuel is combusted to provide the
heat needed to gasify the rest of the biomass [8, 20, 21]. The reaction for gasifi-
cation of biomass is typically defined as:

Biomass þ O2 ! CO þ H2 þ CO2 þ Energy ð28:1Þ

Biomass gasification takes place in four stages within a biomass gasifier unit,
namely, (i) biomass drying, (ii) pyrolysis which decomposes the dry biomass into
organic vapors, gases, carbon, and tars, (iii) biomass reduction, during which water
vapor reacts with the carbon to produce hydrogen, carbon monoxide, and methane,
and (iv) combustion, where some of the char and tars burn with oxygen to produce
heat and carbon dioxide; the heat generated enables the other stages of gasification
to take place [21, 22].

The result is a combustible gas, known as producer gas or syngas, which
consists of hydrogen, carbon monoxide, methane, carbon dioxide, water vapor, and
nitrogen which can be used in separate process equipment; for example, hydrogen
can then be utilized as fuel in a fuel cell. Besides the desired combustible gases,
the gasification process produces by-products such as sulfur and tar which must be
removed [21].

28.2.1.3 Pyrolysis

Pyrolisis is the first step in biomass gasification processes. Organic compounds are
heated in the absence of air or oxygen as an oxidant and are broken down into
simpler components. As there is no oxygen, the material does not combust; rather,
the chemical compounds that make up the material decompose into combustible
gases and charcoal. Most of the combustible gases can be condensed into a

Waste to Energy
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Incineration

Biomass Gasification

Pyrolysis

Depolymerisation

Non-Thermal

Anaerobic Digestion

Landfill Gas Recovery

Biomass to Alcohol Fuels
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Fig. 28.1 Broad
classification of existing WtE
technologies
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combustible liquid termed pyrolysis oil, though some gases remain, such as CO2,
CO, H2, and other light hydrocarbons [8, 23, 24].

Pyrolysis of biomass produces three products: bio-oil (liquid), bio-char (solid),
and syngas (gas), also known as biogas or producer gas. Bio-oil has a fuel value
50–70 % that of petroleum based fuels and can be used as boiler fuel or upgraded
to transportation fuels. Bio-char can be employed as a soil amender that can
sequester carbon. Syngas can be used to generate steam or electricity in power
plants [8, 23, 24].

28.2.1.4 Depolymerization

Thermal organic materials are converted into fuels, fertilizers, and hydrocarbons
under pressure and heat, in a process consisting of three steps. First, the MSW
feedstock is pulped into a water slurry and is heated, under pressure, to the first
stage reaction temperature; the MSW feedstock can consist of almost any form,
such as tires, plastics, electronics, sewage sludge, and medical waste. Second, the
slurry is flashed to a lower pressure with the first stage oil separated from the
water. In the third and final step, the first stage oil is further heated to crack the oil
into light hydrocarbon, leaving a solid product. The final products include: fuel-
gas, light organic liquid comparable to diesel fuel, and carbon solids that can be
used as fuel or fertilizer [25].

28.2.2 Non-thermal Technologies

Non-thermal technologies consist of anaerobic digestion, landfill gas recovery,
biomass to alcohol fuels, and mechanical biological treatment (Fig. 28.1).

28.2.2.1 Anaerobic Digestion

Anaerobic digestion is a process in which organic materials are converted into
biogas through microbiological reactions and manure in anaerobic conditions [9].
The reaction takes place in a heated, sealed container called a digester to promote
fermentation of bacteria in an oxygen-free environment [20]. Biogas can be
condensed and stored for use in combined heat and power generators or have its
quality raised to the level of natural gas, while the remaining by-products of the
process comprising solid organic matter can be used as compost and liquid fer-
tilizers. Methane is the primary constituent in biogas, typically found in levels
between 50 and 70 % by volume [26].
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28.2.2.2 Landfill Gas Recovery

Landfill gas (LFG) is generated naturally in landfills due to the chemical degra-
dation of MSW [27]. If left uncaptured, the methane diffuses to the environment,
contributing to the greenhouse effect. Globally, landfills are the third largest
anthropogenic source of methane, accounting for 799 MMT CO2,eq. in 2010 [28].
LFG can be collected and converted to energy via four primary methods: direct
combustion in gas engines or gas furnaces, chemical energy storage for later use in
applications such as vehicles, introduction into the national natural gas grid after
being treated and upgraded to natural gas quality, and electric energy generation
via fuel cells [9, 27].

28.2.2.3 Biomass Fermentation to Alcohol Fuels

MSW can also be converted into useful forms of energy by transforming it to
alcohol fuels such as ethanol. Ethanol can be produced from the biomass content
of MSW by performing hydrolysis to separate sugars such as glucose from the
organic content. These sugars are subsequently fermented to produce ethanol [29].

28.2.2.4 Mechanical Biological Treatment (MBT)

Mechanical biological treatment can be considered as a combination of recycling
and non-thermal technology. In the mechanical stage, waste is broken into smaller
parts, and recyclables are separated from mixed waste [30]. In the biological stage,
organic waste undergoes either anaerobic digestion, composting, or biodrying.
Anaerobic digestion produces biogas which can be used as a fuel. Composting
breaks down waste into CO2 and compost, which is then landfilled. Biodrying
produces waste that has greater potential for thermal recovery and that is lighter to
dispose of in a landfill. The biodrying technology utilizes thermal energy released
during aerobic decomposition, in combination with excess aeration, to dry the
biomass feedstock [31].

28.3 Comparison of WtE Technologies

A comparison between the various WtE technologies is presented in order to
evaluate their roles in WtE markets. Aspects of the technologies that are consid-
ered include: feedstock composition, conversion efficiency, process by-products,
and maturity.

The majority of thermal technologies require pre-processed MSW as input, due
to the fact that the chemistry and fluid dynamics of ATTs are sensitive to varia-
tions in the feedstock composition (i.e., molecular, humidity and ash contents,
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particle size, density, and reactivity) [32]. As a result, incineration is favorable in
terms of its relative simplicity, in that MSW need not be pre-processed. However,
ATTs provide more flexible forms of energy output than incineration, including
hot combustion exhaust gas, low/medium calorific value syngas for use in gas
turbines and engines, and reformed syngas for use in fuel cells. In particular, the
product of gasification, hydrogen and methane, is multi use [33]. Comparing
gasification to incineration, gasification takes place at lower temperatures than
incineration (550–900 vs. 850–1,200 �C [34]), though the energy content derived
from incineration technologies is higher. In terms of financial aspects, the costs of
an incineration operation are approximately $115,000 per ton MSW per day,
whereas gasification stands at $86,000–$97,000 per ton MSW per day [35].

In terms of conversion efficiencies, incineration and gasification WtE tech-
nologies can be directly compared. When using a steam cycle, incineration tech-
nologies can have efficiencies between 18 and 24 %, whereas gasification can be
between 9 and 22 %. In the event that the gasification technology is used with a
gas engine generator or a combined cycle gas turbine, its efficiency can reach
between 18–28 % and 23–40 %, respectively [21, 33].

Plasma gasification is a relatively new technology and therefore there is limited
data on emissions, energetic performance, associated costs, and technical lifetime,
though it offers the potential to recover both energy and material value from MSW.
The commercial viability of plasma gasification is expected to improve, on the
premise of suitable regulatory, economic and socio-political technology drivers [32].

There are also non-cost elements of thermal WtE technology which much be
considered. The most appropriate technology for the application is determined by
WtE client requirements. Incineration offers a mature technology having the
highest conversion efficiency, while ATTs have the advantage of greater public
acceptability. When combined with efficient energy recovery, however, incinera-
tion is an environmentally competitive WtE technology in comparison to present-
day power generation systems using fossil fuels and even to systems based solely
on renewable energy [36]. However, locally sited facilities, such as those for
biomass gasification, can reduce negative effects on the environment from the long
distance transportation of MSW. In terms of material considerations, the diversion
of biomass waste, and the carbon footprint of the thermal WtE technology as
compared to competing energy technologies, must be assessed [33].

Comparisons between thermal WtE technologies and between non-thermal WtE
technologies are summarized in Tables 28.1 and 28.2, respectively. Comparisons
between thermal and non-thermal technologies are summarized in Table 28.3.

28.4 Present Status

In this section the present status of MSW generation and WtE utilization is
evaluated.
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28.4.1 MSW Generation

Today, MSW is generated at a worldwide rate of approximately 1.3 billion tons
annually, the majority of which is produced by countries belonging to the Orga-
nization for Economic Co-operation and Development (OECD) [37]. In the United
States alone, MSW generation peaked at 256.5 million tons in 2007 [38]. How-
ever, there has been a steady decline in the number of active landfills in recent
years [38], and in 2011 MSW generation per capita in the U.S. reached its lowest
value since the 1980s, 2.0 kg (4.4 lbs.) per capita per day.

South Korea has quickly developed to become a leader in environmentally
friendly disposal of MSW. Starting in 1997, the enforcement of household waste
segregation led to an increase in the heating value of MSW and consequently
shifted the country’s waste management policy from non-WtE incineration to
WtE-incineration. As a result, South Korea’s MSW generation rate has remained
stable since 1997, with the generation per unit capita decreasing slightly from
1.04 kg/day to 0.96 kg/day [11]. This is in comparison to the EU-27 and United
States MSW rates which are presently 1.38 kg/day [39] and 2.0 kg/day, respec-
tively [38]. However of greater significance is South Korea’s MSW management
strategy, where recycling has increased by 32 % since 1997 and now accounts for

Table 28.1 Advantages and disadvantages of thermal WtE technologies

Technology Advantages Disadvantages

Incineration Well established Extensive flue gas cleaning required [44]
Well defined capital costs Disposal of ashes (approximately 25 % of

input) [44]
Predictable revenue stream Negative public perception
Does not require waste sorting

Gasification Good waste volume reduction
(80–90 %) [34]

Operating and capital costs 10 % higher
than incineration-based WtE [34]

Destruction of organic
contaminants such as
halogenated hydrocarbons
[34]

Not effective for highly heterogeneous
feedstock [23]

Formation of toxic tars [34, 65]

Pyrolysis Good waste volume reduction
(50–90 %) [66]

Not effective for highly heterogeneous
feedstock [23]

Production of solid, liquid, and
gaseous fuels from waste [66]

Biomass must be dried [23]

Self-sustaining after initial
electric charge [66]

Complicated to control; troubles with
slagging, tar production, and
contaminants in produced gas have
been documented [67]

60–70 % weight of feedstock is
converted into bio-oil [24]

Depolymerization
[25]

Feedstock can consist of any
form (e.g., plastic,
electronics, sewage sludge)

Not well developed, technology still at
research and development stage

Compatible with wet feedstock
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60.5 % of the total MSW utilization. This is in contrast to the EU-27’s recycling
rate, 41.1 % [39] and the U.S. recycling rate, 34.1 % [40]. In addition, incineration
in South Korea has increased by 14.5–21.6 %, which is the same level as the EU-
27, but higher than the U.S., which has a rate of 11.7 % [40]. Consequently,
through improved MSW practices, landfilling in South Korea has reduced by 46 %
since 1997 to 17.9 %, in comparison to the EU-27 and U.S. rate of 37 % [39] and
54.2 %, respectively [40]. This demonstrates that when MSW management policy
is coordinated at a national level, significant returns can be envisaged.

In China, rapid urbanization, industrialization, and population growth have led to
a significant rise in MSW generation. From 1988 to 2006, MSW generation has risen
from 31.3 to 212 million tons. This corresponds to MSW generation rates of 0.50 kg
and 0.98 kg per capita per day in 1998 and 2006, respectively. Only 70 % of this
MSW was collected and transported, of which 91 % was landfilled, 6.4 % was
incinerated, and 2.2 % was composted. Most of the MSW has a high organic and
moisture content due to domestic waste making a large portion of the waste [41].

28.4.2 WtE Utilization

Depending upon geographical location, the amount of energy which can be har-
nessed from MSW varies, and consequently, the potential for WtE utilization. As
outlined by Piggott [14], in North America, approximately 11–13 MJ can be
derived from 1 kg of MSW. In Europe, this number decreases to 8–11 MK/kg.
South America and China can generate between 7–9 and 6–8 MJ/kg of MSW,
respectively.

Considering the U.S., between 1910 and 1960, approximately 32 municipal
waste incinerators were constructed in New York City, which combusted in total
73 million tons of MSW [42]. Currently, 86 WtE facilities exist in the U.S. which
produce 2,720 MW from combustion of more than 28 million tons of MSW per year
[3]. These facilities are distributed across 25 states, primarily along the Northeast.
However, there has been no new WtE project construction since 1995 [42].

Table 28.3 Comparison of thermal and non-thermal WtE

Technology Advantages Disadvantages

Thermal Most established WtE technology By-products include ashes,
chars, and residual toxinsHigher net power generation potential than non-

thermal technologies (by approximately 25 %)
[70]

Thermal treatment with heat recovery is one of the
most efficient ways of treating MSW [71]

Non-
thermal

Can incur significantly lower capital costs than
thermal technologies

Can only process organic
materials
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The MSW industry in Europe is one of the most developed, with legislation on
the level of national and secondary laws [43]. There are over 500 existing WtE
plants in operation [44], of which 450 plants are incinerators that, in total, burn
approximately 25 % of the total European MSW [45]. Energy recovered from
MSW increased by 2.6 % to 18.2 TWh from 2010 to 2011. In total, the primary
energy production of MSW represented 8.2 million tons of oil equivalent (toe) in
2011, representing a 2.4 % increase from the preceding year [46]. Although
landfilling is still the main MSW treatment option in Europe, several EU-27
countries are experiencing overcapacities in terms of WtE implementation; there is
not sufficient MSW to feed existing WtE facilities [10]. A recent study [10]
revealed that from 2008 to 2009, the number of orders for new incineration
facilities and upgrades to existing plants decreased from 29 to 9. This is evidenced
in the fact that the European Environment Agency reported that in the EU-27, the
average annual growth rate of MSW as a source of electricity was 10 % from 1990
to 2009; however, from 2008 to 2009, there was negligible growth, which can be
attributed to the fact that many WtE plants in Europe do not have sufficient
feedstock to operate at full capacity [47].

Regardless of the widespread nature of incineration, there still exist many
opponents to this form of WtE technology. A common platform is that MSW cannot
be a renewable resource when burned, since when it is burned it cannot be re-used
again [45]. This argument is supported by the widely cited study by Morris [48], in
which it is claimed that recycling most materials from MSW saves on average three
to five times more energy than pure incineration. On the contrary, recent studies
[49] have shown that countries with the highest rates of incineration such as
Denmark, Norway, and Sweden which incinerate on average greater than 50 % of
their MSW tend to have high recycling and organic composting rates. For instance,
Germany incinerates 37 % and recycles 45 % of MSW [45]. There is still debate
over this, as Flanders, Belgium has implemented an incineration cap of 25 % of
MSW as of 1990, resulting in recycling and composting rates of over 75 % [45].
Furthermore, due to high capital costs of large-scale modern incineration plants
($150–$230 million), operators require a guaranteed stream of waste over
20–30 years committing municipalities to generate a certain level of MSW [45].

Despite these facts, and EU-27 directives to achieve recycling rates of 50 % by
2020, many countries provide public subsidies for the expansion of incineration
[45]. European Union countries which already import MSW are even approving
and financing new WtE incineration plants. Sweden with 31 plants as of 2011,
Germany with 72 plants, the Netherlands with 12 plants, and Denmark with 29
plants are all examples [45]. Figure 28.2 summarizes the use of MSW treatment
methods, per capita, by each country in the EU-27.

In South Korea and China combined, there are approximately 120 WtE plants in
operation [44]. Since the beginning of the 21st century, China has increased its
WtE capacity from 2.2 to 14 million tons in 2007, making it the fourth largest user
of WtE after Europe, Japan, and the U.S. [6]. South Korea, a country with limited
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natural resources, imports about 98 % of its energy sources from abroad. The
dominant technology used in South Korean WtE plants is incineration, and heat is
the dominant form of energy produced due to its high demand and the high capital
costs for other forms of power generation. In 2010, WtE by incineration accounted
for 11.8 % of total energy production.

South Korean WtE plants have been rapidly increasing in output [11]. In 2002,
on-site heat consumption in WtE plants was 7,500 TJ, or 57 % of total heat use,
and has remained fairly constant. In 2006, exported heat from WtE plants
exceeded on-site consumption and continued to increase to 16,000 TJ in 2011.
Over the same nine year period, electricity exported to the grid increased from 11
to 302 TJ. Overall, South Korean WtE plants have been increasing their energy
export and this energy is mostly in the form of heat.

In Russia, Latin America, South Asia, and the African Continent, WtE utili-
zation is not widespread [50–54].

28.5 WtE Economics and Challenges

In 2009, the MSW market in the EU-15 and Norway was valued at approximately
$50 billion, with China valued at $35 billion, and Brazil at $3.3 billion [55].

The global market for WtE has been valued at $4.8 billion in 2006, and
$7.1 billion in 2010, with a projected compound annual growth rate of 11.2 %
from 2011 to 2021, growing from $8.5 billion to $27.2 billion. Of this market, and

Fig. 28.2 Current MSW Treatment Per Capita in EU-27 [10]
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from 2006 to 2010, 95 % of global WtE market was using incineration and
anaerobic digestion technologies, however, pyrolysis, plasma gasification, and
gasification are expected to comprise over 30 % of WtE market by 2015 [56].

In terms of economics, gasification systems typically have lower cost per kWh
of electricity generated than combustion WtE plants due to greater efficiency [57].
This is one reason for such a shift to ATTs in the future. As a comparison of capital
costs, gasification plants have capital expenses of approximately $2,200/kW, while
combustion WtE plants are estimated at $3,500/kW. However, it should be noted
that traditional coal-fueled power plants have significantly lower costs of
approximately $1,000/kW [57], and traditional natural gas combined cycles costs
of $917/kW [58].

WtE technology faces fundamental challenges to permit its adoption, one of
which as mentioned previously is its limited potential for energy recovery. MSW
averages at 10.5 MJ/kg of feedstock, versus coal at 24.4–30.2 MJ/kg [59].
Moreover, successful implementation requires coordination of designing, envi-
ronmental permitting, contracting with municipalities, contracting with utility for
sale of power, contracting with waste haulers, and obtaining investors [59]. It can
take up to 5 years to begin construction, during which municipal elections can
alter receptiveness of WtE initiatives [59]. The payback periods of WtE plants
vary based on capital costs, operating costs, and the wholesale electricity market.
Incineration-based technologies have payback periods in the range of more than
20 years while non-thermal technologies such as anaerobic digestion have pay-
back periods ranging from 3 to 10 years [60–62]. Finally, WtE must compete on
two fronts: with waste disposal options (landfills), and energy producers (selling
electricity at rates competitive with traditional options such as coal and hydro-
electric) [59]. WtE facilities are also less efficient than conventional fossil fuel-
based electricity plants, in part due to equipment requirements such as the
reduction of the maximum output steam pressure in incineration units, for the
prevention of corrosion [63]. Environmental regulatory standards further mandate
the addition of pollution control systems, which increase the energy demand of the
system. Limits on environmental impact are restrictive when it comes to WtE
technologies such as incineration, and are expected to continue to tighten in the
future [43].

Tables 28.4 and 28.5 summarize the market penetration of thermal and non-
thermal WtE technologies, respectively.

The overall market penetration of thermal WtE technologies represents
$18.5 billion as of 2008, and is projected to reach $23.7 billion by 2014. Non-
thermal WtE technologies represent significantly less, at $1.4 billion as of 2008,
and are projected to reach $2.4 billion by 2014, for biological technologies [64].
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28.6 Conclusions

WtE is a promising waste management strategy and renewable form of energy.
The global WtE market is expected to reach $26.2 billion by 2014. Whereas
currently, the majority of global MSW is generated in developed (i.e., OECD)
countries, by 2025 most of MSW generation will shift to lower middle income
countries.

At present, 95 % of the WtE market utilizes incineration and anaerobic
digestion technologies. Pyrolysis, plasma gasification, and gasification technolo-
gies are expected to gain a greater share of the global WtE market by 2015. This
increase will be due to developed countries implementing advanced thermal and
non-thermal WtE as a result of perceived environmental benefits and opposition to
incineration. By contrast, developing countries are likely to resort to the use of
incineration, owing to the maturity and lower capital costs of this technology. Non-
thermal technologies, such as anaerobic digestion, will continue to play a critical
role in the energy recovery of organic materials, while landfill gas recovery ulti-
mately depends upon the existence of landfills.

However, despite progress in the development of WtE technologies, important
technological and socio-economical barriers need to be overcome before such
technologies become a significant share of the global energy supply.

Table 28.4 Adoption of thermal WtE technologies

Technology Market penetration

Incineration Operational capacity of 300 million tons of waste globally by 2016 [72]
450 facilities in Europe accounting for approximately 25 % of MSW [46]
12 % of MSW incinerated in U.S. [63]
250 new WtE plants (globally) to commence operations by 2016 [63]

Gasification Approximately 100 plants worldwide [34]
Pyrolysis 45 operating plants worldwide treating between 8,000 and 225,000 tons per

year of biomass, industrial waste, medical waste, and MSW [73]
Depolymerization Low penetration; one documented operational plant using turkey offal as

feedstock

Table 28.5 Adoption of non-thermal WtE technologies

Technology Market penetration

Anaerobic digestion 106 MWe installed or under construction in the UK, as of
2012 [74]

Landfill gas (LFG) recovery Approximately 560 projects in the USA, as of July 2011 [75]
Fermentation (biomass to alcohol

fuels)
First full-scale MSW-to-Biofuels facility under construction

in 2013 [76]
Mechanical biological treatment

(MBT)
330 MBT plants operating in Europe, as of 2011 [77, 78]
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Chapter 29
Grid Connection of Wind Energy
Conversion System Using Doubly-Fed
Induction Generator

Ali Haddi, Mohamed Becherif and Imane Benslama

Abstract Unlike the power plants that rely on combustion of fossil fuels such as
coal or natural gas, wind power stands as the strong alternative for a clean source
powered by the wind and producing no air emissions causing acid rain or gases
greenhouse effect. Nevertheless, the production of wind energy is intermittent and
depends strongly on the wind speed and requires the introduction of electronic
controllers in order to connect such kind of source to the electrical grid. In this
paper, authors are interested to the behavior of wind energy source coupled to the
electrical grid: After a brief review of the modeling of the different parts of the
wind energy generator. Different wind generator topologies and machines are
discussed and a model of a doubly-fed induction generator connected to the grid is
used for simulation purposes under Matlab-Simulink. This paper analyzes the
influence of the disruptions of grid (voltage drop, phases fault) as well as the
influence of the wind variations (weak and middle).
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29.1 Introduction

The energy, especially the source of energy, is one of the essential elements that
govern our lives and promote progress, expansion and wealth of countries. The
economy of the modern world depends on the sustainable provision of energy in
most cases. However, the intensive and unruly developments of the human civi-
lization and the industrialization impacted negatively the environment and the
sources of energy as well.

The new technologies will facilitate our provision of energy while preserving
the natural resources and while limiting the generation of greenhouse gases.

Indeed, the potential energy of air masses movement represents, worldwide, a
considerable deposit. The use of these renewable sources is facing a growing
demand for energy. However, the intermittence of these sources represents a
handicap that researchers try to solve. Among these energies, the wind clearly
takes the pole position, not in replacement of the conventional sources, but as
energy complementary.

Several countries have chosen the use of wind energy for their quality of clean
renewable non-polluting energy. Indeed, China is considered as the largest con-
sumer of energy, and become the world leader in this field in 2011; with installed
wind power capacity of over 62 GW compared to the United States with more than
45 GW and 29 GW in Germany [1]. Morocco is one of those countries setting up a
program that aims to achieve a total installed capacity of wind power up to 2 GW
by 2020.

The principle of conversion of the kinetic energy of wind in electric energy and
the description detailed of the different aero-generators are presented in several
references [2–5].

• Common wind turbines are: The wind turbine working under a stationary
speed, based on squirrel cage asynchronous generator directly coupled to the
electrical grid (Fig. 29.1). This machine is driven via a multiplier and its speed
is maintained roughly constant by a mechanical system of orientation of blades
(pitch control). Its central advantage is to have the structure of the simplest
rotor but with a limited possibility of power regulation.

• The wind turbine with variable speed, based on Doubly-Fed Induction Gen-
erator (DFIG) (Fig. 29.2), that increases the working speed range notably for
the weak wind speeds and permits a better integration to the grid. It presents the
inconveniences to require a system of rings and brooms and a multiplier,
leading meaningful costs of maintenance. These inconveniences can be com-
pensated by an overproduction due to the hyper-synchronous mode which
allows increasing the global yield.

For variable speed, the wind turbine based on synchronous machines with
several pairs of poles and coupled directly to the turbine that avoids the use of the
multiplier (Fig. 29.3). In addition, if the generator is a permanent magnet, the
system of brooms and rings is eliminated. However, this structure has a major
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Fig. 29.1 Grid connected squirrel cage asynchronous generator

Fig. 29.2 Wind variable-speed based on DFIG

Fig. 29.3 Grid connected permanent magnets synchronous generator in full converter topology
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disadvantage: It must be connected to the grid by using a power converter
dimensioned on the nominal power of the generator. These generators are often
used offshore, where the winds speed is substantially constant, thereby generating
a frequency approaching that of the grid system.

A comparison between the wind turbine of variable speeds and a constant speed
[6,7] shows that speed variation reduces mechanical stresses: Gusts of wind can be
absorbed and compensated dynamically by torque and power pulsations caused by
back pressure of the tower. This back pressure of the tower causes noticeable
torque pulsations at a rate equal to the turbine rotor speed times and the number of
rotor blades. The use of a DFIG with the rotor connected to the electric grid
through an AC–AC converter offers the following advantages:

Only the electric power injected by the rotor needs to be handled by the convert
[7], implying a less cost AC–AC converter;

Improved system efficiency and power factor control;
Can be implemented at lower cost, the converter has to provide only excitation

energy [1].
A direct coupling of a synchronous generator to the grid is therefore not possible,

and a squirrel cage induction machine is too small regarding the speed variation
possibilities (\1 %), which would limit the power production only in a synchro-
nism of the shaft speed and grid frequency. So, in this paper, the second structure
based on DFIG that represents a better integration to electrical grid is studied. First,
the modeling of the mechanical parts followed by a modeling of the electric parts is
given. Then, simulations are performed highlighting the disruptions confronted by
the production of electric energy. The disruptions that wind energy production
chains undergo can come mainly from two sources, either from the electric grid or
either from wind in which disruptions are usually caused by the wind variation.

This paper analyzes the influence of the disruptions of grid (voltage drop,
phases fault) as well as the influence of the wind variations (weak and middle).

In this simulation, the Simulink model constituted of 9 MW wind farm con-
sisting of six 1.5 MW wind turbines connected to a 25 kV distribution system that
exports power to a 120 kV grid through a 50 km, 25 kV feeder is used, as shown
in Fig. 29.4.

29.2 Modeling of the Wind Turbine

Modeling of wind turbine consists on finding models for their mechanical and
electrical part.

29.2.1 Modeling of the Mechanical Part

The modeling of the mechanical part takes into account the influence of the wind
on the blades of the turbine and the effect of the multiplier which adjusts the speed
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(slow) of the turbine to the generator speed. Several papers have addressed this
modeling [8–10] summed up by the diagram of the Fig. 29.5.

The mechanical power that can be extracted from wind is given by means of the
following expression:

Pt ¼
1
2
qSCp k; bð Þv3 ð29:1Þ

where q is the air density, S is the area swept by the turbine, v is the speed of wind
and the Cp is the power coefficient that corresponds to the aerodynamic output of
the turbine, which is described by the expression [3]:

Cp k; bð Þ ¼ 0:5176
116
ki
� 0:4b� 5

� �
e

21
ki þ 0:0068k

1
ki
¼ 1

kþ 0:08b
� 1

b3 þ 1

ð29:2Þ

With b is the pitch angle of rotor blades in degrees and k is the tip speed ratio
defined by:

k ¼ RtXt

v
v3 ð29:3Þ

where Rt and Xt are respectively the radius and the angular speed of the turbine.

Fig. 29.4 Simulink model of DIFG connected to the grid

Fig. 29.5 Scheme of the wind’s mechanical part
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This coefficient varies according to k and b and shows that the maximum of
power cannot be gotten for stationary speed.

Knowing the speed of the turbine, the aerodynamic torque is therefore directly
determined by:

Ct ¼
1
2
qSCpv3 1

Xt
ð29:4Þ

The multiplier adapts the turbine speed to that of the generating. This multiplier
is represented by the following equations:

Cg ¼
Ct

G
ð29:5Þ

Xg ¼ Xt � G ð29:6Þ

where G is the gain of the speed multiplier.
The moment of total inertia is given by:

JTot ¼
Jt

G2
þ Jg ð29:7Þ

The fundamental equation of dynamics determines the evolution of the
mechanical speed from the total mechanical torque (Cmec) applied to the rotor:

JTot:
dXmec

dt
¼ Cmec ð29:8Þ

29.2.2 Modeling of the Electrical Part

The electric part is essentially constituted by the (DFIG that converts mechanical
energy captured by the turbine into electrical energy. The model is a vector model
in a rotating frame (Park) [8–11]. Using a vector representation of the electrical
quantities is the one way to get an invariant pattern in the coordinate d-q. This
representation aims at permitting the manipulation of the continuous quantities
rather than alternatives. So, control comes down to a regulation with constant
references, instead of tracking variable trajectories. Several references clarify this
modeling [8–13].

The application of Concordia transformations and Park transformations to the
three phases of the DFIG permits to write the equations of the voltages and fluxes
dynamics in the d-q references as follows:
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Wds: ¼ LsIds þM � Idr

Wqs: ¼ LsIqs þM � Iqr

Wdr: ¼ LrIdr þM � Ids

Wqr: ¼ LrIqr þM � Iqs

8>>><
>>>:

ð29:9Þ

Vds: ¼ RsIds þ
d

dt
Wds � xsWqs

Vqs: ¼ RsIqs þ
d

dt
Wqs þ xsWds

Vdr: ¼ RrIdr þ
d

dt
Wdr � xrWqr

Vqr: ¼ RrIqr þ
d

dt
Wqr þ xrWdr

8>>>>>>>>>><
>>>>>>>>>>:

ð29:10Þ

The statoric and rotoric angular speeds are linked by the following relation:

xs ¼ xr þ x ð29:11Þ

This electric model is completed by the mechanical equation:

Cm ¼ Ce þ J
dX
dt
þ f X ð29:12Þ

where the electromagnetic torque Ce can be expressed by the cross product of the
stator fluxes and rotor currents:

Ce ¼ p
M

Ls
WqsIdr �WdsIqr

� �
ð29:13Þ

By choosing a referential linked to the stator flux, rotor currents will be directly
related to the stator active and reactive powers. Adequate control of these currents
will control the power exchanged between the stator and the grid. If the stator flux
is keyed on the d axis of the frame, it follows:

Wds ¼ Ws and Wqs ¼ 0 ð29:14Þ

and the electromagnetic torque can be expressed as follows:

Ce ¼ p
M

Ls
WqsIdr ð29:15Þ

At the end, the model of the DFIG can be summarized by the block diagram of
the Fig. 29.6.
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29.3 Simulation and Discussion

In this paper, the simulation takes into consideration the variation of the wind
speed, as well as electrical grid defects. The first simulation highlights the influ-
ences of wind speed on the produced energy. The second shows the effects of the
voltage drop as well as those arising from the grid disruptions. In the third sim-
ulation, a regulation is introduced to avoid the ominous effects of the disruptions
mentioned above.

29.3.1 Simulation and Discussion for Wind’s Speed
Variation

The production of the wind energy is highly dependent on the wind speed. To
highlight this, two levels of speeds are chosen, weak and middle (Fig. 29.7), in
addition to the random variations of wind.

The simulation (Fig. 29.8) shows that the produced active power follows the
level of the wind but the inertia is damping (filtering) the effect of rapid changes in
the wind.

To clarify this phenomenon, a step response has been applied (Fig. 29.9). This
response shows that the settling time of the active power according to wind is
neighboring to 15 s, Fig. 29.9 shows the effect of filtering, and the abrupt variation

Fig. 29.6 Block diagram of DFIG’s modeling
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of wind leads to consumption of the reactive power. This consumption weakens to
proportion as the active power reaches its permanent regime.

29.3.2 Simulation and Discussion of Grid’s Disruptions

The simulation of Fig. 29.10 allows us to observe the impact of a subsidence of
voltages resulting from a fault on the three-phase on the 120 kV line Vabc. For a
middle wind, one can notice that the active power production has not been affected
by this voltage drop whereas the reactive power was greatly solicited and this
generates power factor degradation. Another simulation (Fig. 29.11) permits to
observe the impact of a single phase-to-ground fault occurring on the 25-kV line at
B25 bus. The simulation shows that the active and reactive powers are all tributary
of these defects. This prompted us to examine the effect of the regulation in order
to overcome these disruptions.
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Fig. 29.9 Step response of the wind generator
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29.3.3 Simulation and Discussion of the Reactive Power
Regulation

The disruptions of the grid induce a decrease of the power factor, which require to
be lifted in order to compensate for this loss: a first idea is to introduce capacitors
batteries but this solution is not efficient because the quantity of the reactive power
to be compensated is variable and unpredictable. The introduction of a regulation
loop proves to be primordial. A lot of researches have been done in this sense to
improve system performance [13–22]. So controllers of different types (PI, con-
troller based on sliding mode, controller based of fuzzy logic or other nonlinear
control) have been studied and compared. The Fig. 29.12 shows the effect of a PI
regulator type on the improvement of the performances of the studied system.
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Fig. 29.10 Simulation with and without voltage drop on the 120 kV system

29 Grid Connection of Wind Energy Conversion System 375



29.4 Conclusion and Perspectives

The global system is simulated for two levels of wind speed. The results of
simulation showed the possibility to extract the maximum of power of the wind
energy, to control the voltage of DC–AC converter, and to control the active and
reactive powers exchanged with the grid. The wind system based on a DFIG can
contribute to the compensation of reactive energy and the presence of harmonic
currents on the network, without the need to oversize neither the DFIG nor the
three-phase converters.

Wind turbines equipped with DFIG become more and more common during the
last years. It combines the advantages of pitch control with an efficient trans-
mission of the power to the grid and the possibility of dynamic control of active
and reactive powers.

This survey has focused on the disruptions of the infinite power grid on a wind
turbine. Some future studies will focus on methods for detection and compensation
of shortcoming as well as the effects of the disruptions of the wind production on
an electrical grid.
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Chapter 30
Capacitor Bank Resizing in Islanded
Power Grid Fed by Induction Generator

Saliha Boutora and Hamid Bentarzi

Abstract In a power grid with distributed different resources, a capacitor bank is
used for overall compensation purpose. However, when a part of this grid is
islanded, the capacitor bank will be used for induction generator operation in the
case of wind energy source. If a same capacitance is permanently connected, it
may cause a severe over-voltage due to an abnormal phenomenon ferro-resonance
when it is high. In this work, a new approach is developed for reselecting an
adequate size of this capacitor for islanding grid. This approach is based on
numerical technique and simulation, which leads to determine the optimal value of
the required capacitance for three-phase self-excited induction generator operation
as well as to identify the region of operation where the magnetizing reactance of
induction generator is unsaturated and hence a ferro-resonance may be avoided.
Moreover, the simulation utilizing Simulink/MATLAB may be useful for the
validation of this approach. The obtained results are very encouraging.

Keywords Capacitor bank � Distributed sources � Ferro-resonance � Power
quality � Genetic algorithm � Wind-turbine generator

30.1 Introduction

A modern (smart) power grid generally consists of distributed different resources
such as thermal turbines, gas turbines and traditional wind turbines. The later may
be equipped with induction generators that are preferred because they are inex-
pensive, rugged, and require very little maintenance. Unfortunately, induction
generator that is self-excited requires capacitor to operate when its grid is islanded.
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Static capacitor is generally employed to achieve the required performance of a
self-excited induction generator as well as power quality [1, 2]. Besides, a
capacitor bank is needed for compensation in the whole power grid. However,
when a grid with wind-turbine is islanded, this capacitor may drive the system into
an overvoltage (ferro-resonance) if it will not be disconnected before a time limit
or reduced to adequate value within definite time [3]. The peak voltage during this
ferro-resonance can reach three per unit. However, if it is disconnected rapidly
from the grid it may have an effect on the generator operation but if it is com-
pletely disconnected rather than reduced after a necessary time for generator
excitation it may have an effect on the power quality. Both induction generators
and transformers can create ferro-resonance, and it can occur with all three phases
connected. According to the literatures, three conditions must be met in distributed
resources (DR) islanded grid for ferro-resonance occurrence [3]:

• The island driven by the induction generator must be isolated from the power
system,

• The induction generator must supply more power than the connected load in
the island,

• The isolated circuit must have enough capacitance to resonate (3–4 times of the
induction generator rating). This can be due to power system capacitor banks
required by the utility first and by induction generator operation after islanding.

Ferro-resonance is a non-linear resonance phenomenon that can affect on power
networks. It typically involves the saturable magnetizing inductance and a
capacitive distribution, capacitor bank or transmission line capacitance [4]. Its
occurrence is more likely in the absence of adequate damping devices. The term
‘‘Ferro-resonance’’, which appeared in the literature for the first time in 1920,
refers to all oscillating phenomena occurring in an electric circuit which must
contain at least: a non-linear inductance ferromagnetic, saturable capacitor and a
voltage source. Practical solutions to avoid ferro-resonance are mentioned in
previous publications [4].

Literature survey reveals that a few papers has been published that studied
effects of capacitor bank on the distributed resources islanded grid characteristics
[5, 6]. In this work, a new approach has been developed for selecting an adequate
size of this capacitor using Genetic algorithm (GA). GAs are a part of evolutionary
computing, which is a rapidly growing area of artificial intelligence. They are
inspired by Darwin’s theory about evolution i.e. solution to a problem solved by
genetic algorithms is evolved Genetic Algorithms were invented by John Holland
in 1975 (appendix) [7, 8].

The genetic algorithm is an iterative optimization process that imitates the
adaptation and evolution of a single species of organism. Using a chromosomal
mapping system, the GA starts with a large number of potential design configu-
rations. The range of possible configurations is determined by the constraints of
the problem and the method of encoding all configuration information into the
chromosome [9].
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Besides, the simulation utilizing Simulink/MATLAB may be useful for the
validation of the obtained capacitor size by this approach and checking the
resulting power quality as well as to define the time limit that will not cause a
ferro-resonance.

30.2 Distributed Resources Island

Distributed resources are distributed generation and distributed storage devices
which are connected to the utility power scheme at the distribution level. In this
case, they may supply required amounts of power to customers and to distribution
utilities, due not only to improvements in DR device technology, cost, and effi-
ciency, but also to the rapid growth of the deregulated electricity marketplace,
which has spurred interest in non-standard and dispersed sources of generation to
meet increasingly competitive requirements for energy, ancillary services, and
other energy services. Pressures from customers are increasing for improved
power quality, including power availability and backup sources of energy. In some
deregulated regions, customers are also looking for relief from high prices during
peak load conditions. Many are looking to interconnect the DR to the electric
power system, with the idea of selling excess energy and ancillary services as one
means to offset the price of purchasing and installing these devices. As a result of
these pressures, more DR devices will become interconnected with distribution
power grids (this grid called smart grid) and will have an effect on the electrical
power quality. Now, various simulation tools as ATP and Simuink/Matlab are used
by utilities for distribution network study purposes [10]. Most of these simulation
tools are used to analyze the impacts of each distributed devices on the distribution
system operation and power quality. Other simulation tools determine the optimal
size of electric equipment, such as capacitor banks and transformers, for efficient
and reliable operation of the power system without self disturbances.

30.3 Problem Formulation and Circuit Modeling

The induction machine offers advantages for hydro and wind power plants, which
may be used in DR, because of its easy operation. Induction generators can be
classified according to their excitation process into:

• Grid connected induction generator,
• Self-excited induction generator.

In our research study, the former is chosen because it takes its reactive power
for its excitation from the grid supply. The steady-state per-phase equivalent
circuit of an induction generator, supplying a balanced load, is shown in Fig. 30.1.
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Where Rs and Xs is the resistance and reactance of the stator respectively, Xm

the magnetizing reactance, Rr and Xr the resistance and reactance of the rotor
respectively. In this circuit, only Xm is assumed to be affected by magnetic sat-
uration, and all other parameters are assumed to be constant. In addition, core
losses and the effects of the harmonics are ignored.

If impedance loop is applied to this circuit under steady state,

ISZt ¼ 0 ð30:1Þ

Since Is 6¼ 0, it implies that,

Zt ¼ Zs þ
ZLZc

ZL þ Zc

� �
þ ZMZR

ZM þ ZR

� �
¼ 0 ð30:2Þ

or,

Real Ztð Þ ¼ 0; ð30:3Þ

and,

ImgðZtÞ ¼ 0 ð30:4Þ

where, Zs ¼ Rs
f

� �
þ jXs, ZL ¼ RL

f

� �
þ jXL, ZC ¼ �jXC

f 2 , ZR ¼ Rs
f�v

� �
þ jXr, and

ZM ¼ jXM .
Equations (30.3) and (30.4) can be solved simultaneously for unknowns may be

(f and Xm), (f and Xc), (f and ZL) and (f and v) according to the two unknowns
different forms of (30.3) and (30.4) are to be solved. These two equations can be
solved by conventional methods [4] or any other modern methods such as Genetic
Algorithm.

The performance characteristics of the generator could be estimated after get-
ting the two unknowns. From the real and imaginary parts of Eq. (30.2) and these
two parts can be rearranged into one of the following characterizations [6, 11]:
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Fig. 30.1 The per-phase equivalent circuit of the IM referred to the stator
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Characterization 1: the unknowns are f and Xm,

X3

k¼0

a2kXM þ a2kþ1ð Þf k ¼ 0 ð30:5Þ

X4

k¼0

b2kXM þ b2kþ1ð Þf k ¼ 0 ð30:6Þ

Characterization 2: the unknowns are f and v,

X3

k¼0

c2kv þ c2kþ1ð Þf k ¼ 0 ð30:7Þ

X4

k¼0

d2kvþ d2kþ1ð Þf k ¼ 0 ð30:8Þ

Characterization 3: the unknowns are f and Xc,

X3

k¼0

e2kXc þ e2kþ1ð Þf k ¼ 0 ð30:9Þ

X4

k¼0

f2kXc þ f2kþ1ð Þf k ¼ 0 ð30:10Þ

30.4 Simulation

In smart power grid, more DR devices are interconnected with distribution power
grids and will have an effect on the electrical power quality. Therefore, to derive
maximum benefits from DRs and avoid all possible oscillation adverse system
impacts, distribution utilities will need the ability to simulate the effect of inter-
connected DR devices such as turbine induction generator, capacitor bank, and
distribution transformer on their power systems.

In order to determine any distribution system modifications in its configuration
that may be needed for avoiding some severe disturbances such as ferro-resonance.
Now, various simulation tools as ATP and Simuink/Matlab are used by utilities for
distribution network study purposes [6]. Most of these simulation tools are used to
analyze the impacts of each distributed devices on the distribution system oper-
ation and power quality. Other simulation tools determine the optimal size of
electric equipment, such as capacitor banks and transformers, for efficient and
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reliable operation of the power system without self disturbances. For validation of
this capacitance value that has been obtained previously for a DR system, Simu-
link model has been developed as illustrated in Fig. 30.2.

In the present work, a real genetic algorithm is applied (see appendix), the
population size N is chosen to be 1,500. The roulette wheel selection is applied
followed by real coded crossover with probability of 0.82 and it is further followed
by real mutation with probability of 0.06. After getting the magnetizing reactance for
the given frequency; the necessary capacitance for exciting the induction generator
can be obtained which is 20 lF that corresponds to 80 kVAR in this power grid.

30.4.1 Circuit Modeling

A DR system Simulink model as illustrated in Fig. 30.2 consists of 480 V, 50 Hz,
275 kVA, induction generators driven by wind turbine a fixed resistive customer
load of 75 kW has been used. The presented system also uses a 480 V, 300 kVA
synchronous machine and a variable secondary load (0 to 446.25 kW) the same as
the HPNSWD system [6, 10]. In the all-wind mode, the synchronous machine is
used as a synchronous condenser and its excitation system controls the grid voltage
at its nominal value. A secondary load bank is used to regulate the system fre-
quency by absorbing the wind power exceeding permanent consumer demand.

The three-phase delta connected capacitor bank is connected at the bus of the
induction generator as compensator for the whole utility and exciter when the
power grid is islanded.

The disconnection of this capacitor bank from the islanded power grid should
be within time limits otherwise it may affect on the generator operation if it is short

Fig. 30.2 Simulink model of DRs islanded grid including induction generator and capacitor
bank
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and on the power grid characteristics if it is long. Besides, size of this capacitor
bank may be changed to optimal value for avoiding the ferro-resonance in one
hand and having better power quality in the other hand. The wind speed is kept
constant at 10 m/s for this work [12, 13]. According to the turbine characteristic,
for a 10 m/s wind speed, the turbine output power is 0.75 p.u. (206 kW).

Because of the asynchronous machine losses, the wind turbine produces
200 kW. Scope is used to record the p.u. values of terminal induction generator
voltages.

30.4.2 Simulation Results and Discussion

The above system was simulated in using the SimPower system toolbox of Sim-
ulink/MATLAB to check the size of variable capacitive compensation if it is
adequate for obtaining good voltage waveform and at the same time avoiding the
severe over-voltage (ferroresonance phenomenon) and to determine the time
necessary for generator operation and the size of variable capacitive compensation.
The Simulink model of the DR system as shown in Fig. 30.2 is simulated with
time of 5 s. We can distinguish four cases:

Case A: When the capacitor bank with value of 175 kVAR is disconnected from
the power grid before 1 s as shown in Fig. 30.3, the generator will start. It
can be noticed that the capacitor is needed for induction generator
operation otherwise the islanded power grid collapses.

Fig. 30.3 Voltage waveform at bus (WT) for disconnection time less 1 s
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Case B: When the capacitor bank with value of 175 kVAR is disconnected from
the grid within time interval from 1 to 2 s. Figure 30.4 shows that the
ferro-resonance can be avoided but with poor power quality.

Case C: When the capacitor bank with value of 175 kVAR is disconnected after
2 s as shown in Fig. 30.5. It can be noticed that ferro-resonance phe-
nomenon appears just after the disconnection. The overvoltage occurs
and its maximum magnitude can attain 3 per unit at 2.7 s. If the generator
is not rapidly disconnected, the whole power system may collapse.
Before the appearance of this phenomenon, it can be noticed that a
variation in the voltage due to switching action.

Fig. 30.4 Voltage waveform at bus (WT) within disconnection time interval from 1 to 2 s
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Case D: When the capacitor bank is reduced to the value 80 kVAR which is
necessary for the generator operation, however, the voltage profile is
poor as shown in Fig. 30.6.The magnitude voltage is varied around the
value 1 p.u. with considerable voltage variations can be observed at
starting.

Case E: When the capacitor bank is reduced to the value 150 kVAR where an
improvement in the voltage profile is observed as shown in Fig. 30.7.
After the duration of 2 s, the voltage magnitude becomes stable at value
nearly 1 p.u. Some variations in the output voltage can be noticed at the
starting.

It can be noticed that in the distributed resources power grid, the capacitor bank
is used for compensation purpose when this grid is connected to the utility.
However, when this grid is islanded, the capacitor bank may be needed for
induction generator operation. But if the same capacitor value is permanently
connected say in our case 175 kVAR, it may cause the ferro-resonance. However,
if it is reduced to small value the profile of the voltage is poor.

Fig. 30.5 Voltage waveform at bus (WT) with capacitor size 175 kVAR and disconnection time
at 2 s
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30.5 Conclusion

In this work, an approach has been investigated to use the MATLAB/SIMULINK
to select the adequate three-phase capacitor bank size when the DR grid is is-
landed. This value should not be too big and it will cause ferroresonance if it is
disconnected after the time limit (2 s in this case) and it should not be too small
and it will affect on the voltage profile. Simulation results show that the impor-
tance of such resizing and disconnection time limit for a specific machine (used for
simulation), capacitor with reactive power 175 kVAR causes overvoltage around 3
per unit that may be due to the ferroresonance. This may be due to the interaction
of induction generator effect and the capacitor bank. The possible source of

Fig. 30.6 Voltage profile at bus (WT) with capacitor size 80 kVAR
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ferroresonance in this setup is due to magnetic saturation of the rotor iron core.
However, it is observed that if the capacitor is reduced to reactive power of
150 kVAR gives smooth voltage profile and best results. This emphasizes the need
of appropriate technique to select the optimum rating of capacitor bank that can be
used for avoiding the ferroresonance in one hand and produce a good power
quality in the other hand. In our study, the Genetic Algorithm has been used.

If the ferroresonance persists, it may lead to a hazard because it causes over-
voltages and hence over-currents. Poorly understood, it is generally not accounted
in islanded power grid studies [14]. It is rare and cannot be analyzed or predicted
by the computational methods based on linear approximation normally used by
electrical engineers. This lack of knowledge makes it a probable reason for the
unexplained destruction and malfunctioning of equipment.

Fig. 30.7 Voltage profile at bus (WT) with capacitor size 150 kVAR
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Appendix

Genetic algorithms emulate the mechanics of natural selection by a process of
randomized data exchange. In this way they are able to solve of range of difficult
problems which cannot be tackled by other approaches. The fact that they are able
to search in a randomized, yet directed manner, allows them to reproduce some of
the innovative capabilities of natural systems.

In genetic algorithms, evolution towards a global optimum occurs as a result of
pressure exerted by a fitness-weighted selection process and exploration of the
solution space is accomplished through combination and mutation of existing
characteristics present in the current population. Other optimization techniques
(such as gradient descent methods) search a region of the solution space around an
initial guess for the best local solution [7, 8, 15].

The general scheme of a GA can be given as follows:
begin
INITIALIZE population with random candidate solutions;
EVALUATE each candidate;
repeat

SELECT parents;
RECOMBINE pairs of parents;
MUTATE the resulting children;
EVALUATE children;
SELECT individuals for the next generation

until TERMINATION-CONDITION is satisfied
end

The tasks that a genetic algorithm must perform lead to the existence of three
phases in the genetic algorithm optimization [9].

Initiation means filling the initial population with encoded, usually randomly
created parameter strings or chromosomes.

Reproduction consists in three main operators: selection, crossover and
mutation.

Selecting the Variables and the Fitness Function

A fitness function generates an output from a set of input variables (a chromo-
some). The fitness function may be a mathematical function, an experiment, or a
game. The object is to modify the output in some desirable fashion by finding the
appropriate values for the input variables. GAs is usually suitable for solving
maximization problems. Minimization problems are usually transformed into
maximization problems by some suitable transformation. In general, fitness
function F(X) is first derived from the objective function and used in successive
genetic operations.
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Certain genetic operators require that fitness function be non-negative, although
certain operators do not have this requirement. Consider the following transfor-
mations: F(X) = f(X) for minimizing problem. Where f(x) can be solved using
Eqs. (30.9) and (30.10).

Components of Genetic Algorithm

The GA begins, like any other optimization algorithm, by defining the optimiza-
tion variables, the fitness function, and the fitness. It ends like other optimization
algorithms too, by testing for convergence. In between, however, this algorithm is
quite different. Then, the most important components as shown in a GA flowchart
(see Fig. 30.A) are:

Fig. 30.A Flow chart of genetic algorithm

30 Capacitor Bank Resizing in Islanded Power Grid Fed 391



1. Representation (definition of individuals),
2. Evaluation function (or fitness function),
3. Population,
4. Parent selection mechanism,
5. Variation operators (crossover and mutation),
6. Survivor selection mechanism (replacement).

A path through the components of the GA are shown as a flowchart in
Fig. 30.A; the main operators of GA are selection, crossover and mutation.
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Chapter 31
Economic Droop Parameter Selection
for Autonomous Microgrids Including
Wind Turbines

Morad M. A. Abdelaziz, E. F. El-Saadany and R. Seethapathy

Abstract Droop control is a key strategy for operating islanded microgrid systems.
The droop settings of the different distributed generation (DG) units in an islanded
microgrid determine the operational characteristics of the island. This paper pre-
sents an algorithm for choosing the optimal droop parameters for islanded mi-
crogrids with wind generation in order to minimize the overall island generation
costs in the absence of a microgrid central controller (MGCC). A detailed microgrid
model is adopted to reflect the special features and operational characteristics of
droop-controlled islanded microgrid systems. The proposed problem formulation
considers the power flow constraints, voltage and frequency regulation constraints,
line capacity constraints and unit capacity constraints. Numerical case studies have
been carried out to show the effectiveness of the proposed algorithm as compared to
conventional droop parameter selection criteria typically adopted in the literature.

Keywords Distributed generation (DG) � Droop-control � Generation economics �
Islanded microgrids � Wind generation

31.1 Introduction

The widespread implementation of the distributed generation (DG) concept is
creating regions within the electrical distribution network with enough generation
capacities to meet all or most of its local loads [1, 2]. Such regions are defined as
microgrids. The recent IEEE Standard 1547.4 depicts the main features of a
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microgrid system as (1) capable of operating in parallel to the main grid (i.e. grid
connected mode) or autonomously in isolation from the main grid (i.e. islanded or
autonomous mode) and (2) of a configuration that is intentionally planned prior to
the isolation incident [3]. The islanded operation of microgrid systems can bring
several benefits to the distribution utilities and to the customers. Such benefits
include: (1) improving customers’ reliability, (2) resolving overload problems, (3)
resolving power quality issues, and (4) allowing for maintenance of system com-
ponents without customers interruption. Such benefits can motivate an increased
operation of microgrid systems in islanded mode. Hence the connection between a
microgrid and its upper stream main grid might be arbitrary open [2]. Consequently,
given the expected increase in the time span of islanded microgrid operation a
thorough consideration of the islanded operational planning is mandated.

In the grid-connected microgrid mode of operation, DG units generation is
controlled to supply a pre-determined amount of active and/or reactive power
required for the fulfillment of a pre-specified system requirement (e.g. peak shav-
ing, exporting power to the main grid, etc.). Any difference between the microgrid
total load and the active and reactive generation by the DG units is absorbed or
supplied by the main grid. Thus the frequency and voltage regulation at the different
system buses can be accomplished. Accordingly, similar to conventional distribu-
tion systems, the DG units in the grid-connected microgrid system can be controlled
and modelled as PV or PQ buses [3, 4]. In this case, the DG units’ output voltage
reference is often taken from the grid voltage sensing via a phase-locked-loop
(PLL) circuit, while an inner current loop ensures that the DG unit acts as a current
source fulfilling its required function. On the other hand, in islanded microgrid
mode of operation, given that the main grid is not available, the generation of the
DG units within the island cannot be pre-determined and must achieve real-time
response to ensure that the microgrid generation is equal to its demand. Moreover,
in the islanded microgrid mode of operation, the task of controlling the system
voltage and frequency is shared by the DG units forming the island [5].

A power electronic converter is usually used to interface DG units to the is-
landed microgrid system [3–5]. The accommodation of such converters with the
requirements of the islanded microgrid operation is usually achieved in the litera-
ture through one of two operational paradigms, namely Master/slave and decen-
tralized droop control schemes. Master/slave control schemes use high bandwidth
communication links to exchange dynamic power sharing signals between a master
DG unit (or multiple master DG units) and the other DG units in the islanded
microgrid. In most cases, such schemes are found to be costly because of the high
bandwidth communication that it requires. Moreover, such schemes are unreliable
as it depends on the communication links in its operation [3, 4]. On the other hand,
droop control is based on using locally measured quantities to control the DG units
in a way that mimic the behavior of synchronous generators operating in parallel.
Droop control is capable of achieving appropriate sharing of the islanded microgrid

394 M. M. A. Abdelaziz et al.



demand among the different DG units using only local signals and without man-
dating the existence of a communication infrastructure.

The settings of the different DG units’ droop characteristics affect their steady-
state active and reactive power generation when operating in the islanded microgrid
mode of operation. The conventional approach adopted in the literature to choose
the DG units’ droop based on the DG units rated capacities [3, 4]. Generally, such
conventional approach can provide a near exact active power sharing between DG
units in proportion to their rated capacities. Nonetheless, the settings based on the
rated capacity fail to satisfy other system operational constraints; where (1) it does
not optimize the operation in regards to minimizing the system generation costs [6–
10], (2) it cannot achieve an exact reactive power sharing between the DG units i.e.,
mismatches in the power line impedances lead to large circulating reactive power
and (3) it can only satisfy the voltage regulation constraints at the DG units’ PCC.
Voltage drops along the feeders can still result in voltage constraints violation at
other load points in the island.

In the literature, different methods have been proposed to optimally choose the
DG units droop characteristics in a way that overcome the aforementioned draw-
backs [6–10]. In [6, 7] the droop characteristics are optimized in a way that min-
imizes the island fuel consumption. Nonetheless, the work in [6, 7] suffered from
the drawback of not considering system voltage and frequency regulation con-
straints as well as the network losses. In [8] a multistage optimization algorithm was
presented to overcome this drawback by minimizing the islanded microgrid fuel
consumption while taking into consideration the system losses and operational
constraints. In [9, 10], emissions were minimized alongside the system fuel con-
sumption. Nevertheless, the previous work in the literature to optimally choose the
optimal droop characteristics assumed the existence of a microgrid central con-
troller (MGCC) and a non-critical low bandwidth communication infrastructure [5–
11]. In this scenario, a higher level central coordinated management function at the
MGCC performs the required optimization of the islanded microgrid droop char-
acteristics. By receiving periodic measurements of the island available generation
and required demand, the MGCC periodically updates the DG units’ droop char-
acteristics in a manner that achieves optimal dispatch of the DG units in the system.
Accordingly these techniques alleviated the need for considering the stochastic
nature of the microgrid renewable generation and demand in the choice of the
optimal droop characteristics by allowing for a periodic update of the droop
characteristics depending on the varying generation and demand. However, for
microgrids in remote areas with long connection distance between DG units the
operation without a MGCC is still the viable solution [11].

Accordingly, this paper presents a new probabilistic approach to optimally
choose the droop characteristics of the different DG units in an islanded microgrid
in order to minimize its operational costs in the case of the unavailability of a
MGCC. The proposed algorithm accounts for the special features and operational
philosophy of droop-controlled islanded microgrid systems, and the stochastic
nature of the system generation and loads. The remainder of this paper is organized
as follows; Sect.31.2 presents the droop controlled islanded microgrid model that
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reflects its special philosophy of operation. In Sect.31.3, a probabilistic load-gen-
eration model that incorporates the stochastic nature of droop-controlled islanded
microgrid components is introduced. The models presented in Sects.31.2 and 31.3
are then used in formulating the proposed approach in Sect.31.4. Section31.5
presents the numerical results that verify the effectiveness of the proposed approach.
Finally, Sect.31.6 concludes the paper and summarizes its findings.

31.2 Droop Controlled Islanded Microgrid Modelling

In a droop control structure, active power sharing is achieved by drooping the
frequency of the output voltage of the DG unit as the active power generated by the
DG unit increases. Similarly, the magnitude of the output voltage of the DG unit is
drooped as the reactive power generated by the DG unit increases [4]. Accordingly,
for a droop-controlled DG unit connected to the ith bus, the DG output voltage
frequency, ω, and magnitude, Vij j, can be given as follows:

x ¼ x�
i � mpi � PGi ð31:1Þ

Vij j ¼ Vij j��nqi � QGi ð31:2Þ

where x�
i and Vij j�are the DG unit output voltage frequency and magnitude at no-

load, respectively, mpi and nqi are the active and reactive power static droop gains,
respectively, and PGi and QGi are the injected active and reactive power by the DG
unit, respectively. Equations (31.1) and (31.2) show that droop characteristics can
provide a means of negative proportional feedback that controls active and reactive
power sharing in the island. The negative feedback relation in (31.1) also guar-
antees that all of the DG units are producing voltages with the same steady-state
angular frequency [3, 4].

The representation of droop controlled islanded microgrids steady-state opera-
tion differs from that of conventional distribution system in three main points; (1) in
the islanded mode, DG units’ representation has to reflect its droop characteristics.
Hence the DG generation cannot be pre-specified and is controlled by the DG droop
characteristics. This is different from conventional distribution system were the DG
units are usually represented as PQ or PV buses, (2) in the islanded microgrids the
DG units forming the island are all of small and comparable sizes and there is no
one DG unit that is capable of performing the slack bus function. This is different
than conventional distribution system representation where the main substation is
modelled as a slack bus, (3) In droop controlled islanded microgrid system, the
system frequency is not constant and is considered as one of the system power flow
variable [4, 5].

The set of power flow equations reflecting the aforementioned special philoso-
phy of operation of a droop-controlled islanded microgrid can therefore be for-
mulated as follows: for each droop bus i, there are two mismatch equations:
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1
mpi

x�
i � x

� �� PLi ¼
Xnbus
i

Vij j Vkj j Yikj jcos hik þ dk � dið Þð Þ ð31:3Þ

1
nqi

Vij j�� Vij jð Þ � QLi ¼ �
Xnbus
i

Vij j Vkj j Yikj jsin hik þ dk � dið Þð Þ ð31:4Þ

where nbus is the number of buses in the islanded microgrid, PLi and QLi are the
active and reactive load power at bus i respectively; Yik and θij are the frequency
dependent Y-bus admittance magnitude and angle respectively, and δi is the voltage
angle at bus i. The energy buffering required to enable islanded operation is
achieved by the dispatchable DG units operating in droop-controlled [11, 12].
Whilst, renewable energy resources are controlled locally in the in maximum power
tracking mode and are accordingly represented as PQ buses in the islanded mi-
crogrid model [11, 12]. The power mismatch equations for PQ nodes are similar to
conventional power flow formulations [4]. Consequently, the number of mismatch
equations that describe the power flow in islanded condition is made up of 2nbus—
equations comprising the 2nbus—unknown variables to be calculated. The angle of
an arbitrary bus is set to zero so that it can be taken as the system reference [4].

31.3 Probabilistic Islanded Microgrid Modelling

The intermittent nature of both the wind resources and the loads should be accounted
for in a proper selection of the islanded microgrid droop settings. In this section, the
analytical development of a combined generation load model is explained to
describe all possible system states and their respective probabilities [13]. The
probabilities of the generation states qGst NG

st

� �
are assumed to be independent of the

probabilities of the load statesqLst NL
st

� �
. Hence, the probabilities of states qst Nstf g

describing different possible combinations of generation and load states in an is-
landed system can be derived by convolving the respective probabilities as follows:

qst Nstf g ¼ qGst NG
st

� � � qLst NL
st

� � ð31:5Þ

where NG
st

� �
is the set of all possible generation states, NL

st

� �
is the set of all

possible load states, and Nstf g is the set of all possible islanded microgrid states.
Equation (31.5) shows that for an islanded microgrid the generation load model is
derived by enumerating all possible combinations of generation output power states
and load demand states. For wind power DG units, the generation states are cal-
culated by segmenting the continuous probability distribution function (PDF) into
several states. For instance, the generation states model of wind-based DG units is
extracted by segmenting the wind speed PDF into several states with a step of 1m/s.
The probability of a wind state st can then be calculated as follows:
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qwindst sð Þ ¼
Zvst;max

vst;min

f vð Þ:dv ð31:6Þ

where f(v) is the distribution probability of wind speed, vst,min and vst,max are the
wind speed limits of state “st”.

31.4 Proposed Formulation

This section presents the proposed problem formulation for choosing the optimal
droop settings in terms of minimizing the overall islanded microgrid generation
costs in the cases where a MGCC is not available. The droop setting variables to be
determined can be given as

x ¼ xjj8j 2 Bdroop
� � ð31:7Þ

where

xj ¼ x�
j ;mpj; V�

j

��� ���; nqjh i
ð31:8Þ

and Bdroop is the set of all droop-controlled buses in the system The optimal
decentralized droop settings are designed for a given islanded microgrid to account
for the different DG units’ fuel consumption characteristics as well as the stochastic
nature of the islanded microgrid generation and demand in the absence of a MGCC.
These droop characteristics accommodate and account for all possible islanded
microgrid states depending on their respective probability. Using the probabilistic
model developed in Sect.31.3, the mathematical formulation for obtaining the
optimal droop characteristics can be given as:

Min: C1 xð Þ �
Xnstates
st

XnDG
j2BDG

Cj Pst
Gj

� �
� rj � Pst

Gj � qst
� � !

ð31:9Þ

subject to:

Fð Vij jst; dsti ;xst; xÞ ¼ 0 ð31:10Þ

xlb � x� xub ð31:11Þ

Ilbik � Istik � Iubik ð31:12Þ
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Vij jlb � Vij jst � Vij jub ð31:13Þ

xlb �xst �xub ð31:14Þ

Pst
Gj � SGj;max ð31:15Þ

Qst
Gj �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SGj;max
� �2� Pst

Gj

� �2r
ð31:16Þ

8st 2 1; 2; . . .; nstates
� �

; 8j 2 Bdroop and 8i; k 2 B

where B is the set of islanded microgrid buses, C1 is the cost function to be
minimized, nstates is the number of islanded microgrid states, BDG is the set of
islanded microgrid buses with DG units connected, Pst

Gjis the active power produced
by the DG unit connected to the jth bus at microgrid state st, σj is the fuel price for
the DG unit connected to the jth bus, qst is the probability of microgrid state st and

Cj Pst
Gj

� �
is the fuel consumption of the DG unit connected to the jth bus at mi-

crogrid state st as a function of its active power generation.
The equality constraints in (31.10) represent the set of islanded microgrid power

flow equations given by (31.1)–(31.4) for each islanded microgrid state [4]. The
upper and lower bounds on the droop parameters settings given by (31.11) are
determined based on the allowable voltage and frequency regulation at the DG units
PCCs [11]. Equalities (31.12)–(31.14) represent the line islanded microgrid opera-
tional constraints at the different possible states in terms of the line carrying
capacities, voltage constraints and frequency regulation, respectively. The con-
straints in (31.15) and (31.16) represent the DG capacity constraints. For an islanded
microgrid operating at a given state st, the active and reactive power generation of
the droop-controlled DG units follows the droop relations given in (31.1) and (31.2)
up till the DG units’ maximum active and reactive power generation limits, Pst

Gj;max

and Qst
Gj;max, respectively. Beyond Pst

Gj;max, the active power generation of the DG
units is not permitted to follow the droop relation given by (31.1), and the DG is
transformed so that it injects a constant amount of active power set at the violated
limit (i.e., Pst

Gj;max). Similarly, beyond Qst
Gj;max, the reactive power generation of the

DG units is not allowed to follow the droop relation given by (31.2), and the DG is
transformed so that it injects a constant amount of reactive power set at the violated
limit (i.e., Qst

Gj;max). The relationships governing the jth droop-controlled DG unit
active and reactive power generation capabilities can be given as [14]:

Pst
Gj;max ¼ SstGj;max ð31:17Þ

Qst
Gj;max ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SstGj;max
� �2

� Pst
Gj

� �2r
ð31:18Þ
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31.5 Numerical Results

The proposed approach for optimal choice of the islanded microgrid droop char-
acteristics, presented in Sect.31.4, is tested on a 33-bus islanded microgrid system
[15]. Figure31.1 shows the single-line diagram of the test system. An islanded
microgrid is formed by isolating the system from the main grid by the island
isolation switch. Five dispatchable DG units and two wind-based DG units were
allocated to feed the system in islanded microgrid operation mode. The ratings,
locations, and fuel consumption (Natural Gas) and types of the DG units are listed
in Table31.1. The proposed algorithm is solved by an interior point method
implemented in Matlab environment. The upper and lower limits on the node
voltage variation are taken as 1.05 and 0.95 p.u., respectively. A maximum fre-
quency variation of 0.5% is considered in the reported case studies. For this work,
the load was divided into ten states using the clustering technique developed in
[16]. Table31.2 shows the set of load levels as a percentage of the peak load, and its
corresponding probabilities. The wind-speed profile was estimated from the pre-
vious historical data, based on which the 12-state model developed in [13] was
used, including the generated power and probabilities for each wind turbine.

Table31.3 shows the wind speed levels, and their respective probabilities for
each wind turbine. The set of load states was combined with the set of wind power
states for each wind turbine in order to extract the generation-load model of each
islanded microgrid. Two case studies were considered as a means of evaluating the
relevance of the proposed algorithm. The first case study is an examination of the
operation of an islanded system with conventional droop settings. The second case
study is an investigation of the operation of the system when the droop settings are
optimally selected according to the proposed algorithm.

In case study #1, the static droop gains of the DG units are designed in order to
share the load demand of the islanded microgrid proportionally with the rated
capacity of the DG units [4]; V* and ω* are selected arbitrarily in order to maintain
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Fig.31.1 The 33-bus microgrid test system. Data about the line impedances and system loads can
be found in [15]
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adequate power-quality levels, in terms of maintaining the frequency and voltage
within their respective specified operating limits. Such conventional droop settings
are capable of providing proper frequency regulation and nearly exact active power

Table31.1 DG locations, ratings, fuel consumption and control modes in the 33-bus test system
(SBASE=1 MVA)

DG # Bus # SGmax (p.u.) Type Mode Fuel consumption
(scf/KWhr)

1 02 2.00 Dispatchable Droop 11.105
2 08 1.00 Dispatchable Droop 7.806
3 09 1.00 Dispatchable Droop 7.316
4 18 0.50 DFIG wind PQ-0.95 PF Lead –
5 22 2.00 Dispatchable Droop 11.165
6 24 0.50 DFIG wind PQ-0.95 PF Lead –
7 25 1.50 Dispatchable Droop 11.418

Table 31.2 Load states model

Percentage of peak load (%) Probability

100 0.01
85.3 0.056
77.4 0.1057
71.3 0.1654
65 0.1654
58.5 0.163
51 0.163
45.1 0.0912
40.6 0.0473
35.1 0.033

Table31.3 Wind states model

Wind speed (m/s) Probability

0–4 0.073
4–5 0.024
5–6 0.032
6–7 0.044
7–8 0.046
8–9 0.075
9–10 0.089
10–11 0.109
11–12 0.101
12–13 0.109
13–14 0.062
14–25 0.236
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sharing among DG units in islanded microgrids [4]. In case study #2, the droop
characteristics of the different DG units in the island were designed using the
proposed algorithm in Sect.31.4. Table31.4 gives the DG units droop characteristics
in the two case studies under consideration. Here it is worth noting that Table IV
only contains the dispatchable DG units; as the wind-based DG units are operated
in MPPT and as such controlled as PQ generators.

Table31.5 gives the value of the cost function given by (31.9) for the two case
studies. As it can it can be seen in the table, the proposed algorithm reduced the
expected operation cost by around 15.8%. Figure31.2a, b show the minimum and
maximum voltages that can occur at the different system buses, considering all
admissible system states, when the system operates with settings from the first and
second case studies, respectively. As can be seen in the figures, the voltage
inequality constraint given by (31.13) in the proposed algorithm managed to keep
the system voltage within the operational limits. Figure31.3 shows the frequency
PDF for the two cases under study. As can be seen in the figure, the settings
obtained by the proposed algorithm are capable of keeping the system frequency
within its specified bounds.

Table31.4 Droop settings in case studies #1 and #2

DG # Case study #1
V* w* mp nq

1 1.03 1 2.500E-03 2.500E-02
2 1.03 1 5.000E-03 5.000E-02
3 1.03 1 5.000E-03 5.000E-02
5 1.03 1 2.500E-03 2.500E-02
7 1.03 1 3.333E-03 3.333E-02
DG # Case Study #2

V* w* mp nq
1 1.008 1.0004 1.125E-03 4.493E-03
2 1.011 1.0005 1.023E-03 1.873E-02
3 1.015 1.0007 1.251E-03 2.318E-02
5 1.013 1.0004 1.781E-03 1.327E-02
7 1.010 1.0004 1.703E-03 1.366E-02

Table31.5 Cost function in case studies #1 and #2

Case study # 1 2
C1(scf/h) 16.846 15.007
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31.6 Conclusion

This paper proposes an algorithm for choosing the droop characteristics for an
islanded microgrid in order to minimize its generation costs in the absence of a
MGCC and in the presence wind generation. The proposed algorithm adopts a
probabilistic analytical approach to account for the stochastic nature of the islanded
microgrid renewable generation and load demand. Moreover, a detailed microgrid
model was considered to account for the islanded microgrid special features and
philosophy of operation. The proposed algorithm has been tested on a 33-bus
microgrid system. The numerical results verify the importance of the proposed
algorithm in determining the droop characteristics that minimize the system gen-
eration costs while ensuring the system operational constraints. The findings con-
clude that a proper selection of droop parameters settings can significantly reduce
the system operational costs without sacrificing any of its operational requirements.
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Chapter 32
Energy Management for a Grid-Tied
Photovoltaic-Wind-Storage System:
Part I—Forecasting Models

Ala Hussein and Issa Batarseh

Abstract Renewable energy has unique characteristics such as it is sustainable,
clean and free. However, renewable generation systems have two major limita-
tions: they are strongly dependent on the weather conditions, and they have
unsynchronized generation peaks with the demand peaks, in general. In a series of
two papers, an energy management strategy for a distributed photovoltaic-wind-
storage system is proposed. This first paper proposes a method to predict the
amount of power generated by the PV and wind power sources and the power
consumed by local loads. The proposed forecasting models are developed using
artificial neural networks (ANNs). Those forecasting models were verified on real
data and showed good to excellent results.

Keywords Artificial neural networks (ANNs) � Distributed generation (DG) �
Load forecasting model � Photovoltaic (PV) � Solar radiation forecasting model �
Wind speed forecasting model

32.1 Introduction

A major limitation of renewable energy sources—beside the tremendous advan-
tages they offer—is their strong dependence on the weather conditions. This
dependence, in fact, is disastrous when exchanging power with a spot market
system where the power exchange plan with the utility grid must be provided to
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the market in advance (for example, in the Nordic spot market, participants must
announce their daily bids at least 12 h before the scheduling day, [1]). In a spot
market system, the generated power must meet the forecasted power; otherwise,
the owner of the renewable distributed generator (DG) will be penalized. With an
accurate model that can predict the load (demand) and the renewable generated
power (supply), those renewable DGs can be integrated in a spot market system;
otherwise, those DGs will never be suitable to enter this emerging market. Fig-
ure 32.1 shows a general renewable DG system that feeds an end user (i.e. house)
and exchange power with the utility grid (PL is the load power, PPV is the solar PV
power, PW is the wind power, PS is the energy storage power, and PE is the
exchanged power with the utility grid).

The importance of developing an accurate mechanism to predict the generated
or consumed power was widely reported [2–4]. However, all the reported fore-
casting models vary in terms of their complexity and accuracy. In this paper, three
forecasting models for the load, solar radiation and wind speed are proposed using
artificial neural networks (ANNs). The three models are used to determine the load
demand and the solar/wind power for a given time horizon. In the second paper of
this series, those models are used to optimize the operation of a PV-wind-storage
system by optimizing the operation of the energy storage [5].

The organization of this paper is as follows: Sect. 32.2 presents an overview of
ANNs. In Sect. 32.3, the proposed forecasting models with experimental verifi-
cation are presented. Finally, conclusions are given in Sect. 32.4.

PPV
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PV
System

Wind
System

ESS

Grid

AC Bus
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Fig. 32.1 A general
distributed PV-wind-storage
system. Arrows’ directions
indicate positive values of
variables
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32.2 Artificial Neural Networks

Artificial neural networks (ANNs) were found to be very adequate to solve fore-
casting problems if they were trained well. Artificial neural networks are com-
putational models that assemble the human brain in the way of learning and
making decisions. They employ a massive interconnection of simple computing
cells referred to as neurons (or processing units). The power of ANNs comes from
two things; first, their massively parallel distributed structure; and second, their
ability to learn and thus generalize [6]. In addition, ANNs offer some desired
capabilities such as they can be used in nonlinear systems; they are adaptive; and
they can be used for input-output mapping. The beauty of ANNs, in fact, is that
they do not require a very accurate model for the dynamic system as Kalman filters
do [7, 8]. Instead, they can be considered as a black box that produces a certain
output based on the inputs it receives, which is in fact a very desired feature when
dealing with complicated non-linear systems that cannot be easily modeled.

An example of a feed forward ANN is a simple two-layer network (Fig. 32.2).
In this network, which consist of two visible layers (input and output) and one
hidden layer and a number of neurons in the input, output and hidden layers. The
weight functions {w11, w12, w13, w21, w22, and w23} interconnect the input layer
with the hidden layer, where the weight functions {w1, w2, and w3} interconnect
the hidden layer with the output layer. This model will be used in this section to
develop forecasting models for load and weather but with more inputs and
neurons.

In the next section, three ANN-based models are presented. These models are
developed to predict the electric load, solar radiation and wind speed. These
models, however, can be adjusted and used for any time horizon (12, 24, 48-h,
etc.). In general, as the forecasting time horizon increases, the uncertainty will
increase.

32.3 Forecasting Models

Three ANN-based forecasting models followed by experimental verification are
presented in this section.

32.3.1 Model Development

A model similar to the one shown in Fig. 32.2 was created using MATLAB Neural
Network Toolbox with eight inputs and 20 neurons in the hidden layer. To test the
performance of the developed model, four different 5 day periods were selected
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and the actual output versus the predicted output was plotted. The data that was
collected to train the models, [9, 10] is summarized in Table 32.1.

32.3.2 Experimental Verification

The results of the developed models are shown in Figs. 32.3, 32.4, 32.5 and 32.6.
The correlation between the actual output and predicted output for a day-ahead
forecast horizon were plotted in Fig. 32.7.

The root mean square error (RMSE) for the three models for different forecast
(time) horizons are shown in Tables 32.2, 32.3 and 32.4 (1 Langely per
hour = 11.63 Watt/square meter = 1 Cal/cm2).

N1

N2

N3

Hidden Layer Output LayerInput Layer

Input 1

Input 2

Output

w11

w12

w13

w21

w22

w23

w1

w2

w3

Fig. 32.2 A simple two-
layer feed-forward ANN

Table 32.1 Inputs of the models

Load model Solar model Wind model

Day hour Day hour Day hour
Week day Air temperature Air temperature
Holiday or weekend flag (1/

0 values are used)
Dew point temperature Dew point temperature

Dew point temperature Global solar radiation Global solar radiation
Dry bulb temperature Wind direction Wind direction
Previous day average load Wind run Wind run
Same-hour previous-day

load
Wind peak gust Wind peak gust

Same-hour same-day
previous-week load

Relative humidity Relative humidity

Precipitation Precipitation
Solar radiation of same hour

previous day
Wind speed of same hour

previous day
Solar radiation of same hour

same day previous week
Wind speed of same hour same

day previous week
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Fig. 32.3 a–c Forecasting results for period 1 (January 2nd–6th, 2008)
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Fig. 32.4 a–c Forecasting results for period 2 (April 5–9th, 2009)
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Fig. 32.5 a–c Forecasting results for period 3 (December 24–28th, 2009)
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Fig. 32.6 a–c Forecasting results for period 4 (July 11–15th, 2010)
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Fig. 32.7 a–c Correlation between the predicted output and actual output for day-ahead time
horizon for the three forecasting models
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From the results obtained, the following observations can be summarized:

• The load power is the most predictable quantity (highest correlation) while the
wind power is the least predictable quantity (lowest correlation).

• During summer days, the solar radiation is more predictable, which makes
sense because during summer there are less cloudy days than in any other time.

• The wind speed model is more accurate at low wind speeds.

All the forecasting models, however, can be adjusted and used for any time
horizon. As a general rule, the uncertainty level of the forecasting model is pro-
portional to the time horizon as indicated in Tables 32.2, 32.3, and 32.4. None-
theless, even with uncertainties, those forecasting models can still be very
beneficial when managing the energy storage operation in a market system as
explained in the second paper of this series.

32.4 Conclusion

The forecasting models proposed in this paper showed acceptable results for the
load power and solar radiation models where the correlation was around 0.95 (day-
ahead), while for the wind speed and direction models the correlation was below

Table 32.2 Load RMSE and
correlation

Forecast horizon (h) RMSE (MW) r

1 20.69 0.983
6 23.51 0.978
12 29.28 0.966
24 31.34 0.959
48 36.95 0.945

Table 32.3 Solar radiation
RMSE and correlation

Forecast horizon (h) RMSE (Langely) r

1 7.64 0.954
6 7.96 0.949
12 8.29 0.946
24 8.68 0.94
48 8.94 0.936

Table 32.4 Wind speed
RMSE and correlation

Forecast horizon (h) RMSE (mph) r

1 1.62 0.823
6 2.22 0.631
12 2.4 0.537
24 2.56 0.465
48 2.58 0.43
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0.5 (day-ahead), which was expected due to the highly unpredicted nature of the
wind. These models can be used to improve the utilization of renewable energy
sources especially when these sources participate in a spot market system.

The advantage of using ANN models is that they can learn and generalize and
they do not require a dynamic model for the system. Nonetheless, although the
forecasting models have some uncertainty, this uncertainty can be overcome by
properly backing up the renewable sources with energy storage and controlling the
entire system in an efficient manner to make it highly profitable. With a proper
operation strategy for the energy management system, the limitations of renewable
sources as well as the uncertainty of the forecasting models can be overcome.
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Chapter 33
Failure Analysis of Adhesively Bonded
Wind Turbine Blade

Waleed K. Ahmed

Abstract Defective wind turbine blade subjected to combined loading was
investigated and assessed. The present analysis focuses on studying an adhesively
bonded composite wind turbine blade contains an edge crack at the bonding line.
Finite element method was adopted for this purpose, and linear elastic fracture
mechanics was used to estimate stress intensity factor (SIF). Moreover, shear and
peel stresses at the defective bonding line were estimated and analyzed. Besides,
the impact of the adhesive shear stiffness was considered as a parameter in the
investigation. A significant increase in SIF as well as stresses were observed, and
which is attributed to the defective bonding line.

Keywords Adhesively � Bonded failure � Wind turbine � Blade

33.1 Introduction

It is well known that wind turbine technology can offer a cost-effective alternate
renewal energy source because it is capable of generating greater amounts of
electrical energy with zero greenhouse effects in comparison to other energy
generating technologies including solar cell, tidal wave, biofuel, hydrogen, bio-
diesel, and biomass technologies [1], it simply converts the kinetic energy of the
wind into electrical energy. Renewable energy sources show many advantages,
since they can offer clean, uninterrupted, environmental impact-free electrical
energy at affordable cost. Studies showed that wind and solar sources offer the
cleanest and most cost-effective renewable energy, pollution free electricity gen-
eration, fast installation and commissioning capability, low operation and
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maintenance cost and taking advantage of using free and renewable energies are
all advantages of using wind turbines as an electricity generators [2]. Along with
these advantages, the main disadvantage of this industry is the temporary nature of
wind flow. Therefore, using reliable and efficient equipment is necessary in order
to get as much as energy from wind during the limited period of time that it flows
strongly. Besides is considered as the best suited for desalinating seawater, crop
irrigation, and food production in coastal regions.

In general, energy crisis and global warming have led to a higher demand for
renewable energy [3], so wind energy becomes one of the important energy among
renewable energy in the future. Issues such as energy security, sustainable
development, and environmental protection have been a major topic of interna-
tional discussions in recent years. Developed countries worldwide are investing
substantial sums to develop renewable energy systems. One of the efficient way to
improve the performance of wind turbine is to reduce the weight of the blades.
Therefore, wind turbine blades are mainly based on fiber reinforced polymer (FRP)
composite for light weight. The wind turbine blade is aerodynamic structure which
consists of skin and webs, so adhesive joining method is used to assembly the parts
of the blade.

In the wind turbine system, the blade is considered one of the most important
component in a wind turbine which is designed according to the aerodynamic
concepts in order to deliver the maximum energy from the wind flow. Blades of
horizontal axis are now completely made of composite materials. Composite
materials satisfy complex design constraints such as lower weight and proper
stiffness, while providing good resistance to the static and fatigue loading. Gen-
erally, wind turbines are fatigue critical machines and the design of many of their
components (especially blades) are dictated by fatigue considerations. Several
factors expose wind turbine blades to the fatigue phenomena which can be sum-
marized as shown below [4]:

1. Long and flexible structures.
2. Vibrations in its resonant mode.
3. Randomness in the load spectra due to the nature of the wind.
4. Continuous operation under different conditions.
5. Low maintenance during lifetime.

The above mentioned reasons and extensive expected lifetime cause design
constraints for wind turbine structures that fall into either extreme load or fatigue
categories.

Polymer matrix composites have been extensively used in the construction of
large-scale wind turbine blades due to the low weight and high stiffness require-
ments [5]. Composite blade and its supporting spars are usually manufactured in
parts and then bonded together with adhesives. Adhesively bonded wind turbine
blades are subjected to static and fatigue loads under various environmental
conditions, therefore there is a need for rigorous analysis of the stress states in
adhesive joints for better design [6]. It was reported that many investigators did
tests to study failure mechanism of the blades [7]. It was observed that crack
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initiated at the flaw areas in the adhesive, which led to unexpected structural
response regarding the joint failure and its associated strength. Since wind turbine
blades are large-scale structures, it is difficult to avoid flaws in the manufacturing
process, such as air bubbles in the adhesive layers [8]. Detailed local character-
ization and analysis, such as geometric imperfections and its associated stress
intensity behaviors, are lacking due to the computational difficulty for accurate
predictions [7].

In comparison with other mechanically fastened joints, such as rivet and screw,
adhesive joints is considered to have relatively less sources of stress concentra-
tions, higher toughness and more uniform stresses distribution through the joined
area. Usually, adhesive bonding lines in large scale turbine blades are thick and
much longer than in other applications. Studies concerning failure of wind turbine
blade showed that debonding is one of the main causes of blade failure.

Adhesive joint failure observed between skin and spar was observed in the
investigation that carried out on the failed sections of blade. Full scale collapse
testing was done under the flap-wise loading for a large full-scale wind turbine
blade, which showed that the aerodynamic skins debonding of the adhesive joints
is the initial failure mechanism causing a progressive collapse of the blades [9].
A three point bending test for asymmetric beam was conducted for studying the
adhesive performance between shear web and spar cap of the wind turbine rotor
blade through investigating thick bond-lines [10]. Numerically and experimental
investigation were done on composite I-beams to examine the mechanical
behavior of adhesive bond lines [11]. Prediction and simulation of the damage
initiation and evolution was investigated by using a developed finite element
model, and cohesive laws were used for prediction the load carrying capacity of
medium size adhesive joint specimens subjected to four point flexure [12].
Although these studies have made effort to investigate behavior of adhesive joint,
there are differences between subcomponents and actual blades. In most case, it is
quit impossible to control adhesive thickness, therefore, adhesive joints of blade do
not have regular thickness and undergo complex load case. Consideration of the
actual geometry and load condition of blades is required to predict accurate
strength of adhesive joints. Accordingly, engineering approaches for adhesive joint
have been of great interest.

Geometrical nonlinear and interlaminar progressive failure finite element
analysis of a generic wind turbine blade undergoing a static flap-wise load, which
was found that showed excellent correlation with the experimental results and
observations in the pre-instability response [8]. A developed finite element anal-
ysis based on fracture mechanics was conducted to characterize failure of adhesive
joint for wind turbine blade and to predict damage initiation and propagation.
Results showed that failure was initiated in the edge of the adhesive bond line due
to high level of shear stress prior to reaching the extreme design loading and
propagated progressively [3]. Lifetime prediction of a horizontal axis wind turbine
composite blade is considered. Load cases are identified, calculated and evaluated.
Static analysis is performed with a full 3-D finite element method and the critical
zone where fatigue failure begins is extracted. Accumulated fatigue damage
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modeling is employed as a damage estimation rule based on generalized material
property degradation. The structural mechanics of wind turbine blades were ana-
lyzed with behavioral models to identify the mechanisms of the damage. It was
reported that surface delamination mechanism was the primary causes of the
failure. The performance of adhesive joints of carbon/epoxy wind turbine blade
subjected to combined bending and tension loadings was investigated through
FEM. The influence of adhesive properties and geometrical details including fillet
and imperfections was examined in terms of interlaminar stresses in the adhesive
layer. The variation of stress intensity with change in adhesive shear modulus has
also been investigated, while contour integral method was used for evaluating the
stress intensity factors (SIF) at the imperfection tip. Besides, the strength of
the joint was assessed through the crack initiation and propagation analysis.

Recently, the importance of the failure engineering field has gradually increased
because of the infrastructure damage caused by extreme weather. Using evidence-
based analytical procedures, has increased their capability to identify the probable
causes of incidents involving engineering structures [14], can be a reference for
design implementation by offering a perspective that considers factors other than
the conventional concerns of quality, cost, and duration of work [13]. Therefore,
they reduce the difficulties caused by risks of future damage or the follow up
management of incidents [15]. Nowadays, mechanical analysis of geometric and
material parameters wind turbine blades were mechanically modeled using finite
element analysis software system. Currently, FEA is widely used in many fields,
including aeronautics [16], civil and architecture engineering [18], and energy
[17], to analyze the stress–strain distributions of structural components under
specified loading.

33.2 Modeling via Finite Element Method

FEA has been one of the most prevalent numerical tools in the field of fracture
mechanics since the early 1960s. Researchers have been developing new tech-
niques to improve the accuracy of FEM in application to fracture mechanics. The
use of quarter point elements in improving the accuracy of the solution around the
crack tip was suggested by Barsoum [19]. Murti et al. [20] took this study further
by developing several other element types to increase the accuracy of the SIF
calculation. The present work demonstrates finite element analysis which was done
on wind turbine blade to investigate the impact of an edge crack located at the
adhesive layer on the stress intensity factor (SIF) as well as on the interlaminar
stresses along the adhesive layer. Basically, the blade consist of composite shell
supported by spar through adhesive to avoid blade’s buckling, as shown in
Fig. 33.1. The dimensions of the investigated model is identical to a previous
study which was done by Linxia Gu [8] which is illustrated in Fig. 33.2.

Mainly, elastic material model is used to simulate the behavior of the adhesive
layer in the joint analysis. For the supporting spar and the composite shell are
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considered as orthotropic through the analysis, whereas for the adhesive layer is
taken as isotropic. The detailed properties is given by Table 33.1.

Plain strain finite element model was adopted in the analysis [21] using 8-node
quadrilateral (Solid 183) instead of the 3-D model, where the basic element size

Composite shell 

Supporting spar 

Adhesive layer

Composite shell 

Fig. 33.1 3D model of wind turbine blade

Fig. 33.2 Geometry details
of wind turbine blade
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chosen was 1 mm for the supporting spar and the composite shell, whereas for the
adhesive layer was 0.5 mm except at the crack tip, where the mesh was dine
according to the software macro. This is depicted through Fig. 33.3.

In the other hand, the applied load on the proposed element was subjected a
combination of tensile stress of 100 MPa along the y-axis of the supporting spar,
which simulates the lifting and the drag force on the wind turbine blade resulted
from the wind induced pressure difference [22]. Besides, a 3 mm displacement
along the x-axis was applied at the end of the supporting spar as well. The com-
posite shell was constrained in all directions. Taking into account that the condition
of the bonding lines are considered to have a perfect adhesion between the adhesive
and the composite shell one time and the adhesive and the supporting spar in the
second time. In this context, it is important to clarify that instead of analyzing
the influence of through-thickness elliptical void located at the adhesive layer, on
the interlaminar stresses and the SIF, an edge crack was studied which was located
between the adhesive layer and the composite shell, as show in Fig. 33.4.

Knowing that the crack length was analogues to studied case [8], except it starts
from the adhesive tip. Linear elastic fracture mechanics (LEFM) was adopted to
estimate SIF at the crack tip for mode I and II, in addition the influence of the

Table 33.1 Material
properties for the composite
shell and adhesive

Properties Composite shell (GPa) Adhesive

Longitudinal modulus E1 145 1.1 GPa
Transverse modulus E2 10 –
Transverse modulus E3 10 –
Shear modulus G12 7 0.382
Shear modulus G13 7 –
Shear modulus G23 3.7 –
Poisson’s ratio m12 0.25 0.44
Poisson’s ratio m13 0.25 –
Poisson’s ratio m23 0.5 –

Fig. 33.3 Crack tip FE mesh

422 W. K. Ahmed



adhesive layer stiffness, i.e., shear modules was explored. Stresses, shear, peel,
principal as well as von Misses were estimated at the adhesive tip for the intact
case, whereas evaluated at the crack tip for the fractured case.

33.3 Results and Discussion

The first stage of the analysis was to investigate an intact model i.e., without any
void or crack, in order to locate the maximum stresses in the model especially the
critical points close to the adhesive layers. It has been seen that the maximum
stresses exceed at the adhesive tip because of the lack of fillet in the studied model,
as shown in Fig. 33.5.

It is depicted that the high values of the peeling stress in comparison with the
applied one, whereas the 1st principal stresses already exceeds the applied stresses.
von Misses stresses approaches the applied stresses. Shear stresses more that 40%
of the applied stress, and this is a clear evidence that this point is a critical point in
the geometry where there is a big opportunity for the crack initiation and proro-
gation. In the other hand, by introducing an edge crack at the adhesive tip, between
the adhesive layer and the composite shell, a consequence of the fact that a
considerable increase in the stresses at the crack tip was observed as illustrated in
Fig. 33.6, which illustrates maximum stresses.

Edge crack
of 1 mm length

Fig. 33.4 Fractured blade
with edge crack at the
adhesive tip

Fig. 33.5 Stresses at the
adhesive tip for intact blade
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It can be interpreted in comparison with the intact case, that an increase of
348 % was observed in the peel stresses, and 90 % in the shear stresses, whereas
314 % in the 1st principal stresses, and eventually 278 % increase in the Von
Misses stresses. Accordingly, a parametric study were carried out to investigate the
impact of the adhesive shear modulus, on the peel and the shear stresses at the
crack tip. The results are represented by Fig. 33.7.

It has been clearly evident that with the increase of the shear modulus of the
adhesive, both peel and shear stresses at the crack tip increases accordingly. In
fact, the increase of the peel stresses can approach 70 % as the adhesive stiffness
becomes about seven times the primary value (Young’s modulus 1.1 GPa), though
less rise in the shear stresses up to 55 %, where observed with the same adhesive
stiffness increase. The last stage of the study was to investigate using linear elastic
fracture mechanics principle (LEFM), the influence of the fractured blade caused
by presumed edge crack located between the adhesive layer and the composite
shell, on the estimated stress intensity factor (SIF). It has been known that voids
play important role in adhesive joint failure [23], therefore the present study the
impact of the estimated SIF as a result of the fractured adhesive layer. Mainly due

Fig. 33.6 Stresses at the
crack tip for fractures blade

Fig. 33.7 Stresses at the
adhesive tip for intact blade
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to the combined loading that the blade is subjected to, it is expected to have both
opening and shear mode of stress intensity factor, therefore these two type were
analyzed and compared. A clear evidence can be observed from the presence of the
edge crack in increasing SIF in levels more than that caused by the void, and this
can be elucidated in Fig. 33.8, where it is apparent that SIF of the cracked blade
overtakes and dominates the voids results.

The increase in the SIF of the fractured blade can be as 23 % more than the
maximum SIF for the blade with void, i.e., at tip 1, when the adhesive stiffness was
1.1 GPa (for isotropic material, shear modulus can be estimated from the Young’s
modulus by G = E/2(1 + m)), whereas it is shown to be 32 % more than the
maximum SIF of the voided blade at a stiffness of 5.8 GPa. Regarding the impact
of the edge crack on the mode II SIF, by the same FE model, KII was estimated at
the same time of estimating KI, and besides was analyzed in comparison with
adhesive stiffness, i.e., shear modulus. Figure 33.9 shown that mode II SIF, i.e.,
KII, exceeds the level of the SIF estimated at the ends of the trough thickness
voids. Although the level of the SIF of mode II is lower that mode I, but since it is

Fig. 33.8 Mode I SIF (KI)
for fractured and voided (tip1
and tip2 Ref. [8]), as a
function of adhesive shear
modulus

Fig. 33.9 Mode II SIF (KII)
for fractured and with voided
(tip1 and tip2 Ref. [8]) blade,
as a function of adhesive
shear modulus
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located in weak layer, i.e., adhesive layer, it makes the failure situation of the
blade more crucial. However, this increase of mode II SIF can be seen to be
4.5 times the maximum SIF of the voided blade at lowest value of the adhesive
shear modulus, and to be 5.9 times at the maximum shear modulus value.

33.4 Conclusions

The present analysis is based on using LEFM to evaluate the SIF of an edge crack
located at the tip of the adhesive layer of wind turbine blade. The study discuss the
results in comparison with a wind turbine with void. The following points can
summarize the investigation:

• For the intact blade, the stresses at the adhesive tip are relatively high, espe-
cially the peel and the principal stresses, and this can cause the initiation of the
crack especially with lack of the adhesive fillet.

• The presence of the edge crack at the adhesive tip increase the stresses at
the crack tip times than the applied stress, and this might cause propagation of
the crack.

• Mode I and II SIF of the fractured blade show always higher levels than the
corresponding SIF of the blade with void.
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Chapter 34
New Pitch Control Scheme
for Wind Turbines

Salim Ibrir and Kyle Hunte

Abstract New control procedures are developed for maximum power extraction
from the wing energy and reliable tracking of desired aerodynamic reference
torques. The employed control strategies are based on the variation of the pitch
angle of the blades using the technique of gradient flow. The simplicity of the
control feedback and its independence from the state variables of the electrical
parts makes the design straightforward and easy to implement. Numerical simu-
lations of battery charging in case of constant and variable wind speeds, are
provided to show the efficacy of the proposed design.

34.1 Introduction

Historically, wind turbines are known as primitive energy conversion systems. For
a long time, windmills were among the essential energy conversion plants that
have been used extensively to extract mechanical energy required to mill the corns.
Year after year, the wind turbines have been developed and designed to generate
electricity while operating quietly, safely, and efficiently. The need for wind
energy, which is also classified as a source of green energy, has considerably
increased because of the positive impacts on health and environment. Compared to
other sources of energies, the wind power provides economically viable solutions.
Nowadays, the wind turbines are being installed in many countries to produce
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electrical energy. In those applications, wind power plants have been installed as
distributed power plants.

A wind-turbine system is essentially composed by mechanical and electrical
parts. The conception of a reliable wind turbine is a complex process that starts by
defining the form and the specifications of a wind turbine to extract energy from
the wind. A wind turbine installation consists of an aerodynamic system, generally
conceived as a fan with aerodynamic-shaped blades, needed to capture the wind’s
energy. The aerodynamic part is generally followed by a mechanical drive train,
that amplifies the rotor speed. The generated mechanical torque is subsequently
applied to an electrical generator system to produce electrical energy. Depending
on the desired application, conversion electrical circuits and storage elements are
required to receive, manage, and distribute the generated electrical energy. To
improve the efficiency of the overall system, the wind-turbine is generally in need
of a control unit that points the turbine into the wind, maximizes the efficiency of
the extracted wind energy, and organizes the switch between different actions
including the start, the stop, and other operations of the wind turbine.
In wind energy conversion systems, one of the major faced problems is the con-
tinuous changeability of the wind speed. In most cases, the wind speed can fluc-
tuate rapidly. Hence, the quality and the amount of the produced energy cannot be
maintained in its optimal value if the overall system is kept uncontrolled.
Numerous control procedures have been proposed to improve the quality of power
generation with wind turbines and quite successfully design methods have shown
outstanding performances. Maximizing the power extracted from the wind is
considered as a fundamental objective that attracted the attention of engineers,
researchers and practitioners in this field. Maximum-power control of wind tur-
bines have been investigated with different approaches, see e.g., [1, 2]. Different
approaches have been successfully applied to wind turbines like variable-speed
control methods [3, 4, 5–7, 8–10], pitch control design methodologies [11, 12],
robust control methods [13, 14], fuzzy-logic control design [15], adaptive and
nonlinear algorithms [16, 17] and neural-networks based design, see e.g., [18]. A
comparison between linear and nonlinear control designs is given in Ref. [19].

In this note new pitch control designs are proposed to track prescribed levels of
aerodynamic power and maximize the power extracted from the wind energy. The
first part of the main results concerns reliable tracking of different piecewise-
continuous levels of desired powers. The realization of this objective is essentially
dependent on the amount of the wind speed where the pitch angle is being con-
trolled to maintain desired values of the aerodynamic torque. The control design is
only dependent on the rotor speed and the instantaneous value of the wind speed.
The second control objective is to variate the pitch angle such that a maximum
power is maintained irrespective of the value of the wind speed. To show the
effectiveness of the control methodology, off-line theoretical power values are
compared to the instantaneous values of the aerodynamic extracted power for
different values of the pitch angle. The comparisons are done with association of a
battery to the the whole energy conversion system. It is shown that the control
design algorithms do not necessitate the modeling of the generator, the rectifier
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and the battery as well. Simulation results have shown satisfactory results even for
fluctuating wind speeds (Figs. 34.1 and 34.2).

34.2 System Dynamics

The aerodynamic power Pa captured by a wind turbine is expressed as

Pa ¼
1
2
qpR2Cpðk; bÞv3; ð34:1Þ

Fig. 34.1 Wind turbine
system

Fig. 34.2 The aerodynamics
coefficient Cp(k, b) versus k
and b
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where Cp(k, b) is defined as

Cpðk; bÞ ¼ 0:5176ð116ðkþ 0:08bÞ�1 � 4:060ðb3 þ 1Þ�1 � 0:4b� 5Þ

� e�21 kþ0:08bð Þ�1þ0:735 b3þ1ð Þ�1

þ 0:0068k;
ð34:2Þ

with k being the tip speed ratio, b represents the blade angle, R is the radius of the
blade, q is the density of the air, v stands for the wind speed, and Cp(k, b) is the
power coefficient. Here, we assume that the system inputs are v and b while all the
state variables are available for feedback. The tip speed ratio k is given by the
expression:

k ¼ xrR

v
: ð34:3Þ

In Fig. 34.3, the behavior of Cp(k, b) versus k is recorded for different values of
the pitch angle b.

According to this plot, one can remark that higher values of the rotor speed do
not always guarantee the maximum value of Cp which is reached at b = 0. The
aerodynamic power is expressed as the product of the aerodynamic torque and the
rotor speed, that is;
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Pa ¼ Taxr: ð34:4Þ

The aerodynamic torque can therefore be given using the following expression:

Ta ¼
1
2

qpR2Cpðk; bÞv3

xr
: ð34:5Þ

The rotor dynamics is given by the following first order equation:

Jr _xr ¼ Ta � Tls � Krxr; ð34:6Þ

where xr is the rotor speed as shown in the figure. The torque of the low speed
shaft Tls is given by:

Tls ¼ Blsðhr � hlsÞ þ Klsðxr � xlsÞ: ð34:7Þ

The dynamics of the generator which is connected to the low speed shaft is
given by:

Jg _xg ¼ Ths � Kgxg � Tem ð34:8Þ

Note that the gearbox ratio ng is defined by:

ng ¼
Tls

Ths
¼ xg

xls
: ð34:9Þ

Using the substitution, x1 = xr, x2 = hr – hls, and x3 = xg, we have

_x1 ¼
qpR2Cpðk; bÞv3

Jrx1
� Blsx2

Jr
� Kls

Jr
ðx1 �

x3

ng
Þ � Krx1

Jr
;

_x2 ¼ x1 �
x3

ng
;

_x3 ¼
Bls

Jgng
x2 þ

Kls

Jgng
ðx1 �

x3

ng
Þ � Kg

ng
x3 � Tem:

ð34:10Þ

Using the following state transformation:

z1 ¼
1
2

x2
1; z2 ¼ x2; z3 ¼ x3
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then, the system in the new coordinate has the following form:

_z1 ¼
qpR2Cpðk; bÞv3

Jr
� Bls

ffiffiffi
2
p ffiffiffiffi

z1
p

z2

Jr
� Kls

Jr
2z1 �

ffiffiffi
2
p ffiffiffiffi

z1
p

z3

ng

 !
� 2Krz1

Jr
;

_z2 ¼
ffiffiffi
2
p ffiffiffiffi

z1
p � z3

ng
;

_z3 ¼
Bls

Jgng
z2 þ

Kls

Jgng

ffiffiffi
2
p ffiffiffiffi

z1
p � z3

ng

� �
� Kg

ng
z3 � Tem:

ð34:11Þ

The obtained system (34.11) is not singular at z1 = 0 which corresponds to
xr = 0. System (34.11) can be seen as a highly nonlinear system with three inputs:
the wind speed v, the pitch angle b, and the electromagnetic torque Tem. If the
generator is not controlled, the only active input is the pitch angle b for the reason
that the wind speed v is generally seen as random source of power. Since system
(34.11) is not affine with respect to the input b, the linearization of z1 dynamics is
not possible. Furthermore, the aerodynamic torque cannot be considered here as
perturbation to the system because it involves explicitly the control action b in the
power coefficient Cp(k, b). In the next sections it is shown how this problem can
be efficiently solved by the use of the gradient flow technique.

34.3 Pitch Control

In this study the system represented in Fig. 34.4 is composed. It is assumed that
the motor acting on the pitch angle has a linear dynamics with negligible time
constant. Therefore, the motor dynamics is neglected and b is seen as the only
adjustable input. The control objectives are divided into two main subsections.

Fig. 34.4 The full system
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34.3.1 Stabilizing the Aerodynamic Torque
at a Desired Level

Obviously, a general dynamical model that regroups all the subsystems of wind
extraction and transformation, is a complex system with coupled set of nonlinear
differential equations. Therefore, designing a model-based feedback is a very
challenging problem. Additionally, the wide range of operation of the wind tur-
bines makes the linearized feedback controllers less suitable for such types of
systems. In this subsection, it will be shown that the entire dynamics of the system
is not needed if b is seen as a control input. The first control objective is to make
the aerodynamic torque Ta track a desired reference Ta

* by only adjusting the pitch
angle b. It is important to stress that the dynamics of xr cannot be linearized with
respect to the input b due to the nonlinear character of the coefficient Cp(k, b). The
control strategy employed in this paper is quite simple, but it necessitates the
knowledge of xr and the wind speed v. It is also important to stress that the value
of Ta

* should be chosen according the value of the wind speed and the maximum
value of Cp(k, b).

Let e be the tracking error defined by:

e ¼ eðxr; v; kÞ ¼ Ta � T�a ; ð34:12Þ

and let J ¼ Jðxr; v; bÞ ¼ 1
2 e2 be the criteria to be minimized. Assuring the

asymptotic decay of J(xr, v, b) to zero is guaranteed by using the gradient flow
technique, that consists of minimizing the criterion by integration of the following
system:

_b ¼ �k
oJðxr; v; bÞ

ob
; k [ 0: ð34:13Þ

The pitch-angle control law is seen as the trajectory of system (34.13), that is

b ¼ b0 � k
Z t

0

oJðxr; v; bÞ
ob

dt; ð34:14Þ

where b0 is the value of b at time equal to zero. It is feedback (34.13) is only
dependent on the rotor speed xr and the wind speed v that are both assumed to be
available for feedback. Actually, the knowledge of the remaining states is not
necessary for this type of pitch control even the dynamics of the rotor is dependent
on the state variables of the drive train. However, the good knowledge of the
aerodynamic coefficient Cp(k, b) and its dependence to k and b is essential. Since
Cp(k, b) is generally build from experimental analysis, the dynamics of the system
is not needed to set up controller (34.13).
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34.3.2 Maximum Power Pitch Control

Following the same idea employed in the last subsection, we shall look for the
pitch-angle control law that maximizes the aerodynamic power Pa = Taxr what-
ever the value of the wind speed v. The aerodynamic power Pa reaches its max-
imum value if and only if its first derivative with respect to b is identically equal to
zero. Therefore, by setting the criteria to be minimized as

W ¼ 1
2

oPa

ob

� �2

ð34:15Þ

then, the minimizer of this performance index can be found by integrating the
following dynamical system:

_b ¼ � k
2

o

ob
oPa

ob

� �2

; ð34:16Þ

or equivalently,

_b ¼ �k
oPa

ob
o2Pa

ob2 : ð34:17Þ

The applied control law is then deduced as

b ¼ bz � k
Z t

0

oPa

ob
o2Pa

ob2 dt: ð34:18Þ

To evaluate the performance of the feedback (34.18), in the fourth column of
Table 34.1 we have recorded the values of the feedback b, given by (34.18), and
the corresponding values of k for the same instants, see the second column of
Table 34.1. The values of k are then used to evaluate the corresponding theoretical
values of b that maximizes the power coefficient Cp(k, b). It means for a given
value of k ¼ kH, the power coefficient CpðkH; bÞ becomes only dependent on b,

and therefore, it becomes straightforward to determine the value of b ¼ bH such
that bH ¼ arg maxb CpðkH; bÞ. By comparison of the theoretical values recorded in
the third column of Table 34.1 and the corresponding values of b given in the
fourth column of Table 34.1, we notice that controller (34.18) is able to converge
to the optimal value of b that maximizes the aerodynamic power Pa.
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34.4 Simulation Results

The first set of simulation is based on the model shown in Fig. 34.5 where b is
highlighted as the unique control input. The aerodynamic part with the train drive
subsystem are modelled by system (34.11) while the generator, the rectifier and the
battery blocks are composed using Simulink predefined blocks. In this first sim-
ulation the wind speed is taken as a constant v = 6 [m/s]. In Fig. 34.6 we have set
a piecewise constant function as a desired aerodynamic torque defined as follows:

T ref
a ¼ 15ðuðtÞ � uðt � 1ÞÞ þ 190ðuðt � 1Þ � uðt � 2ÞÞ
¼ 16ðuðt � 2Þ � uðt � 3ÞÞ þ 175uðt � 3Þ; 8t� 0;

ð34:19Þ

where u(t) stands for the step function of amplitude one. The result of application
of the nonlinear feedback (34.13) is shown in Fig. 34.6 where we see that Ta

switches in small finite time to the desired reference levels. The error between the
desired Ta

ref and Ta is relatively very small except at the switching instants.
To illustrate the feedback design given by (34.17), a random wind speed is

considered as shown in Fig. 34.7. By the application of the pitch controller
(34.17), the maximum aerodynamic power Pa is maximized according to the
instantaneous values of the wind speed v and xr. The histories of the wind speed v,

Fig. 34.5 The controlled full system

Table 34.1 Comparison
table

W. speed k arg b max (Cp(k*, b)) b

10 10.9450 1.48448 1.4845
10 12.4705 1.77003 1.7700
10 13.7237 1.91733 1.9173
10 14.0938 1.95205 1.9520
10 14.9695 2.02301 2.0231
10 16.1253 2.09882 2.0988
10 20.2234 2.27469 2.2747
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Fig. 34.6 The desired aerodynamic torque and the simulated Ta

Fig. 34.7 The wind speed v
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Fig. 34.8 The rotor speed xr

Fig. 34.9 The control input b
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the rotor speed xr, the feedback action b, and the aerodynamic power Pa are given
in Figs. 34.7, 34.8, 34.9 and 34.10, respectively.

Extensive numerical simulations showed that it is quite possible to adjust the
pitch angle to get the maximum power without system linearization. The sim-
plicity of the feedback (34.17) makes the search for the instantaneous maximum
power straightforward and free from heavy computational burden. Additionally,
the feedback (34.17) can be easily integrated with other multi-objective feedbacks
because of its independence from the whole system dynamics.

34.5 Conclusion

Simple control methodologies are developed for maximum power tracking without
any need to the dynamics of the overall system. The proposed nonlinear control
strategies remains unchanged when different kinds of generators or conversion
electrical circuits are employed in the control loop. The whole design is mainly
dependent on the knowledge of the power coefficient Cp(k, b) which is supposed
to be available from experimental tests of the aerodynamics part of the system. The
developed control actions can be also integrated with ease with other types of
feedbacks assuring additional control objectives.

Fig. 34.10 The aerodynamic power Pa
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Chapter 35
Numerical Investigation of Four
Commonly Used Airfoils for Vertical Axis
Wind Turbine

Franklyn Kanyako and Isam Janajreh

Abstract Darrieus VAWT has a number of potential advantages for small scale
and domestic application due to the fact that they do not suffer from frequent wind
direction changes, easy to integrate with building architecture and they have better
response in turbulence wind flow which is common in urban areas. This paper
presents a numerical analysis of the performance of a three-bladed Darrieus ver-
tical-axis wind turbine based on four commonly used airfoils DU-06-W200,
NACA 0015, NACA 0018 and S-1046. A complete campaign of 2-D simulations,
performed for several values of tip speed ratio and based on RANS unsteady
calculations, has been performed to obtain the rotor torque and power curves.
Rotor performances have been compared with the results of an experimental work
based on the use of the NACA 0015 airfoil. The NACA 0015 was found to be the
best performing airfoil for the range of tip speed ratio considered.

Keywords CFD � Vertical axis wind turbine � Airfoil � NACA

35.1 Introduction

Wind turbines have been in use for a very long time, but only recently there has
been a significant commercial interest by individuals for using wind turbines to
generate power for their homes. In part this increase is due to an emerging
awareness of the finiteness of the earth’s fossil fuel reserves; rising energy cost as
well as the adverse effects of burning those fuels. The development of wind turbine
technologies has allowed wind energy to perform a relevant step forward and the
local production of clean electric power inside the built environment, such as
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industrial and residential areas, has led to a renewed interest in vertical axis wind
turbines (VAWTs) for small-scale power generation [1]. There are two different
principles to extract power from the wind using VAWT. The airfoil drag method is
based on the wind drag force incident on wind-blown surface, referred to as the
Savonious turbine. The second principle, the darrieus turbine utilizes aerodynamic
or airfoil lift principle, which is based on flow deviation inside the rotor, is at
present predominantly applied for energy conversion. The Darrieus VAWTs
rotates in a circular path, the blades maybe of uniform section and untwisted
making them relatively simple to fabricate or extrude. Traditionally, symmetric
airfoils are used for Darrieus VAWTs, since the angle of attack of the airfoil vary
between positive and negative number of the same amount over the course of a
complete rotation about the VAWT’s hub. However because the airfoil travels
along a circular path, the head wind encountered by the airfoil is not parallel to the
airfoil chord line, instead it has a component that is transverse to it which cause
high torque fluctuation with each revolution [2]. Darrieus wind turbine perfor-
mance prediction is a very complex task, since its blades move around the rotor
axis in a three dimensional aerodynamic environment that lead to several flow
phenomena, such as, dynamic stall, flow separation, flow wake deformations low
efficiency and their natural inability to self-start [3]. However VAWT present
several advantages over HAWT especially if the inability of the turbine to self-
start is solved. They are able to operate at lower wind speeds, are less sensitive to
wind direction, and can operate without the need for wind direction adjustment
systems, this make it ideal for low speed regions and urban centers.

The design of VAWT blades to achieve satisfactory level of performance; starts
with the knowledge of the aerodynamics forces acting on the blade. In fact some of
the most complex phenomena in the field of Computational Fluid Dynamics (CFD)
are associated with the simulation of flow past rotating blades, besides the aero-
dynamics of the Darrieus turbine is deeply influenced by the phenomenon of
dynamic stall [4].

Ferreira et al. [5] focused on the numerical simulation of a single-bladed
VAWT through the comparison with experimental measurements and PIV data,
demonstrating that DES model is able to provide a good representation of the
development of dynamic stall. Wang et al. [6] performed a two-dimensional
numerical investigation of the phenomenon of deep dynamic stall for a low
Reynolds number flow over a NACA 0012, comparing the k-x SST model with
low Reynolds number correction and the v2-f model, finding that’s RANS
approach is good for fast design and research of low Reynolds number airfoils due
to its capability of capturing a significant part of the flow dynamics.

This paper focuses on a two-dimensional CFD analysis of three-bladed Darrieus
rotor, using the DU-06-W2, S-1046, NACA 0015 and NACA 0018 airfoils. The
DU-06-W2 airfoil belongs to a class of wind turbine dedicated airfoils, developed
by Delft University of Technology and is typically developed for vertical axis
wind turbine applications [7]. The NACA 0018 presently used for the Turby
VAWT [8] is taken as a reference point for the design of DU06-W-200. The Du
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06-W-200 airfoil is a laminar, 20 % thick airfoil with 0.8 % camber. The original
NACA 0018 airfoil is a turbulent, symmetric airfoil with 18 % thickness.

Mohamed [9] carried out aerodynamic investigation for 20 different airfoils by
two-dimensional Computational Fluid Dynamics. In his conclusion, the optimal
configuration of H-rotor Darrieus turbine involving S-1046 appears to be very
promising for wind energy generation, in particular in urban areas compared to
symmetric airfoils.

Analyzing all these results, one may state that, contradictory observations can
sometimes be found in the literature concerning the best performing airfoil. There
is no clear winner at present and the purpose of the present work is to obtain rotor
torque and power curves for the three high performing airfoils and also to compare
the overall rotor efficiency with the classical NACA 0015 airfoil-based on
experimental result carried out by Bravo et al. [10].

35.2 Vertical Axis Wind Turbine Performance

Determining the wind speed at which a wind turbine will operate is the most
important step in predicting its performance and very essential in defining the
initial size of the wind turbine. The first step in wind turbine design after the
operating wind speed of the turbine has been decided is to select an operating tip
speed ratio which can be expressed by

k ¼ xR
U

ð35:1Þ

The tip speed ratio is the ratio of the rotational velocity of the wind turbine
(xR) and the free stream velocity component (wind speed) V1.

A relation between the azimuth angle h and angle of attack a and the speed ratio
k has been obtained

a ¼ tan�1 sinh
kþ cosh

� �
ð35:2Þ

Equation (35.2) was used to determine the values of angle of attack (a) with the
variation in pitching angle (h). The variation in angle of attack during 360�
rotation of blade is plotted in Fig. 35.1.

We can observe that the range of angle of attack variation becomes smaller as
the tip speed ratio increases; this can be appreciated in the simulation of the angle
of attack variation of a blade in a full revolution.

The geometry of the VAWT can be defined through a dimensionless parameter
known as the solidity
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r ¼ Nc
d

ð35:3Þ

It is a function of the number of blades N, the chord (c) length of the blades, and
the diameter (d) of the rotor.

To predict the actual performance of the wind turbine, it is important to
determine the forces acting on each blade. This is governed by the relative wind
component (W) and the angle of attack (a). As the blades rotates, the local angle of
attack a changes due to the variation of the relative velocity (W). The induced
velocity ðViÞ and the rotating velocity ðxr) of the blade govern the orientation and
magnitude of the relative velocity. This in turn generates a lift force FL normal to
the free stream and a drag force FD in the direction of the free stream. These lift
and drag forces can then be resolved to get the tangential force FT and the axial
force FN. It is this tangential force component that drives the rotation of the wind
turbine and produces the torque necessary to generate electricity.

The mechanical torque and power (P) coefficient on the axis of a Darrieus
turbine can respectively be written as follows:

Ct ¼ T
1
2 qU2AR

ð35:4Þ

and

Cp ¼ Tx
1
2 qU3A

ð35:5Þ

where A and R are respectively the area of the turbine and the radius, Ct and Cp
are the torque and power coefficient.

Fig. 35.1 Angle of attack
variation in a blade revolution
for different tip speed ratios
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35.3 Model Geometry and Numerical Flow Field

The objective of this work is to carry out numerical simulation of the aerodynamic
behavior of a three-bladed Darreius vertical axis wind turbine characterized by the
use of four high performing airfoils DU06-W2-200, S1046, NACA 0015, NACA
0018 airfoils. The numerical result compared against experimental result carried
out at McMaster University in partnership with Cleanfield Energy Corp., con-
ducted using 9 m � 9 m Low Speed Wind Turbine [10]. Table 35.1 displays the
geometrical and kinematic features of the tested rotor.

The Fig. 35.2 shows the blade profile of the four turbines used in this paper.
The 2D model has been created in Gambit software and the mesh generated has a
total of 722,695 nodes and 1,206,288 cells.

The dimensions of the numerical domain and the mesh are shown in Fig. 35.3.
The interior domain containing the wind turbine blades was considered as a moving
mesh, while the outer domain was stationary. An unstructured grid has been chosen
for the interior domain and structured grid for the outer domain. An interface was
set between the interior sliding and outer stationary domain. The mesh on both sides

Table 35.1 Geometrical
features and simulated flow
field condition of the
analyzed rotor

Parameters Value

Drotor (m) 2.5
Hrotor (m) 3 (1 for 2D simulation)
x (rad/s) 6.4–32
c (m) 0.4
N (–) 3
r (–) 0.98
p (pa) 101325
q (kg/m3) 1.225
V? (m/s) 10
Tip speed ratio (TSR)[–] 0.8–3.0

Fig. 35.2 Blade profiles of
the four airfoils
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of the interface has approximately the same characteristics cell size, in order to
allow faster convergence. The interior sliding domain rotated with a prescribed
rotational velocity (x). For both static and dynamic models, the inlet boundary
condition was velocity inlet in which the free stream velocity of 10 m/s was
assumed. Also the upper and lower boundaries were supposed as symmetry. This
indicates the normal gradient of pressure and velocity at their location is zero. The
exit boundary is set as pressure outlet in which the gauge pressure set to zero.
Boundary layer has been placed on the blade profile as shown in Fig. 35.4, in order
to cluster grid points on the airfoil surface so as to improve the CFD code capability
of determining lift, drag and the separation of the flow from the blade itself.

35.4 Numerical Solution

The commercial CFD solver ANSYS FLUENT�, which implements 2-D Rey-
nolds-averaged Navier-Stokes equations using a finite volume based solver and
lagrangian sliding mesh technique is retained in this work. The sliding mesh model

Fig. 35.3 Mesh and the 2D model and rotor sub-grid mesh for 3-bladed VAWT

Fig. 35.4 Boundary at the
trailing edge of the airfoil
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is a time-accurate solution (rather than a time-averaged solution) for rotor-stator
interaction that used to compute the unsteady flow field. One can refer to Janajreh
et al. [11] for general review of the application of sliding mesh. A sliding mesh is
implemented by creating an interior zone across the sliding interface that consists
of an overlapped zone and either a periodic or a wall region. Referring to
Fig. 35.5, the b–d, d–e, e–f, f–g, g–h faces are the overlapping faces.

The remaining two faces, a–b, and h–, are the wall or periodic regions. The
concept of interior region is manifested by allowing for b–d, d–e, e–f, f–g, and g–h
faces instead of the cell faces of 1, 2, and 3 to be used for the computation of the
flux to cell 4, 5, and 6 from cell 1, 2, and 3 respectively. For the simulation, a
pressure based segregated solver was chosen where the SIMPLE, algorithm was
used to handle the pressure-velocity coupling that exists. A 2nd-order interpolation
scheme for pressure was used along with a 2nd-order upwind discretization
scheme for the momentum equation and modified turbulent viscosity. The gradi-
ents required for the discretization of the convective and diffusive fluxes were
computed using a cell-based approach. Because the simulation was time depen-
dent, 2nd-order implicit time integration was chosen for the temporal discretiza-
tion with a minimum convergence criteria were set to 1e-06. A time step was
chosen small enough to reduce the number of iterations per time step and to
properly model the transient phenomena. Turbulence modeling was accomplished
through the use of the SST-k-x turbulence model where a transport equation is
solved for the eddy viscosity [12]. The y+ for the blades varied at different azi-
muthal locations, but iteratively placed the first cell centroid of the wall-adjacent
cells inside the viscous sub layer (y + \5) of the boundary layer.

35.5 Numerical Validation

This work has been validated based on wind tunnel measurements [10]. 2D and 3D
simulations were performed for the validation.

Fig. 35.5 Sliding mesh and
interior zone illustration
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Comparing the computed results with the experimental data showed that pre-
diction obtained using SST-k-x turbulence model successfully reproduced most of
the flow features associated with the revolution of the tested rotor. In particular, as
can be seen in Fig. 35.6 there is a reasonable agreement in both the level and the
shape of the 3D predictions and the experimental measurements, which gives
confidence that the 3D CFD is correctly capturing the essential flow physics of the
aerodynamics. The 2D simulations showed an over estimation of the result when
compared to the 3D simulations. The overall difference between the predicted 2D
performance and the experimental and 3D CFD results is believed to be caused by
the fact that the 2D CFD simulation does not include the effects of the tip vortices
present on the real turbine and the 3D simulations. The tip vortices present on the
2D three bladed turbine can be observed in Fig. 35.7.

35.6 Results and Discussions

The moment coefficient (Cm) and the power coefficient (Cp) are calculated
according to Eqs. (35.4) and (35.5), respectively. Figures 35.8 and 35.9 shows the
evolution of the power and torque coefficient in comparison with the performance
of the four airfoils shapes. The results in Fig. 35.9 indicated that the maximum
power coefficient is 0.5345 corresponding to the NACA 0015 airfoil. When
compared to NACA 0018 (the second best performing airfoil), this means a rel-
ative increase of 4.53 %. As the value of tip speed ratio (k) increases the S-1046
gives a better performance than the NACA 0015 of approximately 15.12 %. This
means the operating range (speed ratio range) for the S-1046 turbine is wider than
the other airfoils. This implies the stall can be delayed by using S-1046 airfoil.
The DU06-W-200 performed slightly better at the starting tip speed ratio than the
NACA 0018 which is taken as a reference point for the design of DU06-W-200.
But the NACA 0018 performed better at higher tip speed ratio.

Fig. 35.6 Validation of CFD
model compared to
experimental result
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Figure 35.10 shows the evolution of instantaneous performance (torque and
performance coefficient) of three bladed NACA 0015 airfoil at different TSR (0.8,
1 and 2). We can observe that although the average rotor power coefficient is lower
(0.5345), the instantaneous power coefficient locally (93-214, 148-214, 266-300,
azimuthal position) exceeds the Betz’s limit for almost 60 of rotor revolution,
reaching a maximum value of 1.0994. According to Betz’s law, no turbine could
capture more than 59.3 % of the kinetic energy flux associated to wind [13].

According Castilla et al. [14] and pointed out by Jonkman [15], among the
assumptions of Rankine-Froude actuator disc theory, the static pressure on the
boundary of the stream tube portion enclosing the rotor disc should be equal to
unperturbed ambient static pressure. The sudden pressure coefficient drop in the
rotor disc and the surrounding flow region, especially for maximum local azi-
muthal position, where the thrust exerted from the rotor to the flow is almost
doubled with respect to the case of minimum local pressure coefficient azimuthal

Fig. 35.7 Contour of
Vorticity magnitude of
NACA 0015 airfoil

Fig. 35.8 Average Torque as
function of TSR for the blade
sections
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position, this phenomenon could be considered the main reason responsible for the
local increase of the instantaneous power coefficient. This hypothesis is not ver-
ified for the present work and should be further investigated.

35.7 Conclusions

A small scale model of straight-bladed vertical axis wind turbine with a solidity of
0.98 and different airfoil profiles have been developed and investigated using
Computed Fluid Dynamics (CFD) in order to obtain the best possible performance

Fig. 35.9 Power Coefficient as function of TSR for the blade sections

Fig. 35.10 Instantaneous
torque and power coefficients
of NACA 0015 airfoil at
different speed ratios
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measured by power Coefficient (Cp) curve for low TSR. Numerical predictions have
been compared with previous tunnel test result obtained from a NACA 0015 based
rotor. Among the tested four airfoil profiles NACA 0015 was the best performing
airfoil with a maximum power coefficient of 0.5345. It has a relative increase of
4.53 % in performance when compared to NACA 0018. As the value of tip speed
ratio (k) increases the S-1046 gives a better performance than the NACA 0015 of
approximately 15.12 %. This is an indication that S-1046 is best suitable for high
TSR turbines. The 2D simulations showed a significantly increased in performance
compared to the 3D simulations. The overall difference between the predicted 2D
performance and the experimental and 3D CFD results is believed to be caused by
the fact that the 2D CFD simulation does not include the effects of the tip vortices
present on the real turbine and the 3D simulations. Nevertheless it show generally
the same trend as experiments and 3D simulations, this allows the use of 2D results
in combination with models to compensate for 3D effects in order to analyze VAWT.
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project.
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Chapter 36
Sodar (SOnic Detection and Ranging)
Measurement Campaign: Case Study

Hatem Yazidi

Abstract The evolution of large wind turbines (multi-megawatt) has resulted in a
significant increase in rotor sizes and hub heights. The wind regime should
therefore be measured at larger distances from the surface. Commonly the wind
speed is measured using cup anemometers that are mounted on a meteorological
mast (Met mast). The increasing cost of Met mast erection to measured wind speed
above 60 m, and the demand for more detailed knowledge about the wind profile
characterising the lower Atmospheric Boundary Layer (ABL) has made the use of
remote sensing techniques an attractive alternative [3]. In this paper wind char-
acteristics measured by the Sodar from 30 to 140 m with a 5 m vertical resolution
will be explored. The Sodar wind data is compared with Met tower concurrent
heights to evaluate the wind potential at the Sodar site. The results show that the
Sodar location is approximately 20 % less windy than the Met tower location.

Keywords Surface wind � Wind energy � Remote sensing � Wind shear

36.1 Introduction

The Sodar is a remote sensing instrument that measures the wind characteristics of
the local ABL [4, 5, 8]. The Sodar principle is based on sound beam propagation.
A sound beam is generated at a certain frequency by a loud speaker array and the
electronic control tilts the sound pulse in different directions. The pulse propagates
through the air and a small fraction of its energy is scattered back by small scale
temperature inhomogeneities. The difference between the transmitted frequency

H. Yazidi (&)
Caledonian Centre for Scientific Research, Caledonian College of Engineering, Muscat,
Sultanate of Oman
e-mail: hatem@caledonian.edu.om; hatem.yazidi@gmail.com

M. O. Hamdan et al. (eds.), ICREGA’14 - Renewable Energy: Generation
and Applications, Springer Proceedings in Energy, DOI: 10.1007/978-3-319-05708-8_36,
� Springer International Publishing Switzerland 2014

455



and the backscattered frequency (Doppler shift) is directly proportional to the
radial wind velocity along the acoustic beam axis [1].

Simple trigonometric expressions are used to compute the horizontal and ver-
tical velocities from the radial components [6].

The objective of this Sodar campaign is to collect wind data samples to validate
the Sodar location wind speeds and wind shear up to a hypothetic wind turbine hub
height of 80 m by comparing the Sodar data against data from a nearby meteo-
rological tower.

36.2 Methodology

Sodar (SOnic Detection and Ranging) measurement campaigns were conducted in
a remote area. The campaign examined wind speed, direction and shear charac-
teristics of the local lower Atmospheric Boundary Layer (ABL) from 30 to 140 m
above ground level. The campaign duration was 12 days, started on July 14th,
2006 and ended on July 26th, 2006. The Sodar data were compared to the
meteorological mast located about 3.5 km away from the Sodar site. A short
conventional meteorological mast with a cup anemometer was permanently
installed next to the Sodar for its calibration. This is necessary for Sodar accurate
measurements. Data considered in the comparison were at the same measurement
heights. Met tower data was quality controlled to ensure that observed differences
between tower and SODAR coincidental measurements were valid [7]. Thus,
before the Sodar and Met tower data were compared, time intervals noted as being
of poor quality for either the Sodar or Met tower were removed. Also, ten minute
average Sodar wind speeds that deviated considerably from the expected ten
minute average wind speeds were removed. A considerable deviation was deter-
mined by the relative difference1 between the Sodar and reference tower wind
speed distribution. Data that exceeded the mean relative difference by plus or
minus two standard deviations were removed [2]. The above methodology
assumes that, even though the Sodar and tower are two different instruments, if the
Sodar is installed near a meteorological tower they should have similar temporal
wind speed variations and averages.

Once the above steps were completed, the Sodar and tower data were compared
statistically and visually. Specifically, the Sodar and tower wind speed averages
and wind shears (e.g., 80/60 and 60/40) were compared. Correlation statistics, such
as linear least squares regression method, were also computed.

The recovery rates are presented in the Table 36.1 at heights comparable to
Meteorological mast measurement heights.

1 The relative difference between the Sodar and tower wind speed is expressed as
ðUtower�USODARÞ

Utower

h i
� 100

n o
, where U is the mean wind speed.
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The low recovery rates were due to maintenance (powering the Sodar electrical
system), precipitation, strong wind shear events and fixed echoes caused by the
surrounding trees.

36.3 Results and Discussions

The Sodar derived wind speed is approximately 18 % lower at 80 m, 20 % lower
at 60 m and 21 % lower at 30 m than the tower derived wind speed (see
Table 36.2). The correlation plots between wind speeds at each of the three
measurements heights between the Sodar and the Met tower are presented on
Fig. 36.1. The coefficients of determination were greater than 0.85 for all heights.
At the campaign site, both the Sodar and the tower measured wind speeds
increased with height and ranged from 4.94 m/s at 50 m to 5.51 m/s at 80 m and
from 6.26 to 6.69 m/s, respectively (see Table 36.2).

It is important here to mention that Table 36.2 wind speed values are based
only on data that is coincident between Sodar and Met tower. They are not
appropriate for use for shear derivations.

36.3.1 Wind Speed

The measured Sodar and tower wind speed distributions show a slight shift in
favor of the tower distribution indicating that the tower site is windier than the
Sodar site (Fig. 36.2). This is confirmed by the wind speed roses (Fig. 36.3) where
the tower had a significantly higher wind speed in each sector than the Sodar.

All parameters indicate that the wind speed measured at the Sodar site is
significantly lower than at the mast site. The difference is proven to be affected by
the distance effect and the local topography [2]. The Sodar and towers are not
collocated, but have a spatial separation of about 3.5 km, with terrain irregularities
in between that can affect the wind flow. Also, the meteorological tower is located
on the top of a small ridge (638 m height) and there is no trees surrounding the
tower area, which contributes to significant wind speed acceleration comparatively
to the Sodar spot which is on plateau at a lower elevation (513 m).

Table 36.1 SODAR
recovery rate

Height (m) Recovery rate (%)

80 *60
50 *50
40 *50
30 *45
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36.3.2 Wind Shear

Due to the short period of analysis, the following results should be examined with
diligence. The wind shear is determined from the power law formula by applying it
to wind speed measurements (Table 36.3).

The wind shear is verified by plotting the Sodar wind speed profile and com-
paring it with the measured tower profile (Fig. 36.4).

Table 36.2 Sodar average wind speed

Height
(m)

No. of valid
coincident data
point

Sodar average
wind speed (m/s)

Tower average
wind speed (m/s)

Difference between
Sodar and met tower
(%)

R2

80 916 5.51 ± 0.33 6.69 ± 0.16 *-18 0.89
60 888 5.16 ± 0.30 6.39 ± 0.15 *-20 0.88
50 806 4.94 ± 0.29 6.26 ± 0.15 *-21 0.87
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Fig. 36.1 Scatter plots of 10 min average SODAR versus met tower wind speeds. Figures
include all quality controlled data. The dashed line is a 1:1 line
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The wind shears calculated from the power law formula appear significantly
higher at the Sodar location than at the tower location (0.26 vs. 0.14). This result is
confirmed by the profile plots, where it can be seen that the average slope is greater
for the Sodar profile than for the tower profile in the 50–80 m range.

The acceleration effect at the top of the ridge where Met tower is located may
be the cause of the more vertical profile at the Met tower site, since acceleration is
usually greater close to the ground and decreases with height [8]. However, more
measurement heights at Met tower location would be required to validate that the
wind profile is due to the acceleration effect.

The Sodar wind speed profile present in the Fig. 36.4 is based on the equivalent
of 7 days of Sodar qualified data. The profile represents the average of all
instances where valid data is available at all measurement heights. It is compared
to the tower profile, which is based on the measured data of Table 36.2.
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Table 36.3 Wind shears

Met tower measured
wind speed at 80 m (m/s)

Sodar measured
wind speed at 80 m (m/s)

Sodar 60/80
shear

Met tower
60/80 shear

6.69 5.51 0.26 0.14

460 H. Yazidi



36.4 Conclusion

The short-term analyses of wind performed during this measurement campaigns
with a Sodar indicates that the Sodar location is less windy than the Met tower
location. This happened for a period of 12 days (campaign duration). The Sodar
derived wind speed is approximately 18 % lower at 80 m, 20 % lower at 60 m and
21 % lower at 30 m than the Met tower derived wind speed.

During the short period of concurrent data collection between Sodar and Met
tower, qualified measurements were populated by winds coming from the W to
NNW and ESE to SSE sectors (wind roses not displayed).

Wind shear calculations and wind profile plots indicate that the wind shear was
significantly higher at the Sodar location than at the tower site for the period, with
an 80/60 m wind shear exponent of 0.26 for the Sodar and 0.14 for the tower.

Differences in wind speeds and wind shear may be due to the topography in
between the Sodar and tower locations, together with the local topography at each
site, the tower being at the top of a ridge and the Sodar on a lower plateau.

However, given the short campaign period, it is difficult to draw conclusions
from all these results for long term values.
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Chapter 37
Energy Recovery from Low Speed Winds

Janesh Mohanan and Mutasim Nour

Abstract This paper presents a renewable energy model which combines the
concepts of wind pumps, pumped hydro and micro hydroelectricity. The proposed
model recovers energy from low speed winds and eliminates the requirement of
energy storage in batteries or grid connection. After establishing the suitability of
the model theoretically, workable models are visualized using commercially
available components. Two designs based on this model are studied for their
performance, and resultant data has been critically analyzed to establish the trend
and their commercial feasibility. One of the two designs studied is a standalone
tower that can feed a house or a small villa, which also can be installed at any point
of need. The second design is building integrated where the system components
are mounted on a building. Theoretical findings are validated by simulating
through software, MATLAB. The obtained results showed the superiority of the
proposed model over the conventional three blade wind turbines for wind speed
less than 6 m/s.

Keywords Wind pumps � Pumped hydro storage � Micro hydroelectricity

37.1 Introduction

Last few decades witnessed unprecedented efforts to diversify energy sources all
across the globe, partly due to the huge surge in energy demand from outside
Organization for Economic Co-operation and Development (OECD) countries and
partly due to global efforts to reduce dependency on fossil fuels and thereby offset
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the Greenhouse Gas (GHG) emissions levels. Renewable energy has been the
focus of such efforts. If we consider fossil fuels as stockpiles of energy, then
renewables are streams, but the flow depends on many uncertainties like location,
season, hour of the day, day of the year and many local conditions. It is a huge
challenge how to produce a reliable flow of electricity, heat or steam from an
unpredictable source like solar or wind, that too at the time of need. There are
many working energy models, based on solar and wind, in the market that extracts
energy from these sources, but their reliability heavily depends on energy storage
in batteries or grid connection [1–3].

Around the world, wind energy has been one of the fastest growing areas in the
field of renewable energy during the last decade [3]. Wind energy is a matured
technology today and wind farms with energy storage or grid connection exists
across different countries. Modern wind energy systems are based on wind turbines
confined to certain selected locations, as the speed of the wind is the main criterion
for their site selection. Modern wind turbines has a typical cut-in wind speed of
3.5 m/s and operates at their rated capacity between wind speeds of 12 and 25 m/s.
Most such locations are either offshore or away from load centers. If we examine
global wind speed distribution at 50 m, most part of the world possesses average
wind speeds of 4–5 m/s, which is not sufficient to operate a wind turbine
economically.

There are ample evidences to prove that men at very early days of civilization
have made attempts to harness wind energy for water pumping [4]. Even today,
wind power is used for water pumping in rural areas, mainly in third world
countries. A wind based water pump operates on a wind mill based system, which
rotates at considerably lower speeds compared to that of a wind turbine. Modern
Wind mills have a cut in wind speed of about 1.6 m/s and starts pumping water at
wind speeds of 2.0 m/s.

Modern wind pumps are broadly classified into reciprocating pumps (piston
pumps) and rotary pumps based on their pumping mechanism. The water delivered
by a piston pump is in linear proportion to the wind velocity (Q a V), and that of a
rotary pump is proportional to the third power of the wind velocity (Q a V3) [2, 5],
where V is the wind velocity (m/s) and Q is the quantity of water pumped in liters
per second (lps).

A simple comparison of pump operating ranges, as shown in Fig. 37.1 [6],
establishes the superiority of rotary pumps for low head high water delivery
applications [5, 7, 8]. For high head applications the choice is piston pumps but at
a reduced water output.

This paper is part of ongoing efforts to develop localized solutions for energy
needs, making use of locally available renewable resources and environmentally
friendly technologies. However this paper is limited to energy recovery from low
speed winds using wind pumps, by combining the concepts of ‘wind pumps’,
‘pumped hydro’ and ‘micro hydroelectricity’.
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37.2 Concept

The proposed concept of wind driven pumped micro hydroelectricity in this
research work is illustrated in Fig. 37.2. A set of wind driven wind pumps, lifts
water from a lower reservoir to an elevated upper reservoir. Water from the
elevated reservoir flows down by the act of gravity and drives a hydro turbine-
generator set. Discharged water from the turbine-generator unit is collected in a
lower reservoir. Wind pumps, re-circulate this water to the upper reservoir and
completes the cycle.

Thus combining the concepts of wind pumps, pumped storage and micro
hydroelectricity can establish a reliable model for extracting energy from wind.
This model also eliminates the need for batteries, inverters, converters and their
associated energy losses and costs.

37.3 Data Analysis

37.3.1 Wind Data

Wind speeds measured at 10 m height from the ground level are usually available
from local metrology department as standard wind data. However actual wind
speed at hub height differs from this data with respect to height of hub and surface
roughness of the area. Hence standard wind velocities are converted to actual hub
height velocities and corrected for surface roughness.

Wind velocity is corrected to hub height using the following logarithmic
relation (37.1) [9].
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UZ ¼ UR
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where, Z: Hub height (m); ZR: Reference height (m); UR: Wind velocity at ref-
erence height (m/s); UZ: Wind velocity at hub height (m/s); Z0: Surface roughness
factor (mm). For surfaces with trees and some buildings, surface roughness value
of 300 mm has been used [9] in this study.

37.3.2 Water Pumping Data

Water pumped, Q (lps) by a piston type wind pump depends on wind speed,
delivery head and design parameters of the pump. Since the design of the piston,
stroke length and leak-hole mechanism vary from manufacturer to manufacturer,
pumped water quantity also vary from manufacturer to manufacturer for similar
wind conditions and rotor diameter.

Hence every manufacturer has their product specific data for water delivery at
different wind speeds. In this study, water discharges at varies heads and wind
speeds were calculated using M/s Ironman’s on line calculator (assuming a 6 m
diameter rotor) [10].

Lower
Reservoir

Hydro turbine

Upper
Reservoir

Pumps

Water pumping wind mills

&
Generator

Fig. 37.2 The concept of wind driven pumped micro hydro electricity
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37.3.3 Technical Data Analysis

Energy available in wind can be extracted using a wind turbine. The general
characteristics of a wind turbine are shown in Fig. 37.3. Wind turbine starts
rotating at cut-in wind speeds of 3.5 m/s. Any useful power is generated only
beyond wind speeds of 5 m/s [11] and turbine attains its rated power at wind speed
of 12 m/s. Beyond that, turbines operate at their rated power until wind speeds of
25 m/s. After 25 m/s of wind speeds, turbine is turned off to prevent mechanical
damages to the rotor.

A wind pump driven by a wind mill starts rotating at a wind speed as low as
1.6 m/s. This is achieved by specially designed piston valves for the pumps, which
opens and facilitates effort less movement of the piston at lower wind speeds. Once
started, piston valve closes and pump starts pumping of water at wind speeds of
about 2.0 m/s. Figure 37.4 shows the characteristics of a typical wind driven
piston pump [12].

37.3.4 Global Wind Data

If you examine the ‘Global Annual 50 m Wind speed’ given in Fig. 37.5 [13], it
can be noted that only a few locations on this globe possess annual average wind
speeds of 12 m/s, where a wind turbine can operate at its rated power. However
most of the regions on this globe possess wind speeds up to 5.0 m/s. Thus most
prevailing wind speeds on this globe are less than 5.0 m/s, which is not sufficient
for a wind turbine to operate and deliver any useful power.
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Fig. 37.3 General characteristics of a wind turbine [11]
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37.3.5 Power Available in Wind

Theoretical power in wind can be computed using the following formula (37.2).

P ¼ 1
2
qAV3 ð37:2Þ

where, P is the power output (kW), q is the density of air (kg/m3), A is the area
swept by the rotor blades (m2) and V is the wind velocity (m/s).

However all these power cannot be extracted practically. The theoretical
maximum power that can be extracted from wind is limited by betz limit (59 %).
This is because any wind power device can be considered as a semi-permitting
wall that offers resistance to the wind flow. As a consequence, not all incoming
wind passes through the wind power device (wind mill rotor), but a portion goes
around it. Even though theoretical limit is 59 %, practically achievable values are
around 35–40 % only.

Theoretical power in wind is calculated using Eq. (37.2) at betz limits and is
plotted under Fig. 37.6. However actual power that can be recovered from low
speed winds using a wind turbine is much less than that is theoretically recover-
able. This is since the wind turbine, which is designed to operate at its best
efficiency point near rated power (wind speeds over and above 12 m/s), will be
operating at part rated powers at lower wind speeds. Remember the power gen-
erated is proportional to the third power of wind speed (P a V3).

Figure 37.7 illustrates the typical turbine characteristics at different wind
speeds [14]. It may be noted that the wind turbine reaches its best efficiency point
of 74 % at a wind speed of 12 m/s. For lower wind speeds, the efficiency drops
drastically, to 38 % at wind speed of 9.6 m/s and 15 % at wind speed of 6 m/s. It
may be further noted that at lower wind speeds like 5 m/s, which is the most
predominant wind speed of this globe, wind turbines deliver less that 15 % of the
extractable power from wind.
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37.3.6 Water Discharge by Wind Pumps

Water pumping data for the wind mill operated water pump is calculated using
online simulation software provided by the manufacturer M/s Ironman wind mill
company, USA [10]. This software calculates the quantity of water pumped to any
given head under three different ranges of wind conditions namely, light wind
(1.6–4.5 m/s), medium winds (4.5–7.0 m/s) and strong winds (above 7.0 m/s) for
the selected rotor diameter.

Fig. 37.5 Global Annual 50 m Wind speed [13]

15.9 127.6
430.6

1020.6

1993.3

3444.5

0.0

500.0

1000.0

1500.0

2000.0

2500.0

3000.0

3500.0

4000.0

1 2 3 4 5 6

P
ow

er
 (

W
at

ts
)

Wind speed (m/s)

Theoretical power in wind (rotor dia. 6 m and Betz limit 59%)

Fig. 37.6 Theoretical power that is present in wind

37 Energy Recovery from Low Speed Winds 469



Critically analyzing the water delivery data (6 m diameter rotor assumed), an
empirical relation can be derived between quantity of water and delivery head at a
given wind speed as given in Eq. (37.3).

Q ¼ kh�1:193 ð37:3Þ

where, Q is the water delivered by wind pump (lps) and h is the delivery head (m).
Values of k depend on wind speed. For light, medium and strong winds, values of
k are respectively 41.361, 91.001 and 165.38 for the wind mill considered.

Similarly, for a given discharge head, Q varies empirically with wind speed as
follows.

Q ¼ a � vþ b ð37:4Þ

where, v is the velocity of wind (m/s), a and b are constants for a given wind mill.

37.3.7 Power Stored in the Pumped Water

Hydraulic power stored in pumped water is calculated from the fundamental
relation,

Fig. 37.7 Typical turbine characteristics at different wind speeds [14]

470 J. Mohanan and M. Nour



P ¼ mgh ð37:5Þ

where, P is the power (kW), m is the mass (kg), g is the acceleration due to gravity
(m/s2) and h is the head (m).

When power is generated from the continuous flow of water from an elevated
tank, Eq. (37.5) can be re-written as follows.

P ¼ qghQ ð37:6Þ

where, Q is the flow rate (m3/s) and q is the density of water (kg/m3).

37.3.8 Power Extracted from Stored Water

Useful energy that can be extracted from stored water is limited by the frictional
losses in the penstock pipe, mechanical losses in the water turbine and mechanical
and electrical losses in the electrical generator. Typical efficiency of the system
will be around 80 % considering 5 % losses in pipe, 10 % losses in water turbine
and 5 % losses in electrical generator. Figure 37.8 shows the theoretical power
available in water that is pumped and stored at different wind speeds.

37.4 Design of Wind Pump Based Energy Models

In the following designs, locations of the wind mills are carefully selected in such
a way that it is at least 50 m away from any obstructions and each other. Further it
is ensured that the windmill rotors are placed at least 6 m higher than the top of the
trees or structures around. The respective windmills are placed directly above the
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water pump, so that the pump is driven through a vertical shaft running through the
center of the tripod structure. The pump is housed within the base of the respective
tripod structure.

37.4.1 Building Integrated Design with Three Wind Mills

As illustrated in Fig. 37.9, a 6 m tall building is fed by micro hydro turbine
generator installed on the ground. A water tank feeding the hydro turbine is placed
on a 2 m tall structure standing on top of the building.

Three wind driven water pumps are continuously pumping water into an ele-
vated water tank from a ground level water tank. Water leaving the water turbine is
returned back to the ground level water tank. One wind mill is placed on a 9 m tall
tripod structure standing on top of the building and the others two are standing on
the ground on a 15 m tall tripod structure. Thus the hub heights of all the wind
mills are 15 m above the ground.

Based on this design, head available to the turbine generator is 8 m with a flow
rate of 25.29 lps at a hub height wind velocity of 5.4 m/s.
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37.4.2 Standalone Tower Design with Two Wind Mills

In this design, as illustrated in Fig. 37.10 the towers are designed for generating
reliable electricity where ever it is needed. A micro hydro turbine generator is
installed on the ground, along with two towers, that carry the wind mills.

A water tank feeding the hydro turbine is place on one of the two towers at a
height of 14 m from the ground level. Two wind mill driven water pumps are
continuously feeding in water to the elevated tank placed on the tower. Water
leaving the water turbine is returned back to the ground level water tank. The wind
mills are placed on top of two 21 m tall tripod structure standing on the ground.
Thus the hub height is 21 m above the ground.

Based on this design, head available to the turbine generator is 14 m with a flow
rate of 9.72 lps at a hub height wind speed of 5.82 m/s.

If this design, shown in Fig. 37.10, is operated with a wind speed of 6.0 m/s at
reference height (hub height wind speed of 7.27 m/s), then the head available to
the turbine generator will be 14 m and flow rate available will be 17.68 lps.
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Fig. 37.10 Standalone tower design with two wind mills
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37.5 Analysis of Wind Pump Based Energy Models

Designs with different hub heights of the wind mill, actually results in different
wind velocities, as wind velocity varies with height from ground level. Similarly
elevation of water tank determines the head available to the hydro turbine. Thus an
increase of hub height results in better wind speeds and better water pumping
output, but will increase capital cost on account of tower height and pump rod
length. Similarly, an increase in tank height will results in better heads, but reduced
water pumping output. Capital cost will also increase on account of tower height.
Thus each design variations involve varying a set of interrelated parameters.

A wind pump for electricity production is not an area that is explored and
commercialized yet. As a consequence, we do not have suitable turbines available
in commercial market for all the head and flow combinations that we may arrive
at. This often result in compromising to the nearest available turbines, and poor
exploitation of the available potential. In some of the design options that were
considered for this study, there were no suitable turbines available in the com-
mercial market.

37.5.1 Analysis of Building Integrated Design with Three
Wind Mills

As we have seen earlier, in this design, a flow of 25.29 lps and a head of 8 m could
be achieved with a theoretical power potential of 1984.8 W. A combination of two
hydro turbines suitable for a combined rated flow of 25 lps and 8 m head were
selected from commercial market. With these turbines, this design can generate
1,850 W from the theoretically available power of 1984.8 W. Thus 93 % of the
available power could be recovered in this case study. This could be made pos-
sible, as two water turbines that could utilize almost entire flow and head were
available in the commercial market.

It may be noted that if three equivalent sized (6 m diameter) wind turbines were
used, the output power could be just 1193.8 W (assuming a maximum practically
attainable betz limit of 35 % [15] and a highly optimistic partial load efficiency of
50 %, for the wind turbines, at 5.35 m/s wind speed) which is lower than the
1,850 W extractable using wind pumps. At 5.36 m/s wind speed, a wind pump
based power system outperforms conventional wind turbine based power systems.
Simple payback period for this design is 9 years.
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37.5.2 Analysis of Standalone Tower Design
with Two Wind Mills

In this design, a flow of 9.72 lps at a head of 14 m could be achieved with a
theoretical power potential of 1334.9 W. However since a hydro turbine for this
head flow combination is not available in the commercial market, two numbers of
nearest turbine available with rated flow of 5 lps each at a head of 13 m was used
for this study. With these available turbines, this design generates 1,000 W from
the theoretically available power of 1334.9 W (74.9 %). This difference is
apparently due to the fact that there is no suitable hydro turbine available in the
commercial market, which can make use of the complete available head of 14 m.

It may be noted that if two equivalent size wind turbine were used, the output
power could be 1019.4 W (assuming a maximum practically attainable betz limit
of 35 % [15] and a highly optimistic partial load efficiency of 50 %, for wind
turbine) which is lower than the 1,200 W extractable using wind pump, if suitable
turbines are available. It may be noted that at wind speed of 5.82 m/s, conventional
wind turbines nearly catches up with wind pump based designs. Simple payback
period for this design is 12.4 years. This poor payback period is due to the fact that
only 74.9 % of the available power is utilized in this design as a suitable hydro
turbine is not available in commercial market.

Alternatively, if this design is operated at a wind speed of 6 m/s (reference
height), a flow of 17.68 lps at a head of 14 m could be achieved with a theoretical
power potential of 2428.6 W. However a suitable Pico hydro turbine for this head
flow combination is not available in the commercial market. Therefore the nearest
turbine available with rated flow of 15 lps and head of 14 m was used for this
evaluation. With this turbine, this design generates 1,500 W from the theoretically
available power of 2428.6 W (61.8 %). This difference is due to the fact that there
are no suitable Pico hydro turbines available in the commercial market, which can
utilize the complete available flow of 17.68 lps. Simple payback period with this
available turbine would be 7.9 years, as this turbine is capable of converting just
61.8 % of the available power. If a suitable Pico hydro turbine, that can accom-
modate the available flow of 17.68 lps, is available, 92 % of the theoretically
available power can be recovered and the simple payback period will come down
to 5.2 years.

37.5.3 Simulation Results

Validation of the findings has been accomplished by simulating the two proposed
designs using MATLAB software.
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37.5.4 Simulation Results: Building Integrated Design
Three Wind Mills

Figure 37.11 compares the electrical power produced by a wind-pump based
system with that of a conventional three blade wind turbine based system for the
building integrated design.

As illustrated, a wind pump based system outperforms a wind turbine based
system at lower wind speeds in terms of power generation capabilities. It may be
noted that the wind pump based system produces more power output than that of a
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wind turbine based system at lower wind speeds up to 6.5 m/s. However, above
6.5 m/s wind speeds, wind turbines offer superior power characteristics than that of
a wind pump based energy model.

37.5.5 Simulation Results: Standalone Tower Design Two
Wind Mills

Figure 37.12 compares the electrical power produced by a wind pump based
system with that of a wind turbine based system for the standalone tower design.
As illustrated, and as theoretically established earlier, a wind pump based system
outperforms a wind turbine at lower wind speeds in terms of power generation
capabilities.

It may be noted that in this design, wind pump based system produces much
better power output than that of a wind turbine based system at lower wind speeds
up to 5.75 m/s.

Above 5.75 m/s wind speeds, wind turbines offer superior power characteristics
than that of a wind pump based energy model as illustrated in Fig. 37.12.

37.6 Conclusion

It can be concluded that a wind pump based energy model offers a practical
solution to rural electrification needs. The main findings of this paper are as listed
below.

• A wind pump based energy model offers localized solutions for the energy
needs by combining existing technologies in the fields of wind pumps, pumped
hydro and micro hydroelectricity.

• This energy model is best suited for low speed winds up to 6.0 m/s.
• More researches related to Pico/micro hydro turbines, suitable for low head low

flow applications, can make this energy model widely acceptable.
• A wind pump based energy model can provide reliable ready to use electricity

without battery, inverter/converter or grid connection.
• If the water is drawn from a pool or well, this energy model can offer irrigation/

drinking water in addition to electricity.
• For locations with average wind speeds in excess of 6.0 m/s, wind turbines are

still the better option.

Wind pumps for low speed winds up to 6.0 m/s and wind turbines beyond that
speed will enable us to utilize the complete spectrum of wind energy.
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Chapter 38
Thermal Management of Solar
Photovoltaics Modules for Enhanced
Power Generation

Stuart J. McColl, Peter Rodgers and Valerie Eveloy

Abstract Industry and government interest in solar energy has increased in recent
years in the Middle East. However, despite high levels of solar irradiance in the
Arabian Gulf harsh climatic conditions adversely affect the electrical performance
of solar photovoltaics (PV). The objective of this study is to compare the annual
performance characteristics of solar PV modules that utilize either sun-tracking or
water cooling to increase electrical power generation relative to that of stationary,
passively cooled modules in the Middle East climatic conditions. This is achieved
using an electro-thermal model developed and validated against experimental data
acquired in this study. The model is used to predict the annual electrical power
output of a 140 W PV module in Abu Dhabi (24.43 �N, 54.45 �E) under four
operating conditions: (i) stationary geographical south facing orientation with
passive air cooling, (ii) sun-tracked orientation with passive air cooling, (iii) sta-
tionary geographical south facing orientation with water cooling at ambient air
temperature, and (iv) stationary geographical south facing orientation with water
refrigerated at either 10 or 20 �C below ambient air temperature. For air cooled
modules, sun-tracking is found to enhance annual electrical power output by 15 %
relative to stationary conditions. For water cooled modules, annual electrical
power output increases by 22 % for water at ambient air temperature, and by 28
and 31 % for water refrigerated at 10 and 20 �C below ambient air temperature,
respectively. 80 % of the annual output enhancement obtained using water cooling
occurs between the months of May and October. Finally, whereas the annual yield
enhancement obtained with water cooling at ambient air temperature from May to
October is of 18 % relative to stationary passive cooling conditions, sun-tracking
over the complete year produces an enhancement of only 15 % relative to sta-
tionary passive cooling conditions.

Keywords Solar energy � Cooling � Refrigeration

S. J. McColl � P. Rodgers (&) � V. Eveloy
The Petroleum Institute, Abu Dhabi, The United Arab Emirates
e-mail: prodgers@pi.ac.ae

M. O. Hamdan et al. (eds.), ICREGA’14 - Renewable Energy: Generation
and Applications, Springer Proceedings in Energy, DOI: 10.1007/978-3-319-05708-8_38,
� Springer International Publishing Switzerland 2014

479



38.1 Introduction

Abu Dhabi’s government plans to facilitate 7 % of all its energy demands through
renewable resources, primarily solar, by 2020 [1]. In parallel, oil and gas pro-
duction facilities have recently commenced utilizing solar photovoltaic (PV)
modules for on-site power generation [2]. This choice is due to many facilities
being isolated from electrical grids and having a necessity to conserve space (e.g.,
off-shore platforms). As a result of increased usage of photovoltaics, there is
significant interest in efficiently utilizing PV solar modules in the United Arab
Emirates (UAE). Aspects of the typical environmental conditions in the Middle
East, including limited cloud coverage, are beneficial to overall electrical energy
generation by PV modules, but there is also a significant negative effect caused by
high solar irradiance. PV module electrical efficiency can degrade by 0.2–0.5 %
per �C increase in module temperature [3]. Additionally, it is typical in the UAE
to operate PV modules in stationary, geographical south facing conditions, which
confines the time period of maximum electrical power generation to solar noon. In
this study, means of increasing PV module electrical power output using sun-
tracking and module cooling are evaluated numerically using an experimentally
validated electro-thermal model.

A PV module tends to produce maximum electrical power output when
receiving peak solar irradiation, which occurs when the module collecting face is
positioned normal to the sun. Sun-tracking can be easily achieved by matching the
module and sun’s elevation angles from the horizon for a given day, and subse-
quently rotating the module from East to West about a North–South axis at the
same angular velocity as that of the sun’s relative to the earth. In order to maxi-
mize the incident yearly solar irradiance at the latitude of Abu Dhabi (24.43 �N,
54.45 �E), a module is angled at 24.5� above the horizon. Except when significant
winds or cloud coverage exists, a solar module’s surface temperature can be
considerably above the ambient air temperature due to the absorbed solar irradi-
ance. Rodgers et al. [4] provide an overview of the thermal management of PV
modules and the potential for water cooling to improve electrical power output by
lowering module’s operating temperature. Using an integrated water flow piping
system, a PV module’s collecting surface temperature can be convectively cooled
down to water temperature. Even using cooling water at ambient air temperature,
water cooling will provide a significant cooling enhancement to the module rel-
ative to air cooling, owing to the higher convective heat transfer coefficient, thus
increasing the PV module’s electrical efficiency.

The objective of this paper is to quantify the annual electrical power output
enhancements obtained using sun-tracking and thermal management strategies,
relative to a stationary, geographically south facing, passively air cooled PV
module.
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38.2 Model Validation

The PV module electro-thermal modeling methodology employed in this study is
based on the analyses presented by Armstrong and Hurley [5], Sarhaddi et al. [6],
Candanedo et al. [7] and Posharp [8]. The model developed is shown in Fig. 38.1.

The thermophysical properties of the module layers are taken from [5]. Cell
absorptivity and glass transmissivity values are taken from [6], with the electrical
power calculation derived from [8]. Details for the PV module design and its
thermophysical properties are given in Tables 38.1 and 38.2, respectively. The
convective heat transfer coefficient on the module surface was modelled using an

Fig. 38.1 Electro-thermal model for the prediction of the solar module electrical power output
and module surface temperature

Table 38.1 PV module design

Length
(m)

Width
(m)

Packing
factor

Cell
absorptivity

Glass
transmissivity

Power temperature
coefficient

1.485 0.655 90 % 90 % 95 % -0.48 %/�C

Table 38.2 Thermophysical properties of PV module layers

Layer Thickness
(m)

Thermal
conductivity
(W/m�C)

Density
(kg/m3)

Specific heat
capacity
(J/kg�C)

Glass 0.003 1.8 3,000 500
ARC 100 9 10-9 32 2,400 691
PV Cells 225 9 10-6 148 2,330 677
EVA 500 9 10-6 0.35 960 2,090
Rear contact 10 9 10-6 237 2,700 900
Tedlar 0.0001 0.2 1,200 1,250

Note ARC = anti-reflective coating, EVA = ethylene vinyl acetate.
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empirical relationship developed by Sharples [9] for PV modules, with compari-
sons also made to both another other PV module correlation [10], and flat plate
Nusselt number correlation [11]. Natural convective and radiative heat transfer
from the module surfaces are not a significant [12] and were not modelled. The
accuracy of convective heat transfer predictions are assessed against measured
module surface temperature.

The electro-thermal model was experimentally validated for different module
orientations (i.e., stationary and tracking), and both passive and water cooling
conditions, using measured PV module electrical power output and surface tem-
perature data.

The test matrix is summarized in Table 38.3. Details of these experimental
measurements are given in Rodgers et al. [9], which was confined to
experimentation.

In Fig. 38.2, a comparison of the measured and predicted PV module surface
temperature is presented for a stationary geographical south facing position.
Excellent agreement is observed when the convective heat transfer coefficient is
modelled using the Sharples [9] correlation. Discrepancies with the other corre-
lations reflect their inherent limitations, for example in low wind speed conditions,
or the effect of free stream turbulence intensity.

A comparison of measured and predicted PV module electrical power output
and surface temperature is presented in Fig. 38.3 for both passive and water
cooling of a stationary, geographical south facing PV module. PV module surface
temperature predictions are in good agreement with measurements. In addition,

Table 38.3 Benchmark data for electro-thermal model predictive accuracy assessment

Date Module orientation Method of cooling

July 31, 2013 Stationary Passive (8.00 am to 12.00 pm)
Water (12.00 pm to 6.00 pm), Tw = 2 to 35 �C

July 23, 2013 Tracking Passive
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excellent agreement exists with measurement data for the prediction of PV module
electrical power output for highly dynamic conditions.

In Fig. 38.4 a comparison of measured and predicted PV module electrical
power output and surface temperature for sun-tracking operation is presented, with
good agreement obtained for both variables.

On the basis of the above comparisons between electro-thermal model pre-
dictions and corresponding measurements, sufficient confidence is established in
the predictive accuracy of the model so as to permit a yearly annual analysis of PV
module electrical power output to be undertaken.
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38.3 Model Boundary Conditions

To assess the potential of water cooling to enhance PV module electrical power
output, the following yearly analysis was undertaken based on Abu Dhabi’s me-
trological data for 2011 [13, 14]. Year 2011 was selected, as its daily solar irra-
diance correlates well with the mean historical data between 2003 and 2012, as
presented in Fig. 38.5. The corresponding ambient air temperature and wind speed
data presented in Fig. 38.6 are used to model PV module convective heat transfer.
The wind speed input to the electro-thermal model is the average hour-by-hour
wind speed for each month. A notable trend was found that the wind direction
varied from SSW in the morning to NNE in the afternoon. This change in direction
was coupled with an increase in wind speed as the day progressed, with a peak
value occurring between approximately 4:00 and 5:00 p.m.

Given that the daily solar irradiance profiles for sun-tracked and stationary
south facing orientations follow elliptical and parabolic distributions, respectively,
the solar irradiance data in Fig. 38.5 was used to obtain averaged daily solar
irradiance profiles by month for these configurations (Fig. 38.7).

This data was deduced by taking the direct solar irradiance at sunrise and sunset
to be zero, and the daily peak irradiance corresponding to solar noon. The ideal-
ized stationary irradiance curves were fitted using a parabolic equation:

GStationary ¼ a � timeð Þ2þb � ðtimeÞ þ c ð38:1Þ

where Gstationary is the deduced stationary direct solar irradiance, and constants a,
b, and c are obtained from the following system of Eqs. (38.1a)–(38.1c):
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a � sunriseð Þ2þb � sunriseð Þ þ c ¼ 0 ð38:1aÞ

a � solar noonð Þ2þb � solar noonð Þ þ c ¼ Gmax ð38:1bÞ

a � sunsetð Þ2þb � sunsetð Þ þ c ¼ 0 ð38:1cÞ

The direct solar irradiance curve for tracking was obtained using a standard
horizontally translated elliptical equation [15]:

GTracking ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðGmaxÞ2 þ

Gmax � ðtime� solar noonð ÞÞ
sunset�sunrise

2

� �
0
@

1
A

2
vuuut ð38:2Þ

where GTracking is the deduced tracking direct solar irradiance and Gmax is the peak
solar irradiance. Sunrise, sunset, and solar noon, correspond to the time of the day
for which an irradiance value is required. The times for sunset, solar noon, and
sunrise were selected for the date halfway through each month.
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To verify these solar irradiance approximations, a comparison between calcu-
lated and measured solar irradiance profiles is presented in Fig. 38.8, which dis-
plays good agreement between predicted and measured values.
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38.4 Results and Discussion

PV module daily electrical power generation was calculated by numerical inte-
gration of the electrical power output profile predicted by the electro-thermal
model.

The yearly electrical power output data predictions presented in Fig. 38.9 are
analyzed on a month-by-month basis in Fig. 38.10. Figure 38.10 presents both the
average daily total power output for each month, and the enhancement for each PV
module operating configuration relative to stationary, geographical south facing
orientation under passive air cooling. The sun-tracking configuration increases
module electrical power output by approximately 15 % each month (with the
month of April appearing to be an outlier). Water cooling at ambient air tem-
perature is less effective than sun-tracking between the months of November to
April, but yields greater power output than sun-tracking from May to October.
Additionally, using refrigerated water, cooling below ambient air temperature
further improves PV module electrical performance during the months of elevated
ambient air temperature (i.e., May to October). The cumulative electrical power
output enhancement during the months of November to April are compared to that
of the May-October period in Fig. 38.11 relative to the stationary, south facing,
passively cooled configuration. It is observed that sun-tracking provides approx-
imately the same percentage enhancement in electrical power output for each
month of the year, relative to the stationary south facing passively cooled PV
module, whereas water cooling is more effective during the months of May to
October. The three water cooling configurations each offer over four times higher
electrical power enhancement throughout May-October in comparison to the
November-April period. Additionally, it is observed that the sun-tracking con-
figuration offers a greater enhancement in electrical power output than any of the
water cooling configurations throughout the cooler months of November to April.

0

50

100

150

200

250

300

350

400

Stationary: Passive Tracking: Passive Stationary: Water
(Tw = Ta)

Stationary: Water
(Tw = Ta-10°C)

Stationary: Water
(Tw = Ta-20°C)

Po
w

er
 O

ut
pu

t (
kW

h/
ye

ar
)

Method of Cooling

Fig. 38.9 Predicted yearly total electrical power output of a 140 W PV module as a function of
operating configuration, in Abu Dhabi (24.43 �N, 54.45 �E), 2011. Note Ta = ambient air
temperature, Tw = water temperature

38 Thermal Management of Solar Photovoltaics Modules 487



However, the effects of cooling using water at ambient air temperature in the
summer alone outweigh the complete yearly enhancement provided by sun-
tracking.

Overall, sun-tracking increases yearly electrical power output by 15 % com-
pared to the corresponding stationary, geographical south facing passively cooled
configuration. For water cooled modules, annual electrical power output increases
by 22 % for water at ambient air temperature, and by 28 and 31 % for water
refrigerated at 10 and 20 �C below ambient air temperature, respectively. 80 % of
the annual output enhancement obtained using water cooling occurs between the
months of May and October. Finally, water cooling at ambient air temperature from
only May to October enhances power output by 18 % relative to stationary con-
ditions, whereas sun-tracking over the complete year would only enhance output by
15 % relative to stationary conditions. It is interesting to note that, regardless of the
power output enhancement solution employed (i.e., either sun-tracking or cooling),
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the maximum predicted electrical power output (i.e., 130 W, which was obtained
using refrigerated water cooling at 20 �C below ambient air temperature in May)
does not reach the vendor rated performance of 140 W. This is a reflection of the
idealized laboratory testing conditions employed by PV module vendors, which
significantly deviate from the actual application environment in the Middle East. In
future work, an economic analysis will be undertaken to assess the net economic
gain obtained using the proposed water cooling scheme.

38.5 Conclusion

Based on a yearly electrical power output analysis, the effectiveness of both sun-
tracking and thermal management solutions in enhancing PV module electrical
power output was assessed. During the months of November to April, sun-tracking
is found to be more effective than water cooling. However, cooling using water at
ambient air temperature proves more effective than sun tracking when elevated
ambient air temperatures exist, that is from May to October in the UAE. Addi-
tional significant improvements are obtained with refrigerated water. For Middle
East climatic conditions, it is recommended that sun-tracking be utilized during the
cooler months, while a water cooling configuration be utilized during prolonged
periods of elevated ambient air temperature. In future work, an economic analysis
will be undertaken to assess the net economic gain obtained using the proposed
water cooling scheme.
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Chapter 39
Thermal Performance of Improved
Inverted Trickle Solar Still

Fadi A. Ghaith and Ahmed Bilal

Abstract In this paper, the inverted trickle solar still was integrated with a flat
plate collector and a basin still in order to improve the overall productivity. The flat-
plate collector was used to pre-heat the saline water entering the inverted trickle
solar still. Saline water flows at the backside of the inclined absorber plate on wire
screen so that the water remains attached to the plate. Water evaporates from the
plate and condenses in the lower compartment. The remaining non evaporated
water and the condensed water on the back plate which has high temperature was
collected and fed to the basin solar still. A comprehensive mathematical thermal
model was developed to predict the productivity and to investigate the effects of
several operating conditions on the overall productivity of the integrated system.
Based on the performed parametric studies, the maximum mass flow rate of 0.002
kg/s was found to be optimum as it maximized both the efficiency and the pro-
ductivity of the integrated solar still system. On the other hand, the obtained results
at the optimum flow rate showed that the maximum overall productivity on a typical
summer day (i.e. 1st of July) and a typical winter day (i.e. 1st of February) were
11.25 kg/day and 5.227 kg/day, respectively for Dubai weather conditions. This
study revealed that the productivity of the proposed integrated inverted trickle solar
still is almost doubled due to the incorporation of flat plate collector in comparison
of the previous work posted in the literature.

Keywords Integrated inverted trickle solar still � Basin solar still � Productivity

List of symbols

Ac Area of Flat plate collector, m2

UL Total loss coefficient, W/m2K
_m Mass flow rate of water, kg/s
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Gt Absorbed solar radiation, W/m2

(sa)e Effective transmittance absorptance
Tfi Inlet temperature of fluid, K
Tfo Outlet temperature of fluid, K
Tpm Mean absorber plate temperature still, K
Ta Ambient temperature, K
Qu Useful energy gain, W
gf Efficiency of flat plate collector
qb Heat loss from lower condenser plate, W/m2

qp-c Heat loss from plate to cover, W/m2

qc-a Heat loss from cover to ambient, W/m2

qs Heat loss from sides per unit still area, W/m2

Aic Area of collector for Inverted trickle Solar still, m2

Tio Outlet temperature of water from Inverted trickle, K
Tii Inlet temperature of water of inverted trickle solar still, K
Tw Condenser wall temperature, K
h0 Heat transfer coefficient between condenser and ambient, W/m2K
U2 Overall heat loss coefficient from plate to cover, W/m2K
Ue Heat transfer coefficient from the sides of the still, W/m2K
M Productivity of distillate water, kg/s
hfg Heat of vaporization of water, KJ/Kg
gi Efficiency of the Inverted Trickle Solar still
qbe Heat transfer by evaporation-condensation, W/m2

qr Heat loss by radiation, W/m2

qc Heat loss by convection, W/m2

qk Heat loss by conduction, W/m2

Tb Basin temperature, K
Tg Glass temperature, K
Ab Area of basin solar still, m2

gbi Efficiency of basin solar still
Mb Productivity of basin solar still, kg/s

39.1 Introduction

Water sustains health, food production, and economic progress of nations.
Therefore; fresh and clean water is an urgent need for survival of mankind. Around
97 % of the world’s water is either saline or contaminated with harmful bacteria,
2 % is frozen in polar ice caps and glaciers whereas only 1 % of the world’s water
is available for drinking and for domestic purposes readily [1]. In many countries
there is a vital need for immediate supply of quality drinking water. Apart from the
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saline water even brackish water available from ponds, lakes and rivers is usually
contaminated with dissolved salts and bacteria therefore not suitable for drinking.
Approximately about 67 % of the global population has access to clean water, with
only 46 % of the people in Africa able to access clean water [2]. Water shortage
problem is generally observed in dry and warm countries of Middle East and
Africa [3]. According to the predictions of The United Nations, 30 countries will
be facing shortage of water, out of which 18 will be in the Middle East and Africa
[4]. Desalination is an important and efficient technology in the world, as of 1986
more than 90 % of the world’s clean water was a product of fuel fired distillation
process [5] but it is the most expensive way to produce water due to its high energy
consumption. Furthermore, desalination is not only expensive but also causes
severe environmental impacts contributing to global warming. However, a simpler
method is solar water distillation that relies on the process of evaporation and
condensation of water with the aid of a solar still. With excessive availability of
solar radiance, solar distillation becomes an attractive mode of water purification
technique. The water distillation process is a simple method for converting salt
water into potable water. In understanding current barriers in solar distillation,
researchers are coming up with new and innovative designs of solar stills and
constantly striving to provide cheap and clean water in abundance, using solar
energy.

Solar stills have been widely researched and studied for the improvement of
producing clean water using solar energy. Many researchers have evaluated the
performance of solar stills by different factors affecting the still which includes
solar input, ambient temperature, and depth of water, wind speed and heat losses
[6]. The single basin solar still has been the most popular solar still for producing
clean water. Salah et al. [7] tested the single basin solar still in Jordan and found
the maximum production of distillate to be 0.8 l/m2/hr. and with an overall pro-
duction of around 4.1 liters/day. In another research by Muhammad Ali et al. [8] in
Pakistan the distillate production for the single basin was around 3.15 liters/day/m2

and the efficiency of the system was about 31 %. Badran et al. [9] coupled flat plate
collector with a single basin solar still and found higher production of 3.51 liters/
day as compared to 2.24 liters/day of single basin without the flat plate collector
under those conditions. Abdullah et al. [10] combined sun tracking technology
with single basin solar still and found that the productivity increased by 22 % as
compared to a fixed system. Tanaka et al. [11] modified the tilted wick solar still
with an external flat plate reflector and found that it increased the production of
water by 9 %. Furthermore, Ahsan et al. [12] customized the previous models and
researched an improved tubular solar still, in which a basin like structure which
contains water is surrounded by a circular glass cover, the water evaporates and
then condenses on the glass cover. The water flows around the cover and is
collected beneath the basin the results showed a production of 5 kg/m2/day. Ali
[13] have well researched a distinct design of inverted trickle solar still. It consists
of an inclined absorber plate, with water flowing on the back of it with the aid of a
wire screen. The water absorbs solar radiation and evaporates. The vapor moves to
another compartment where it condenses and with the help of a heat exchanger the
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heat lost due to condensation is used to preheat the water coming into the still.
Based on the conducted study at a fixed flow rate of 0.5 g/s, the condensate
productivity was about 2.5 l/day without recovery and 2.8 l/day with recovery,
which was a 12 % increase. The intermediate productivity (i.e. the water that drops
into the back plate from the wire screen, it is partly clean water) was 5.67 l/day
with and 5.75 without recovery. This work has been extended by Badran et al. [14]
in 2004, in which experimental studies along with simulation were performed. It
was found that the productivity and efficiency increases when the flow rate
decreases and also concluded that lower salinity of water led to higher produc-
tivity. Moreover, the results from the simulation predicted 35–40 % more than the
actual value due to the use of clear sky model. Therefore; the available literature
was found useful to develop and extend the concept of inverted trickle solar still in
order to enhance the productivity and the efficiency of the solar still. The primary
objective of this paper is to investigate the thermal performance and the produc-
tivity of the integrated inverted trickle solar still in UAE. This system involves
integrating a flat plate collector, inverted solar trickle still and basin type still. This
study includes developing a comprehensive thermal model which is utilized to
generate wide range of parametric studies in order to predict the overall produc-
tivity at different operating conditions and to be compared with available con-
ventional systems in the literature.

39.2 Description of the Integrated Inverted Solar Still

The proposed system consists of integrating the inverted trickle solar still with a
single basin solar still and a flat plate collector as shown schematically in
Fig. 39.1. Water flows from the main tank into the flat plate collector of an area of
1 m2 in which it is heated and then flows into the inverted trickle solar still as
illustrated by Fig. 39.2. The inverted trickle solar still is a device in which the raw
water flows as a thin layer attached to the backside of an inclined metallic
absorber. Water is kept attached to the plate by means of a wire screen welded to
it, and a piece of porous material made of jute, covers the absorber plate backside
area. Raw water flows by gravity and capillary effects; a process that produces a
uniform distribution of water on the absorber backside. The fact that raw water
flows in a thin layer and a low flow rate on the backside of the absorber has given
the chance for water temperature to be near to that of the absorber plate. The
temperature difference between the water and the plate is almost eliminated. This
technique enhances the transmitted radiation through the glass cover to reach the
raw water without being forced to penetrate the distilled product, as in the con-
ventional basin-type still.

The evaporated vapor moves into the compartment of the inverted trickle solar
still where it condenses and then collected in a small water tank. The remaining
non evaporated water and the condensed water on the back plate which has high
temperature is collected and fed to the basin solar still where again evaporation

494 F. A. Ghaith and A. Bilal



Fig. 39.1 Schematic diagram of the integrated trickle solar still

Fig. 39.2 Schematic diagram of the inverted trickle solar still
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takes place and distillate is collected. The area of the inverted trickle solar still was
chosen to be 1.26 m2 similar to Badran et al. [14] for the purpose of conducting
comparative studies while the area of the basin still is 2 m2. The advantage of
adding a flat plate collector is to pre-heat the water in order to increase the inlet
temperature going into the inverted trickle solar still which will enhance the
thermal performance and hence the productivity of the still. Moreover, the inte-
gration of single basin solar still is a useful addition for producing distillate from
partially heated water.

39.3 Mathematical Model

This section describes the basic energy balance equations that govern the thermal
performance and the productivity of the proposed integrated still system. The
following are the main assumptions underlying this formulation: (i) The system is
assumed to be under steady state conditions; (ii) All phases are in thermal and
mechanical equilibrium; (iii) The sky can be considered as black body for long-
wavelength radiation; (iv) Shading of collector absorber plate is negligible.

39.3.1 Solar Collector

By referring to Fig. 39.3, the useful energy, Qu collected by the thermal collectors
can be related to the incident solar radiation, G and other thermal and optical
losses by the following equation [15]:

Qu ¼ AcFRðGt sað Þe�UL Tfi � Ta

� �
ð39:1Þ

The thermal collector efficiency, gt,c is defined as a ratio between the output
useful energy to the incident radiation on the solar collector and can be expressed
mathematically as

gf ¼
Qu

AcGt
: ð39:2Þ

39.3.2 Inverted Trickle Solar Still

By referring to Fig. 39.4, energy balance on the inverted trickle solar still absorber
plate can be written as
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sað ÞeGt ¼ qb þ qp�c þ qs þ
_m�M

Aic

� �
Cp Tio � Tiið Þ ð39:3Þ

where M is the productivity of the still and qb is the heat lost from lower condenser
plate which can be related to the still productivity by

Fig. 39.3 Schematic diagram of the flat plate collector

Fig. 39.4 Schematic of the inverted trickle solar still
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qb ¼
M � hfg

A
ð39:4Þ

Substituting Eq. (39.4) into (39.3) and rearranging terms, the productivity can
be written as

M ¼
sað ÞeGt � qp�c � qs � _m

Ac

� �
Cpw Tio � Tiið Þ

hfg
A �

Cp

Aic

� �
Tio � Tiið Þ

ð39:5Þ

The heat lost from the lower condenser plate can be also represented as

qb ¼ h0 Tw � Tað Þ ð39:6Þ

By considering the energy balance on the glass cover, we may write

qp�c ¼ qc�a ð39:7Þ

The heat lost from the plate to cover can be expressed as

qp�c ¼ U2 Tpm � Ta

� �
ð39:8Þ

where U2 is the top loss coefficient which can be calculated following the steps of
Duffie and Beckman [15]. The heat lost from the sides of the still to the ambient
can be estimated

qs ¼ Ue Tpm � Ta

� �
ð39:9Þ

where Ue is the edge losses coefficient which can be calculated as

Ue ¼
Insulation Conductivity

Insulation Thickness � Perimeter � Collector thickness

Area of collector
ð39:10Þ

Once all the heat transfer losses are determined using the heat transfer coeffi-
cients, they can be substituted into Eq. (39.5) to predict the productivity of the
still. Also the efficiency of the still maybe expressed as:

gi ¼
qb

G
: ð39:11Þ

39.3.3 Basin Type Solar Still

By referring to Fig. 39.5, the energy balance of double slope Basin solar still is
given by
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sað ÞeGt ¼ qe þ qr;b�g þ qc;b�g þ qk þ
_m

Ab

� �
Cp Tbo � Tbið Þ ð39:12Þ

The productivity of the basin still can be expressed as

Mb ¼
qbeAb

hfg
ð39:13Þ

where qbe is the heat transfer by evaporation-condensation process.
Finally, the efficiency of the basin solar still can be expressed by

gbi ¼
qbe

Gt
: ð39:14Þ

39.4 Results

Numerical customized algorithm is developed based on the obtained mathematical
model described in Sect. 39.3. This algorithm involves energy analyses of inte-
grated inverted solar trickle system. A general-purpose computer simulation pro-
gram, INSEL was used to predict the radiation levels for Dubai. The software uses
the stored metrological data for calculating the radiation on tilted surface. The angle
of the slope b is taken to be 25� which matches the latitude of Dubai. Figure 39.6
shows the radiation levels for typical day in summer (i.e. 1st of July) and winter (i.e.
1st of February) against the time of the day, as generated from INSEL. It was found
that the average radiation for 10 h of sunshine on the 1st of July is 712 W/m2, while
it was found to be about 463 W/m2 on the 1st of February. The radiations for these
two days are considered the basis for the current analysis in order to predict the
output productivity from the system and to provide a comparison between the
productivity of summer and winter. In order to investigate the effects of water flow
rates on the performance of the system, different flow rates were plotted versus the
outlet flat plate temperatures as shown in Fig. 39.7. The productivity of the inverted

Fig. 39.5 Schematic of the Basin type solar still
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trickle solar still was determined as shown in Fig. 39.8. Figure 39.7 indicates that at
a lower mass flow rate the outlet temperature is generally higher throughout the day,
whereas when the flow rate increases, the temperatures decrease as expected. A
minimum mass flow rate of 0.002 kg/s was selected since at a lower flow rate than
0.002 kg/s, the water tends to evaporate at the peak solar hours of the day which
would damage the system and reduce the productivity significantly. Figure 39.8
shows that at a lower flow rate of 0.002 kg/s, the productivity of the inverted trickle
solar still is higher and it reaches about 5.9 l/day. Also it was noted as the flow rate
increases, the productivity tends to be less because the flow requires higher energy
to reach the temperature for evaporation.

As the inverted trickle solar still in operation, some of the water drips back in the
back plate and some of the water that doesn’t evaporate flows into the single basin
solar still. The water from the inverted trickle solar still is allowed to flow into the

Fig. 39.6 Solar radiation levels at different day hours for typical summer and winter seasons

Fig. 39.7 Estimated inverted trickle outlet temperatures versus day hours at different mass flow
rates
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basin still during the peak 4 h of radiation when the temperature of the water is
expected to be maximum. At a flow rate of 0.002 kg/s approximately 28 kg of water
flows into the basin still. To sustain this amount of water an area of 2 m2 is selected,
which would also give an optimum depth of water in the still. Figure 39.9 shows the
productivity of the basin solar still as a function of a day operating hours. It is shown
that the basin solar still operates for 8 h during the summer and for 6 h during the
winter, set according to the amount of sunshine available. Based on Fig. 39.9, one
can find that the total productivity of the basin solar still is 5.24 kg/day in the
summer (i.e. 1st of July) and around 2.51 kg/day in winter (i.e. 1st of February).
Figure 39.10 shows the overall productivity of the integrated solar still system
against the day hours. It was found that the total productivity of the complete system
is 11.21 kg/day on the 1st of July and 5.23 kg/day on the 1st of February. In order to

Fig. 39.8 Estimated inverted trickle productivity versus day hours at different mass flow rates in
typical summer day

Fig. 39.9 Estimated productivity of the basin solar still versus day hours for selected summer
and winter days
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validate the feasibility and efficiency of the proposed integrated solar still system
with the solar stills reported in the literature, a comparative study was established
between the proposed integrated system in this work and the inverted trickle solar
still tested by Badran et al. [14]. The test was performed on the 1st of July in Jordan
with operating period of 7 h and the radiation was comparable to that of Dubai. The
productivity was around 2.8 l/day with a maximum efficiency of around 20 % at a
flow rate of 0.0007 kg/s. It should be noted that the previous design consisted of a
heat exchanger in the condenser compartment. The inlet water would flow through
the heat exchanger and absorb heat from the vapor and in this process; it would
speed up condensation and pre-heat the water as well. However, the improved
design consists of a flat-plate collector to pre-heat the water entering the inverted
trickle solar still and accordingly there is no need for heat recovery. Figure 39.11

Fig. 39.10 Estimated productivity of the overall integrated solar still system versus day hours
for selected summer and winter days

Fig. 39.11 Comparison between the proposed integrated solar still and simple inverted tickle in
terms of the productivity
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showed that the inverted trickle solar still within study was sufficient to produce
around 5.068 l/day when operating for 7 h while it was only 2.8 l/day in the absence
of the pre-heating collector.

39.5 Conclusions

In this work, an integrated inverted trickle solar still was investigated. The pro-
posed system consists of flat plate collector to pre-heat the water which was fed to
the inverted trickle solar still. The remaining water which either drips back in the
back plate and/or doesn’t evaporate inside the inverted trickle solar still was
utilized in the basin solar still. A comprehensive mathematical model was
developed in order to study the heat transfer mechanisms and energy balances
associated with steady state operation. The obtained mathematical model was
found to be efficient and reliable to predict the collector and inverted trickle solar
still outlet temperatures and to estimate the overall productivity. Based on several
numerical runs, it was found that a flow rate of 0.002 kg/s is optimum for
achieving the maximum productivity. It was observed that lowering the flow rate
below this value, leads to evaporate water in the flat-plate collector. Upon carrying
the simulation for typical summer day (i.e. 1st of July) for Dubai weather con-
ditions, it was found that the overall productivity of this system is 11.21 kg/day
which is about 4 times higher than the productivity of the conventional single
inverted trickle solar still and also about 4 times higher than the productivity of a
single Basin still.
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Chapter 40
Electrodeposited Dendritic Structures
of Copper Oxide as Solar Selective
Absorbers in the UV–Vis Range

A. H. Alami, Anis Allagui and Hussain Alawadhi

Abstract We report the electrodeposition of copper from a 0.2 M H2SO4 +
0.4 M CuSO4 � 5H2O aqueous solution on a copper substrate, and its subsequent
oxidation in air for selective solar thermal absorbers applications. A thorough
study of the morphological properties and crystalline structure of the deposited
layer through SEM-EDS and powder XRD revealed self-assembled dendritic
microstructures, crystallized into fcc copper oxides, Cu2O. The building blocks of
these dendrites are spherically-shaped particles of an average diameter of ca.
1 lm. The copper oxide layer was optically examined by virtue of a spectrometer
in the spectral UV–Vis range. The surface roughness induced by the existence of
the dendrites has been seen to enhance the absorptance of the material: fourfolds
enhancement of optical surface absorption in the wavelength range of
400–1,000 lm versus an air-grown copper oxide.

Keywords Selective solar absorbers � Copper oxides � Electrochemical deposition

40.1 Introduction

Solar absorbers are an integral part of thermal collectors, with a purpose of con-
verting electromagnetic radiation into sensible heat. This heat is transferred to a
working fluid that is used for heating applications, or further converted into other
forms of energy [1]. Thermal absorbers are ideally made from an opaque material
of high thermal conductivity and low specific heat. In order to achieve the best
energy conversion efficiency from electromagnetic radiation to heat, the optical
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characteristics of the absorber can be manipulated to mimic black body behavior,
where the coefficient of solar absorption, a, is very close to unity, with a low
thermal emittance (e) at the operational temperature. Along with absorption and
emittance properties mentioned above, low reflectance (q & 0) at wavelengths
k B 3 lm and high reflectance (q & 1) at k C 3 lm characterize spectrally
selective surfaces, although the cutoff values vary as these optical characteristics
are functions of temperature [2].

In order to achieve maximum absorbance, the surface of the absorber can be
modified with coatings which enhance the absorption in the solar radiation
wavelength range. The absorber coatings should also satisfy the thermal and
chemical stabilities for long-term operations at elevated temperatures, as they may
experience temperatures as high as 500 �C at stagnation conditions [3]. Surface
modification of selective absorbers is achieved by numerous methods that have
been intensively investigated in literature [4–6]. Surface coatings can be catego-
rized into six distinct types [2]: (i) intrinsic or mass selective materials, (ii)
semiconductor- metal tandems, (iii) selectively solar-transmitting coating on a
blackbody-like absorber, (iv) metal-dielectric composite coatings (absorber–
reflector tandems), (v) textured surfaces, and (vi) multilayer interference stacks.
Each category is specifically applied depending on the domain of interest and on
the temperature operation range [7–10].

An attractive solution for surface coatings as selective absorbers is, therefore, to
develop an inexpensive single coating with favorable optical properties, easy to
reproduce for manufacturing purposes, durable and thermally stable. The absorber–
reflector tandem coating systems mentioned above make use of a highly IR-reflecting
metal substrate covered by an exterior black coating of high absorbance over the
spectral range of solar emission, while maintaining transparency to long-wavelength
radiation [11]. Depositing metal oxides, which are chemically and thermally stable,
on a metal substrate of low thermal emittance has been assessed as a good technical
solution [10]. The optical properties of the coatings are usually governed by the
nature of the metal oxide deposit and its geometric microstructure [12].

Copper is a material of choice in many applications because of its high thermal
and electrical conductivities. Additionally, as p-type semiconductors with narrow
band gaps, CuO (1.2 eV) and Cu2O (2.0 eV) have been proposed in heterogeneous
catalysis applications [13] as well as promising materials for solar energy con-
version into electrical and chemical energy [14]. Many techniques are available for
the deposition of copper materials such as sputtering, plasma deposition, or
chemical vapor deposition [15]. However, the electrochemical deposition from
ionic precursors remains a more viable procedure due to its simplicity and con-
trollability, versatility, cost-effectiveness, and the fact that processing can take
place at ambient temperatures and pressures [16]. This work investigates the
electrodeposition of dendritic microstructured copper oxide on a bulk copper
substrate as active materials for solar selective absorbers applications. The mor-
phological characterization of the deposits was carried out by scanning electron
microscopy, and crystalline composition by powder X-ray diffraction. Spectral
measurements were conducted in the UV–Vis range.
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40.2 Experimental

40.2.1 Electrodeposition

The experimental arrangement for the electrodeposition of dendritic structure of
copper consisted of a two-electrode setup in a round glass Pyrex beaker, with a
thoroughly polished copper cathode (3 9 4 cm2, 99 % purity) serving as a
working electrode parallel to a 316 L stainless steel plate of the same dimensions
serving as a counter electrode. The supporting electrolyte was an acidic solution of
0.2 M H2SO4 + 0.4 M CuSO4�5H2O aqueous solution. The applied current was
set to 500 mAcm-2 for 20 s delivered by an Agilent E3616A DC power supply.
The working electrode was subsequently cleaned with an abundance of deionized
water (18 MX cm) and left to dry in ambient air overnight.

40.2.2 Morphological Characterization

Preparation of microstructured copper deposits for morphological characterization
by electron microscopy was performed by mechanically depositing the copper
powder on a carbon tape. The scanning electron microscope (SEM) is a VEGA3
XM by TESCAN, operating at 5 kV. SEM-coupled energy-dispersive X-ray
spectroscopy (EDS) technique for elemental analysis was performed on three
different spots of the sample during 100 s live time at the same operating voltage.

The powder X-ray diffraction (XRD) patterns for crystal identification in the
electrodeposited sample were recorded in the 2h geometry between 10 and 80� at
0.02� 2 h s-1 with a Bruker D8 Advance DaVinci multipurpose X-ray difrac-
tometer with Cu Ka radiation operating at 40 kV and 40 mA current.

40.2.3 Optical Characterization

Spectra measurements in the UV–Vis and near-IR regions were carried out with
the setup as schematically shown in Fig. 40.1. Measurements were acquired with a
Ocean Optics HR2000 high-resolution spectrometer equipped with a Sony ILX511
2048-element linear CCD array detector at the end of the optical bench guiding the
signal, and operating in the effective wavelengths range 300–1,200 nm. The
spectrometer is connected to a fiber optic reflection probe R200-7-SR, 2-m long,
and of a 200 lm core diameter. The reflection probe consists of a tight bundle of
seven optical fibers in a stainless steel ferrule with six illuminating fibers around a
one axial read fiber. The distance between a tungsten halogen light source (Ocean
Optics LS-1-LL) and the sample was set to 3 cm. The integration time was
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automatically adjusted to 177 ms to contain the intensity of the highest absorp-
tance peak. The recorded spectra are averaged over 10 readings in the time domain
to increase signal to noise ratio.

40.3 Results and Discussion

40.3.1 SEM-EDS and Powder XRD Characterization

A powder sample obtained from the surface of the copper substrate and adhered to
a carbon tape was taken for SEM examination. A low magnification top view of
the microstructure of copper material layer shows three-dimensional forest-like
dendrites, as seen in Fig. 40.2a. A similar dendritic structure was obtained by
Nikolic et al. [17], who used a continuous cycling of current application/pause and
produced a mixture of dendrites and agglomerates of copper oxide, as well as holes
that resulted from the hydrogen evolution reaction. Upon further magnification
(Fig. 40.2b), these dendrites are seen to be consisting of an agglomeration of small
globules of copper materials at various degrees of oxidation (oxygen content). The
average size of these individual particles is ca. 1 lm. We remarked from the EDS
spectra collected at three different locations in the specimen that the smaller the
size, the higher purity copper it contains. Larger particles are assumed to be at a
higher state of oxidation.

A typical EDS spectrum is shown in Fig. 40.3, exhibiting the energies of the
two L- and K-peaks of emission lines of copper. Additionally, we notice a small
contribution from oxygen presence due to the surface oxidation process.

Figure 40.4 shows powder XRD patterns of the collected sample from the
dendritic electrodeposited layer that was left to oxidize in ambient conditions

Fig. 40.1 Schematic of the experimental setup for optical characteristics measurements
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overnight. The XRD patterns showed the presence of both Cu and Cu2O, crys-
tallized into fcc structures. Sharp reflection peaks for polycrystalline copper are
recorded for 2h = 43.32, 50.44 and 74.12 degrees for (111), (200) and (220),
respectively (in accordance with JCPDS card # 85–1326). Cu2O reflection peaks
for (110), (111), (200), (220), (311) and (222) are detected at 2h = 29.63, 36.43,
42.32, 61.36, 73.52 and 77.36 degrees, respectively (in accordance with JCPDF
card # 78–2076). The presence of both phases, Cu and Cu2O, is due to the partial

Fig. 40.2 Typical SEM micrographs of microstructured dendritic copper oxides electrodeposited
on copper substrate: a low magnification and b high magnification

Fig. 40.3 EDS spectrum
recorded during SEM
examination of Fig. 40.2b
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surface oxidation of the initial nanoparticles of pure copper formed by the elec-
trodeposition process upon the substrate. The formation of cuprite can be accel-
erated by thermal sintering.

40.3.2 Optical Characterization

The spectral directional absorptivity was measured for three copper specimens
using a spectrometer with a tungsten halogen light source. This experimental
arrangement (see Fig. 40.1), where the angle of incidence of the light beam is zero
is justified by the intended application of solar thermal absorbance. The absorber
should have a zero angle of incidence with the sun rays as well. The specimens set
consists of: (1) a polished and highly reflective copper plate acting as the reference
for subsequent specimens, (2) a copper plate with air-grown copper oxide due to
slow environmental oxidation, and finally (3) the copper specimen with the
electrodeposited copper oxide layer. By the end of overnight oxidation process in
air, the color of the deposited layer changed from reddish, cupric color to a dark
purple and finally to black. The fitted data points of spectral absorptance, a, are
shown in Fig. 40.5 for a spectral range of k = 300-1,000 nm for the two copper
oxide-coated specimens, (2) and (3). For the air-grown oxide specimen, the figure
shows an increase in absorptance value in the UV range, followed by a plateau in
the visible range and the cutoff value for absorptance starting from the near
infrared wavelengths [18]. A similar trend, but with higher absoptance values in
the visible range is seen for the electrodeposited Cu2O dendrites. The maximum
absorbance is noted at 528 nm. The results show that the electrodeposited layer

Fig. 40.4 Powder XRD
patterns of electrodeposited
copper-based dendritic
microstructures showing the
presence of both Cu and
Cu2O
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exhibits four times higher absorptance than that of the air-grown oxide over the
wavelength range. The average spectral absorptance for the latter is around 0.33 and
for the former is 1.32. This increase in absorptance was expected because of the
darker color of the electrodeposited oxide that enhances absorbance over the
wavelength range. Additionally, the surface roughness introduced by the dendritic
microstructure of the electrodeposited oxide is expected to enhance the absoptivity.

40.4 Conclusions

This paper reports on the synthesis and morphological and optical characterization
of electrodeposited dendritic copper oxide structures on copper substrate. The
intended application for such composite material is to manufacture highly selec-
tive solar absorbers, active in the UV–Vis range. Oxidized Cu2O from initially
deposited copper particles (500 mAcm-2 between Cu substrate and SS anode for
20 s, in 0.2 M H2SO4 + 0.4 M CuSO4�5H2O) exposed to air, resulted in high
surface area dendritic microstructures of approximately four times higher spectral
directional absorptance when compared to naturally air-grown copper oxides. The
resulting single oxide layer is thus inexpensive to manufacture with favorable
optical properties. The chemical and mechanical stability of the deposits, with
respect to their thicknesses will need to be investigated further to confirm the
suitability of Cu/Cu2O composite material as a selective solar absorber.

Acknowledgments The authors would like to acknowledge the contribution of Meera Al
Muhairie.

Fig. 40.5 Spectral optical
absorptance of
electrodeposited versus air-
grown Cu2O
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Chapter 41
Numerical Investigation of Solar Chimney
Power Plant in UAE

Mohammad O. Hamdan and Saud Khashan

Abstract This paper presents a numerical simulation results for a steady air flow
inside a solar chimney power plant. A standard k-epsilon turbulence model is used
to model a prototype solar chimney that was built in Al Ain in UAE. The chimney
tower has height of 8.25 m and 24 cm diameter which is used to draw air from a
solar collector that cover 100 m2 area. The CFD analysis is used to determine the
location of the turbine using available power quantity. The CFD data shows that
the collector height and chimney size is highly affecting each other. In the current
design, the small chimney size has produced a stagnant zone inside the collector
which has reduced the air flow rate inside the solar chimney. Also the CFD
simulation shows that installing a nozzle at the entrance of the chimney is crucial
parameter that affects the performance of the solar chimney and evidently reduces
the pressure loss.

Keywords Solar chimney � CFD analysis � Upward draft tower

41.1 Introduction

The solar chimney power plant (SCPP) operates using the concept that hot air
raises. In solar chimney power plant, the solar energy is trapped through the
greenhouse effect and is used raise the air temperature inside the collector. The hot
air is funneled and steered though a chimney tower which assure that a draft of air
is consolidated at the bottom side of the chimney. The concept have been used for
passive air ventilation however recently more researchers start exploring this
concept for power generation. The thermal solar energy stored in the hot draft air is
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harvested using a wind turbine in which the turbine convert the kinetic energy of
the air draft to mechanical energy. The interest in solar chimney power plant is
driven by (1) the low maintenance cost of the SCPP, (2) the simplicity of operation
and (3) the durability of the system.

Solar chimneys have been used in agriculture for air replenishment in barns,
silos, greenhouses, etc. as well as in drying of crops [1], grains, fruits or wood [2].
The solar chimney is used as a passive natural ventilation method in buildings to
improve the quality of indoor air and to increase the comfort index for inhabitants
[3]. The need for renewable source of energy has drawn more interests to utilize
the solar chimney to harvest solar energy [4–20]. The need for renewable sources
of energy is mainly driven by the need of new sources of energy to replace the
fossil fuel which considered on the main contributor to recent environmental
changes that affected almost every part of the world. The shortage of available
energy resources and the continuous growing energy demands have drove the
energy cost to record high levels and fostered the search for more reliable
renewable energy. Scientists are exploring several techniques focusing on different
aspects including minimizing operational costs, simplifying and lowering main-
tenance cost, minimizing the use of toxic materials due to health and environ-
mental concerns, and increasing reliability.

The solar chimney has huge potential in energy generation as green source of
energy since it is simple technology that requires low maintenance. Solar chimney
can contribute substantially to our future energy needs. In the 1980s, a pilot plant
was built and tested in Manzanares, Spain and data collected from this pilot plant
were published by Haaf et al. [4], Haaf [5] in which a brief discussion of the
energy balance, design criteria, and cost analysis was presented. The Manzanares
pilot plant was rated at 36 kW and produced electricity for 8 years which was used
to prove the efficiency and reliability of this novel technology. No full scale solar
chimney power plant has been built to date however many proposal have been
investigated in different parts of the world. The cost of chimney construction is
directly affect the cost of energy produced which needs more investigation since it
depends on location, labor cost and material cost which vary dramatically based on
region. It was reported that the price of the electricity produced by a solar chimney
power plant in the Mediterranean region is considerably higher compared to the
other power sources [6].

The solar chimney power generation is a promising approach for future
applications [7]. Thru detailed thermal analytical model, Bernardes et al. [8]
showed that the most important parameters for the solar chimney design are (1) the
height of chimney, (2) the factor of pressure drop at the turbine, (3) the diameter
and (4) the optical properties of the collector. Zhou et al. [9] reported that the
maximum height for convection and the optimal height for maximum power
output increases with larger collector radius. The effect of the SCPP geometry and
size including the chimney height, chimney diameter and collector diameter were
evaluated by Hamdan [10] who showed that chimney performance enhances as
chimney height and collector diameter increases. The feasibility of SCPP was
evaluated by different experimental study [11, 12].
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Many researcher have evaluated the SCPP numerically [13–15]. Maia et al. [13]
conducted numerical study which showed good quantitative agreement with earlier
experimental work which also indicated that the height and diameter of the tower
are the most important physical variables for solar chimney design.

Different technologies were recommended to enhance the performance of SCPP
such as double glass collector, phase change material, thermal storage [11], tilted
chimney [16], swirl generation [21], and system integration to generate fresh water
[21]. The performance of the solar chimney is directly related to the heat transfer
coefficient since it directly affects the air temperature and speed [22].

The purpose of this numerical work is to understand the flow characteristics and the
effect of the geometry on the solar chimney performance for the prototype that was
built in Al Ain in 2011. The study evaluates the flow behavior and thermal perfor-
mance based on the experimental data that is collected by Hamdan and Rabbata [20].

41.2 Numerical Analysis

41.2.1 Problem Formulation

The physical dimensions investigated in this model is shown in Fig. 41.1, which
shows the solar chimney that was built in Al Ain in UAE during 2011 [20]. The
schematic diagram of the computational domain is shown in Fig. 41.2 with the
boundary conditions used in the CFD simulation.

The numerical analysis is carried out using finite volume scheme via com-
mercial software FLUENT� 6 and the mesh is generated using GAMBIT mesh
generator software. A uniform fine quad map mesh is used with refined mesh near
the wall. A grid refinement procedure has been performed through numerical
experiments to assure the grid independence.

To reduce computation time and due to geometry and boundary condition
symmetry, the solar chimney power plant is modeled using axi-symmetry analysis
using 2D mesh in the radial and axial direction. The collector used in the exper-
imental study is square shape with 10 9 10 m. An equivalent collector diameter of
11.28 m, based or are size, is used in the CFD model to create the 2D axi-
symmetry numerical study. In this study the following assumptions are adopted:

1. Cylindrical coordinate is used with axi-symmetry approach.
2. The flow is steady, incompressible ideal gas which is applicable for moderate

air speed with Mach number well below 0.3. The volume expansion coefficient
is only function of temperature.

3. The collector surface and chimney surface is assumed under natural convection
condition with heat flux of 10 W/m2K and ambient temperature given in
Table 41.1. For example for solar heat flux of 222 W/m2 the ambient tem-
perature is 20.3 �C.

4. The chimney wall is assumed insulated.
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5. The inlet pressure is 1 atm and the outlet pressure at 8.25 m chimney height is
assumed 1 atm which is appropriate for such short chimney.

6. The solar heat flux and ambient temperature that is used as boundary condition
in the numerical study are extracted from the experimental study done by
Hamdan and Rabbata [20] and is shown in Table 41.1.

7. The gravity in the positive z-direction is -9.81 m/s2 while zero on all other
direction.

(a) (b)

Fig. 41.1 Pictures of solar chimney prototype with some dimensions at UAE University, UAE;
a from outside, b under the plastic cover collector
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The solar radiation is transient in nature which mean more dynamics models are
needed to accurately predict the solar chimney performance. In order to simplify
he analysis, in this study authors utilized a steady flow assumption which is very
useful to investigate the main parameters affecting that influence of the solar
chimney performance.

41.2.2 Numerical Solution

Since the purpose of this investigation is to understand the flow characteristics and
the effect of the geometry on the solar chimney performance that was built in Al
Ain in 2011, not the assessment of turbulence models, it is decided that a standard
k � e model would serve the purpose which is also adopted by other investigators
[23, 24]. The conservation equations and the standard k � e turbulent model used
in this study is shown below:

Ideal gas equation

P ¼ qRT ð41:1Þ

Continuity equation

oui

oxi
¼ 0 ð41:2Þ

Momentum equation

quj
oui

oxj
¼ � oP

oxi
� gi þ

o

oxj
l

oui

oxj
þ ouj

oxi

� �
� qu0iu

0
j

� �
ð41:3Þ

Table 41.1 The experimental data for solar heat flux and ambient temperature that is recorded in
December 2nd 2011 [20]

Time (h) Ambient
temperature [�C]

Measured heat
flux [W/m2]

Velocity measure at the
chimney entrance [ m/s]

10:00 AM 20.3 222 2.9
11:00 AM 21.8 340 3.3
12:00 PM 23.4 402 3.4
1:00 PM 25.0 474 3.3
2:00 PM 27.8 365 3.2
3:00 PM 29.2 178 3.0
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Energy equation

quj
oTi

oxj
¼ o

oxj

l
Pr

oT

oxj
� qT 0u0j

� �
ð41:4Þ

Reynolds stresses �qu0iu
0
j in this study are solved using the standard high Rey-

nolds number k � e model [25] with wall function to resolve the wall bounded
effects. The kinetic energy of turbulence, k ¼ u0iu

0
i=2, and the rate of dissipation of

k, e ¼ l=qð Þ ou0i=oxj

� �
ou0j=oxi

� 	
are solved using the following transport equations:

quj
ok

oxj
¼ o

oxj
lþ lt

rk

� �
ok

oxj

� �
þ Pk � qe ð41:5Þ

quj
oe
oxj
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oxj
lþ lt
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� �
oe
oxj

� �
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e
k
� C2eq

e2

k
ð41:6Þ

where, lt is the turbulent eddy viscosity, Pk is the production of the turbulent

kinetic energy and �qT 0u0j is the turbulent heat flux, which are calculate in
Eqs. (41.6), (41.7) and (41.8) respectively.

lt ¼ Clq
k2

e
ð41:7Þ

Pk ¼ �qu0iu
0
j

ouj

oxi

� �
ð41:8Þ

�qT 0u0j ¼
lt

rt

ouj

oxi

� �
ð41:9Þ

For the standard k � e model, the various constants used in the Eqs. (41.4)–(41.8)
are taken as rk ¼ 1, re ¼ 1:3, rT ¼ 0:85, C1e ¼ 1:44, C2e ¼ 1:92, and Cl ¼ 0:09.

Once Eqs. (41.4) and (41.5) are solved for k and e, the turbulent Reynolds stress
in Eq. (41.2) are calculated as follow:

�qu0iu
0
j ¼ lt

oui

oxj
þ ouj

oxi

� �� �
� 2

3
qkdij ð41:10Þ

41.3 Results and Discussion

The study is carried out based on the Al Ain prototype solar chimney that was built
on 2011 [20]. In the present paper, the steady state numerical results is calculated
using the solar heat flux and ambient temperature that were measured for Al Ain
solar chimney prototype [2] and shown in Table 41.1.

518 M. O. Hamdan and S. Khashan



Figures 41.3 and 41.4 show the experimental and numerical results for maxi-
mum flow velocity and air temperature, respectively, at the chimney entrance
point. As shown in Figs. 41.3 and 41.4, there is some discrepancy between the
CFD model and the experimental data which emphasize the importance of the
experimental testing. The numerical model shows good prediction of the experi-
mental data at few point mainly at 10 AM where heat flux is 222 W/m2, ambient
temperature of 20.3 �C and chimney maximum velocity of 2.9 m/s. Using the heat
flux and ambient temperature at 10 AM as an input, the CFD model is capable to
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predict the maximum velocity of 2.83 m/s and an average temperature of 42.9 �C
which match the experimental data shown in Table 41.1. The data shown on
Figs. 41.3 and 41.4 shows that the numerical model is not capable to predict the
performance of the solar chimney power plant at all operating point since the flow
inside the solar chimney is transient and heat flux is continuously changing with
time. Also the numerical model does not count for any external wind and condition
that will affect the performance of the solar chimney. Nevertheless since the main
objective of the study is to evaluate the flow behavior and thermal performance of
the actual solar chimney, a steady state CFD analysis can be of great help in
designing such system.

To better evaluate Al Ain solar chimney prototype, the point at 10 AM with
solar heat flux of 222 W/m2 and ambient temperature of 20.3 �C are used in the
numerical analysis for all the figures from Figs. 41.5, 41.6, 41.7 and 41.8.

Figure 41.5 shows that the maximum velocity is occurring inside the chimney
at 0.25 m from the chimney entrance and that the velocity inside the collector is
small compared to the velocity inside the chimney. From the low velocity at the
velocity contours, it is clear that collector height can be reduced or in other word
that chimney diameter can be increased. Such small chimney diameter will force

Fig. 41.5 The velocity contour inside the solar chimney tower with a close-up image for the
region between the collector and the chimney
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air to circulate inside the collector and will cause air circulation. Hence it is
expected that some of air will be trapped and circulated inside the collector and
even some air will leave from the collector entrance as shown in Fig. 41.6. Using
constant inlet static pressure and constant outlet static pressure in which both equal
atmosphere pressure of 101 kPa, the velocity at the inlet of the collector is plotted
on Fig. 41.6. It is clear from Fig. 41.6 that some air enters near the ground
(positive velocity), while some air leaves near the collector cover (negative
velocity). Nevertheless the overall flow rate is positive and air is flowing at the
entrance of the collector and leaving at the chimney outlet with mass flow rate of
0.1093 kg/s.

The temperature contours inside the solar chimney is shown in Fig. 41.7.
Figure 41.7 shows that the air temperature is increasing as the air flows from the
collector to the chimney which is predicted since more heat is transferred to the
air. Also it shows that not counting the effect of the ground as heat dissipating
medium will lead to unrealistic temperature of the ground mainly at the center of
the collector. It observed that using constant heat flux at the ground would over
predict the ground temperature but it will give more realistic results for air tem-
perature. Nevertheless, authors believe that using constant hear flux as boundary
condition is more realistic than using constant ground temperature as used by Patel
et al. [26]. The variation of ground temperature was reported by Sangi et al. [15]
which indicates that using constant heat flux at the ground is more appropriate than
constant ground temperature. More accurate results can be obtained by considering
the ground in the computation which can be explored in future work.

Using the CFD model, the velocity at the centerline of the chimney and mass
weighted temperature average inside the chimney is shown in Fig. 41.8. It is clear
that maximum velocity is achieved near the entrance of the chimney which
resulted from the sharp edge entrance of the chimney which caused separation and
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Fig. 41.7 The temperature contour inside the solar chimney tower with a close-up image for the
region between the collector and the chimney
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forced the flow to move near the center. Eventually this get dissipated by the
viscous force and the flow become hydro-dynamically fully developed. Since the
chimney is assumed natural convecting heat to the ambient with convection heat
transfer coefficient of 10 W/m2K, it is expected that the air temperature will drop
as shown in Fig. 41.8. Such drop need to be validate by additional experimental
future work.

41.4 Conclusions

The mathematical thermal model presented in this study shows a good agreement
with published experimental work for Al Ain solar chimney system. The model
shows that collector height is directly related to chimney diameter and one needs
to consider this solar chimney design. Using constant heat flux boundary condition
at the ground is more appropriate than using constant temperature however isoflux
will lead over predicted ground temperature mainly at the center. Main chimney
losses will occur at the entrance and it is recommended to use a nozzle to reduce
such losses.
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Chapter 42
Jordan Current Status on Renewable
Energy and Energy Efficiency: Analysis
and Recommendations for Curricula
Development

F. A. Abu Al-Rub, S. Kiwan, Q. Khasawneh and T. Emtairah

Abstract The objective of this study was to study the market analysis and needs for
renewable energy and energy efficiency (REEE) in Jordan. The study was based on
one-on-one interviews with staff working in REEE related areas. Twenty-three
companies in Amman and Irbid with a total number of employees exceeding 1,500
have participated in the study. Key findings of this study were: (1) The concentration
of business activities of companies working in REEE in Jordan is within sales/
installations, with majority of employees are working in sales and marketing of
REEE systems, (2) Difficulties in finding qualified persons with skills related to
technical aspects and to general knowledge of REEE, is a common problem for
almost all companies participated in the study, (3) Companies indicated that although
there is a clear need for qualified engineers, engineers with multidisciplinary skills
(knowledge offinance, marketing, or economics) are also needed. These results show
that there is a clear interest in broad and multi-disciplinary skills combining solid
technical background with economics, finance, and management competencies.

Keywords Energy market needs � Energy efficiency � Curriculum � Education

42.1 Introduction

Natural gas and crude oil/petroleum products cover approximately 98 % of Jor-
dan’s total primary energy supply while renewable energy represents less than
1 %. As Jordan lacks domestic natural gas and conventional crude oil resources,
their high shares in the national energy mix imply a striking dependence on energy
imports of more than 98 % [1, 2].
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The demand for primary energy is however growing at a rate of 3.7 % and is
expected to continue to increase at an average annual rate of 6 %. The volatile fuel
prices cost Jordan about $3.2 billion, representing over 19.5 % of GPD and more
than 51 % of its 2012 exports. It is anticipated that electricity demand in 2020 be
5,770 MW compared with 2,270 MW in 2008. The additional generated capacity
needed is 4,000 MW, which is twice of the existing units. That means additional
electricity stations needed on average of 300 MW per year. This is translated to
investments in energy sector to exceed $21 Billion by 2020 [1, 3].

To meet these challenges, the Ministry of Energy and Mineral Resources
approved a comprehensive Energy Strategy in 2007 to provide a vision for the
development of the energy sector over the next decade. The main objectives of this
strategy are (1) to diversify energy sources, (2) to increase the dependence on local
sources as renewable energy, oil shale, and Uranium (3) to increase the depen-
dence of gas and reduce the share of oil.

Job opportunity for power and energy engineers has been increasing to cover
the demand resulting from privatization of electrical generation and distribution,
ambitious plans to build large scale power plants fuelled by oil shale, joining the
electrical grid with neighboring countries, and the motion to build the two-seas
canal and hydro plant near the Dead Sea. Clearly, the need to supply the market
with a large number of qualified power engineers is an important factor for the
success of such projects.

At present, Jordan has no educational institution that trains specialists to meet the
requirements of renewable energy technologies at the bachelor level. To meet the
increasing needs for qualified personnel, an education and training program becomes
a necessity. However, there is a need to find the most appropriate application and
utilization formula for the local conditions with a broad-scope renewable energy
education in order to keep up-to-date with emerging technologies and to meet the
constantly evolving needs and requirements of the specialized labor market.

The objective of this study was to study the market analysis and needs for renewable
energy and energy efficiency (REEE) in Jordan. The results will be used to develop BSc
curricula on REEE that are based on the market needs. This was part of the EU-
TEMPUS funded project ‘‘Modernizing Undergraduate Renewable Energy Educa-
tion: EU Experience for Jordan’’ which started in Jordan in 2012 for 3 years [3, 4].
Many academic and research institutions from five European countries in addition to
Jordan are participating in this project. The authors of this paper also conducted a
similar study in 2011 as part of another TEMPUS project, which aimed at market
analysis for REEE and sustainability curriculum development for graduate studies [5].

42.2 Methodology

A survey on Jordan labor market in REEE was conducted during the period
January–February 2013 in Amman and Irbid. Twenty-three organizations were one-
on-one interviewed. The sample included large, medium, and small commercial
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and business organizations active in REEE activities in Jordan including energy
management services, renewable energy production, solar water heating system
manufacturing, retailers and installers. Additionally, the sample included key
stakeholders in the energy sector such as Governmental authorities, and NGOs.
Using semi-structured interview guide, face-to-face interviews were conducted
with members from the senior management teams in the selected organizations [5].
Interviews lasted on average 1 h. The Analysis focuses on both quantitative and
qualitative aspects of labor market conditions and challenges for REEE market
growth in Jordan.

42.3 Results and Discussion

42.3.1 Characteristics of REEE Organizations

Focusing on the business organizations, and excluding the main energy generating
and distribution companies, there are 20 private companies in the sample. Majority
of those are active mainly in solar thermal applications. This is explained by the
fact that solar thermal is widely used in Jordan for water heating. Estimates from
the National Energy Research Center (NERC) put the diffusion rate of solar water
heating systems in residential buildings close to 30 %.

The companies participated in this survey employ more than 1,500 employees,
96 of them are involved directly or indirectly in REEE activities. The concentration
of business activities fall within sales/installations, as shown in Fig. 42.1. Three
enterprises are engaged in solar thermal and two in the assembly of PV panels.
Within the business sample, 70 % of these companies have their turn over from
REEE business, and about 10 % of the companies are active in regional markets.

The interviewed sample encompasses organizations fully or partially active in
REEE, therefore it was difficult to get precise number of the total employed in REEE
related activities. We estimate around 96 working directly or indirectly in this sector.
Majority are working in sales and marketing of REEE systems. The second largest
group is installation and production of solar heating systems followed by engi-
neering/design activities, as shown in Fig. 42.2.

With regard to the development of REEE related skills, most of the informants
indicated that the knowledge was acquired through on job training (Fig. 42.3). Few
seem to use external courses (5).

42.3.2 Labor Market

Most participated companies use direct recruiting method and through their web
site in addition to recruiting in Jordanian universities. In terms of availability of
qualified employees, nearly all respondents indicated difficulties in finding qualified
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persons in REEE (Fig. 42.4). The skills that are most difficult to find are related to
technical aspects and to general knowledge of REEE (see Fig. 42.5). A quarter of
the sample also indicated difficulties with finding skills in economics and policy of
REEE as well as general management and finance skills.
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42 Jordan Current Status on Renewable Energy and Energy Efficiency 529



42.3.3 Future Prospects

Prospects for future recruitments were explored with respondents through two
questions. The first is about plans for future hiring and the second on the type of
skills organizations are planning to recruit for. Figure 42.5 shows that more than
50 % of the participated companies are planning to hire more staff. Out of these,
three stated they are dependent with their growth plans on progress in the policy
area. Five companies think they will not hire in the near future and five companies
were uncertain about the recruitment prospects in their companies.

In terms of skills organizations will be looking to acquire, majority indicated
intent to hire professionals with REEE qualifications (See Fig. 42.6). About 80 %
of the companies indicated the need to hire technicians in REEE. Multi-disci-
plinary knowledge and sales and marketing skills were frequently mentioned also.

42.3.4 Needed Competencies and Expertise

The type of competencies needed for the growth of the REEE sector in Jordan was
explored with the informants through two questions addressing both own orga-
nizational needs and national needs for HR competencies in REEE. Figure 42.7
shows the competencies/expertise needed and currently are missing from the local
market, and Fig. 42.8 shows the competencies/expertise most important for the
growth of the company’s business (frequency). Because these profiles represent
specific needs of the individual organizations, there is a wide range of expertise
reflected in the answers. However, companies seem to be clear on the need for
qualified engineers but also engineers with multidisciplinary skills (knowledge of
finance, marketing, or economics).
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42.3.5 Training in REEE

Figure 42.9 shows that most of the participated companies offer training for their
employees in REEE. Only 25 % of them offer in-house training. 50 % of them
indicated that they are welling to send their employees for training in universities.
Most of these companies believe that the most effective long-life learning tech-
niques in REEE field are the workshops and tutorials, as shown in Fig. 42.10.

42.4 Conclusions

Jordan set an ambitious target of increasing the share of renewable energies to
10 % of the total energy balance by 2020, resulting in employment and economic
benefits. It is expected to spend more than 21 Billion Dollars on the energy sector
by 2020. However, in order for Jordan to maximize the benefits and reduce the cost
of this investment, Jordan shall enter a new phase in manufacturing and installa-
tion of renewable energy systems. It is evident from the views of industry actors
and public agencies that there are skill gaps in the local labor market with regard to
specific competencies. These include engineering competencies in various areas of
renewable energies, competencies in the economics and policy areas of REEE,
project management skills, and installation and maintenance skills. In terms of
future prospects, it is also evident that, with appropriate policies and framework
conditions, local enterprises are looking to expand hiring of qualified people in
REEE.
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The curricula should support the objective of building related skills in com-
munication, public outreach and entrepreneurship. These elements should/can be
incorporated indirectly through teaching methods and design of student assign-
ments and group projects (even for technical subjects).
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Chapter 43
Heterojunction Solar Cell Based on p-type
PbS Quantum Dots and Two n-type
Nanocrystals CdS and ZnO

Sawsan Dagher, Yousef Haik, Ahmad Ayesh and Nacer Tit

Abstract Heterojunction solar cells based on PbS quantum dots (QDs) were
prepared at room temperature via spin coating method. The PbS QDs were syn-
thesized, characterized and utilized in p-n heterojunction solar cell structure. The
effect of combining two different n-type nanoparticles on the solar cell photo-
voltaic performance was studied. The solar cells were characterized under 1 sun
illumination (irradiation of 1,000 W/m2). The optimum solar cell by depositing
PbS QDs layer onto ZnO/CdS nanoparticles layers exhibits a short-circuit current
of 1.36 mA/cm2, open circuit voltage of 127 mV, and power conversion efficiency
of 1.21 %, representing efficiency improvement more than 3 and 5 orders of
magnitude compared with the case of employing only one n-type nanoparticles
ZnO and CdS, respectively.

Keywords Heterojunction solar cells � Quantum dot solar cells � Pbs

43.1 Introduction

Quantum dots (QDs) are semiconductor nanocrystals, have attracted significant
attention as one of the most competent material for solar cell applications than
bulk crystals due to their quantum size effects and high surface-to-volume ratio.
Among these nanomaterials, lead sulfide (PbS) is p-type narrow bandgap semi-
conductor, has shown a promise as extraordinary active layer in QD solar cells,
since it has a high absorption coefficient, multiple exciton generation processes,
and solution processability [1–5].

S. Dagher � Y. Haik (&) � A. Ayesh � N. Tit
United Arab Emirates University, Al Ain, United Arab Emirates
e-mail: yhaik@uaeu.ac.ae

M. O. Hamdan et al. (eds.), ICREGA’14 - Renewable Energy: Generation
and Applications, Springer Proceedings in Energy, DOI: 10.1007/978-3-319-05708-8_43,
� Springer International Publishing Switzerland 2014

535



PbS QDs has been utilized in five different types of QDs solar cells structures; (1)
Schottky junction cells where PbS QD connected to a metal [6–11]. (2) QDs sensi-
tized cells where PbS QDs were used as alternative to the dyes in dye sensitized cells
with liquid electrolyte existence [12–18]. (3) Homojunction cells where n-doped PbS
QDs were used [19]. (4) Hybrid polymer cells where n type organic semiconductors
such as (C60 and PCBM) were used [20, 21]. (5) Depleted heterojunction cells where
PbS QDs attached to other n-type wide band gap metal oxides such as ZnO or TiO2

[22–25] or n-type metal calcogenides such as CdS or Bi2S3 [26, 27].
Although ZnO and TiO2 have similar physical properties and energy band

structure, still ZnO is preferred to be used as buffer layer for heterojunction solar
cells rather than TiO2, since it has higher electron affinity than TiO2, as well it has
2–3 times higher electron mobility than TiO2 [28], and can be utilized for all sized
PbS QDs. Whereas TiO2 is appropriate for PbS QDs diameters below approxi-
mately 4.3 nm to allow an efficient transfer of electrons from the conduction band
of PbS QD to the conduction band of TiO2 [29]. CdS is a non-stoichiometric n-
type semiconductor with direct band gap energy of 2.42 eV for a bulk, which can
absorb in the visible range of the solar spectrum [30].

In this work we open up the options for a solid heterojunction type of cell
structures where no liquid electrolyte is used through the combination of tow n-
type nanoparticles ZnO and CdS to PbS QDs.

43.2 Experimental Details

43.2.1 Materials

Lead acetate trihydrate (Pb (CH3COO)2�3H2O, 99.9 %), zinc acetate dehydrate
(Zn (CH3COO)2�2H2O, 99.9 %), sodium hydroxide (NaOH), cadmium acetate
dihydrate (Cd(CH3COO)2�2H2O), sodium sulfide pentahydride (Na2S�5H2O),
oleic acid (OA, technical grade 90 %), 1-octadecene (ODE, technical grade 90 %),
hexamethyldisilal-thiane (TMS), 1,2-ethanedithiol (EDT, 97 %), acetonitrile
(99.9 %), and indium tin oxide (ITO) coated glass (surface resistivity 8–12 X/sq)
were purchased from Sigma–Aldrich. Ethanol (C2H5OH) was purchased from
Molar Chemicals ltd, n-hexane (95.0 %) and methanol (99.8 %) were purchased
from Panreac, toluene (99.8 %) was purchased from TEDIA, and aluminum (Al,
1–3 mm pieces, 99.99 %) was purchased from Ltd Testbourne.

43.2.2 Synthesis of ZnO Nanoparticles and PbS QDs

ZnO nanoparticles used in this work were synthesized according to a previously
published method [31]. Briefly, 0.398 g zinc acetate and 0.127 g NaOH were
dissolved in 100 ml ethanol by magnetic stirring and kept at 60 �C for 1 h the zinc
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oxide ethanol dispersion was mixed with DI-water and centrifuged, three times.
Finally the ZnO particles were redispersed in DI-water to obtain ZnO water dis-
persion with concentration of 20 %. Result showed that the average size of ZnO
nanoparticles was 5 nm.

PbS QDs were prepared similar to a previously reported method [26] in sum-
mery 1.138 g (Pb(CH3COO)2 � 3H2O, 99.9 %) were dissolved in a mixture of
2.1 mL of OA and 30 mL of (ODE) at 100 �C for 8 h. Then the solution temper-
ature was raised to 120 �C, and at this point a mixture of 0.315 mL TMS and 15 mL
of ODE was injected swiftly into Pb precursor solution. After stop the heating the
solution was kept on the heating mantle for cooling. QDs were extracted with
acetone, and then precipitated twice, first with ethanol and second with acetone for
purification, finally redispersed in hexane with concentration of 10 %.

43.2.3 Devise Fabrication

All the layers were deposited in a fume hood with good ventilation using a layer-
by-layer spin-coating method deposition method at 2,500 rpm for 15 s each
deposition time, except for CdS nanoparticles layer was deposited by successive
ionic layer adsorption and reaction (SILAR) technique [18].

To prepare the substrates ITO coated glass were cleaned by sonication for
15 min in acetone and another 15 min in methanol, finally rinsed in de-ionized
water and dried with nitrogen gas (N2). To deposit ZnO nanoparticles layer, few
drops of ZnO water dispersion were added onto the ITO/glass and spin coated, the
process repeated 3 times.

Cd and sulfur (S) precursors were prepared in advance; 1.54 g Cd (NO3)2 and
0.3902 g (Na2S�5H2O) each was dissolved in 100 ml solution of methanol and water
(1:1). The substrates were dipped into Cd precursor solution for 1 min, rinsed with
methanol, and then dipped for another 1 min into S precursor solution, and rinsed again
with methanol to finish the one cycle. Five cycles were applied to perform CdS NPs layer.

10 PbS QDs layers were performed by three steps for each layer. Firstly few
drops of PbS QDs hexane dispersion were added to the film surface and spin
coated, in the second step we flooded the surface by EDT/acetonetrile solution
(0.5:100 v/v) and waited 30 s before spinning, in the third step the film was
washed with acetonetrile and spun for 3 s to dry.

Finally, Al layer with 100 nm thickness was deposited on the top through a
shadow mask, by thermal evaporation under vacuum (10-5 Torr pressure).

43.2.4 Characterization

Morphology of the as prepared PbS nanoparticles was visualized by scanning
electron microscope (SEM, JEOL, JSM-5600); samples were prepared on carbon-
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coated copper grids. The nanoparticles size distribution for each sample was
characterized by the dynamic light scattering (DLS) technique using a Zeta sizer
from Malvern Instruments (Model ZEN360, England). The ultraviolet–visible
(UV–Vis) absorption was measured using UV–Vis spectrophotometer (Shimdzu,
UV-2450). The photovoltaic performance of the devices was measured using solar
simulator (Model 71445, New Pot) and Keithley Source Meter (2425) under
illumination of air mass 1.5 global (AM 1.5G) light (100 mW/cm2).

43.3 Results and Discussion

43.3.1 PbS QDs Characterization

Figure 43.1 shows SEM images of PbS QDs agglomerated as crystals on carbon-
coated copper grid.

Figure 43.2 shows the size distribution histogram of colloidal PbS QDs hexane
dispersion. It is clear that it has narrow size distribution, with average size of
6.6 nm. This size is much smaller than the previously reported exciton Bohr radius
of PbS (18 nm) [32] so the electron confinement effect was dominant.

Figure 43.3 reveals, that colloidal PbS QDs absorb within the IR wavelength
region, the maximum absorption peak at 912 nm, can be attributed to the exciton
absorption of PbS QDs, and two weak peaks at 720 nm and 1,020 nm, which are
corresponding to existence of smaller and bigger PbS QDs respectively. The
absorption peaks is blue shifted compared to the bulk PbS, because the Energy gap
(Eg) increases as the particles size decreases. The optical band gap of PbS QDs is
calculated from the absorption peak using Eq. (43.1) [33].

ðaÞhvÞn ¼ B ðhv� EgÞ ð43:1Þ

where a is the absorption coefficient in cm-1, B is a constant related to the
material, hm is the photon energy in eV, h is Plank’s constant (6.626 9 10-34), m is
the frequency of the photon, Eg is the optical band gap in eV, n is the exponent that
can take a value of 2 for a direct transition or 1/2 for an indirect transition.

The absorption coefficient a was calculated from:

ad ¼ ln(1=T) ð43:2Þ

where d stands for the path length of the wave in cm and was set equal to the
cuvette length of 1 cm, T is the transmittance which was calculated from the
measured absorbance (Ak) at a certain wavelength of light (k) using [34]:
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Ak ¼ �log10ðTÞ ð43:3Þ

Figure 43.4 represents hm2 versus hm plots of absorption spectra for the PbS
QDs. The energy band gap of the PbS QDs is estimated by fitting a straight line to
the linear portion of the curve. The Eg value should be obtained from the intercept
with the hm-axis. The obtained Eg value for PbS QDs is 1.36 eV which is much
larger than the bulk (0.41 eV) [32]. The observed increase in the direct band gap
values (a blue shift) of PbS QDs with the decrease in nanoparticle size is asso-
ciated with the electron confinement effect as a result of the reduction in the
particles size to the nanoscale.

Fig. 43.1 SEM images of
agglomerates of PbS QDs
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43.3.2 Device Architecture Characterization

Figure 43.5 shows the ITO/ZnO/CdS/PbS/Al solar cell structure, and its equilib-
rium band diagram. The ZnO layer can effectively invert the polarity of the cell,
since ZnO accept electrons from the active layer, transport them to the ITO
electrode layer, and block holes transfer, Owing to its high electron affinity of
4.4 eV and high ionization potential of 7.6 eV [28], and high electron mobility
[27]. CdS layer enhanced the transfer of photgenerated electrons from PbS and
CdS to ZnO through the gradual energy alignment.

Long ligands (oleic acid) which used in PbS QDs synthesis process are likely to
hinder the charge transport between PbS QDs because of their insulating char-
acteristics; therefore EDT molecules were applied during the layer-by- layer
coating of the PbS QDs, to replace the oleic acid molecules. As a result EDT
ligand exchange shorten the distance between the PbS QDs, increase carrier
mobility, insolubilize the QDs and reduce the surface oxidation process [6, 14].

Thus in the produced structure ZnO NPs serves three functions; (a) to promote
the separation of the electrons and holes as ZnO has a wide band gap and a low

Fig. 43.2 Size distribution
histograms of colloidal PbS
QDs, dispersed in hexane

Fig. 43.3 UV–Visible
absorption spectra of
colloidal PbS QDs
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conduction band which act as electrons attractive layer, (b) ZnO absorbs UV light,
(c) to load the CdS NPs. CdS serves the gradual path for electrons transfer from
PbS conduction band to ZnO conduction band. In addition to the illustrated role of
EDT PbS QDs ligand exchange

43.3.3 Device Performance Characterization

The effect of attaching two different n-type nanoparticles to the PbS QDs on
heterostructure solar cells performance has been studied. Figure 43.6a–c shows
current density–voltage (J–V) characteristics for three different heterojunction
solar cells under 1 sun illumination. Table 43.1 shows the measured photovoltaic
parameters for the synthesized PbS QDs solar cells with three different structures.

Fig. 43.4 Direct band gap estimations of PbS QDs Of average size 6.6 nm

Fig. 43.5 Schematic structure and energy level diagram of ITO/ZnO /CdS/PbS/Al solar cells
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Fig. 43.6 J-V
characteristics for three
different structures of PbS
QDs based solar cells, the
inset in a represents P–V
characteristic graph for cell
(1). The cells were measured
under AM1.5G simulated
solar illumination
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where, Jsc is short circuit current density, Voc is open circuit voltage, Rsh is shunt
resistance, Rs is series resistance, Pmax is maximum power, FF is fill factor and
PCE is power conversion efficiency. In cell (1) ZnO NPs and CdS NPs layers
contribute to the highest Jsc, Voc, FF, Pmax and Rs and the lowest Rsh that yields
1.2 % efficiency. Whereas the efficiency of cell (2) ZnO NPs/PbS QDs without
CdS, was reduced to 0.29 % because of the large decrease in Voc and Rsh.
Although cell (3) CdS NPs/PbS QDs without ZnO, produced the most Rsh, the
efficiency was reduced to 0.19 %, because of the considerable decrease in the Jsc

and Voc. The series resistance is responsible for the reduction in FF and Pmax and
consequently on the PCE. Rs for each cell can be indicated from the slope reverse
of its J–V graph. The slopes of the three graphs are shown to be low that indicate
high Rs.

Utilizing tow n type nanoparticles to be attached to PbS QDs in correct energy
bands alignment, ZnO buffer layer on the top of ITO coated glass because ZnO is
transparent so it allows light to pass through to the second n type nanoparticles
CdS and then to PbS QDs, facilitate the light absorption, charge separation and
transfer the charges to the opposite electrodes.

43.4 Conclusions

The synthesized PbS nanoparticles have narrow size distribution, their average size
is 6.6 nm. The UV–visible absorption spectra of the PbS QDs showed absorption
in the IR region with maximum peak at 912 nm that is corresponding to band gap
energy of 1.36 eV that is much larger than the bulk. Solar cells based on PbS QDs
were prepared by combining the PbS to other tow n-type nanoparticles by using
spin coating and SILAR process. Cells based on three layers of ZnO/CdS/PbS
hetrostructure demonstrated the optimal conversion efficiency of 1.26 % which
was larger than that of ZnO/PbS and CdS/PbS under the same condition. The
devices have shown high Rs and relatively low Jsc that means the injected electrons
in conduction band of ZnO tends to recombine readily with positively charged PbS
QD, as a result efficient charge collection was hindered. We recommend for future
work, using an efficient hole extraction layer such as molybdenum oxide (MoOx)
and vanadium oxide (V2Ox) to be applied beneath the metal electrode.

Table 43.1 The photovoltaic parameters for three different PbS QDs solar cell structures

Cell
no.

Jsc

(mA)
Voc

(mV)
Rsh

(X) 9 104
Rs

(X) 9 103
Pmax

(W) 9 10-7
FF
(%)

PCE
(%)

1 1.36 127 1.08 2.12 4.86 28.2 1.21
2 1.1 2 90 0.825 1.14 2.56 25.4 0.29
3 0.67 93 1.49 1.27 1.67 26.7 0.19
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Chapter 44
Dye and Nanoparticles-Sensitized Solar
Cells

Sawsan Dagher, Zahraa A. Yousif, Iman Abdulkareem,
Sayeda Al Ameri and Yousef Haik

Abstract The performance of dye sensitized and nanoparticles sensitized solar
cells are presented in this study. Three types of natural extracts (black cherry,
hibiscus and saffron) were utilized as sensitizers. The performance of the solar
cells as a function of the natural sensitizer was studied for the hibiscus. The
performance of nanoparticles sensitized solar cells based on PbS/CdS nanoparti-
cles was also studied. The effect of CdS nanoparticles thickness on the perfor-
mance was investigated. The power conversion efficiencies (Eff.) for the devices
made with natural extracts, saffron, hibiscus and black cherry was 0.17, 0.45 and
0.54 %, respectively. The (Eff.) of the hibiscus dye sensitized solar cells were
improved from 0.45 to 1.37 % with increasing the dye concentration from 1X to
4X. While the obtained (Eff.) of PbS/CdS nanoparticles devices were increased
from 0.089 to 3.2 % with increasing the CdS layer deposition cycles from 1 to 7
under Air Mass (AM) 1.5 Global (G) solar illumination, which indicates higher
(Eff.) with increasing the CdS thickness.

Keywords Natural dye solar cell � Nanoparticles solar cell

44.1 Introduction

The world moves to renewable energy in all of its forms. Solar energy is one of
free, sustainable and clean renewable energy source. In pursuit to achieve high
efficiency and low production cost of solar cell several types appeared in the
literature, the diversity is due to the material used in assembling the solar cells and
the solar cell structure. Solar cells consist of three groups; the first group is made
from silicon which includes monocrystalline silicon cells, polycrystalline silicon
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cells, amorphous silicon cells and hybrid silicon cells [1, 2]. The second group is
based on thin film technology, which is made from layers of semiconductor
materials only a few micrometers thick [3, 4]. The third group is made from
diversity of new materials besides silicon, including silicon wires, solar inks using
conventional printing press technologies, organic semiconductors [5–7], inorganic
nanostructures [8–11], dye sensitized [12–17] and so on.

Solar cell basically consists of at least two semiconductor layers. One layer
containing a positive charge named p-type and a negative charge layer named
n-type. The selection of semiconductors is based on electronic band structure of a
semiconductor molecule that consists of valance band and conduction band, the
valence band is the lower energy level while the conduction band is level where
the electron can be considered free. The band gap is the minimum change in
energy required to excite the electron from valence band which is bound state to
conduction band which is free state as a result it can participate in conduction. In
conjunction to the excitation of an electron into the conduction band, other con-
duction process takes place, which is a hole in the valence band and this occurs
when the excitation of an electron to the conduction band leaves an empty space
for an electron. An electron from a nearby atom can move into this empty space.
When this electron moves, it leaves behind another space. A hole is the continual
movement of the space for an electron. It also refers as the movement of a posi-
tively charged particle through the crystal structure. The electrons trip in the
semiconductor happen due to absorbing light and then retain the energy from the
light for a long enough time to produce electrical work.

Dye sensitized solar cells (DSSC) works as the natural process of photosynthesis
[14]. DSSC is from the third generation of solar cells, its advantages relates to its
transparency, low cost and simplicity. On the other hand, its efficiency is not that
high due to voltage loss during the regeneration of the sensitizing dye. Basically the
DSSC consist of anode, cathode, titanium dioxide and the inner absorber layers.
The cathode is transparent material like transparent conductive oxide glass coated
to allow the sunlight to be absorbed by the inner layers of the solar cell. The
titanium dioxide nanoparticles act as road for the electron coursing through the cell,
the optimal size and density of this layer is important to create maximum amount of
the surface area to be coated by the absorber layer and to allow for maximum
amount of electrons to pass to the cathode. The electrical work created when
photons of sunlight hit the photosensitive layer; the dye layer, the freed electrons
accumulate on the layer of titanium dioxide and create an electrical current [18].

Semiconductor nanoparticles are preferred over dyes because they have tunable
size-dependent absorption, large absorption coefficient and possibility for multiple
exciton generation [19–24]. While Ruthenium dye for example has single
absorption energy, low absorption coefficient, and grain boundaries in TiO2 can
impede conduction [20].

This study shows the results of a group of natural dye and nanoparticles sen-
sitized solar cells. The performance of the solar cell as a function of dye con-
centration was performed for hibiscus natural dye solar cell and the performance as
a function of nanoparticles layers was also investigated.
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44.2 Experiment

44.2.1 Material

Indium Tin Oxide glass (ITO); titanium dioxide nanopowder (TiO2) with particle size
of 25 nm, methanol, ethanol, acetone, Sodium sulphide pentahydride (Na2S � 5H2O),
lead acetate (Pb(CH3COO)2), Cadmium nitrate (Cd(NO3)2 � 4H2O),sodium hydrox-
ide (NaOH).

44.2.2 Solar Cell Fabrication

Figure 44.1 represents a schematic diagram for the synthesized solar cell where a
light sensitizing materials and electrolyte are sandwished between two electrodes
glass/ITO/TiO2 and glass/ITO/carbon.

Two types of light sensitizing materials were used to synthesize ten different
solar cells. The first are natural dyes where three types of dyes were used which are
hibiscus, black cherry and saffron. For the hibiscus dye, the concentration was
changed to observe the performance. The second sensitizer were made out of
[PbS] and [CdS] nanoparticles, where the thickness of CdS layer was varied in four
of the cells by increasing the SILAR cycles as shown in the chart in the Fig. 44.2.

Herein X is the dye concentration in water, and the numbers next to CdS are the
SILAR cycles.

Fig. 44.1 Schematic
diagram for a synthesized
solar cell
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Fig. 44.2 Organizational
chart for the synthesized solar
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44 Dye and Nanoparticles-Sensitized Solar Cells 549



44.2.3 Titania Electrode Preparation

ITO glasses have been used for electrode. The TiO2 powder was mixed with few
drops of diluted acetic acid in de-ionized water (1:3) by magnetic stirring for
10–15 min. Then, the TiO2 paste was rolled on the substrates using Doctor–Blade
method. After that, the deposited TiO2 layer was sintered by heating at 450 �C for
30 min, and left to be self-cooled.

44.2.4 Applying the Light Sensitizing Materials

44.2.4.1 Staining with a Natural Dye

ITO glass covered with titania electrode was immersed in each type of the dyes and
the different concentrations of the hibiscus, so they were six different results which
are the normal and concentrated hibiscus dye cells and the yellow saffron dye cell.

44.2.4.2 Deposition of PbS and CdS Layers with the Successive Ionic
Layer Adsorption and Reaction (SILAR) Method

PbS nanoparticles layer was deposited on the sintered titania electrode by SILAR
method. The titania electrode was dipped into the 0.02 M Pb(NO3)2 methanol
solution for 1 min then it was dipped into 0.02 M Na2S solution (obtained by
dissolving Na2S in methanol/water with volume ratios of 1:1) for another 1 min
then clean the glass with de-ionized water, so this is considered to be one SILAR
cycle. After the PbS layer, the next layer was deposited which is CdS layer. The
same process was repeated for the CdS nanoparticle layer, Cd2 + ions were placed
from a 0.05 M Cd(NO3)2 ethanol solution, and the sulfide sources used were
0.05 M Na2S in methanol/water (1:1). This SILAR process was repeated from 1 to
7 cycles to achieve the desired thickness of CdS nanoparticle layer. After sensi-
tization, all the samples analyzed in this study were coated with 2 SILAR cycles of
ZnS, by alternately dipping into 0.1 M Zn(AC) and 0.1 M Na2S � 5H2O solutions
at a rate of 1 min per dip and rinsing with de-ionized water after each cycle.

44.2.5 Solar Cell Assembly

The cathode of the solar cell was made by cover the ITO glass with the carbon.
The carbon can be obtained from burning a candle. The carbon will cover the ITO
glass with gray to black layer. After leaving the carbon electrode to cool for a few
minutes, put the two electrodes together.
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44.2.6 Preparing the Electrolyte and Filling the Open Cells

A polysulfide electrolyte was injected into the space between two electrodes then
put the clips to hold the cell. The 0.1 M sulfur, 1 M Na2S, and 0.1 M NaOH were
dissolved and stirred in methanol/water (7:3) at 60 �C for 1 h and this was the
polysulfide electrolyte.

44.2.7 Performance Measurement

The photovoltaic performance of the devices was measured using solar simulator
(Model 71445, New Pot) and Keithley Source Meter (2425) under illumination of
AM 1.5G light (100 mW/cm2), which is in turn connected to a computer for
recording the measurements. AM 1.5G is the standard spectrum at the Earth’s
surface (the AM stands for Air Mass that is the path length which light takes
through the atmosphere normalized to the shortest possible path length, while the
G stands for global and includes both direct and diffuse radiation). The reduction
in the power of light as it passes through the atmosphere and is absorbed by air and
dust is measured by the Air Mass.

44.3 Results and Discussion

The ratio of the electrical output of a solar cell to the incident energy in the form of
sunlight is named as solar cell efficiency. the percentage of the solar energy to
which the cell is exposed that is converted into electrical energy is called the
energy conversion efficiency (Eff.) of a solar cell. This is calculated by dividing a
cell’s power output (in watts) at its maximum power point (Pm) by the input light
(E, in W/m2) and the surface area of the solar cell (Ac in m2) as shown in
Eq. (44.1).

g ¼ Pm
E � Ac

ð44:1Þ

Fill factor of a solar cell is the ratio of maximum obtainable power to the product
of the open-circuit voltage and short-circuit current. Open-circuit voltage (Voc) is
the difference of electrical potential between two terminals of a device when dis-
connected from any circuit. There is no external load connected. No external electric
current flows between the terminals. It is sometimes given the symbol Voc. The
short-circuit current (Jsc) is the current through the solar cell when the voltage across
the solar cell is zero (i.e., when the solar cell is short circuited). Listing the short-
circuit current density (Jsc in mA/cm2) rather than the short-circuit current was done
to eliminate the dependence of the solar cell area [18].
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44.3.1 Effect of Dye Type on Performance

Figure 44.3 shows the voltage versus current density graph of three types of
natural dyes under AM1.5G simulated solar illumination. The devices where
saffron was used as a dye has the least Voc compared to devices where black
cherry and hibiscus dyes were used as light sensitizer which have less Voc.
Hibiscus devices had the highest voltage and a current density of 0.125 (mA/cm2).
Black cherry which is indicated by the hollow circles had the highest Jsc
(0.29 mA/cm2) and Voc (0.125). The photovoltaic parameters for dye sensitized
solar cells with different types of natural dye are shown in Table 44.1. Saffron had
the least Jsc, Voc, FF and least efficiency of 0.171 %. Hibiscus had a Jsc of
0.131 mA and an efficiency of 0.4535. Hibiscus had the highest Voc (0.278) and
FF (0.311) compared to saffron and black cherry. Black cherry had the highest Jsc
(0.286). Black cherry had the highest efficiency (0.548 %). The influence of typ-
ical hibiscus on the performance of devices is investigated. Figure 44.4 represents
a typical current density–voltage characteristics (J–V) measured in the dark and
under AM1.5G simulated solar illumination.

44.3.2 Effect of Hibiscus’s Dye Concentration
on Performance

Figure 44.5 represents the Current density–voltage (J–V) characteristics for
hibiscus devices with different concentrations measured under AM1.5G simulated
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Table 44.1 Cells efficiency

Natural dye Jsc (mA) Voc (V) FF Efficiency (%)

Saffron 0.0646 0.104 0.229 0.171
Hibiscus 0.131 0.278 0.311 0.453
Black cherry 0.286 0.131 0.234 0.548
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solar illumination. Jsc and Voc increase with increasing the concentrations as
shown in Fig. 44.7. The photovoltaic parameters for dye sensitized solar cells with
different hibiscus concentrations are shown in Table 44.2. Concentration 4X had
the highest Jsc, Voc and the highest efficiency (1.37 %) as shown in Table 44.2.
Concentration 1X had the least efficiency but the highest fill factor.

44.3.3 Effect of CdS Nanoparticles Thickness
on Performance

The J–V characteristic for PbS/CdS nanoparticles devices with different CdS SI-
LAR cycles under AM1.5G simulated solar illumination is shown in Fig. 44.6.
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Table 44.2 Cell efficiency

X Jsc (mA) Voc (V) FF Efficiency (%)

1 0.131 0.278 0.311 0.453
4/3 0.146 0.152 0.240 0.594
2 0.294 0.332 0.171 1.04
4 0.308 0.367 0.194 1.37
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More cycles means the thicker layer of CdS nanoparticles. The device with 1
SILAR cycle has the least Jsc and Voc, the device with five SILAR cycles has
highest Jsc, while the device with seven SILAR cycles has highest Voc as indi-
cated from Fig. 44.7. The J–V characteristics of CdS nanoparticles devices were
measured in the dark and under AM1.5G simulated solar illumination is shown in
Fig. 44.7. The photovoltaic parameters for nanoparticles sensitized solar cells with
different CdS SILAR cycles are shown in Table 44.3. The highest number of
cycles (seven CdS SILAR cycles) had the highest efficiency which is 3.26 % and
the highest FF (0.416) and the highest Voc (0.579).
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Table 44.3 Cell efficiency

CdS SILAR cycles Jsc (mA) Voc (V) FF Efficiency (%)

1 0.054 0.069 0.214 0.089
3 0.064 0.140 0.271 0.270
5 0. 332 0.220 0.232 1.06
7 0.122 0.579 0.416 3.26
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44.4 Conclusions

This work unambiguously unveils the dramatic role that dye concentration and the
nanoparticles layer thickness play in the dye sensitized solar cells and the nano-
particles sensitized solar cells performance, respectively. Therefore in the results,
there were three comparisons to choose the best device performance. The first one
was between three natural extracts; hibiscus, saffron and black cherry and the
black cherry achieved the highest efficiency (0.548 %). The second comparison
was between the different concentrations of the hibiscus dye where the efficiency
increased from 0.453 to 1.37 % by increasing the dye concentration from 1X to
4X. The last one was between the different SILAR cycles number of the CdS layer
where the efficiency increased from 0.089 to 3.26 % by increasing the SILAR
cycles from 1 to 7.

At the end, these results can be better if each procedure was done in a pro-
fessional way. By this I mean, for example the electrolyte should be put inside the
solar cell without leaking because it was injected. However, we have done the best
we can and we hope that the country use this type of energy as it has a reasonable
good performance.
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Chapter 45
Combination of an Improved P&O
Technique with ANN for MPPT
of a Solar PV System

M. Kesraoui, A. Benine and N. Boudhina

Abstract In this paper a new approach to determine the maximum power point
(MPP) of a solar PV system is proposed. It is based on the Artificial Neural
Network (ANN) technique combined with an improved perturb and observe
(P&O) method. The developed ANN delivers the optimal voltage in order to adjust
the DC–DC converter duty cycle used by the P&O algorithm. The simulation
results using MATLAB_SIMULINK showed that the new approach gives a power
efficiency of the PV system more than 97 % in both stable and rapidly changing
conditions. The improved P&O-ANN MPPT method has also been compared with
the conventional P&O technique. In stable weather conditions the efficiency is
slightly better. But under rapidly changing conditions the new method leads to a
better PV system average power efficiency by an amount of 3 %. The oscillations
around the MPP and the time response are also reduced.

Keywords PV panel � MPPT � P&O � ANN

45.1 Introduction

The amount of solar energy supplied to the earth in one day by the sun is sufficient
to power the total energy needs of the earth for one year [1]. Unfortunately, PV
generation systems have two major problems: the conversion efficiency in electric
power generation is low (in general less than 17 %, especially under low irradi-
ation conditions) [2], and the amount of electric power generated by solar arrays
changes continuously with weather condition. Since, solar cell I–V characteristic is
nonlinear and changes with irradiation and temperature, there is only one point on
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the P–V curve, called the Maximum Power Point (MPP), at which the entire PV
system (array, inverter, etc.) operates with maximum efficiency and produces its
maximum output power. The location of the MPP is not known, but can be located
by search algorithms [2]. Maximum Power Point Tracking (MPPT) techniques are
used to maintain the PV array’s operating point at its MPP, and many MPPT
techniques have been proposed in the literature; examples are the Perturb and
Observe (P&O) method, the Incremental Conductance (IC) method, the Artificial
Neural Network (ANN) method, the Fuzzy Logic method etc., and the P&O and IC
techniques are the most widely used. The IC technique has efficiency lower than
the P&O technique, but its response time is quite independent to the irradiation
values and its efficiency increases with the irradiance level. This technique can be
a good alternative to the P&O technique in applications characterized by high, fast
and continuous irradiance variations. The two techniques are also equivalent
concerning the costs and the software complexity; in particular both techniques
require a microcontroller with medium/higher performances than the ones required
by other techniques, due to the necessity of high computation capability [3, 4]. The
performances of the constant voltage (CV), open voltage (OV) and short current
pulse (SC) techniques are lower than the ones obtained with P&O technique.
Moreover, OV and SC techniques require additional valves in the converter that
decrease its efficiency and the output power. The CV technique is still a very
simple logic which provides a very good efficiency for irradiance values closed to
700 W/m2, with low costs. Hence, generally this technique can be selected only if
there is the necessity to minimize the control system cost [2, 5]. Possibilities of
estimating the PV output power are however used by only using current sensor [6].
The cost of a microcontroller is currently low, so that the implementation of the
P&O type techniques is anyway preferred. However in the case of a sudden
increase in radiation, the P&O algorithm reacts as if the increase occurred as a
result of the previous perturbation of the modules operating voltage. The next
perturbation therefore will be in the same direction as the previous one. This
wrong direction will lead to an operating point far away from the actual MPP. This
process continues until the increase in radiation slows down or ends. The deviation
from the MPP can cause significant power loss. In this paper the P&O algorithm is
modified by adding an ANN control loop for the determination of the optimal
voltage at any weather condition. The P&O algorithm uses this voltage in order to
find the correct DC–DC converter duty cycle and track in the good search
direction.

45.2 Photovoltaic Solar System

A PV system is composed of the PV solar modules (or PV Arrays), the DC–DC
Converter for the maximum power point tracking and the battery regulation, the
batteries unit for providing energy in cloudy days and night and finally a DC–AC
converter for AC loads operation. The control system is composed of the Boost
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Converter Controller, MPPT Algorithm, inverter controller, Battery Regulator.
The basic PV system structure is shown in Fig. 45.1 [7].

45.2.1 PV Module

By using Single diode model the equivalent circuit for the solar module arranged
in Np parallel cells and Ns series cells is shown in Fig. 45.2 [7–11].

The mathematical model is given by [7, 8]:

IPV ¼ NpIph � NpIs e

q
VPV
Ns
þIPV

Np
Rs

� �
AKTC � 1

2
64

3
75 ð45:1Þ

Iph is the photocurrent, Is the saturation current, Rs the series resistance, The cell’s
ideality constant A depends on cell’s technology, K the Boltzmann constant
(1.38 � 10-23), Tc the temperature of the solar cell (in Kelvin), q the charge of the
electron (1.6 � 10-19 C). Np and Ns are parallel and series number of cell in the PV
panel respectively.

Fig. 45.1 Basic structure of
a PV system

Fig. 45.2 PV module
equivalent circuit
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45.2.2 Boost Converter

The DC/DC Boost converter consists of an input capacitor Cin, an inductor L, a
power electronic switch (usually a MOSFET or an IGBT) and a diode. It usually
also has a filter capacitor Cout to smoothen the output. Its function is to step up DC
voltage to bring it to a desired level Vo and is shown in Fig. 45.3 [7, 12, 13]. The
conversion ratio can be determined by:

Vo

Vin
¼ 1

1� D
ð45:2Þ

where, D is the switch duty cycle. A KC200GT PV solar panel whose parameters
are given in Appendix has been simulated for different irradiances and tempera-
tures. The respective power plots are presented in Figs. 45.4 and 45.5. Four
irradiances (700, 800, 900 and 1000 W/m2) were used to show the PV system
power variation with respect to output voltage. The MPPs can practically be
obtained only for one value of voltage as illustrated in Fig. 45.4 [7]. In the case of
temperature variations (25, 35, 50 and 70 �C) the MPP decreases and the voltage
increases for any increase of temperature as shown in Fig. 45.5 [7]. Since these
two atmospheric conditions vary independently and randomly, the P&O technique
will be used to track this point of power by fixing the voltage value for each
condition.

Fig. 45.3 Boost converter
circuit

Fig. 45.4 PV module power
versus irradiation

560 M. Kesraoui et al.



45.3 P&O MPPT Algorithm

It consists of finding the MPP voltage where the PV panel provides the maximum
output power. According to variations in solar irradiation and temperature, MPP
moves continuously. In this algorithm, a slight perturbation of the duty cycle D is
introduced to the system and the power of the module will change. If the power
increases due to the perturbation then it continues in that direction. The MPP is
reached with oscillations. In order to keep this power variation small the pertur-
bation size is kept very small [7, 14]. The flowchart corresponding to this method
is given in Fig. 45.6 [7].

The algorithm reads the current and voltage values from the solar PV module.
The value of voltage and calculated power at kth instant are stored. Then next
values at (k + 1)th instant are measured again and power is calculated from the
measured values. The power and voltage at (k + 1)th instant are subtracted with
the values from kth instant. If we observe the power voltage curve of the solar PV
module we notice that in the right hand side curve where the voltage is almost
constant the slope of power voltage is negative (dP/dV \ 0) where as in the left
hand side the slope is positive (dP/dV [ 0). The right side curve is for the lower
duty cycle (nearer to zero) whereas the left side curve is for the higher duty cycle
(nearer to unity). Depending on the sign of dP(P(k + 1) - P(k)) and dV(V(k + 1)
- V(k)) after subtraction the algorithm decides whether to increase the duty cycle
or to reduce the duty cycle [14]. The P&O method can give good result in the case
of slowly changing atmospheric conditions but it steal has some drawbacks. In the
case of a sudden increase in solar radiation, the algorithm reacts as if the increase
occurred as a result of the previous perturbation of the modules operating voltage.
The next perturbation therefore will be in the same direction as the previous one.
This wrong deviation will lead to an operating point far away from the actual MPP
as seen in Fig. 45.7 [5]. This process continues until the increase in radiation slows
down or ends and can cause significant power loss.

Fig. 45.5 PV module power
versus temperature

45 Combination of an Improved P&O Technique 561



45.4 Improved P&O-Ann MPPT Algorithm

To avoid the wrong tracking and oscillations around MPP the P&O method is
improved by the addition of another loop for the calculation of an optimal voltage Vop.
The ANN will have the task of determining this voltage which will next be used by the

Start

Read V(k) et I(k)

P(k+1)-P(k)>0

Read V(k+1) et I(k+1)

P(k)=V(k)*I(k)

P(k+1)=V(k+1)*I(k+1)

VPV (k+1)-VPV(k)>0 VPV (k+1)-VPV(k)>0

D=D+ΔD D=D-ΔD D=D-ΔD D=D+ΔD

NoYesNo Yes

YesNo

Fig. 45.6 P&O algorithm

Fig. 45.7 Wrong tracking of
MPP under rapidly varying
irradiance [5]
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P&O technique. The ANN loop works once and the P&O one for N sample times. The
flow chart of the improved P&O MPPT-ANN algorithm is shown in Fig. 45.8.

45.4.1 Developing the Artificial Neural Network

To develop the required ANN, a set of data base need to be collected to be used in
the training, the test and validation of our network [15]. So a set of 80 points of
optimal voltages at different irradiances in W/m2 [50:1,000] and changing tem-
peratures in degrees [25; 35; 50; 70] were extracted based on the characteristic P–
V curve of our panel. These optimal voltages are summarized in the Table 45.1.
Then the Matlab–Simulink block of the ANN was developed using the Neural
network fitting tool GUI (nftool); which leads to an ANN with a two-layer feed-
forward with 20 sigmoid hidden neurons and a linear output neuron, The network
was trained with Levenberg–Marquardt back propagation algorithm. The inputs
data are divided into three sets: 70 % used in the training of the network, 15 % for
the validation, and the rest 15 % for the test, to fit the target as chosen to be VOP.
The performance of the trained network is summarized in Fig. 45.9.

Start

Get the actual Values of the 
Irradiance and Temperature(G, T)

P(k)-P(k-1)=0

P(k)-P(k-1)>0

Obtain the Optimal PV voltage using 
The developed ANN (VOP)

Measure the output voltage and obtain the 
optimal duty cycle of the DC-DC converter

Measure IPV(k) and VPV (k)

Calculate   PPV = IPV(k) * VPV (k)

VPV (k)-VPV (k-1)>0 VPV (k)-VPV (k-1)>0

D=D-ΔD D=D-ΔD D=D-ΔD D=D-ΔD

No

No

Yes

Yes

YesNo No Yes

No

Yes

N>100

Fig. 45.8 Proposed ANN
P&O MPPT algorithm
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One can see that the best validation of our ANN corresponds to those biases and
weights produced at the epoch = 25, where the mean square error between the
response of the ANN and the target gets to10-2. The training state can be sum-
marized in the curves of Fig. 45.10.

The validation of our ANN is furthermore ensured referring to the Regression
factor which measures the correlation between outputs and targets. An R value of 1
means a close relationship, 0 a random relationship. The fitting plots and

Table 45.1 Optimal voltage G (W/m2) T = 25 �C 35 �C 50 �C 70 �C

1000 26.3 25.15 23.3 20.85
950 26.30 25.10 23.20 20.80
900 26.30 25.09 23.20 20.79
850 26.28 25.05 23.20 20.71
800 26.27 25.00 23.10 20.70
750 26.23 24.95 23.10 20.60
700 26.19 24.9 23.00 20.59
650 26.12 24.86 22.99 20.50
600 26.05 24.79 22.90 20.41
550 25.98 24.71 22.80 20.31
500 25.89 24.60 22.70 20.19
450 25.80 24.51 22.55 20.09
400 25.60 24.34 22.40 19.90
350 25.49 24.19 22.22 19.71
300 25.27 23.97 22.05 19.48
250 25.05 23.71 21.75 19.19
200 24.70 23.39 21.4 18.81
150 24.25 22.90 20.91 18.31
100 23.50 22.20 20.19 17.55
50 22.23 20.80 18.80 16.10

Fig. 45.9 Performance of
the trained network
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regression factors of the training and validation are shown in Fig. 45.11. Those of
the test and all the three steps are given in Fig. 45.12. The overall regression factor
of our ANN is: 0.99959 & 1 which makes our outputs of the network approaching
the real targets.

Fig. 45.10 Training state of
the developed ANN

Fig. 45.11 FP&RF of the
training and the validation

Fig. 45.12 FP&RF of the
test and of the all
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45.5 Simulation

45.5.1 Stable Conditions

The ANN-P&O algorithm and the classic P&O method were compared using
Matlab–Simulink under different conditions. The solar irradiance profile is sup-
posed to be constant (G = 1,000 W/m2). The PV system output powers for both
methods are shown in Figs. 45.13 and 45.14 respectively. Their power oscillations
around MPP are zoomed in Figs. 45.15, 45.16, 45.17, and 45.18.

Fig. 45.13 Output power
with P&O

Fig. 45.14 Output power
with ANN Improved P&O
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Fig. 45.15 Zoomed power
ripple using P&O

Fig. 45.16 Power ripple
using ANN-Improved P&O

Fig. 45.17 Efficiency using
P&O
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45.5.2 Rapidly Varying Conditions

The solar irradiance profile is supposed to be growing by step increase (G = 600,
800, 1000 W/m2) as given in Fig. 45.19. The simulation results are shown in
Fig. 45.20.

One can notice from Figs. 45.15 and 45.16 that the traditional P&O algorithm
has some average ripple of 6.5 W around the MPP and 4.1 W in the improved
method. The efficiencies shown in Figs. 45.17 and 45.18 are nearly the same with
a value around 97 %. However for rapidly changing irradiance the difference in
shown in Fig. 45.20. The results are summarized in Table 45.2.

Fig. 45.18 Efficiency using
ANN-Improved P&O

Fig. 45.19 Irradiance profile
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45.6 Conclusion

The simulation results show that the efficiency is good for both algorithms in the
stable conditions. However, the efficiency is slightly better with the combination of
the improved P&O-ANN method. The proposed solution provides a higher aver-
age power output than the conventional P&O one under rapidly changing atmo-
spheric conditions. It also offers approximately an efficiency improvement of 3 %
under these conditions. The ability to respond adequately to a rapid increase in
solar irradiance and avoid an associated oscillation around the MPP is a significant
advantage of the proposed method over the classic P&O MPPT technique.

A.1 45.7 Appendix

PV panel: KC200GT, Pmax = 200 W, Vmax = 26.3 V, Imax = 7.61 A,
Voc = 32.9 V, Isc = 8.21 A.

Fig. 45.20 PV system output
power

Table 45.2 Simulation summary

Stable conditions
(G = 1 kW/m2)

Rabidly changing
conditions

Average power (W) Efficiency (%) Average power
(W)

Efficiency
(%)

P&O MPPT 194.101 97.05 151.601 94.75
ANN-P&O

MPPT
195.341 97.67 156.033 97.52
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Chapter 46
Articulation Control of a PLC Based
Robot Manipulator used for Heliostat
Orientation

A. Chaïb, M. Kesraoui and E. Kechadi

Abstract Concentrated solar power systems (CSP) are using sun-tracking heliostats
to reflect maximum solar heat to a thermal receiver mounted atop a central power
tower. The focused heat boils water within the thermal receiver and produces steam
to supply a turbine for power generation. Solar energy reaching a given surface
depends directly on sun’s orientation and sensor’s position one should constantly
change the position of the heliostat using an orientation system. To track the sun and
focus the heliostat on the plant tower continuously and automatically a program for
calculating the sun’s position at any moment for any earth place in the year is
developed using MATLAB software. It determines the orientation coordinates for
each heliostat individually. Then an orientation system using a Programmable Logic
Controller (PLC) based robot manipulator will use these coordinates to move the
heliostat towards the desired orientation. A GRAFCET for the PLC is also given. For
accurate and instantaneous automatic control a PID controller is designed to stabilize
the articulations or joints of the robot manipulator. The obtained simulation results
show that this system allows accurate positioning and gives a higher solar energy
yield in comparison to a fixed one.

Keywords CSP � Articulation control � Heliostat � Robot manipulator � PLC �
PID controller

46.1 Introduction

Concentrated solar power (also called concentrating solar power, concentrated
solar thermal or CSP) systems use mirrors or lenses to concentrate a large area of
sunlight, or solar thermal energy, onto a small area. Electrical power is produced
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when the concentrated light is converted to heat which drives a steam turbine
connected to an electrical power generator. The steam then reverts back to water
through cooling, and the process repeats. The temperature can easily exceed
500 �C [1]. CSP is being widely commercialized and the CSP market has seen
about 740 MW of generating capacity added between 2007 and the end of 2010.
More than half of this (about 478 MW) was installed during 2010, bringing the
global total to 1,095 MW [2]. With its wide desert (the highest CSP potential in
the Mediterranean and Middle East regions *about 170 TWh/year) and its stra-
tegic geographical location near Europe Algeria is one of the key countries to
ensure the success of the well known Desertec project [3].

Moreover, with the abundant natural-gas reserve in the Algerian desert, this will
strengthen the technical potential of Algeria in acquiring Solar-Gas Hybrid Power
Plants for electricity generation. Since sun’s rays are constantly variable throughout
a day one should constantly change the position of the heliostat using an orientation
system. So the heliostat must track the sun and focus on the plant tower continu-
ously and automatically. In this paper, we present a brief study about solar con-
centrators. A MATLAB program is designed to calculate the sun daily, monthly and
annual positions. It determines the orientation coordinates for each heliostat indi-
vidually. Then a control system with a robot manipulator using a PLC is proposed
and simulated. As an added value to [4–6] a GRAFCET for the PLC is proposed.
And for accurate and instantaneous automatic control a PID controller to stabilize
the articulations or joints of the robot manipulator is also designed and simulated.

46.2 Tower-Heliostat Power Station

A heliostat uses a set of dual axis solar pointers to direct the sun’s energy to a large
receiver housed in a tower, as presented in Fig. 46.1. These sensors have a set of
mirrors following the sun’s movement. The mirrors concentrate the sun’s rays on
the receiver at the top of the tower Fig. 46.2. A computer keeps mirrors aligned so
that the sun’s rays, which are reflected, always towards the receiver [7]. The
focused heat boils water within the thermal receiver and produces steam. The plant
pipes the steam from each thermal receiver and aggregates it at the turbine,
powering a power generator.

Heliostat parameters are Angular Height, Position in relation to the tower and
distance between the heliostats [8] Fig. 46.1.

46.3 Heliostat Position Determination

At each moment we have to know exactly the orientation of the heliostat, this ori-
entation depends of the sun’s position and his position relative to the tower Fig. 46.2.
In a central tower, the number of heliostats can reach thousands and the total area
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covered by the heliostats dozens of hectares. Dependent on the nature of the receiver,
heliostats available around the tower can take different configurations. The heliostats
can, for example, surround the tower placed on its north side [7]. The position of the
heliostats varies from one angle (x) of the projection of the tower on the Northern
Line. It is negative from the line to the east and positive westwards Fig. 46.1.

The sun’s position is known, based on its azimuth (cs) and altitude (D), these
coordinates are defined in relations called celestial mechanics [6]. A program is
written using MATLAB. This program is based on the various mathematical models
describing the time, the position, the day number (N). It also computes the param-
eters of the real solar time (TSV), the declination (d) and the hour angle (x), the
numeral of the heliostat (position relative to the tower). The azimuth and angular
altitude of the relative orientation of the heliostat are the final results of the program
whose flowchart is given in Fig. 46.3 [4, 5]. Those parameters are used as inputs in
the control program of the robot manipulator that will be processed by the PLC.

Fig. 46.1 Tower heliostats
concentrating system

Fig. 46.2 Heliostats position
with respect to tower
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Fig. 46.3 Flowchart of the heliostat position MATLAB program
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46.4 Robot Manipulator

Each heliostat has its own guidance system, consisting of a robot manipulator with
two degrees of freedom, consisting of two revolute joints [9], as presented in
Fig. 46.4 [4, 5].

The trajectories of the heliostat are generated by the two joints (articulations) of
the robot, the first following the azimuth and the second follows its altitude, like
illustrated in the Fig. 46.5. The heliostat is associated to a reference frame R3
formed by X3, Y3 and Z3. The robot reference frame is R0 composed of X0, Y0
and Z0 [6].

Fig. 46.4 Robot manipulator
with two degrees of freedom

Fig. 46.5 Heliostat
orientation angles
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To control our robot for panel orientation, the reference frame R3 must be
defined with respect to reference frame R0 of the robot. For this purpose, we
calculate the homogeneous transformation matrix of our system which will define
the position and orientation of the reference frame R3 (of the heliostat) in the
reference frame R0 of the robot as shown in Fig. 46.9.

Where h1 is the angle of rotation of the first axis of a robot, and h2 is the angle
of rotation of the second axis of the robot, and they represent the parameters of the
robot controller [4, 5, 9].

46.5 Articulation Control

The design and control of robots need the calculation of some mathematical
models, such as the models of transformation between the operational space and
the joint space [1]. The heliostat is directly attached to the second body of the
robot manipulator. The mechanical design of the robot arm affects the choice of
the control diagram. The articulation control, PID type is the best adapted to our
system. The control law is given by:

C ¼ Kpðqd � qÞ þ Kdð _qd � _qÞ þ Ki
Zt

t0

ðqd � qÞds ð46:1Þ

where qd tð Þand _qdðtÞ. Denote the desired position and velocity. Kp, Kd and Ki are
diagonal matrices of dimension (n 9 n) positive definite respectively. It contains
the proportional Kpj, derivative Kdj and integrator gains Kij respectively
(Fig. 46.6).

The calculation of the gains Kp; Kd and Ki, is carried by considering the model
of joint j represented by the second order linear system with constant coefficients
according:

Cj ¼ aj
€hj þ Fv

_hj þ rd ð46:2Þ

where aj = Ajjmax is the maximum value of Ajj elements of the robot’s inertia
matrix. rd is a disturbance torque where r is the gear ratio (Fig. 46.7).

Fig. 46.6 Schematic
diagram of a PID control
system of the articulation
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In the simulation the reference positions and velocities values for the day of
November 1st are given Table 46.1.

Results are shown in Figs. 46.8, 46.9, 46.10 and 46.11 for the first and second
articulation of the robot respectively. The red curves denote the reference and the
blue color is the output. One can notice that the output follows the reference and
the controller gives a stable system.

Figure 46.12 represents the variation of torque as a function of time of the two
joints (articulation) where the red and blue colors indicate the torques provided at
the first and second articulation respectively.

Fig. 46.7 Articulation
control block taking into
account the disturbances

Table 46.1 Sun coordinates
for Algiers

Location Algiers

Latitude 36.3�
Longitude -2.6�
Date 1st of November
Day number 311
Legal time 12h00
Real sun time 12.0403
Declination -17.1081�
Hour angle 0.6038�
Sun altitude 36.5888�
Sun azimuth 0.7187�

Fig. 46.8 Angular position
as function of time of the first
articulation
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Fig. 46.9 Angular velocity
as function of time of the first
articulation

Fig. 46.10 Angular position
as function of time of the
second articulation

Fig. 46.11 Angular velocity
a function of time of the
second articulation

Fig. 46.12 Variation of
torque as function of time
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46.6 Programmable Logic Controller

The PLC is the most common component to achieve automation, because it meets
the needs of adaptation and flexibility for a wide range of operations. This
emergence is due in large part to the power of its development environment and
broad opportunities for interconnections. Using a PLC is a matter that has already
been addressed by many researchers. Abdallah et al. have employed a PLC to
calculate the solar vector and to control the sun tracker so that it follows the sun’s
trajectory [10]. The main strength of a programmable logic controller PLC is its
great ability to communicate with the industrial environment. In addition to its
CPU and its power, it essentially consists of modules inputs/outputs, which serve
as communication interface with the industrial process line. It also ensures the
acquisition of information supplied by the sensors, makes processing, gives orders

DC.M.CLS

Pi0.

CSC

CSC

P2D.

P1D.

1

2

KM0 KM1

4 STOP

3 KM2 

4041 KM20

410411 KM4KM30

412

0

301

30

302 KM4 KM3 

Fig. 46.13 GRAFCET of the PLC program
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to the actuators and communicates with the central supervisor. A Siemens S7-300
PLC is proposed for the heliostat guidance system.

To automate our robot, we developed an SFC ‘‘graph Functional Control Steps/
Transitions’’ as shown in Fig. 46.13, which shows schematically the sequence of
system operation. It begins by:

• Supply electrical control system of the heliostat at sunrise.
• The heliostat goes to its original position.

Once these two steps completed, the system checks the weather conditions,
whether the sky is clear or not.

• In a clear sky:

– Control of heliostats during sunny periods

• In interrupt sunshine:

– Stop functioning of the control system
– Search the sun by the light sensor.

46.7 Control of the Heliostat

The tracking system controls the position and height of the receiver at the top of
the tower and the variations of inclination caused by natural phenomena [9]. After
presenting the operations that must be performed by each component for automatic
control of a heliostat, a program for the robot controller has been written using
MATLAB. Figures 46.14 and 46.15 illustrate the behavior of each robot joint for a

Fig. 46.14 Angular position
of the robot’s first joint with
respect to time for a heliostat
positioned at 0�
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heliostat positioned at 0� with respect to the tower on the 1st of November.
Figures 46.16 and 46.17 illustrate the behavior of each robot joint for a heliostat
positioned at 45� with respect to the tower on the 1st of November.

46.8 Conclusion

The orientation of a concentrated solar power (CSP) system using heliostats has
been investigated. A program for calculating Algiers coordinates of the sun for a
sample day of the 1st November has first been developed for the orientation of the
heliostats. These results data will be the input for the PLC based orientation
system. And in order to obtain a maximum of reflected solar radiation a robot

Fig. 46.15 Angular position
of the robot’s second joint
with respect to time for a
heliostat positioned at 0�

Fig. 46.16 Angular position
of the robot’s first joint with
respect to time for a heliostat
positioned at 45�
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manipulator with two degrees of freedom i.e. with two revolute joints (articula-
tions) has been integrated into the heliostat orientation system. The robot control
model was chosen based on engineering and economic criteria. Simulation tests
showing the controllability of the manipulator and its ease of control have been
performed. The results showed that the normal axis of the heliostat is correctly
oriented (faced or positioned) towards the sun at each instant of the day. The
implemented program controlled the operation of the manipulator under different
climatic conditions. The study has also proposed the use of a PID controller for the
robot articulation in closed loop in the objective of better monitoring and a precise
control of the guidance system. This work aims to be an introduction of the
integration of robotics in renewable energy domain.
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Chapter 47
High Density Polyethylene Pyrolysis:
Review and Progress

Farah Obeid and Isam Janajreh

Abstract Plastics; yet indispensable they are a growing environmental problem
which necessitates limiting its damage. Plastics are inexpensive, durable and
versatile which favored their use in manufacturing and meeting various consumer
needs. However, plastics are non-biodegradable material therefore becoming a
threat on both the environment and the society. Energy recovery (pyrolysis) is an
innovative plastic waste management technique that recently gained high interest
in research. In Waste to Energy lab in Masdar Institute of Science and Technology,
a batch reactor was used to study the production of fuel-like products from high
density polyethylene (HDPE) in the temperature range 375–425 �C. The analysis
using gas chromatography-mass spectrometry (GC-MS) of the liquid fraction was
carried out to determine its composition and product distribution.

Keywords Plastic wastes � HDPE � Pyrolysis

47.1 Introduction

The consumption of plastics in the Western Europe, USA and Japan in 1995 was
25, 33.9 and 11.3 million tones, respectively. The major consumption of plastic in
Western Europe is attributed to packaging sector of 40 % [1]. In 2005, 10 years
later, the plastic consumption in Western Europe increased to 47.5 million tons
[2]. As the estimated daily global municipal solid waste (MSW) generation is more
than 2 9 109 metric ton, plastic holds a substantial fraction reaching up to 19 %.
United States, Germany and Switzerland (with high gross national income) gen-
erate MSW at a rate of 700 kg/ca annually; Japan generates 400 kg/ca annually.
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In the gulf region, UAE is the highest consumer of plastic/capita with daily
average of 8.6 kg/ca (2009 figure) [3]. According to Waste Management Center-
Abu Dhabi (WMC) 6 million tons of waste was generated in the year 2007–2008
in Abu Dhabi emirate solely, this figure is estimated to reach 30 MTs by 2030 [4];
in 2009, plastic waste contributed to an estimate of 19 % of the municipal solid
waste generated in Abu Dhabi [3]. As dominant solid waste treatment scenario
practiced in many societies including Abu dhabi, is mainly Landfilling (in 2009
more than 1 MT of MSW was landfilled in Abu Dhabi), alternatives need to exist.

A lot of research has been done in Masdar Institute on material recovery [5],
pyrolysis and gasification [6] testing different types of polymeric wastes, muni-
cipal solid waste, and nonconventional fuel such as oil shale. However, more
serious attention should be given to pyrolysis as an alternative waste treatment
stream.

Schrimer et al. [7] conducted thermal decomposition of polyethylene in thermal
gravimetric analysis (TGA) and in a cycled-sphere reactor. 4.5 g of PE pellets were
heated in the TGA to reaction temperature of 600 �C under nitrogen. Non-catalytic
degradation using TGA showed that complete degradation of polyethylene was
achieved at 490 �C. Some experiments were carried in the cycled sphere reactor
where 150 g of PE (granule) were fed into the reactor. The process was batch mode
and the reaction temperature was maintained at 440 �C, reaction time was 60 min
for thermal process. Products obtained from PE pyrolysis were mainly waxes
(65.76 %) in the range of C15–Cn, the yields of oil (C5–C15) and gas (C1–C4) were
low compared with the yield of wax giving 21.88 and 11.6 % respectively. More-
over the analysis of the oil yielded showed a wide spectrum of products.

Grieken et al. [8] employed batch reactor for thermal degradation in an inert
atmosphere of both high and low density polyethylene. 50 g of PE were fed into
the reactor and different experiments were conducted varying temperature 380,
400 and 420 �C. Products resulted from LDPE thermal cracking were mainly
solids, and the yield of liquid and gas products was negligible for the various
temperatures tested. It was noticed that HDPE thermal cracking occurs at higher
temperature than LDPE leading as well to mainly wax. The analysis of the waxy
products obtained from thermal degradation of LDPE showed their potential to be
used in petrochemical application.

Ng et al. [9] thermally degraded polyethylene (HDPE and LDPE) in the tem-
perature range of 450–500 �C in a closed tubing bomb reactor, other few exper-
iments were carried out in an open tubing reactor at 480 �C. Reactions in both
systems took place under a flow of nitrogen. HDPE thermal degradation in a
closed system produced hard wax, distillates of 19.3 % and low yield of gas at
450 �C. The increase in temperature caused an increase in the yield of gas and
naphtha over the expense of coke. At 500 �C distillates are of 56.4 %, gas 23 %
and residue of 8.6 %. Gas obtained contains mostly alkanes of 85 % in the range
of C1–C4, and olefins which a decrease with the increase in temperature. Naphtha
in the range of C4–C10 showed a decrease with the increase in temperature; a-
olefin decreased from 27 to 3.3 % with a corresponding increase in mono-aro-
matics from 1.1 to 25 % at 450 and 500 �C respectively. HDPE thermal
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degradation in an open system promoted the production of gas oil over the expense
of gas and naphtha. Naphtha and gas oil fraction composed of low aromatics
(1 %), less saturates (27 %) but more olefins (40 %) unlike those obtained from
closed system. Distillates produced from the degradation of HDPE in an open and
closed system do not meet the requirements of transportation fuels.

Sakata et al. [10] has studied thermal degradation of high density polyethylene
(HDPE) in a semi-batch glass reactor under the flow of nitrogen. 10 g of HDPE
were loaded to the reactor and the degradation temperature was maintained at
430 �C in the furnace. Products evolved from the thermal degradation of HDPE
were 69 % liquid and 21 % residues with only 9 % gaseous products. Gaseous
products obtained from thermal degradation were mainly C3 (propane, propylene),
C2 (ethane, ethylene) and small amount of C4 (butane, butane). The components of
liquid products were distributed over a wide range of carbon number. The oil
obtained contained paraffins and olefins but aromatics were not detected.

Miskolczi et al. [11] studied thermal degradation of 200 g of HDPE in a Pyrex
batch reactor for different temperatures (400, 420 and 450 �C) under nitrogen
atmosphere. The yield of gas (2.4 % at 400 �C) and liquid (3.1 % at 400 �C)
increased with the increase in temperature yielding 5.8 % gas and 74.5 % liquid at
450 �C. On the other hand the yield of residue decreased drastically with the
increase in temperature; 93.5 % at 400 �C decreased to 19.7 % at 450 �C. Product
analysis of the gaseous fraction showed that C2 and C4 are the dominating com-
ponents. Concerning liquid fraction, aliphatic hydrocarbons in the range of C5–
C25; main type of fuels were gasoline, kerosene, diesel and heavy oil. Low sulfur
content is favored for the advantage of both the environment and human health;
therefore sulfur content was tested and was \20 ppm for different degradation
temperatures but it was noticed that the content decreased with the increase of
temperature (14 ppm at 450 �C) which makes the liquid fraction favored for uti-
lization as fuel-like product.

Hernandez et al. [12] carried thermal cracking of HDPE in a fluidized bed
reactor under nitrogen flow and reaction temperature was varied in the range of
400–800 �C. At 400 �C the yield of gas was almost negligible but started to
increase with the increase of temperature yielding &60/100 g of HDPE; however
the gaseous fraction was obtained over a wide range of molecular weights. At
800 �C, components were mainly C2 (16.5 g ethene/100 g HDPE), C3 (10.5 g
propene/100 g HDPE), C4 (5.1 g 1-butene/100 g HDPE) and 2.2 g benzene/100 g
HDPE. Same group [13] studied the thermal pyrolysis of HDPE and results were
confounded with their previous findings; products evolved from thermal cracking
of HDPE were (15 % gases and 41 % liquids) at 500 �C and (58 % gases and
24 % liquids) at 700 �C. Products in the liquid fraction were composed of wide
range of carbon atoms (C10–C40) diolefins, olefins and paraffin were present while
aromatic compounds were not identified.

Marcilla et al. [14] aimed to study the effect of the heating rates (flash and slow
pyrolysis) on the degradation process of HDPE and the type of products yielded.
Experiments were carried in a fluidized bed reactor and nitrogen was the fluidizing
agent. In flash experiments the reactor degradation temperature was in the range of
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500–800 �C, in slow pyrolysis experiments the reactor was heated to 700 �C in the
rate of 5 �C/min. It was obvious from both experiments (flash and slow pyrolysis)
that higher percentages of liquid (heavy oil), wax and solid residues are obtained
from thermal degradation of HDPE. However in flash pyrolysis the increase in
temperature caused a drastic increase in gas yield; 15.2 % were released at 500 �C
increased to 66.3 % at 800 �C.

Ng et al. [15] thermally cracked the blended HDPE with VGO (vacuum gas oil)
under nitrogen in the fixed bed reactor, sand was also loaded to the reactor and
reaction temperature occurred at 510 �C. Two concentration of HDPE (5 and
10 %) resulted in different conversions; thermal cracking of 5 % HDPE resulted in
77 % conversion of HDPE, producing 11.5 % dry gas, 16 % LPG, 33.5 % gaso-
line and 15.3 % coke; whereas lower conversion (52.4 %) of HDPE was achieved
when its concentration increased to 10 % and the yield of product was lower
giving 7, 8.7, 22 and 14.7 % of dry gas, LPG, gasoline and coke respectively. In
the gaseous fraction, olefins were mainly ethylene, propylene and 1-butene.
Methane was produced in significant amount. Sand insured a better heat transfer
which resulted in a better conversion.

Aguado et al. [16] observed that only 27 % of LDPE was converted when
thermally cracked in an inert atmosphere in a stirred batch reactor at 420 �C. 20 %
of gases (C1–C5) mainly olefins and 6.6 % heavy oil (C13–C35) mainly n-paraffins;
while the yield of liquid (C6–C12) was negligible.

William et al. [17] degraded LDPE thermally in the fluidized bed reactor in the
temperature range of 500–700 �C. Nitrogen was the fluidizing gas and the bed
material was silica sand. It was observed that gas yield increased from 10.8 to
71 % as they temperature increased from 500 to 700 �C with a corresponding
decrease in oil/wax fraction from 89 to 28.5 % with the oil having the highest
proportion. It can be concluded that wax decomposed to oil as the temperature
continued to increase then to gas. Main gases evolved were ethene, propene and
butene of yield 26.8, 18.6 and 7.6 % at 700 �C respectively. Among the alkane
gases methane was evolved significantly with yield of 11.8 % at 700 �C. Liquid
products (oil and wax) were distributed over a wide range of carbon number C8–
C57. As the pyrolysis temperature increased, aliphatics above C30 decreased with a
significant increase in the single and poly-aromatic hydrocarbons (PAH) which
comprised more than 25 % in the oil produced. This raises the environmental
concern due to the presence of PAH and requires a further treatment of the oil.

Renzini et al. [18] thermally cracked LDPE in a fixed bed reactor at 500 �C for
different reaction times (20 and 60 min). Non-catalytic degradation yielded 81 %
solids mainly waxes with very negligible amounts (relative to solids) of liquids and
gases of 6.4 and 12 % respectively at reaction time of 20 min. On the other hand,
the increase of reaction time to 60 min positively influenced the distribution of
products yielding 24.4 and 18.7 % of gas and liquid respectively.

The pyrolysis of low density polyethylene in a batch autoclave reactor at
425 �C and 1 h residence time was tested by Insura et al. [19]. Products yielded
(90 % oil, 10 % gas and no coke detected). Gas composition was mainly alkanes
of 69 % (ethane and propane dominant gases) and 32 % alkene. Long chain
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n-alkanes (46 %) were the main component in the oil obtained from the thermal
degradation of LDPE and 12.5 and 12 % of n-alkene and aromatics (toluene,
benzene and xylene) were obtained. These results were compatible with those
obtained from thermal cracking of LDPE at 500 �C investigated by Bagri et al.
[20] in a fixed bed reactor; where high yield of oil (&95 %) and low gas (5 %)
was also achieved. Oil composition was mainly aliphatic in the range of C9–C50

whereas a very low amount of polycyclic aromatics (naphthalene and their methyl
derivatives) was detected. Gases were composed of alkane (mainly ethane and
propane) and alkene (mainly propene and butane).

Thermal degradation of LDPE was investigated by Aguado et al. [21] employed
a screw kiln reactor; experiments were conducted in the temperature range of
450–550 �C and using nitrogen to insure inert atmosphere. A total conversion of
LDPE was observed giving high selectivity toward heavy hydrocarbons; 35.5 %
heavy oil (C13–C23) and 26 % wax (C24–C55) and low yield of gasoline (C5–C12)
and gas (C1–C4) of 29 and 9 % respectively. Therefore, thermal degradation of
LDPE led to a wide distribution of carbon number and heavy hydrocarbons were
the major outcomes.

47.2 Experimental Method

47.2.1 Materials

Virgin HDPE was obtained as pellets from Ducab Inc., Abu Dhabi, United Arab
Emirates, the particle size is 2–4 mm diameter and 2–4 mm length each and is
originally traded under P. W. Hall, UK (PPM 914), being used in the wire and cable
industry for outer sheathing in medium voltage (MV) and high voltage (HV) cables.

47.2.2 Batch Autoclave Pyrolyser

Thermal degradation of virgin HDPE was conducted in autoclave reactor obtained
from Buchiglas, Uster, shown in Fig. 47.1. The vessel is made of stainless steel with
CrNiMoTi alloy stirrer with 2 L volume. The reactor is heated electrically (3000 W/
230 V). The rector temperature is controlled by the jacketing purified water cooling
jacket and heating elements built in the wall of the vessel. The stirrer is integrated in
the reactor to maximize the distribution of heat flow to the polymer. The temperature
inside the reactor is controlled by ICC-self optimizing controller, where the pressure
is measured using pressure gauge. 50 g of virgin HDPE pellets were placed in the
reactor; then closed and pre-purged with nitrogen for 5 min to ensure that the reactor
is free from oxygen and that the experiment is taking place in an inert atmosphere.
The reactor is then pressurized with nitrogen at 10 bar and heated to 375–425 �C and
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residence time of half an hour. Three fractions were collected at the end of each
experiment; gases were collected using tedlar bags directly through the depressur-
izing valve, oil and residues were collected from the reactor bottom. All collected
products are weighed after each experiment.

47.2.3 Simultaneous Thermal Analyzer STA (Q600 SDT TA
Instruments)

10–15 mg of HDPE were used for the Simultaneous Thermal Analyzer (STA)
which is a device combining Thermogravimetric Analysis (TGA), and Differential
Scanning Calorimetry (DSC) for the thermal analysis Fig. 47.2. The former
measures the change of the mass of the sample as a function of temperature and the
DSC determines the melting and decomposition temperature of the polymer.

47.2.3.1 Gas Chromatography: Mass Spectrometry

In the end of each experiment, liquid and residue fractions were collected, weighed
and dissolved in dichloromethane (DCM) GC grade. These compounds were
identified and quantified by a Thermo GC–MS provided with an HP-5MS column
(30 m 9 0.25 mm 9 0.1 lm). The column program is: injector temperature,
280 �C; initial column temperature, 40 �C; initial time, 5 min; heating rate, 12 �C/
min; final temperature, 305 �C; final time, 25 min; run time, 53.33 min; carrier
gas, Helium, 1 ml/min; average velocity, 38 cm/s; solvent delay, 6 min. The ion
trap detector had a mass range from 50 to 650 amu and is linked to a computer
equipped with the NIST library.

Fig. 47.1 Batch autoclave reactor

590 F. Obeid and I. Janajreh



47.3 Results and Discussion

Several runs on virgin HDPE were carried out using Batch autoclave reactor.
Experiments took place under nitrogen pressure at 10 bars at temperature of
400 �C and the reactor was maintained at this temperature for half an hour. Three
fraction were collected from each experiment; liquid and residues were collected
from the reactor Fig. 47.3 and separated by filtration and gas fraction was collected
using tedlar chemically resistive Polyvinyl Fluoride (PVF) gas sampling bags
Fig. 47.4. The yield of HDPE pyrolysis experiments favored the production of

Fig. 47.2 SDT Q600

Fig. 47.3 Liquid fraction collected from the reactor
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liquid fraction giving *60 %, a good yield of gas was also obtained of 37 % and
relatively low yield of residue of 3 %. The GC-MS chromatograph and analysis
are shown in Fig. 47.5 and Table 47.1 respectively. Table 47.1 shows that the
liquid fraction is composed of alkanes with carbon chain number ranging from C10

to C28, alkenes in the range of C10–C35 and alkynes (C11–C20).
Diesel carbon number distribution of various fractions is distributed as Naph-

tha \C10, Gasoline C11–C15, Diesel C16–C20 and heavy oil fraction [C20 [22].

Fig. 47.4 Gas Fraction collected using tedlar bag

Fig. 47.5 Liquid fraction chromatogram
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Compounds detected using GC-MS in pyro-oil as C10-decane, C11-undecane, C18-
octadecane and others is an indication that it is a fuel-like product.

Thermogravimetric analysis (TGA) was used for HDPE characterization
Fig. 47.6. The virgin HDPE samples of about 10–15 mg were placed in the sample
holder and pyrolyzed in nitrogen atmosphere in each experiment. The nitrogen
flow rate was kept constant at 75 ml/min, at heating rate 10 �C/min to a final
temperature of 550 �C. It was observed that the melting temperature of virgin
HDPE is at 135 �C. The onset degradation temperature is 300 �C after which the
conversion of HDPE is initiated, the termination of the total conversion of HDPE
is at 500 �C; however literature [23] states that degradation temperature of HDPE
takes place around 500 �C. During the pyrolysis experiments of HDPE the total

Table 47.1 GC-MS Liquid fraction composition from the pyrolysis of HDPE at 400 �C

Alkanes Formula

Decane C10H22

Undecane C11H24

Dodecane C12H26

Tridecane C13H28

Tetradecane C14H30

Pentadecane C15H32

Hexadecane C16H34

Octadecane C18H38

Nonadecane C19H40

Heneicosane C21H44

Docosane C22H46

Tetracosane C24H50

Heptacosane C27H56

Octacosane C28H58

Alkenes
1-Decene C10H20

1-Undecene C11H22

1-Dodecene C12H24

1-Tridecene C13H26

1-Pentadecene C15H30

1-Hexadecene C16H32

3-Heptadecene C17H34

1-Nonadcene C19H38

1-Docosene C22H44

9-Hexacosene C26H52

17,Pentatriacontene C35H70

Alkynes
1,10-Undecadiene C11H20

1,11-Dodecadiene C12H22

1,13,Tetradecadiene C14H26

1,19-Eicosadiene C20H38
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conversion was achieved at 400 �C; the decrease of 100 �C is correlated to the fact
that the reactor was pressurized by nitrogen. Therefore, pressure can also affect the
initiation and termination of polymer degradation. As total conversion can
be achieved at lower temperature, thus energy is saved affecting the economic
feasibility of pyrolysis process.

47.4 Conclusion

Thermochemical conversion is an innovative alternative to landfilling and incin-
eration of plastic waste eliminating several social and environmental problems and
providing an environmentally friendly source of energy. In this research, HDPE
was thermally degraded in a pyrolysis batch reactor yielding high liquid (60 %)
and gas (37 %) fractions. In addition, the compositional analysis using GC-MS of
the liquid fraction showed that it is fuel-like product. Different temperatures and
pressures will be tested in order to study their effect on the polymer degradation,
the yield and the composition of the products.
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Chapter 48
Developing Sustainable and Clean Energy
for Environmental Issues in Turkey

I. Yuksel and H. Arman

Abstract Turkey has dynamic economic development and rapid population
growth. It also has macro-economic, and especially monetary, instability. The net
effect of these factors is that Turkey’s energy demand has grown rapidly almost
every year and is expected to continue growing, but the investment necessary to
cover the growing demand has not been forthcoming at the desired pace. On the
other hand, meeting energy demand is of high importance in Turkey. However,
exploiting the country’s large energy efficiency potential is also vital. Air pollution
is a significant problem and, as the government’s projections show, carbon
emissions could rise sharply if current trends continue. Turkey’s geographical
location has several advantages for extensive use of most of these renewable
energy sources. Over the last few decades, the numbers of Turkish citizens living
in the eastern part of country have migrated to the western part of the country. This
caused some problems in the energy utilization and environmental pollution in the
western regions in Turkey. For this reason, in the coming decades, global envi-
ronmental issues could significantly affect patterns of energy use in Turkey.
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48.1 Introduction

Energy is essential to economic and social development and improved quality of
life in all countries. Much of the world’s energy, however, is currently produced
and consumed in ways that could not be sustained if technology were to remain
constant and if overall quantities were to increase substantially. The need to
control atmospheric emissions of greenhouse and other gases and substances will
increasingly need to be based on efficiency in energy production, transmission,
distribution and consumption in the country. Electricity supply infrastructure in
many developing countries are being rapidly expanded as policymakers and
investors around the world increasingly recognize electricity’s pivotal role in
improving living standards and sustaining economic growth [1–3].

There is a growing concern that long-run sustainable development may be
compromised unless measures are taken to achieve balance between economic,
environmental and social outcomes. Since the early 1980s, Turkish energy policy has
concentrated on market liberalization in an effort to stimulate investment in response
to increasing internal energy demand. Turkey’s new government has continued this
policy despite lower energy demand induced by the 2001 economic crisis. This paper
provides an overview of energy use and air pollution issues for Turkey.

The Southeastern Anatolia Project (GAP) is one of the largest power generat-
ing, irrigation, and development projects of its kind in the world, covering
3 million hectare of agricultural land. This is over 10 % of the cultivable land in
Turkey; the land to be irrigated is more than half of the presently irrigated area in
Turkey. The GAP project on the Euphrates and Tigris Rivers encompasses 20
dams and 17 hydroelectric plants. Once completed, 27 billion kWh of electricity
will be generated annually, which is 45 % of the total economically exploitable
hydroelectric potential [3, 4].

48.2 Energy Utilization in Turkey

The socio-economic development, which has been progressing in parallel with fast
industrial growth in Turkey, has caused living standards to rise. This has led to an
increase in demand for electrical energy. All kinds of economic activities depend
upon continuously developing technology and energy, and hence electrical energy
has become an indispensable component of social life. An interconnected system
now extends throughout the whole country, with the distribution network reaching
even the smallest settlements. Electrical energy consumption has thus increased
quickly as a proportion of total energy consumption [5–7].

The Ministry of Energy and Natural Resources carries out the general energy
planning studies, using an ‘MAED’ demand model, and TEIAS (Turkish Elec-
tricity Transmission Company) carries out energy generation expansion planning
studies, using the DECADES model. The MAED model [8], which was developed
by the International Atomic Energy Agency (IAEA), makes projections of the
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medium and long-term general electricity demand. It takes into consideration a
detailed analysis of social, economic and technical systems. The model is based on
low, medium and high case scenarios. It is very important to project the energy
demand accurately, because decisions involving huge investments of capital are
based on these forecasts.

Turkey has a very good geographic location and natural resources. Turkey has
dynamic economic development and rapid population growth. Along with the
economic growth and population increase, significant increases were observed
both in primary energy and in electricity consumption during the 8th Plan period
[9]. Consumption of primary energy reached 94.3 Mtoe as of the end of 2005 with
an annual average increase of 2.8 % while electricity consumption reached
165.3 billion kWh with an annual average increase of 4.6 % during this period.
These increases are more evident in the period following 2003, since the impact of
the 2001 economic crisis was alleviated, and the economy stabilized. During this
term, primary energy and electricity utilization grew at an annual average rate of
5.7 and 6.7 %, respectively [3, 10, 11].

Turkey is an energy importing country; more than half of the energy require-
ment has been supplied by imports. Oil has the biggest share in total primary
energy consumption. Due to the diversification efforts of energy sources, use of
natural gas that was newly introduced into Turkish economy, has been growing
rapidly. Turkey has large reserves of coal, particularly of lignite. The proven

Table 48.1 Primary energy reserves in Turkey (2006) [12]

Energy sources Proven Probable Possible Total

Hard coal (million ton) 428 456 245 1,129
Lignite (million ton)

Elbistan 3,357 3,357
Others 3,982 626 110 4,718
Total 7,339 626 110 8,075

Asphaltite 45 29 8 82
Bitumes 555 1,086 1,641
Hydropower

GWh/yr 126,109 126,109
MW/yr 35,539 35,539

Petroleum (million ton) 39 39
Natural gas (billion m3) 10.2 10.2
Nuclear sources (ton)

Uranium 9,129 9,129
Thorium 380,000 380,000

Geothermal (MW/year)
Electricity 200 4,300 4,500
Thermal 2,250 28,850 31,100

Solar energy
Electricity 8.8
Heat 26.4
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resources are 8.0 billion tons (Table 48.1). The estimated total possible reserves
are 30 billion tons. Turkey, with its young population and growing energy demand
per person, its fast growing urbanization, and its economic development, has been
one of the fast growing power markets of the world for the last two decades
(Figs. 48.1 and 48.2).

It is expected that the demand for electric energy in Turkey will be 300 bil-
lion kWh by the year 2010 and 580 billion kWh by the year 2020. Turkey’s
electric energy demand is growing about 6–8 % yearly due to fast economic
growing [5, 9, 11, 12, 14–17]. In Turkey, primary energy production and con-
sumption has reached 28 and 98.3 Mtoe (million tons of oil equivalent) respec-
tively (Tables 48.2 and 48.3).

The most significant developments in production are observed in hydropower,
geothermal, solar energy and coal production. Turkey’s use of hydropower, geo-
thermal and solar thermal energy has increased since 1990. However, the total
share of renewable energy sources in total primary energy supply (TPES) has
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declined, owing to the declining use of non-commercial biomass and the growing
role of natural gas in the system. Turkey has recently announced that it will reopen
its nuclear programme in order to respond to the growing electricity demand while
avoiding increasing dependence on energy imports [12, 14, 16].

The TPES in Turkey grew by 3.2 % per year between 1990 and 2006, the
fastest growth rate among International Energy Agency (IEA) Member countries
[14, 15]. Coal is the dominant fuel, accounting for 27.4 % of TPES in 2006. Oil
(35.6 %) and gas (27.7 %) also contributed significantly (Table 48.2). Renewable
energy, mostly biomass, waste and hydropower, accounted for 10.9 %.
Hydropower represented 3.8 % of TPES in 2005. Biomass, primarily fuel wood
consumed by households, represented almost 5.9 % [12, 16]. The economic

Table 48.2 Selected indicators of primary energy consumption and resources (thousands TOE)
[11, 12]

Energy sources 2005 Realization 2006 Realization 2007 Realization

Amount (%) Amount (%) Amount (%)

Commercial energy 89,050 94.4 93,680 94.7 96,680 94.5
Hard coal 14,805 15.7 15,052 15.2 16,052 15.2
Lignite 10,760 11.4 11,005 11.1 12,005 11.1
Petroleum products 32,855 34.8 35,160 35.6 37,160 35.6
Natural gas 25,665 27.2 27,356 27.7 29,356 27.7
Hydraulic energy 3,744 4.0 3,801 3.8 3,981 3.8
Renewable energy 1,350 1.4 1,427 1.4 1,627 1.4

Non-commercial energy 5,250 5.6 5,200 5.3 5,608 5.5
Wood 4,100 4.4 4,100 4.1 4,100 4.1
Biomass 1,150 1.2 1,100 1.1 1,100 1.4

Total 94,300 100 98,880 100 102,288 100

TOE tons of oil equivalent

Table 48.3 Developments in production and consumption of energy [12]

2000 2002 2004 2006

Primary energy production (TTOE) 27,621 24,884 24,170 28,020
Primary energy consumption (TTOE) 81,193 78,322 87,778 98,300
Consumption per capita (KOE) 1,204 1,131 1,234 1,249
Electricity installed capacity (MW) 27,264 31,846 36,824 39,596
Thermal (MW) 16,070 19,586 24,160 26,481
Hydraulic (MW) 11,194 12,260 12,664 13,115
Electricity production (GWh) 124,922 129,400 150,698 165,346
Thermal (GWh) 94,011 95,668 104,556 124,321
Hydraulic (GWh) 30,912 33,732 46,142 41,025
Electricity import (GWh) 3,786 3,588 464 636
Electricity export (GWh) 413 435 1,144 1,812
Total consumption (GWh) 128,295 132,553 150,018 168,216
Consumption per capita (kWh) 1,903 1,914 2,109 2,240
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downturn in Turkey in 2000–2005 caused TPES to decline by 6.0 %. Nevertheless,
energy demand is expected to more than double by 2010, according to Turkish
government sources [9, 12, 16]. On the other hand, gas accounted for 43.8 % of
total electricity generation in 2006, coal 26.58 % and oil at about 5 %. Hydro-
power is the main indigenous source for electricity production and represented
20–30 % of total generation from 1970 to 2006. Hydropower declined signifi-
cantly relative to 2000 due to lower electricity demand and to take-or-pay con-
tracts in the natural gas market [12, 18].

48.3 Future Energy Policies in Turkey

Turkey’s demand for energy and electricity is increasing rapidly. Since 1990,
energy consumption has increased at an annual average rate of 4.3 %. As would be
expected, the rapid expansion of energy production and consumption has brought
with it a wide range of environmental issues at the local, regional and global levels
[5, 17, 19]. With respect to global environmental issues, Turkey’s carbon dioxide
(CO2) emissions have grown along with its energy consumption.

Primary energy supply was projected to increase from 64.5 Mtoe (1995) to
332.0 Mtoe (2025). Crude oil imports remained constant at 33.0 Mtoe after 2004
when the domestic refineries were forecast to run into their processing capacity,
resulting in a drop in crude oil share from 44 to 10 % of total supplies. Once the
refining capacity is reached, net imports of refined products will quickly grow from
2.6 to 52.3 Mtoe (2000–2025), accounting for about 16 % of total supplies by 2025.
Natural gas quickly increases its share from 10 % (6.3 Mtoe) in 1995 to 42 %
(139.8 Mtoe) of total supplies in 2025. Although renewables double over 2000–2025,
this share will decreases from 14 % in 2000 to 7 % in 2025 [5, 7, 8, 19, 20].

The main aim of the energy policies is to meet the energy needs of increasing
population and growing economy in a continuous, qualified and secure manner
through primarily private sector investments in a competitive and transparent free
market environment. In this context, it is the main target to supply the required energy
timely, uninterrupted and at minimum costs while making energy supply planning
[11]. In 2007, both primary energy and electricity production and consumption would
grew in parallel with the targeted economic growth. Thus, total primary energy
consumption is forecasted to increase by around 3.4 % to reach 102.28 Mtoe and per
capita primary energy consumption by 3.6 % to reach 1.337 kg of oil equivalent.

A suitable environment will be established, with legislative regulations if
necessary, in order for the private sector to fill the gap that will arise because of the
withdrawal of the state from the sector, in a timely manner and to expedite the start
of the new production investments in line with supply and demand projections
[14]. Thus, emphasis will be given to privatization of the existing facilities in order
to prevent the burden of new investments on the state. The state will be adequately
equipped in a way to closely monitor the supply security within the framework of
its regulatory and supervisory role and to take measures [12, 15, 16].
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48.4 Renewable Energy Potential and Water
Resources in Turkey

The hydropower industry is closely linked to both water management and
renewable energy production, and so has a unique role to play in contributing to
sustainable development in a world where billions of people lack access to safe
drinking water and adequate energy supplies. On the other hand, approximately
1.6 billion people have no access to electricity and about 1.1 billion are without
adequate water supply. However, resources for hydropower development are
widely spread around the world. Potential exists in about 150 countries and about
70 % of the economically feasible potential remains to be developed-mostly in
developing countries where the needs are most urgent [7, 21–23].

Hydropower is available in a broad range of project scales and types. Projects
can be designed to suit particular needs and specific site conditions. As hydro-
power does not consume or pollute the water it uses to generate power, it leaves
this vital resource available for other uses. At the same time, the revenues gen-
erated through electricity sales can finance other infrastructure essential for human
welfare. This can include drinking water supply systems, irrigation schemes for
food production, infrastructures enhancing navigation, recreational facilities and
ecotourism.

Water is a vital resource that supports all forms of life on earth. Unfortunately,
it is not evenly distributed by season or geographical region. Some parts of the
world are prone to drought, making water a particularly scarce and precious
commodity. In other parts of the world, floods that cause loss of life and property
are major problems [7, 22, 23].

The total gross hydropower potential and total energy production capacity of
Turkey are nearly 50 GW and 112 TWh/year, respectively and about 30 % of the
total gross potential may be economically exploitable. At present, only about 35 %
of the total hydroelectric power potential is in operation [24]. The national
development plan aimed to harvest all of the hydroelectric potential by 2010. The
contribution of small hydroelectric plants to total electricity generation was esti-
mated to be 5–10 % [25, 26]. On the other hand, the GAP is one of the largest
power generating, irrigation, and development projects of its kind in the world,
covering 3.0 million hectares of agricultural land [27]. This is over 10 % of the
cultivable land in Turkey; the land to be irrigated is more than half of the presently
irrigated are in Turkey. The GAP project on the Euphrates and Tıgris Rivers
encompasses 22 dams and 19 hydroelectric power plants. Once completed,
27 billion kWh of electricity will be generated and irrigating 1.7 million hectares
[3, 17, 24, 27–30].
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48.5 Water Management and Environmental
Issues in Turkey

There is no single solution to the world’s quest for more, cleaner energy and
effective water management. Energy and water for sustainable development
depend not only on supply choices, but also on how these choices are imple-
mented. It requires the creation of a level playing field among available energy
options and global water governance involving all stakeholders in a participatory
decision-making process. In adopting their own sustainability guidelines, the
members of the International Hydropower Association are committed to devel-
oping and operating their projects, in collaboration with all stakeholders, in a way
that is environmentally friendly, socially responsible and economically efficient so
that hydropower projects can make a major contribution to achieving sustainable
energy and resource development [7, 22].

Hydropower energy is a renewable, sustainable and clean energy among the
other alternative energy sources. Moreover, it does not deprive future generations
in terms of raw materials, or burdening them with pollutants or waste. Hydro-
electric power plants utilize the basic national and renewable resource of the
country. Although the initial investment cost of hydropower seems relatively high,
the projects have the lowest production costs and do not depend on foreign capital
and support, when considering environmental pollution and long-term economic
evaluation [7, 31].

Turkey is a rapidly growing country whose income level is moving towards that
of the rest of the Organization for Economic Co-operation and Development
(OECD) area. This catch-up process has been associated with a rapid growth of
greenhouse gas emissions. Nonetheless, carbon emissions from any country con-
tribute equally to the pressure on the global climate. Consequently, the major issue
facing policy makers is how to contribute to reducing the burden on global
resources at a low cost and without jeopardizing the rapid growth of the economy
[5, 14, 16].

Turkey shares a number of features with some other OECD countries that
suggests it would be possible to considerably moderate the growth of greenhouse
gases with little or even no cost. The proportion of energy derived from carbon-
intensive coal and lignite is one of the highest in the OECD area, reflecting ample
reserves of lignite, while a completely liberalized market in natural gas has not
existed [14].

In Turkey, air pollution is a serious problem that has only recently come to the
center of policy concerns. The social and economic costs of air pollution in Turkey
are likely to be large. The latest OECD environmental performance review esti-
mated that excessive SO2 emissions in the early 1990s might have increased
mortality by over 3,600 deaths and restricted activity days by almost 7 million
each year. A start has been made in this area but the main issue for the authorities
is to implement effective policies to address air pollution in a way that ensures a
combination of minimum costs and maximum benefits [3, 16].
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48.6 Conclusions

As would be expected, the rapid expansion of energy production and consumption
has brought with it a wide range of environmental issues at the local, regional and
global levels. With respect to global environmental issues, Turkey’s carbon
dioxide (CO2) emissions have grown along with its energy consumption. States
have played a leading role in protecting the environment by reducing emissions of
greenhouse gases (GHGs). In this regard, renewable energy resources appear to be
one of the most efficient and effective solutions for clean and sustainable energy
development in Turkey.

The environmental impacts of hydro plants are minimal compared with alter-
native resources. They make use of our renewable ‘‘green energy’’ resource,
without causing pollution and CO2 emission. They have considerable advantages,
since they use the renewable sources of the country, are free of fuel costs, and their
design and Turkish engineers and contractors can perform construction. They are
also easily adaptable to the system load demands.

The GAP will play an important role in the development of Turkey’s energy
and agriculture sector in the near future. For this reason, it is necessary to examine
the general structure of this project and investigate in detail its effects and its
environmental issues.
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Chapter 49
Detailed Kinetics-Based Entrained Flow
Gasification Modeling of Utah Bituminous
Coal and Waste Construction Wood Using
Aspen Plus

Idowu A. Adeyemi and Isam Janajreh

Abstract This study seeks to develop a kinetic-based ASPEN Plus model for the
Brigham Young University (BYU) gasifier, an atmospheric oxygen-blown
entrained flow gasifier. The model consists of 11 components, 3 in-built FORTRAN
calculations and a FORTRAN subroutine. The in-built FORTRAN calculations
were used for the estimation of the drying process, the separation of char into
constituents and the estimation of the gasifier residence time while the FORTRAN
subroutine was used to determine the char gasification kinetics based on the
unreacted shrinking core model of Wen and Chaung [1]. The model takes into
account the passive heating through moisture release, pyrolysis, volatile combus-
tion and char gasification. The model has been validated with the experimental
work of Brown et al. [2] with Utah bituminous coal, which was used as a baseline
for the analysis of wood waste. In addition, the effect of operating parameters had
been studied to determine the influence of fuel type and gasifier diameter on the
process metrics like the gasification efficiency, species distribution along the cen-
terline etc. Based on the available knowledge, this is the first detailed non-empirical
ASPEN Plus kinetic model for entrained flow gasification (EFG) studies in the
oxygen-blown atmospheric Brigham Young University laboratory gasifier set-up.
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49.1 Introduction

Millions of tons of solid wastes are generated annually that continue to pose serious
environmental and ecological threats to our planet. In 2009 alone, the total amount
of solid waste in the Emirate of Abu Dhabi, United Arab Emirates, was 5,756
thousand tons according to the estimates of the Center of Waste Management-Abu
Dhabi, with the construction sector contributing 61 % of the total waste due to the
construction boom taking place in the Emirate [3]. In addition, nearly 30 % of the
240 million tons generated waste in the US is recycled while the rest is primarily
destined to land filling. Landfill gas (LFG), which is mainly composed of carbon
dioxide and methane, is widely recognized as one of the largest sources of methane
emission to the atmosphere and a central contributor to greenhouse gases (GHG).
Methane, however, is 21-folds more potent than carbon dioxide by weight, and it is
second most abundant GHG after carbon dioxide. The estimate of global methane
emission from solid waste disposal sites ranges from 20 to 70 Tg/year, or about
5–20 % of the total estimated methane emission of 375 Tg/year from anthropogenic
sources. Therefore, alternative waste to energy systems which are less harmful to
our environment and avoids other problems associated with landfilling like land
availability, health issues, etc., should be sought. Which alternative technology
has the capability to resolve these problems? Gasification is one of the technologies
that have been sought for its lower emission and higher efficiency. Besides its ability
to resolve most of the landfilling problems, it helps so solve other issues too.
Gasification does not compete with food supplies as against fermentation, and it
does not produce noxious pollutants like incineration. Furthermore, gasification
helps to take over from recycling after a product has been recycled several times. In
addition, the syngas produced during gasification can be used as fuel in different
kind of power plant such as gas turbine cycle, steam cycle, combined cycle, internal
and external combustion engine and Solid Oxide Fuel Cell (SOFC) [4].

Although there are some equilibrium-based ASPEN Plus models for EFG [5–10],
there are very few studies on the detailed kinetics-based ASPEN Plus model devel-
opment [11, 12] and centerline experimental studies for an EFG process [2, 13, 14].
Kong et al. [5] developed a three stage equilibrium model for the gasification of coal
in the Texaco type coal gasifiers using ASPEN Plus to calculate the composition of
the product gas, carbon conversion, and gasification temperature. Gartner et al. [11]
developed a kinetic based entrained flow gasifier model in ASPEN Plus for the
simulation of the gasification of fuel blends (dried lignite, extraction residue and
char) in the CSIRO air-blown pressurized entrained flow reactor (PEFR). Their
study was validated with the gasification studies on three Australian coals (CRC252,
CRC274, and CRC299) investigated in this reactor [13]. Lee et al. [12] investigated
the effects of burner type on a bench-scale entrained flow gasifier in ASPEN Plus
and validated their model with the experimental data from the 1-ton-per-day oxy-
gen-nitrogen blown Korea Electronic Power Corporation (KEPCO) Research
Institute gasifier. Brown et al. [2] conducted experiments on the gasification of four
coal types in an oxygen-blown atmospheric entrained flow gasifier at the Brigham
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Young University with the objective of investigating the temperature and syngas
composition along the centerline of the gasifier. Harris et al. [14] examined the
behavior of fifteen Australian coals and one petroleum coke at 2.0 MPa pressure and
at temperatures between 1,373 and 1,773 K under conditions allowing for coal
gasification behavior to be investigated under well-controlled entrained flow con-
ditions. The effects of O:C ratio, residence time and coal type on conversion levels
and product gas composition were studied.

The main objective of this work is to develop a detailed kinetics-based non-
empirical ASPEN Plus model for the oxygen-blown BYU entrained flow gasifier
(Fig. 49.1) and determine the effects of fuel type (Utah Bituminous Coal and
Construction Waste Wood) on the gas composition and gasification efficiency.
This predictive kinetic-based ASPEN Plus model with low computational cost,
takes into consideration four processes: moisture release, pyrolysis, volatile
combustion and char gasification. A plug flow reactor was used to simulate the
char gasification process in order to eliminate the assumptions of constant tem-
perature in equilibrium-based models. This model also helps in gaining insight
about the processes that occur inside the gasifier and hence, help in the optimi-
zation of a gasification system.

49.2 Model Assumptions

The following assumptions were made in the development of the entrained flow
gasification model:

• The gasification model is in steady state
• The gas phase is assumed to be instantaneously and perfectly mixed with the

solid phase

185cm

=2.85cm

Primary Stream
Secondary Stream

Presure Outlet

=1.3cmFig. 49.1 The schematic
diagram of the BYU gasifier
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• The pressure drop in the gasifier is neglected
• The particles are assumed to be spherical and of uniform size
• The ash layer formed remains on the particle during the reactions based on the

unreacted-core shrinking model
• The temperature inside the particle is assumed to be uniform.

49.3 Fuel Characterization and Gasification Conditions

49.3.1 Proximate Analysis

This analysis is done with the thermo-gravimetric analyzer (TGA) in order to
fragment the feedstock into moisture, volatile, fixed carbon and ash. Based on this
analysis, we can determine the quality of the fuel to be used for gasification. A
feedstock with low moisture and ash content is a good candidate for gasification.
The detailed result for both feedstocks is presented in Table 49.1.

49.3.2 Ultimate Analysis

The ultimate analysis (Table 49.2) is based on the examination of the elemental
composition of the fuel. The elemental composition of any carbonaceous material
in terms of the mass percentages of C, H, O, N, S components can be determined
using FLASH Elemental Analyzer. Determination of the elemental content

Table 49.1 Proximate analysis of fuels

Proximate analysis (wt%) Utah bituminous coal [2] Construction waste wood

Moisture 2.40 8.95
Volatile 45.60 68.89
Fixed carbon 43.70 21.88
Ash 8.30 0.28

Table 49.2 Ultimate analysis of fuels

Ultimate analysis (wt%) Utah bituminous coal [2] Construction wood waste

Carbon 71.00 49.45
Hydrogen 6.00 6.26
Nitrogen 1.30 0.39
Oxygen 12.70 43.60
Sulfur 0.70 0.02
Ash 8.30 0.28
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composition is very important in gasification as that helps to determine the
equivalence ratio of the fuel. Any fuel with high oxygen does not require large
amount of oxygen for gasification.

49.3.3 Bomb Calorimetry

The bomb calorimetry helps to determine the heating value of the feedstocks to be
gasified. The equipment used for this analysis was the Bomb calorimeter (Parr
6100). The heating value obtained for Utah bituminous coal and construction
waste wood are 29.8 and 18.7 MJ/kg respectively.

49.3.4 Boundary Conditions

The boundary condition in Table 49.3 was applied to the developed model for both
the Utah bituminous coal and the construction waste wood.

49.4 Model Descriptions

The ASPEN Plus model consists of the moisture release through passive heating,
devolatilization, volatile combustion and char gasification (Fig. 49.2).

Table 49.3 Boundary
conditions [2]

Conditions Value

Primary stream
Flow rate (kg/s) 0.0073
Component mole fraction
Oxygen 0.85
Argon 0.126
Steam 0.024
Stream temperature (K) 360
Secondary stream
Flow rate (kg/s) 0.00184
Component mole fraction
Steam 1
Stream temperature (K) 450
Particle loading 0.910
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49.4.1 Moisture Release

The first stage of the gasification process is the moisture release, particularly when
wet fuels are being injected. The moisture release process was modeled in ASPEN
Plus with the RStoic block labeled as DRYER and the Flash2 block labeled as
FLASH-A. With the help of the RStoic block and an in-built FORTRAN code, the
amount of moisture to be released from the wet fuel was estimated as 95 % of the
moisture content in the proxanal attribute. Subsequently, the Flash2 separator was
used to remove the vapor from other components of the fuel. Because the reactor is
closed and there is no means of releasing the lost vapor into the atmosphere, the
lost vapor was re-introduced via the stream L-H2O-B. The moisture release pro-
cess can be represented as shown in Eq. (49.1).

CxHyOzNmSnAshpMoisq ! CxHyOzNmSnAshpMoisr þ q� rð ÞMois ð49:1Þ

49.4.2 Pyrolysis or Devolatilization

After most of the moisture content of the fuel had been dried off, the volatiles in
the dry feedstock are released. The volatiles that are considered in this model are
carbon monoxide, vapor, hydrogen, carbon dioxide, methane, hydrogen sulfide,
nitrogen and benzene. The tar produced during the pyrolysis process, which is
usually very minute for entrained flow gasification due to their high temperature,
was taken as benzene for this model [15]. Besides the volatiles that are evolved,
solid char with intrinsic ash is left behind. Pyrolysis of feedstocks usually begins

Fig. 49.2 The ASPEN plus EFG model
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between 400 and 600 �C and ends in few to several milliseconds [2]. Hence, the
devolatilization process can be assumed to be instantaneous and can be modeled in
ASPEN Plus with an RYield reactor labeled as YIELD-A, a mixer labeled as MIX,
a separator labeled as SEP-B and an RGibbs reactor labeled as GIBBS. The
YIELD-A reactor breaks down the fuel into char and elements consisting of
carbon, hydrogen, nitrogen, oxygen and sulfur. The elements, char, argon, and
released vapor (during the moisture release stage) are mixed together using the
mixer-MIX from where they were sent to a separator-SEP-B. The SEP-B separates
the char from other components which consist of the volatile elements and sends
the volatile components into the GIBBS reactor. The RGIBBS reactor in ASPEN
Plus utilizes the Gibbs minimization method to find the equilibrium composition of
the volatiles which were identified as argon, carbon monoxide, hydrogen, carbon
dioxide, vapor, hydrogen sulfide, nitrogen, methane and benzene. The expression
for the pyrolysis of the dry fuel is as shown in the Eq. (49.2).

CxHyOzNmSnAshpMoisr !Cx1 Ashp þ x2COþ x3H2 þ x4H2Oþ x5CO2 þ x6CH4

þ x7H2Sþ x8N2 þ x9C6H6

ð49:2Þ
49.4.3 Volatile Combustion

Immediately the volatiles are evolved, they start reacting with the oxidant intro-
duced, which is usually oxygen. Only four of the released volatile components,
namely carbon monoxide, hydrogen, methane and benzene, can undergo com-
bustion. Hence, four reactions were modeled in ASPEN Plus with an RStoic
reactor labeled COMBUST as shown in Eqs. (49.3–49.6).

C6H6 þ 7:5O2 ! 6CO2 þ 3H2O ð49:3Þ

H2 þ 0:5O2 ! H2O ð49:4Þ

COþ 0:5O2 ! CO2 ð49:5Þ

CH4 þ 2O2 ! CO2 þ 2H2O ð49:6Þ

The rates of gas phase combustions are generally much faster than those of
solid–gas reactions. The calculated rate of combustion of carbon monoxide based
on the correlation of Hottel et al. was found to be so high that it can be considered
instantaneous [16]. The conversion of carbon monoxide, hydrogen and benzene
are thus assumed to be 100 %.
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49.4.4 Char Gasification and Homogeneous Reactions

The char gasification process and the subsequent homogeneous reactions were
modeled in ASPEN Plus with the RPlug reactor labeled as PLUGFLW. The RPlug
reactor eliminates the assumption of constant temperature in equilibrium-based
models. In addition, this reactor block allows for the observation of the axial
temperature and concentration of the product gases and hence, it helps in the
estimation of the optimal length and diameter for entrained flow gasification. The
following reactions in addition to the Eqs. (49.7–49.13) were considered:

C þ 1
/

O2 ! 2 1� 1
/

� �
COþ 2

/
� 1

� �
CO2 ð49:7Þ

C þ H2O! COþ H2 ð49:8Þ

C þ CO2 ! 2CO ð49:9Þ

C þ 2H2 ! CH4 ð49:10Þ

Sþ H2 ! H2S ð49:11Þ

COþ H2O! CO2 þ H2 ð49:12Þ

CH4 þ H2O! COþ 3H2 ð49:13Þ

where / = the mechanism factor based on the stoichiometric relation of CO and
CO2 and can be obtained from the work of Wen and Chaung [1].

Because entrained flow gasification occurs in the reaction zone III where the
temperature is high, most char-gas reactions can be considered as surface reac-
tions. Furthermore, the solid loading in entrained flow gasifiers is very small that
the particle collisions are likely to be infrequent and the ash layer formed can be
assumed to remain on the fuel particle during reactions. Hence, the unreacted-core
shrinking model [1] can be reasonably applied to estimate the heterogeneous solid-
gas reaction rates.

The overall rate, according to this model, can be expressed as:

Rc�i ¼
1

1
kdiff
þ 1

ksY2 þ 1
kdash

1
Y�1ð Þ
ðPi � P�i Þ ð49:14Þ

where

kdash ¼ kdiff � �n ð49:15Þ
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Y ¼ rc

rp
¼ 1� xð Þ

1� fð Þ

� �1
3

ð49:16Þ

where ks is the surface reaction constant, kdash is the ash film diffusion constant,
kdiff is the gas film diffusion constant, e is the voidage in the ash layer, n is a constant
between 2 and 3, rc is the radius of the unreacted core, rp is the radius of the whole
particle including the ash layer, x is coal conversion at any time after pyrolysis is
complete, f is the coal conversion when pyrolysis is complete, Pi - Pi* is the
effective partial pressure of the components and Rc-i is the reaction rate.

The expressions for the kinetic constants kdiff, ks, kdash, and (Pi - Pi
*) for each

char-gas reactions can be obtained from the work of Wen and Chaung [1].

49.5 Results and Discussions

49.5.1 Model Validation

The developed kinetic ASPEN Plus model was validated with the work of Brown
et al. [2] based on the oxygen-blown atmospheric BYU experimental gasifier set-
up with Utah bituminous coal (Figs. 49.3–49.6). It is evident that this model
predicts the gas composition along the centerline of the gasifier reasonably well
considering the fact that the RPlug reactor used in ASPEN Plus is a 1-D reactor
without turbulence effects being considered. This validated model could be used in
studies, which are cumbersome to be performed in experiments, to obtain the
metrics of a gasifier set-up.

49.5.2 Effect of Gasifier Diameter

One of the important parameters to be considered in the design of an optimal
gasifier is the size. Hence, the effect of the gasifier diameter on the gas compo-
sition along the centerline was investigated in order to determine the best design
size for a gasifier (Figs. 49.7–49.10). The diameter of the gasifier was varied
between 0.1 and 0.3 m. While a rise in the diameter size leads to an increase in the
mole fraction of the carbon monoxide, carbon dioxide and hydrogen throughout
the length of the gasifier, an opposite trend was observed for the vapor compo-
sition. In addition, the effect of the diameter was more pronounced between 0.1
and 0.2 m than between 0.2 and 0.3 m. This implies that there is a limit to the size
of a gasifier for optimization above which there will be no effect and the extra
diameter will be redundant.
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49.5.3 Effect of Fuel Type on Gas Composition

Another important concern in the combustion community is the viability of the
gasification of other feedstocks besides coal. We have therefore decided to
investigate the effect of gasifying construction waste wood on the gas composition
along the centerline of the gasifier (Figs. 49.11–49.14). Based on this sensitivity

Fig. 49.3 Mole fraction of
CO along the centerline

Fig. 49.4 Mole fraction of
H2 along the centerline
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study, it was observed that the mole fraction of the carbon monoxide, carbon
dioxide and hydrogen was lower for the construction waste wood. Furthermore, the
vapor mole fraction was higher for the wood. This is because the wood has higher
moisture content (proximate analysis), higher oxygen content (ultimate analysis)
and lower carbon content (ultimate analysis). One interesting phenomenon was that

Fig. 49.5 Mole fraction of
CO2 along the centerline

Fig. 49.6 Mole fraction of
H2O along the centerline
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at the inlet of the plug flow reactor, the carbon dioxide was more for the wood
waste, but it was soon approached and advanced by the coal. This is because of the
low char content (proximate analysis) in the wood waste.

Fig. 49.7 Mole fraction of
CO along the centerline

Fig. 49.8 Mole fraction of
H2 along the centerline
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Fig. 49.9 Mole fraction of
CO2 along the centerline

Fig. 49.10 Mole fraction of
H2O along the centerline
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Fig. 49.11 Mole fraction of
CO along the centerline

Fig. 49.12 Mole fraction of
H2 along the centerline

Fig. 49.13 Mole fraction of
CO2 along the centerline
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49.6 Conclusions

A comprehensive kinetics-based ASPEN Plus model has been developed for the
oxygen-blown atmospheric BYU gasifier. The model predicts reasonably well the
gas composition along the axis of the gasifier and can be used to optimize
the gasifier. An increasing diameter of the gasifier gives more CO, CO2 and H2 but
less H2O along the centerline. Wood waste yielded a gasification efficiency of
38.25 % as compared to 57.18 % for coal. Based on this study, the gasification
efficiency of wood waste can be further increased by drying the wood before
gasification and lowering the mass flow rate of the oxidant.

Acknowledgments The authors highly appreciate the support and sponsorship of Masdar
Institute and the members of the Waste-2-Energy group.

References

1. C.Y. Wen, T.Z. Chaung, Entrainment coal gasification modeling. Ind. Eng. Chem. Process
Des. Dev. 18, 684–695 (1979)

2. B.W. Brown, L.D. Smoot, P.J. Smith, P.O. Hedman, Measurement and prediction of
entrained-flow gasification processes. AIChE J. 34, 435–446 (1988)

3. Statistics Center Abu Dhabi, Waste Statistics in the Emirate of Abu Dhabi 2009 (2011),
http://www.scad.ae/SCADDocuments/
Waste%20Statistics%20in%20the%20Emirate%20of%20Abu%20Dhabi%202009.pdf. Cited
12 Dec 2013

4. F. Bellomare, M. Rokni, Integration of a municipal solid waste gasification plant with solid
oxide fuel cell and gas turbine. Renew. Energy 55, 490–500 (2013)

5. X. Kong, W. Zhong, W. Du, F. Qian, Three stage equilibrium model for coal gasification in
entrained flow gasifiers based on Aspen Plus. Chin. J. Chem. Eng. 21, 79–84 (2013)

Fig. 49.14 Mole fraction of
H2O along the centerline

49 Detailed Kinetics-Based Entrained Flow Gasification Modeling 621

http://www.scad.ae/SCADDocuments/Waste%20Statistics%20in%20the%20Emirate%20of%20Abu%20Dhabi%202009.pdf
http://www.scad.ae/SCADDocuments/Waste%20Statistics%20in%20the%20Emirate%20of%20Abu%20Dhabi%202009.pdf


6. C.H. Frey, N. Akunuri, Development of optimal design capability for coal gasification systems:
performance, emissions and cost of Texaco gasifier-based systems using ASPEN. In: Technical
report, U.S. Department of Energy, National Energy Technology Laboratory (2001), http://
www.cmu.edu/epp/iecm/rubin/PDF%20files/2001/
2001rc%20Frey%20et%20al,%20Aspen%20IGCC%20Tech.pdf. Cited 14 Dec 2013

7. S.V. Nathe, R.D. Kirkpatrick, B.R. Young, The gasification of New Zealand coals: a
comparative simulation study. Energy Fuels 22(4), 2687–2692 (2008)

8. E. Biagini, A. Bardi, G. Pannocchia, L. Tognotti, Development of an entrained flow gasifier
model for process optimization study. Ind. Eng. Chem. Res. 48, 9028 (2009)

9. M. Perez-Fortes, A.D. Bojarski, E. Velo, J.M. Nougues, L. Puigjaner, Conceptual model and
evaluation of generated power and emissions in an IGCC plant. Energy 34, 1721–1732
(2009)

10. A.S. Valmundsson, I. Janajreh, Plasma gasification process modeling and energy recovery
from solid waste. Paper presented at the 5th international conference on energy sustainability,
Washington, USA, August 7–10 2011

11. L.E. Gartner, M. Grabner, D. Messig, W. Heschel, B. Meyer, Kinetic entrained flow gasifier
modeling in Aspen Plus—a simulation study on fuel blends. Paper presented at DBFZ
Workshop zur Fliebbildsimulation in der Energietechnik, Leipzig, 2012

12. J. Lee, S. Park, H. Seo, M. Kim, S. Kim, J. Chi, K. Kim, Effects of burner type on a bench-
scale entrained flow gasifier and conceptual modeling of the system with Aspen Plus. Korean
J. Chem. Eng. 29, 574–582 (2012)

13. S. Hla, D.J. Harris, D.G. Roberts, Gasification conversion model—PEFR. In: Research
Report 80, Pullenva (2007), http://trove.nla.gov.au/work/34165934?q&versionId=46623731.
Cited 15 Dec 2013

14. D.J. Harris, D.G. Roberts, D.G. Henderson, Gasification behavior of Australian coals at high
temperature and pressure. Paper presented at the 21st annual international Pittsburgh coal
conference, Osaka, Japan, 2004

15. H.J. Park, S.H. Park, J.M. Sohn, J. Park, J.K. Jeon, S.S. Kim, Y.K. Park, Steam reforming of
biomass gasification tar using benzene as a model compound over various Ni supported metal
oxide catalysts. Bioresour. Technol. 101, 101–103 (2010)

16. H.C. Hottel, G.C. Williams, N.M. Nerheim, G.R. Schneider, Kinetic studies in stirred
reactors: combustion of carbon monoxide and propane. Paper presented at the 10th
international symposium on combustion, University of Cambridge, Cambridge, England,
17–21 August 1964

622 I. A. Adeyemi and I. Janajreh

http://www.cmu.edu/epp/iecm/rubin/PDF%20files/2001/2001rc%20Frey%20et%20al,%20Aspen%20IGCC%20Tech.pdf
http://www.cmu.edu/epp/iecm/rubin/PDF%20files/2001/2001rc%20Frey%20et%20al,%20Aspen%20IGCC%20Tech.pdf
http://www.cmu.edu/epp/iecm/rubin/PDF%20files/2001/2001rc%20Frey%20et%20al,%20Aspen%20IGCC%20Tech.pdf
http://trove.nla.gov.au/work/34165934?q&versionId=46623731


Chapter 50
Estimating Global Solar Radiation
with Multiple Meteorological Predictors
for Abu Dhabi and Al Ain, UAE

Jamal Hassan

Abstract In this study, several empirical equations are developed to estimate
monthly mean daily global solar radiation, based on multiple predictors including
relative sunshine hours, relative humidity and maximum air temperature in two
locations (Abu Dhabi and Al Ain) in the United Arab Emirates. The statistical
analysis showed that in general, multiple linear regression equations show the best
agreement between the measured values of global solar radiations and the esti-
mated values. The validation of the models and their accuracy were tested by
calculating different statistical parameters. The models can be utilized for similar
geographical regions within the country.

Keywords Estimation of global solar radiation � Abu Dhabi � Al Ain, UAE

50.1 Introduction

The global demand for energy is increasing exponentially compared to several
decades ago and it is expected to continue in this trend in the future. This increase
is not only due to the increasing population of our planet but also due to the
increasing GDP and economic growth of some high-populated countries such as
China, India and Brazil. This caused an increase in the world’s consumption of
fossil fuels and in turn raising the pollution level in an alarming rate worldwide. As
a consequence, many countries are motivated to search for other resources other
than conventional energy sources. Solar energy is considered as a renewable
energy source. It is abundant, clean and many countries around the world already
started using it. Germany, for instance, produced 32 GW of its energy production
from photovoltatics and it is expected to increase in the near future.
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United Arab Emirates (UAE), an active member of the gulf countries in the
Middle East, possesses a large reservoir of conventional energy resources, has the
opportunity to utilize the solar energy effectively, promoting a clean environment
and developing renewable energy technologies. This is extremely an important
source for generating electricity in a country that has a very high growth rate in
electricity consumption of around 10 % compared to 3 % worldwide [1]. Cur-
rently, oil is the main source for producing electricity in the UAE. The country is
blessed with a high intensity sun radiation that can be used in many applications.
The first step for any practical utilization of solar energy is analyzing the existing
data to obtain precise models.

The accurate information of the solar radiation intensity at a given location is of
essential of solar energy-based applications and in the long term evaluation of the
solar energy conversion systems performances. Knowledge of the global solar
radiation (GSR) is of fundamental importance for all solar energy conversion
systems. Therefore, it is rather important to develop methods to estimate solar
radiation using other meteorological parameters. In addition, the values of average
daily global radiation in the solar energy application are the most important
parameters, measurements of which are not available at every location due to cost,
maintenance and calibration requirements of the measuring equipment. In places
where no measured values are available, a common approach has been to deter-
mine these parameters by appropriate correlations which are empirically estab-
lished using measured data. Several empirical formulae have been developed to
calculate the solar radiation using various meteorological parameters [2–5]. These
parameters include sunshine hours [6–9], relative humidity and maximum tem-
peratures [10–12]. Previous studies, in the UAE, on the meteorological data were
based mostly on a single weather parameter. For example, Abdalla [13] studied
global solar radiation for the city of Abu Dhabi in terms of relative sunshine
duration. One year data of measured global and direct solar radiation is analyzed
by Islam [14, 15] and the result compared with the estimated values from NASA’s
model. Hassan et al. [16, 17] investigated global solar radiation for the city of Al
Ain using time series analysis.

It is necessary to have models to estimate global solar radiation based on the
existing several weather parameters in this region. For that reason, this work
presents several empirical models obtained for the estimation of the GSR from the
available meteorological parameters at two locations (Abu Dhabi 24.43o N, 54.45o

E and Al Ain 24.20o N, 55.78o E) in the UAE.

50.2 Theoretical Background

Kimball [18] first suggested that the sunshine fraction is related to the daily global
radiation and Angstrom [6] proposed the relationship on the basis of the monthly
mean daily of global solar radiation and sunshine fractions. Later Prescott [19]
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modified the relationship by adding the average daily extraterrestrial solar radia-
tion. The equation is given below and it is widely used:

�H=�Ho ¼ aþ bð�S=�SoÞ ð50:1Þ

where
�H is the monthly mean daily GSR on a horizontal surface
�Ho is the monthly mean daily extraterrestrial solar radiation on a horizontal

surface
�S is the monthly mean daily number of hours of possible sunshine
�So is the monthly mean daily maximum day length of the location
a and b are regression coefficients

The daily values of extraterrestrial solar radiation Hoð Þ on a horizontal surface
can be calculated from the following equation [20]:

Ho ¼ ð24=pÞIsc 1þ 0:033 cos ð360N=365Þ½ �cos/ cosd sinxs þ xs sin/ sind

ð50:2Þ

where Isc is the solar constant which is equal to 1367 w/m2, N is the day number of
the year (values from 1 to 365). February is assumed to be 28 days and / is the
latitude of the location. d is the declination angle which is given as

d ¼ 23:45 sin½ð360 284þ Nð ÞÞ=365� ð50:3Þ

and xs is the hour angle that can be written as:

xs ¼ cos�1 �tan/ tandð Þ ð50:4Þ

Finally the day length ðSoÞ is given as:

So ¼
2

15
xs ¼

2
15

cos�1 �tan/ tandð Þ ð50:5Þ

In addition to Eq. (50.1), �H can be written in terms of maximum temperature
[20] and relative humidity [10] for the location under investigation as follows:

�H=�Ho ¼ aþ b�Tm ð50:6Þ

where �Tm is the monthly mean daily value of maximum temperature and

�H=�Ho ¼ aþ bð�R=100Þ ð50:7Þ

where ð�R=100Þ is the monthly mean daily value of relative humidity of the site.
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In this study, in addition to several empirical equations similar in format to
Eqs. (50.1, 50.6, and 50.7), multiple regression models based on multiple pre-
dictors including the available meteorological parameters at the two sites have
been developed.

50.3 Data Represented in this Study

Data for two cities (Abu Dhabi and Al Ain) in the UAE is used in this study. The
measured meteorological parameters obtained from the National Centre of
Meteorology and Seismology-Abu Dhabi cover a period of 3 years (2009–2011).
Daily data of GSR, sunshine duration, relative humidly and maximum temperature
are used for Abu Dhabi while daily parameters of GSR, relative humidly and
maximum temperature is utilized for Al Ain. In this study, the following empirical
equations are obtained:

�H=�Ho ¼ f ð�S=�SoÞ, �H=�Ho ¼ f ð�R=100Þ, �H=�Ho ¼ f �Tmð Þ, �H=�Ho ¼ f �S=�So; �R=100;½
�Tm� for Abu Dhabi and �H=�Ho ¼ f ð�R=100Þ, �H=�Ho ¼ f �Tmð Þ and �H=�Ho ¼

f �R=100; �Tm½ � for Al Ain. All calculations and data fitting are performed using
OriginPro 7 software. The validation of the models and their accuracies were
tested by calculating different statistical parameters. These are, mean percentage
error (MPE), mean bias error (MBE), root mean square error (RMSE) and the
Nash-Sutcliffie equation (NSE). These are described according to the following
equations:

MPE ¼ 1
n

Xn

1

½ð�Hp � �HÞ=�H� � 100 ð50:8Þ

MBE ¼ 1
n

Xn

1

ð�Hp � �HÞ ð50:9Þ

RMSE ¼ p 1
n

Xn

1

�Hp � �H
� �2

" #
ð50:10Þ

NSE ¼ 1�
Xn

1

�H � �Hp

� �2
=
Xn

1

�H � �Haveð Þ2
" #

ð50:11Þ

where the parameters in Eqs. (50.8–50.11) are defined as below:
n is the number of observations n ¼ 12ð Þ; �Hp is the monthly mean daily esti-

mated values of GSR using the obtained models and �Have is the average value of �H.
The MBE is an indicator whether the model overestimates or underestimates the

measured values. The MBE value of zero is an equal distribution between positive
and negative error and it is an ideal case. Acceptable values of MPE are between
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�10 and þ 10% . The RMSE reveals the level of scatter that a model produces
and provides a comparison of the absolute deviation between the estimated and
observed values. The ideal value of RMSE is zero. An efficiency of NSE ¼ 1
corresponds to a perfect match between the estimated values and the observed data
[22]. An efficiency of zero ðNSE ¼ 0Þ indicates that the model estimations are as
accurate as the average of the observed data ð�HaveÞ, whereas an efficiency less than
zero (NSE \ 0) occurs when the observed average is a better predictor than the
model or, in other words, when the residual variance described by the numerator of
Eq. (50.11), is larger than the data variance (described by the denominator).
Essentially, the closer the model efficiency is to 1, the more accurate the model is.

50.4 Results and Discussion

The daily values (averaged over 3 years) of the available observed data are pre-
sented in Figs. 50.1 and 50.2 Abu Dhabi and Al Ain respectively.

The daily GSR variations, for both locations, show the typical variation similar
to the extraterrestrial solar radiation for the northern hemisphere locations; high
values during May to September months and low values during October to April
months. GSR values alternates between 5 and 11 kWh/m2 in Abu Dhabi and from
around 3.5 to7 kWh/m2 in Al Ain. These values are in an agreement to the pre-
sented measured data previously [15]. GSR data for the city of Al Ain shows some
fluctuation during the months of May to August (between day 150 and 250 of the
year). In fact it shows decreasing of GSR compared to the expected values shown
for extraterrestrial radiation at the same period. This is due to the geographical
location of the city of Al Ain. Its location is close to series of mountains that
causes change in the weather conditions (especially winds and formation of
clouds) during the months where the air temperature tends to increase to their
maximum values during the year. This seasonal change causes decreasing in
global solar radiation and increasing diffuse solar radiation and it has been
observed in a study that goes back around 20 years ago for the same location [23].
The average daily values of maximum temperatures for both sites are between 20
and 40 �C throughout the year. The percentage relative humidity values for the
city of Abu Dhabi are between 0.6 and 0.7 while fluctuate between 0.3 and around
0.7 for Al Ain. The average daily sunshine duration in Abu Dhabi is quite high
throughout the year and ranges between 7.6 h during the winter months and up to
11 h during the month of June. Unfortunately, data of sunshine duration was not
available for Al Ain. The monthly mean daily of the presented data (for both
locations) are calculated and used to obtain the optimum regression models using
OriginPro 7 software (summarized in Eqs. 50.12–50.18). Our results show that the
expansion of the obtained models into quadratic and third degree correlations did
not improve the accuracy of the estimation of global solar radiation. Other studies
[24, 25] also confirmed the same conclusions. Therefore, we only present linear
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correlation models similar to Eqs. (50.1, 50.6, and 50.7). In addition to these,
multiple linear regression and correlation analysis of the equation �H=�Ho ¼
f �S=�So; �S=100; �Tm½ � for Abu Dhabi and �H=�Ho ¼ f �R=100; �Tm½ � for Al Ain were
carried out using the same mentioned software. The obtained empirical equations
are summarized below; Eqs. (50.12–50.15) are for Abu Dhabi and Eqs. (50.16–
50.18) are for Al Ain.

�H=�Ho ¼ 0:87496� 0:37569 ð�S=�SoÞ ð50:12Þ

Fig. 50.1 Daily measured
values of global solar
radiation H, Sunshine
duration S, maximum
temperature Tm, Relative
humidity R/100, day-length
so and extraterrestrial solar
radiation Ho for the city of
Abu Dhabi, UAE

Fig. 50.2 Daily measured
values of global solar
radiation H, maximum
temperature Tm, Relative
humidity R/100 and
extraterrestrial solar radiation
Ho for the city of Al Ain,
UAE
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�H=�Ho ¼ 0:32722 þ 0:41058 ð�R=100Þ ð50:13Þ

�H=�Ho ¼ 0:73097� 0:00518 �Tm ð50:14Þ

�H=�Ho ¼ 0:45856þ 0:44314 �S=�So � 0:01647 �R=100� 0:00742 �Tm ð50:15Þ

�H=�Ho ¼ 0:54639 þ 0:12704 ð�R=100Þ ð50:16Þ

�H=�Ho ¼ 0:69165� 0:0031 �Tm ð50:17Þ

�H=�Ho ¼ 0:88122� 0:21057 ð�R=100Þ � 0:00646 �Tm ð50:18Þ

To study the validity of the obtained empirical equations, the estimated values
of GSR �Hp

� �
are obtained using the above relationships Eqs. (50.12–50.18). This

is done by replacing �H with �Hp) then compare the obtained �Hp values with the
corresponding values of the measured data. The comparison is based on the sta-
tistical parameters shown in Eqs. (50.8–50.11). The results are presented in
Table 50.1 for Abu Dhabi and in Table 50.2 for Al Ain.

According to the statistical test results (Table 50.1, last column), it can be seen
that the estimated values of monthly mean daily GSR are in favorable agreement
with the measured values of monthly daily GSR for the multiple regression model
Eq. (50.15). This is due to the fact this model has the lowest values of MPE,
RMSE, MBE and NSE compared to the other empirical models. This conclusion
can be seen in Fig. 50.3 as well. The unity-line in the figure shows the result for
the ideal model, therefore the closer the estimated values to this line, the better the
model is. It is clear that the multiple regression model Eq. (50.15) give better
results compared with the other models.

Table 50.1 Statistical analysis calculated from the obtained models for Abu Dhabi location

Equation 50.12 Equation 50.13 Equation 50.14 Equation 50.15

MPE 0.232355 0.215981 0.070416 0.021589
RMSE 0.282431 0.26451 0.128239 0.055098
MBE 0.039405 0.035968 0.008201 0.00307
NSE 0.90465 0.916366 0.980342 1

Table 50.2 Statistical analysis calculated from the obtained models for Al Ain location

Equation 50.16 Equation 50.17 Equation 50.18

MPE 4.24952 4.172711 4.140427
RMSE 0.340471 0.284252 0.287308
MBE 0.245604 0.235578 0.240111
NSE 0.861434 0.903416 0.983416
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On the other hand, a close look at the statistical results for Al Ain location
(Table 50.2, the last two columns) show that the two models Eqs. (50.17, 50.18)
give relatively similar outcomes. Both equations give similar values of MPE,
RMSE, MBE, and NSE.

Figure 50.4 shows the comparison between the estimated values of GSR from
the obtained models and the observed data in Al Ain. None of the models has a
very good estimation especially around high values of GSR (around 6.5 kWh/m2).
This might be related to the actual fluctuation appeared in the measured GSR for
Al Ain (see Fig. 50.2) during the high values of GSR as discussed before. This
needs further investigation using other modeling methods, for instance, using time
series analysis. In general, one can use Eqs. 50.17 or 50.18 for estimation of GSR
for Al Ain with relatively good precision.

Fig. 50.3 Estimated values
of monthly mean daily GSR
using the obtained empirical
models (Eqs. 50.12–50.15 in
the text) versus monthly
mean daily measured GSR
for the city of Al Dhabi

Fig. 50.4 Estimated values
of monthly mean daily GSR
using the obtained empirical
models (Eqs. 50.16–50.18 in
the text) versus monthly
mean daily measured GSR
for the city of Al Ain
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50.5 Conclusions

Several empirical correlations for estimating global radiation incidence on a
horizontal surface were obtained to the existing data for two cites in the UAE (Abu
Dhabi and Al Ain). The results show the obtained multiple regression correlation
obtained for Abu Dhabi �H=�Ho ¼ 0:45856þ 0:44314 �S=�So � 0:01647 ð�R=100Þ �
0:00742 �Tm to give a very good agreement with the measured data. On the other
hand, two of the models for Al Ain �H=�Ho ¼ 0:69165� 0:0031 �Tm and �H=�Ho ¼
0:88122� 0:21057 ð�R=100Þ � 0:00646 �Tm give relatively similar results. In gen-
eral the model obtained for the city of Abu Dhabi exhibits better agreement with
the measured data compared to those obtained for Al Ain. We believe this was due
to the actual fluctuation of the daily data of global solar radiation of Al Ain during
summer months. The obtained empirical models can be used to estimate monthly
average daily values of global solar radiation for other locations with similar
climatic conditions where the data is missing or unavailable.

Finally, the results show that both cities are blessed with a high intensity of
global radiations (between 5 and 11 kWh/m2 for Abu Dhabi and 3.5 and 7 kWh/
m2 for Al Ain). The average daily sunshine duration for Abu Dhabi is quite high
throughout the year and ranges between 7.6 h during the winter months to up to
11 h during the summer. Therefore, it is expected that these locations have a great
potential for solar energy generations and applications.
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Chapter 51
Voltage and Photo Driven Energy Storage
in Graphene Based Phase Change
Composite Material

Yarjan Abdul Samad, Yuanqing Li, Khalifa Al-Tamimi,
Rawdha Al Marar, Saeed M. Alhassan and Kin Liao

Abstract In this study, a phase change composite material was developed with a
graphene sponge (GS) skeleton and Paraffin-wax matrix. The GS was synthesized
by hydrothermal treatment and subsequent freeze drying and the Paraffin-wax/GS
(PGS) composite was developed by vacuum infusion process of molten Paraffin-
wax inside the GS skeleton. The morphological studies of the PGS composite were
performed with a Scanning Electron Microscope and Atomic Force Microscope.
The PGS composite was characterized for its storage of electrical energy from an
applied voltage, in the form of thermal energy, and the storage of thermal energy
from xenon light of controlled power. Successful storage of electrical energy in the
form of thermal energy is demonstrated by the PGS composite on the application
of different voltages. A temperature of 60, 120 and 150 �C is reached on the
application of voltages 5, 10 and 15 V respectively before a thermal balance is
achieved. Exposing the PGS composite to the xenon light of controlled power
shows improved energy absorption than that of the pristine Paraffin-wax and shows
a 10 �C improvement in the temperature before reaching the thermal balance.
Thermal studies done via a Differential Scanning Calorimetric (DSC) shows that
there is no chemical reaction occurring between the Paraffin-wax and the GS as
similar DSC curves are obtained for both the samples.
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51.1 Introduction

It’s well known that there is a pressing energy crisis and a foreseeable demand for
renewable and sustainable energy around the globe. Therefore, it is an urge to
harvest energy from natural and sustainable resources such as the energy from the
biomass, wind and the sun. The thermal energy from the sun can be stored in a
phase change material (PCM) usually a composite. In addition, PCM provides a
smart way of storing and reusing the dissipated energy from electronic devices and
the heat generated as by-product in different processes [1, 2]. Most of the con-
ventional PCMs, whether organic or inorganic, suffer from low thermal conduc-
tivity as a result it becomes a tedious and inefficient to store as well as extract
energy from these PCMs. Therefore, many PCMs such as paraffin-wax are pen-
etrated inside copper mesh in order to have high effective thermal conductivity [3].
Nonetheless, the metal meshes skeleton increase the weight of the PCM causes the
PCM to seep easily and is also incompatible with most of the PCM materials.

Graphene is a two-dimensional (2D) modern-day marvel material with extra-
ordinary properties useful for a wide range of applications and has attracted
attention due to its fascinating properties such as high electrical and thermal
conductivity, extraordinary elasticity and stiffness etc. [4, 5]. Addition of graphene
can enhance mechanical properties and electrical and thermal conductivities of
polymer composites due to its unique nanostructure [5]. There are a number of
methods for fabricating graphene and chemically modified graphene from different
carbon materials including carbide compounds and graphitic derivatives [5, 6].
Each of these methods has different advantages, disadvantages and applicability to
different fields of sciences and engineering. Preparation of chemically modified
graphene, usually referred to as reduced graphene oxide (rGO) from colloidal
suspensions is flexible, scalable, and adaptable to a wide variety of applications
[6]. Graphene based polymer composites with high electrical and thermal con-
ductivity are highly desirable in practical applications such as electronic devices,
electromagnetic shielding and thermal management [7–10].

Nonetheless, graphene based composites are not reaching to application stages
mainly because of two factors: (1) the poor dispersion of graphene in polymeric
matrices due to their high specific surface area and strong van der Waals and p–p
interactions between graphene sheets, (2) random distribution of graphene sheets
inside the polymer matrices and surrounded by the molecular chains of the
polymer, the electrical and thermal conductivity of these composites strongly rely
on electron and phonon percolation between the separated filler particles [9, 11,
12]. Therefore, good dispersion of graphene sheets and high filler content are
customarily required to form a conductive interconnected network in the insulating
polymer matrix to improve the conductivity of the composites. PCMs are not an
exception to other graphene-polymer based composites and in order to exploit the
high thermal conductivity of graphene for PCMs, a 3D mesh like structure of
graphene is required. There are several reports of constructing 3D graphene
structures, graphene sponge (GS), using different methods. Of all these methods,

634 Y. A. Samad et al.



the most facile, economical and scalable method is the realization of GS structures
by hydrothermal treatment combined with freeze drying technology [13–15]. GS
network not only makes graphene uniformly distributed in the matrix material, but
also significantly reduces the contact resistance between graphene sheets.

There are a few studies reporting the use of graphene in PCM materials [16, 17].
Fazel et al. studied the effect of content of graphene on the thermal conductivity of
stearyl alcohol nanocomposite and reported increase in the thermal conductivity of
the composite with the increase in the graphene content [17]. However, the addition
of graphene as particulate inside a polymer has limited effect on properties such as
electrical and thermal conductivities of the composite. Yajuan et al. infused octa-
decanoic acid inside a 3D structure of graphene aerogel, constructed with chemi-
cally modified graphene, and studied the heating and cooling behavior of the
composite on the application of heat. To the best of our knowledge there is no study
on the heating and cooling behavior of a Paraffin-wax and graphene sponge based
composite material on the application of voltage and light with controlled power.

In the present work, we have developed paraffin-wax infused GS (PGS) com-
posites for storing electrical and photonic energies in the form of thermal energy.
The 3D GS skeletons were obtained via the hydrothermal reaction combined with
freeze drying. Due to high thermal conductivity of the GS, the PGS composite
stores energy at high rates on the application of a voltage or a exposing it to light
with controlled power. The PGS composite shows complete recyclable usage.

51.2 Materials and Methods

51.2.1 Materials

Graphite powder with particle size \ 20 lm, concentrated sulfuric acid (H2SO4,
98 %), potassium persulfate (K2S2O8), phosphorus pentoxide (P2O5), sodium
nitrate (NaNO3), hydrochloric acid (HCl), potassium permanganate (KMnO4),
ethanol, Paraffin-Wax and hydrogen peroxide (H2O2, 30 %), hydroiodic acid (HI,
30%) were obtained from Sigma-Aldrich. Xenon bulbs were purchased from the
local market. All of the materials were directly used without further purification.

51.2.2 Preparation of Graphene Oxide (GO) Sheets

GO was synthesized from graphite powder with modified Hummer’s method. First,
K2S2O8 (10 g) and P2O5 (10 g) were dissolved in concentrated H2SO4 (50 ml) at
80 �C. Graphite powder (12 g) was then added to the acidic solution, and the
resulting mixture was stirred at 80 �C for 4.5 h. After cooling to room tempera-
ture, the solution was diluted with about 2 L deionized (DI) water and was allowed
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to stand overnight. The supernatant was decanted, and the pre-treated graphite was
obtained by centrifugation and washed three times with DI water. The product
obtained was dried in air at 100 �C for 12 h. This pre-treated graphite powder
(2 g) was put into concentrated H2SO4 (50 ml) with ice bath. KMnO4 (7 g) and
NaNO3 (1 g) were added gradually with stirring, and the temperature of the
solution was kept below 10 �C. The mixture was then stirred at 35 �C for 2 h and
DI water (96 ml) was added. The solution was stirred for another 30 min, the
reaction was then terminated by adding 300 ml of DI water and 5 ml of 30 %
H2O2 solution. The mixture was centrifuged and subjected to several cycles of
suspension in 5 % HCl solution and was separated by centrifugation. In order to
completely remove metal ions and acids, the graphite oxide was subjected to
cycles of washing with DI water and separated with centrifugation until the pH
value of the supernatant reached 6. The GO product was suspended in distilled
water to give a viscous, brown dispersion.

51.2.3 Preparation of Graphene Sponge (GS)

GO was synthesized from graphite powder by the modified Hummers method as
described in supporting information [18, 19]. The graphite oxide suspension
obtained was diluted to 2 mg/ml, and was then ultrasonicated in an ultrasonic bath
for half hours. The GSs were fabricated by hydrothermal treatment of GO sus-
pensions with the assistance of HI [13, 14]. Firstly, 1 ml of HI (30 %) was added
into 60 ml homogeneous GO (2 mg/ml) aqueous dispersion, and then the mixture
was sealed in a 100 ml Teflon-lined stainless steel autoclave and maintained at
180 �C for 12 h. The reactor was cooled down to room temperature (RT), and the
as-prepared graphene hydrogels were taken out from reactor and dipped into
distilled water for 24 h to remove the residual HI. To control the density of final
GS, water from the original graphene hydrogels were partially removed in air
through evaporation at RT. Finally, vacuum freeze-drying was used to remove all
the water to obtain the GS.

51.2.4 Preparation of Paraffin-Wax/Graphene Sponge (PGS)
Composites

Paraffin-wax was melted in an oven at 80 �C. The prepared GS was completely
immersed into the molten Paraffin-wax. Then the mixture was placed in a vacuum
chamber for approximately 10 min to infuse Paraffin-wax and remove air bubbles
from the pores of the GS. Finally, the PGS composite was carefully removed from
molten Paraffin-wax and left to dry in air.

636 Y. A. Samad et al.



51.2.5 Characterization

The porous structure of GS and the fractured surface of the PGS composite were
examined by a FEI Quanta FEG 250 scanning electron microscopy (SEM) at a
voltage of 20 kV in high vacuum. The topographical Atomic Force Microscopy
(AFM) image of single layer graphene oxide (GO) flakes was captured using an
MFP-3D AFM. The Gwisntek GPS 3303 DC power supply was used for applying
different voltages to the PGS composite in order to store electrical energy as
thermal energy in the composite. TA instruments SDT Q600 equipment was used
to study the differential scanning calorimetric (DSC) and the thermal gravimetric
analysis (TGA) behaviors of the PGS composite and pristine Paraffin-wax.

51.3 Results and Discussion

Graphene possesses high intrinsic thermal conductivity due to the sp2 covalent
bonding between carbon atoms [20]. Therefore, the 3D structures of graphene are a
good candidate for making PCMs possessing high thermal conductivity and
enabling high rates of both storing in and extracting out energy from the PCM. The
Paraffin wax and graphene based PCMs were developed by first preparing 3D GS
structures via the hydrothermal treatment and freeze drying. These GS structures
were used as skeletons to infuse Paraffin-wax to finally produce the PGS com-
posites as shown schematically in Fig. 51.1.

The as prepared GS 3D structures have porous morphology and retain both
micro and nanometric pores because of the random arrangement of graphene oxide
sheets during the hydrothermal treatment and subsequent reduction to rGO. The
SEM image of the fractured surface of GS 3D structures is shown in Fig. 51.2a
where the inset shows a close-up image of the microstructure. Figure 51.2b is the
fractured surface of the PGS composite showing completely filled structure of
the GS with Paraffin-wax. The AFM topographical image in Fig. 51.2c shows
single and double layer GO sheets spread on a silicon wafer. The roughness trace
of the marked region on the AFM image is shown in Fig. 51.2d. This shows only

Fig. 51.1 Schematic
showing the formation of GS
and the PGS composite
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2 nm height of the GO flakes from the silicon substrate, therefore, demonstrating
high quality of the GO.

In order to study the rate and amount of electrical energy stored, in the form of
heat, in the PGS composite on application of a voltage across the sample, a DC
power supply was used. A temperature sensor attached to the specimen and to a
computer was used to capture the live data. The experimental setup is demon-
strated schematically as an inset in Fig. 51.3. Three different voltages of 5, 10 and
15 V were applied to the specimens to study the aforementioned effect. When
applied only 5 V the specimen heats up with a rate of 2.5� C/min until it starts
melting at 37� C where the heating rate decreases to a mere 0.25� C/min.

This is because in the beginning the entire electrical power is used to raise the
temperature of the 3D connected structure of GS and the infused Paraffin-wax.
Once the Paraffin-wax starts melting the electrical energy is divided into two parts;
one part of the energy is being used by GS to raise its temperature and the other
part is used to keep melting the Paraffin-wax, therefore, the increase in temperature
is reduced substantially. In addition to this, a thermal balance between the sample
and the atmosphere is attained and a major part of the heat supplied to the sample

Fig. 51.2 SEM image of GS fractured surface with inset showing a close-up of the same image
(a), SEM image of a fractured surface of PGS composite (b), AFM topographical image of GO
flakes dispersed on a Si substrate (c) and Height of a selected line drawn on the AFM image (d)
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is lost to the atmosphere. When the voltage is increased to 10 V, a heating rate of
13� C/min is obtained and the rate of increase in temperature keeps constant until a
temperature of 80� C is reached at which point the sample starts losing most of the
energy to the atmosphere and in melting the Paraffin-wax. As the Paraffin-wax
starts melting, the heating rate is reduced to 2� C/min. A heating rate of 30� C/min
is achieved on the application of 15 V on the specimen; temperature rises to
150� C in only 5 min. Due to high heating rate the specimen attains a thermal
balance at a temperature of 150� C.

A setup shown as in inset in Fig. 51.4 was employed to measure the rate at
which the PGS and the Paraffin-wax heat up when exposed to light. A xenon bulb
was used and it was controlled with a DC power supply to provide a constant
power of 28 W. A vertical distance of 10 cm was kept between the specimen and
the bulb. A temperature sensor attached to the specimen and to a computer was

Fig. 51.3 Temperature
versus time curve of PGS
composite on the application
of different voltage across the
sample

Fig. 51.4 Temperature
versus time curve of PGS
composite on the application
of light
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used to capture the live data every second. As it can be seen from Fig. 51.4 that the
heating rate, for Paraffin-wax and the PGS composite, are 3.2 �C/min and 5 �C/
min respectively until the Paraffin-wax starts melting. This 60 % improvement in
the heating rate of the PGS composite can be attributed to its dark color able to
absorb more light than the white colored Paraffin-wax and fast thermal conversion
efficiency. Later on when the Paraffin-wax starts melting, the temperature rise in
pure Paraffin-wax is slow as it consumes heat for melting and a thermal balance
between the sample and the specimen is achieved at about 68 �C. However, for the
PGS composite attains a higher heating rate both before and after the melting
zones as shown in Fig. 51.4 and reaches a thermal balance at a temperature of
about 80 �C proving that the PGS demonstrates a better light-thermal conversion
efficiency throughout the process, therefore, reaches a higher thermal balance
temperature.

TA instruments SDT Q600 equipment was used to study the differential
scanning calorimetric (DSC) behavior of the PGS composite and pristine Paraffin-
wax. A temperature ramp from 30 to 90 �C and subsequent cooling was done at a
rate of 2 �C/min. The PGS composite as well as the Paraffin-wax demonstrate
similar DSC behavior and both samples start partially melting at around 45 �C and
reaching a melting point of about 53 �C as shown by the DSC curve in Fig. 51.5a.
There is no other peak until a temperature of 90 �C is reached for both the samples
showing the stability of the chemical structure of the PGS composite. In the
cooling cycle both the samples start recrystallizing at about 52 �C and a recrys-
tallization temperature of 50 �C. TGA curves for pristine paraffin wax and the PGS
composite were obtained using a heating rate of 20 �C/min as shown in Fig. 51.5b.
There is a negligible weight loss from a temperature of 30 to 200 �C. Nonetheless,
a significant weight loss of about 94 % occurs on the rise of temperature from 200
to about 400 �C. The weight loss between 400 and 1,100 �C is almost zero indi-
cating complete carbonization of pristine paraffin wax at 400 �C. The PGS com-
posite indicates a weight loss of about 10 % from 30 to 100 �C which is the loss of
moisture in the composite. Later a significant weight loss of 60 % occurs between
temperatures of 230 and 400 �C indicating carbonization of the wax present in the

Fig. 51.5 DSC (a) and TGA (b) curves for pristine Paraffin-wax and the PGS composite
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composite. Later the weight loss in the PGS composite is insignificantly small.
Until a temperature of about 1,100 �C, the weight loss is limited 70 % as opposed
to the pristine paraffin wax which showed a weight loss of about 94 % at 1,100 �C.

51.4 Conclusions

A GS and Paraffin-wax based composite phase change material was successfully
developed for electrical and photo energy storage in the form of thermal energy.
An AFM topographical image of the GO flakes show that the quality of GO used
was high with a single or double layered flakes. GS prepared via a chemical vapor
deposition or any high temperature route has better properties than the one pro-
duced via a chemical route, therefore, it is envisioned that the development of such
composites with the former processes would result in better quality phase change
composite materials. The developed composite shows successful storage of elec-
trical energy on the application of a voltage and improved storage of photo energy
on the exposition of controlled light both in the form of thermal energy. DSC curve
of the PGS composite and pristine Paraffin-wax shows that no chemical modifi-
cation has occurred to the composite As a result these materials may become
useful pragmatically for storing thermal energy when applied a voltage or exposed
to a light source.

Acknowledgments The authors would like to acknowledge the financial support provided by
the Khalifa University of Science Research and Technology.

References

1. M. Wuttig, N. Yamada, Phase-change materials for rewriteable data storage. Nat. Mater.
6(11), 824–832 (2007)

2. A.M. Khudhair, M.M. Farid, A review on energy conservation in building applications with
thermal storage by latent heat using phase change materials. Energy Convers. Manag. 45(2),
263–275 (2004)

3. C.Y. Zhao, W. Lu, Y. Tian, Heat transfer enhancement for thermal energy storage using
metal foams embedded within phase change materials (PCMs). Sol. Energy 84(8),
1402–1412 (2010)

4. A.A. Balandin, S. Ghosh, W. Bao, I. Calizo, D. Teweldebrhan, F. Miao, C.N. Lau, Superior
thermal conductivity of single-layer graphene. Nano Lett. 8(3), 902–907 (2008)

5. C. Soldano, A. Mahmood, E. Dujardin, Production, properties and potential of graphene.
Carbon 48(8), 2127–2150 (2010)

6. S. Stankovich, D.A. Dikin, R.D. Piner, K.A. Kohlhaas, A. Kleinhammes, Y. Jia, Y. Wu, S.T.
Nguyen, R.S. Ruoff, Synthesis of graphene-based nanosheets via chemical reduction of
exfoliated graphite oxide. Carbon 45(7), 1558–1565 (2007)

7. X. Huang, X.Y. Qi, F. Boey, H. Zhang, Graphene-based composites. Chem. Soc. Rev. 41(2),
666–686 (2012)

51 Voltage and Photo Driven Energy Storage 641



8. A.A. Balandin, Thermal properties of graphene and nanostructured carbon materials. Nat.
Mater. 10(8), 569–581 (2011)

9. Z.P. Chen, C. Xu, C.Q. Ma, W.C. Ren, H.M. Cheng, Lightweight and flexible graphene foam
composites for high-performance electromagnetic interference shielding. Adv. Mater. 25(9),
1296–1300 (2013)

10. W.J. Hong, Y.X. Xu, G.W. Lu, C. Li, G.Q. Shi, Transparent graphene/PEDOT-PSS
composite films as counter electrodes of dye-sensitized solar cells. Electrochem. Commun.
10(10), 1555–1558 (2008)

11. D. Vuluga, J.M. Thomassin, I. Molenberg, I. Huynen, B. Gilbert, C. Jerome, M. Alexandre,
C. Detrembleur, Straightforward synthesis of conductive graphene/polymer nanocomposites
from graphite oxide. Chem. Commun. 47(9), 2544–2546 (2011)

12. C. Wu, X.Y. Huang, G.L. Wang, L.B. Lv, G. Chen, G.Y. Li, P.K. Jiang, Highly conductive
nanocomposites with three-dimensional, compactly interconnected graphene networks via a
self-assembly process. Adv. Funct. Mater. 23(4), 506–513 (2013)

13. H.C. Bi, X. Xie, K.B. Yin, Y.L. Zhou, S. Wan, L.B. He, F. Xu, F. Banhart, L.T. Sun, R.S.
Ruoff, Spongy graphene as a highly efficient and recyclable sorbent for oils and organic
solvents. Adv. Funct. Mater. 22(21), 4421–4425 (2012)

14. J.P. Zhao, W.C. Ren, H.M. Cheng, Graphene sponge for efficient and repeatable adsorption
and desorption of water contaminations. J. Mater. Chem. 22(38), 20197–20202 (2012)

15. W.F. Chen, L.F. Yan, In situ self-assembly of mild chemical reduction graphene for three-
dimensional architectures. Nanoscale 3(8), 3132–3137 (2011)

16. Y. Zhong, M. Zhou, F. Huang, T. Lin, D. Wan, Effect of graphene aerogel on thermal
behavior of phase change materials for thermal management. Sol. Energy Mater. Sol. Cells
113, 195–200 (2013)

17. F. Yavari, H.R. Fard, K. Pashayi, M.A. Rafiee, A. Zamiri, Z. Yu, R. Ozisik, T. Borca-
Tasciuc, N. Koratkar, Enhanced thermal conductivity in a nanostructured phase change
composite due to low concentration graphene additives. J. Phys. Chem. C 115(17),
8753–8758 (2011)

18. N.I. Kovtyukhova, P.J.O.B.J. Martin, T.E. Mallouk, S.A. Chizhik, E.V. Buzaneva, A.D.
Gorchinskiy, ‘Layer-by-layer assembly of ultrathin composite films from micron-size
graphite oxide sheets and polycations. Chem. Mater. 11, 771–778 (1999)

19. H.-T.J. Jianxin Geng, Porphyrin functionalized graphene sheets in aqueous suspensions: from
the preparation of graphene sheets to highly conductive graphene films. J. Phys. Chem. C
114(18), 8227–8234 (2010)

20. S. Chen, Q. Wu, C. Mishra, J. Kang, H. Zhang, K. Cho, W. Cai, A.A. Balandin, R.S. Ruoff,
Thermal conductivity of isotopically modified graphene. Nat. Mater. 11(3), 203–207 (2012)

642 Y. A. Samad et al.



Chapter 52
Enhancing the Performance of Mg–Al
Brine Water Batteries Using Conductive
Polymer-PEDOT: PSS

T. Abdulrehman, Z. A. Yousif, S. Al-Ameri, I. Abdulkareem,
A. M. Abdulla and Y. Haik

Abstract In this paper, the effect of the conductive additive, poly (3, 4-ethyl-
enedioxythiophene)-poly (styrene sulfonate) (PEDOT:PSS) on brine water bat-
teries was investigated. Brine water batteries were produced using magnesium
powder mixed with aluminum powder, activated carbon and carbon nanotube,
which functioned as the anode with aluminum foil as the current collector. The
aluminum current collector also took part in the anodic reaction after the mag-
nesium was used up in the brine water battery reaction. AgCl mixed with activated
carbon and carbon nanotubes functioned as the cathode. Platinum mesh was used
as current collector for the cathode. The binder used was a mixture of poly vinyl
alcohol and poly acrylic acid. To this binder, the conductive binder PEDOT:PSS
was added. The brine water battery consisted of five cells in series connection and
each cell had an anode and cathode either with or without PEDOT:PSS. The brine
water batteries were operated in a 3.5 % NaCl which mimics sea water.

Keywords Brine water battery � PEDOT:PSS � Magnesium � Aluminium �
Agcl � Activated carbon � Carbon nanotubes � Power density output

52.1 Introduction

Nowadays the world is seeking new sources of energy. Several studies have been
reported on the great potential of the seawater battery as a renewable energy
source [1]. Seawater batteries are attractive because they can produce energy for
prolonged time periods [2].
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The requirement of lightweight materials is essential for development of sea
water batteries. Magnesium is a light metal and has extensive applications in
automobile industry and other equipments [3]. Magnesium is a major component
in seawater, which makes a magnesium based seawater battery environmentally
harmless. Magnesium/CuCl and magnesium/AgCl systems are mostly used in
seawater batteries in which magnesium is used as the anode [4]. Aluminum [5, 6]
and magnesium [4, 6] anodes are used in seawater batteries because of their high
capacity, low atomic weight and high standard potentials. Different types of
magnesium-seawater batteries have been developed which include PbCl2, CuI,
cuprous thiocyanate and MnO2 as cathodes [6]. Seawater batteries have applica-
tions in powering undersea devices and vehicles because of the presence of ocean
water as a source of electrolyte [7].

Poly (3, 4-ethylenedioxythiophene) (PEDOT) which is conductive has been
employed as cathode in developing a biologically compatible magnesium battery
in suitable electrolytes [8]. Poly (3, 4-ethylenedioxythiophene)-poly (styrene sul-
fonate) was used in Li/S batteries to improve their performance as the polymer is
electronically conductive and thermally stable in an electrochemical environment
[9]. Alloys of magnesium have been used in seawater batteries as such alloys can
improve the performance of the batteries [10–12]. Activated carbon and carbon
nanotube (CNT) composites have been used in high performance electrochemical
electrodes because of the high surface area of activated carbon and the high
conductivity and mechanical strength of CNTs [13].

In this paper we study the performance of magnesium-aluminum (Mg–Al)
anodes and silver chloride (AgCl) cathodes. The Mg–Al anode electrode was made
of a composite of powdered Mg and Al, activated carbon (AC) and CNT with poly
vinyl alcohol-poly acrylic acid (PVA-PAA) as a binder. Aluminum foil was used
as a current collector in the anode. The AgCl cathode consisted of powdered AgCl,
AC, CNT, PVA-PAA as a binder and platinum mesh as a current collector. In this
paper the performance of brine water batteries in the presence and absence of poly
(3, 4-ethylenedioxythiophene)-poly (styrene sulfonate) (PEDOT:PSS) in the
electrodes is studied.

52.2 Experimental Work

52.2.1 Materials

Magnesium powder (Merck, USA), aluminum powder (Aldrich, USA), silver
chloride (AgCl) (Aldrich, USA), carbon nanotube (CNT) (Nanolab, Inc., USA),
activated carbon (AC) (Scott Science and Healthcare Ltd., UK), PEDOT:PSS
(Aldrich, USA), platinum mesh (Goodfellow, UK), aluminum foil (Diamond,
UAE), poly vinyl alcohol (PVA) (Aldrich, USA) (MW * 61,000) and poly-
acrylic acid (PAA) (Aldrich, USA) (MW * 1800), Quantitative filter paper-1246
(pore: 1–3 lm, Filter-Lab, Spain).
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52.2.2 Brine Water Battery Fabrication

Schematically the brine water cell Fig. 52.1 shows the harvesting of electrons,
where the electrons from the anode are carried to the cathode via the current
collectors which consist of aluminum foil in the anode and platinum mesh in the
cathode, and electrical wires. The anode and cathode are connected through a
resistance using electrical wires.

Two types of Mg–Al/AgCl batteries were considered in this study. One in
which PEDOT:PSS was not added to both anode and cathode and the other in
which PEDOT:PSS was added to the electrodes, the scheme of which is shown
in Fig. 52.2.

Generally, each casing has two sides, one to be filled with a cathode and the
other with an anode separated by a filter paper. Since powdered magnesium and
aluminum was used for the anode and powdered AgCl for the cathode, a polymer
mix of PVA and PAA solution was used as the binder. Activated carbon and CNT
were added to the electrodes to increase the surface area and conductivity.

Fig. 52.1 Schematic
diagram for a synthesized
brine water cell

Fig. 52.2 Brine water
battery organizational chart
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52.2.2.1 Electrodes Preparation with Conductive Polymer

For each cell the cathode slurry was prepared using 250 mg AgCl, 50 mg CNT,
200 mg activated carbon (AC), PVA-PAA (7 wt/v% solution in water with PVA to
PAA in the ratio of 8:1) and PEDOT:PSS in water. After forming a thick cathode
slurry, it was poured into the electrode casing with a filter paper (pore size:
1–3 lm) to separate the cathode from the anode. A layer of the cathode slurry was
poured into the casing before inserting a platinum mesh connected to an electrical
wire. A second layer of cathode slurry was poured on top of the platinum mesh and
allowed to dry. The anode is prepared by adding 250 mg, 100 mg Al, 50 mg CNT,
200 mg AC, PVA-PAA (7 wt/v% solution in water with PVA to PAA in the ratio
of 8:1) and PEDOT:PSS in water to form a slurry. The anode slurry was poured
into the battery casing on the opposite side of the cathode compartment. A layer of
the anode slurry was poured before inserting an aluminum foil current collector.
On top of the aluminum foil another layer of anode slurry was poured and allowed
to dry. Then the whole casing was placed in an oven at 90 �C for 2 h. The
dimensions of the electrodes are 2 cm 9 2 cm.

52.2.2.2 Electrodes Preparation Without Conductive Polymer

The electrodes were prepared as in electrode preparation with a conductive
polymer with the exception that PEDOT:PSS is not added to the electrodes.

52.2.2.3 Brine Water Preparation

The salt water or brine solution electrolyte was prepared by dissolving 17.5 g of
NaCl in 500 ml deionized water to get 3.5 % water salinity.

52.2.2.4 Brine Water Battery Assembly Setup

The setup of the brine water battery was designed to contain five cells. The
individual cells in the battery consisted of an anode and a cathode. A container was
designed consisting of holders and a coverlid. The container has five holders to
accommodate five cells and helps in keeping the cells immersed in the salt-water
electrolyte. The cover lid has holes for aeration and for accommodation of an
Ag/AgCl reference electrode which helps to determine the electrode potentials of
the anodes and the cathodes. The brine water in the container was continuously
stirred with the help of a magnetic stirrer. A photograph of the brine water battery
set up is shown is Fig. 52.3. The photograph and schematic of the brine water
battery cell and the circuit diagram of the brine water battery is shown in Fig. 52.4.
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52.2.3 Physical Characterization

A scanning electron microscope, SEM (Joel, JBM-5600) was used to determine
the surface morphology of the anode and cathode material. An energy dispersive
spectroscopy (EDS) (Oxford Instruments, UK) analysis of both anode and cathode
was carried out to determine the composition of the electrodes.

Fig. 52.3 Photograph of the
brine water battery setup

Fig. 52.4 a Photograph of electrode casing, b Brine water battery container to connect five cells
in series, c schematic representation of a brine water battery cell and d Circuit diagram of the
brine water battery with five cells in series connection
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52.2.4 Electrochemical Characterization

Electrochemical characterization of the brine water battery was carried out in
500 mL, 3.5 % NaCl solution placed in a polycarbonate container. The battery
reaction was carried out at room temperature. A polycarbonate lid with openings
for aeration and reference electrode was fitted on top of the container. The elec-
trode potentials against the Ag/AgCl reference electrode, total battery potential
and current densities were recorded using a data acquisition system (NI9125,
National Instruments) and Agilent 34405A multimeter (Agilent, Taiwan) at
1-minute intervals. A self-made variable resistor was included in the circuit for
current density-potential measurements.

52.3 Results and Discussion

Figure 52.5a and b are the SEM images of the anode and the cathode composite
materials respectively. The images show the network of CNTs and the activated
carbon along with the metals or metal salt in the electrodes. Figure 52.6a and b are
the EDS images of the anode and cathode respectively. EDS is a semi quantitative
analysis to determine the composition of the elements in the electrodes.

Fig. 52.5 a SEM of anode (Mg–Al/AC-CNT) and b SEM of Cathode (AgCl/AC-CNT)

Fig. 52.6 a EDS of the anode and b EDS of the cathode
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The EDS image of the anode shows the peaks corresponding to magnesium and
aluminum. Sulfur peaks arise due to the presence of PEDOT:PSS as a conductive
additive in the electrodes. Al to Mg ratio is 1:2.5 as determined from the EDS
analysis. The EDS image of the cathode shows peaks corresponding to that of
silver and chlorine. The sulfur peaks in the cathode image arise due to the presence
of PEDOT:PSS.

Three main sets of reactions can take place at the anode and cathode, the details
of which are given below.

Set of Reactions—1, involving magnesium.

Anode: Mg� 2e� ! Mg2þ ð52:1Þ

Cathode : 2AgCl þ 2e� ! 2Agþ 2Cl� ð52:2Þ

Overall : Mgþ 2AgCl! MgCl2 þ 2Ag ð52:3Þ

Set of Reactions—2, involving magnesium.

Anode : Mg� 2e� ! Mg2þ ð52:4Þ

Cathode : O2 þ 2H2Oþ 4e� ! 4OH� ð52:5Þ

Overall : 2Mgþ O2 þ 2H2O! 2Mg OHð Þ2 ð52:6Þ

Set of Reactions—3, involving aluminum.

Anode : Alþ 3OH� ! Al OHð Þ3þ3e� ð52:7Þ

Cathode : O2 þ 2H2Oþ 4e� ! 4OH� ð52:8Þ

Overall : 4Alþ 3O2 þ 6H2O! 4Al OHð Þ3 ð52:9Þ

Magnesium is more active than aluminum in the galvanic series; the chances
are that the rate of anodic reaction (Eqs. 52.1 and 52.4) involving magnesium will
be more than that of the anodic reaction (Eq. 52.7) involving aluminium. The rate
of the set of reactions (52.1) and (52.2) will be higher than that of the set of
reactions (52.3). Magnesium may act as protective agent for aluminum. After the
magnesium is consumed in the electrochemical reaction, the rate of the anodic
reaction (Eq. 52.7) involving aluminium will increase. The presence of activated
carbon and CNTs will facilitate the reduction of O2 to OH- at the cathodes.

2H2Oþ 2e� ! H2 þ 2OH� ð52:10Þ

Mgþ 2H2O! H2 þMg OHð Þ2 ð52:11Þ
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An increase in the hydrogen formation reaction (Eq. 52.10) accelerates the
corrosion of magnesium. The hydrogen formation occurs in the areas of the
cathode where water undergoes electrochemical reduction. The coupling of
the hydrogen formation at the cathode with the anodic reaction of magnesium
(Eq. 52.1) results in the overall reaction (Eq. 52.11) resulting in the formation of
magnesium hydroxide and hydrogen which increases the corrosion of magnesium.
Alloys of magnesium with aluminium, manganese or zinc prevent the evolution of
hydrogen. Alloys of magnesium with lithium have better corrosion resistance
properties than magnesium [3].

The open circuit voltage of the brine water battery without the conductive
additive was found to be 0.65 V. The voltage and power output of the brine water
battery without PEDOT:PSS at a resistance of 2450 X is shown in Fig. 52.7. The
voltage output of the battery without PEDOT:PSS was in the range of 0.32–0.40 V
and its power output was in the range of 0.012–0.0152 mW/cm2 at a resistance of
2450 X. At a resistance of 100 X, the battery without the conductive additive
showed a voltage output between 0.0675 and 0.1 V and a power density between
0.011 and 0.0225 mW/cm2. The voltage and power density of the brine water
battery without conductive additive at 100 X is shown in Fig. 52.8.

The performance of the brine water with the conductive additive PEDOT:PSS
was found to be enhanced. The voltage and power density output of the brine water
battery with PEDOT:PSS is given in Fig. 52.9. There was a significant increase in
both the voltage and power density output of the brine water battery with
PEDOT:PSS at resistances of 100 and 2450 X when compared to that of the
battery without PEDOT:PSS. The open circuit voltage of the brine water battery
with PEDOT:PSS was found to be 0.771 V. The power output of the battery with
PEDOT:PSS was more or less stable at 0.046 mW/cm2 for a time period of 8 h at a
resistance of 2450 X. This power output performance is better when compared to
the maximum power output of the battery without PEDOT:PSS which had a power

Fig. 52.7 a Voltage output and b Power density output of brine water battery without
PEDOT:PSS at a resistance of 2450 X
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Fig. 52.8 a Power density and b Voltage output of brine water battery without PEDOT:PSS
operating at 100 X resistance

Fig. 52.9 Performance of brine water battery with PEDOT:PSS as conductive additive: a Power
density output at 100 X, b Voltage output at 100 X, c Power density output at 2450 X and
d Voltage output at 2450 X
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output in the range of 0.012–0.0152 mW/cm2. The voltage output of the battery
with the conductive additive varied between 0.62 and 0.69 V at a resistance of
2450 X which is a better output when compared to a battery without PEDOT:PSS.
The voltage output of the battery with PEDOT:PSS was in the range of
0.25–0.50 V and its power output was in the range of 0.135–0.54 mW/cm2 at a
resistance of 100 X. Current leakage is a phenomenon in an electrochemical cell
occurring due to the flow of current from each point in the battery to every other
point through the conductive electrolyte [4]. The presence of PEDOT:PSS in the
electrodes may help prevent the leakage of current which explains the enhanced
performance of the batteries synthesized with PEDOT:PSS. Ma et al. studied the
discharge performance of Mg, AZ31 and Mg–Li–Al–Ce anodes in Mg-air batteries
and found that the Mg–Li–Al–Ce anode had a better discharge performance than
the Mg and AZ31 anodes. At 2.5 mA/cm2, the battery with the Mg–Li–Al–Ce
anode had an operating voltage of 1.272 V [14]. Presence of Zn in the Mg–Li
alloys also enhanced the discharge performance and corrosion resistance proper-
ties of the Mg–Li anodes [15]. By using such alloys in a powdered form or as
nanoparticles in our anodes, it could be possible to further enhance the discharge
characteristics of our brine water batteries in the future studies.

The current density-potential plot of the brine water battery with and without
PEDOT:PSS after 10 min of operation is shown in Fig. 52.10. The battery with
PEDOT:PSS shows a maximum power output of 0.543 mW/cm2 whereas the
battery without PEDOT:PSS exhibits a maximum power output of 0.051 mW/cm2.
Operation of the brine water battery at optimized load current will ensure better
performance of the battery and this can be achieved for the battery with
PEDOT:PSS, by its operation between 1 and 2 mA/cm2.

Fig. 52.10 Current
density—Potential plot of
brine water batteries with and
without PEDOT:PSS after
10 min of operation. Data
points represent stable battery
voltage and power density
output (Standard
Deviation \ 0.002) from five
measurements in 5 min at a
given load current
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52.4 Conclusion

From our study, we could conclude that addition of conductive additives to brine
water battery electrodes could enhance performance. The use of the conductive
additive PEDOT:PSS increased the voltage and power density of our brine water
batteries. By increasing the surface area of the electrodes, redesigning the battery
to accommodate more cells, using effective conductive additives and decreasing
leakage current, the performance of brine water and sea water batteries can be
enhanced.

Acknowledgments We acknowledge the support of EMAL Company for their financial support.

References

1. F.L. Mantia, M. Pasta, H.D. Deshazer, B.E. Logan, Y. Cui, Batteries for efficient energy
extraction from a water salinity difference. Nano Lett. 11(4), 1810–1813 (2011)

2. T. Zhang, Z. Tao, J. Chen, Magnesium-air batteries: from principle to application. Mater.
Horiz. (2014). doi: 10.1039/C3MH00059A

3. S. Ono, K. Asami, T. Osaka, N. Masuko, Structure of anodic films on magnesium.
J. Electrochem. Soc. 143(3), L62–L63 (1996)

4. R.F. Koontz, R.D. Lucero, Magnesium water-activated batteries, in Handbook of Batteries,
ed. by D. Linden, T.B. Reddy (McGraw-Hill, New York, 2002), pp. 17.1–17.27

5. J.A. Hunter, W.B. O’Callaghan, G.M. Scamans, Aluminium Batteries. US Patent 4942100,
17 July 1990

6. M.G. Medeiros, E.G. Dow, Magnesium-solution phase catholyte seawater electrochemical
system. J. Power Sources 80(1–2), 78–82 (1999)

7. Ø. Hasvold, H. Henriksen, E. Melvær, G. Citi, B.Ø. Johansen, T. Kjønigsen, R. Galetti, Sea
water battery for subsea control systems. J. Power Sources 65(1–2), 253–261 (1997)

8. B. Winther-Jensen, M. Gaadingwe, D.R. Macfarlane, M. Forsyth, Control of magnesium
interfacial reactions in aqueous electrolytes towards a biocompatible battery. Electrochim.
Acta 53(20), 5881–5884 (2008)

9. Y. Yang, G. Yu, J.J. Cha, H. Wu, M. Vosgueritchian, Y. Yao, Z. Bao, Y. Cui, Improving the
performance of lithium sulfur batteries by conductive polymer coating. ACS Nano 5(11),
9187–9193 (2011)

10. Z. Hongyang, B. Pei, J. Dongying, Electrochemical performance of magnesium alloy and its
application on the sea water battery. J. Environ. Sci. 21(suppl. 1), S88–S91 (2009)

11. L. Wang, P. Li, L. He, Effect of adding different contents of mercury to magnesium on
discharge and corrosion performances of magnesium anode sheet. Russ. J. Electrochem.
47(8), 900–907 (2011)

12. Y. Kun, H. Qiao, Z. Jun, D. Yu-long, Electrochemical properties of magnesium alloy anodes
discharged in seawater. Trans. Nonferrous Met. Soc. China 22(9), 2184–2190 (2012)

13. A. Borenstien, M. Noked, S. Okashy, D. Aurbach, Composite carbon nano-tubes (CNT)/
activated carbon electrodes for non-aqueous super capacitors using organic electrolyte
solutions. J. Electrochem. Soc. 160(8), A1282–A1285 (2013)

14. Y. Ma, N. Li, D. Li, M. Zhang, X. Huang, Performance of Mg–14Li–1Al–0.1Ce as anode for
Mg-air battery. J. Power Sources 196(4), 2346–2350 (2011)

15. Y. Lv, M. Liu, Y. Xu, D. Cao, J. Feng, The electrochemical behaviors of Mg-8Li-3Al-0.5Zn
andMg-8Li-3Al-1.0Zn in sodium chloride solution. J. Power Sources 225, 124–128 (2013)

52 Enhancing the Performance of Mg-Al Brine Water Batteries 653

http://dx.doi.org/10.1039/C3MH00059A


Chapter 53
Design Considerations of Digitally
Controlled PV Battery Chargers

Alaa Hail, Boshra Alshujaa, Waad Albeiey, Ala Hussein
and Abbas Fardoun

Abstract At outdoor conditions, the temperature and the solar power are uncon-
trollable. As a result, traditional charging techniques that rely on the terminal
measurements such as the battery current, voltage and temperature cannot be used.
That is, relying on the terminal measurements can result in terminating the charge
before the battery is truly fully charged, which has several drawbacks such as
reducing the useable capacity and possibly leading to memory effect in nickel-based
batteries, or overcharging the battery which can lead the battery to prematurely
reaching its end-of- service. This paper presents some design considerations for
digitally-controlled solar battery chargers. Testing and simulation results for com-
mercial lithium-ion (Li-ion) and nickel-metal-hydride (NiMH) battery cells are
presented.

Keywords Battery � Charger � Digital control � Photovoltaic (PV) � State of
charge (SOC)

53.1 Introduction

Rechargeable battery technologies accommodate a wide range of applications.
Portable electronics is a major area where batteries are used as a primary power
source. Among major rechargeable battery chemistries, nickel-metal-hydride
(NiMH) and lithium-ion (Li-ion) batteries are the most used technologies in
portable electronics due to their unique characteristics such as they have long
cycle-life and high energy and power densities, and they don’t require mainte-
nance neither suffer from memory effect (memory effect is a term used to describe
the degradation in the battery capacity when it is partly charged and discharged).
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Regardless the type of battery used in an application, the battery must be carefully
charged and discharged through a battery management system (BMS).

According to [1], battery charging is the most critical function of a BMS.
Basically, a battery charger must deliver the charge to the battery, optimize the
charge rate, and terminate the charge based on a certain criteria. Battery chargers
use different charging techniques that are claimed to optimize the charging effi-
ciency and cycle-life of the battery. Traditional charging techniques that are used
by ordinary chargers include constant current constant voltage (CCCV), pulse
charging (PC), sinusoidal ripple charging (SRC), trickle charging, float charging
and interrupted charge control (ICC) [2–16].

In contrast to battery chargers that are powered from an electricity source (i.e.
outlet), solar battery chargers have uncontrolled input (charging) power. In fact,
solar battery chargers are advantageous in the sense that they don’t need to be
plugged into an electricity outlet since they are powered directly from the sunlight.
They can be ideally used during outdoor events to charge portable electronics
provided there is enough sunlight. However, since the solar power and outdoor
temperature are uncontrollable, traditional charging techniques fail to charge the
battery reliably and safely. In addition, terminating the charge on time is a chal-
lenging task that can affect the battery performance. For example, overcharging
the battery will certainly reduce its cycle-life, whereas terminating charging before
the battery is fully-charged reduces its run-time [17]. Traditional charging tech-
niques terminate charging based on the terminal measurements. In comparison
with ordinary chargers, terminating the charge in solar battery charges is more
challenging because the input power to the charger (i.e. solar power) and ambient
temperature can change momentarily. Therefore, terminating the charge in solar
battery chargers must not rely only on the terminal (direct) measurements as in
ordinary chargers, but also on indirect measurements. Figure 53.1 shows a block
diagram of solar battery charging system.

In this paper, some design considerations for digitally controlled solar battery
chargers are presented. The batteries that are considered herein include NiMH and
Li-ion batteries, which accommodate a wide range of applications. The organi-
zation of this paper is as follows: Sect. 53.2 reviews some design considerations of
DC-DC conversion stage. Section 53.3 presents an overview of designing a
closed-loop digitally controlled PID controller. Section 53.4 describes the design
of an SOC algorithm and termination techniques. Section 53.5 includes some
simulation results. Finally, conclusions and summaries are given in Sect. 53.6.

53.2 DC-DC Converter

The power that is generated by the solar cells is unregulated. To make it usable, it
must be regulated using a DC-DC converter. Thus, a DC-DC converter is an
electronic circuit that converts a dc power to another dc power by stepping up/
down the voltage or current. A DC-DC converter has two main functions:
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• Regulating the output voltage or current.
• Maximizing the output power of the solar cells through a maximum power

point tracking (MPPT) algorithm.

Basically, there are three fundamental DC-DC converter topologies: buck (step-
down), boost (step-up), and buck-boost (step-up/step-down). Since a buck-boost
converter allows both stepping up and down the input voltage, it is usually used in
PV chargers. Buck-boost circuit configuration is shown in Fig. 53.2. The circuit
mainly consists of two storage elements (one inductor and one capacitor) and two
switches (transistor and a diode).

The solar cells supply input power to the charger input, which in turns regulates
this power and delivers it to the load (battery). The converter must handle the
variation in the charging current due the variation in solar radiation. That is, the
output voltage of the DC-DC converter must not exceed the upper voltage limit of
the battery, and the charging current must not exceed the permitted upper limit.

Given the following design specification, the circuit components of the DC-DC
converter in Fig. 53.2 and the duty cycle can be calculated as illustrated in
Eqs. (53.1)–(53.6).

• Vin = 25 V and Vo = 5 V: The circuit must be designed to take an input
voltage of 25 V from a PV panel and to produce 5 V at the output.

• Switching frequency = 100 kHz: The frequency at which the switch S is
operated is 100 kHz (one cycle in a 10 ls time). The ON period of the switch is
obtained by multiplying the switching period by the duty cycle.

• Output Ripple = 4 %: Only 4 % ripple in the output voltage is allowed.

Equations (53.1)–(53.6) are then used to calculate the values of L, C and R,
[18]. Table 53.1 summarized the calculated values.

Duty Cycle : D ¼ Vout

Vout þ Vin
ð53:1Þ

Fig. 53.1 Block diagram of
a solar battery charging
system

53 Design Considerations of Digitally Controlled PV Battery Chargers 657



Resistor Loadð Þ : R ¼ V2
o

P
ð53:2Þ

Inductor : L ¼ RT

2
ð1� DÞ2 ð53:3Þ

Output Ripple Voltage :
DVo

Vo
¼ D

RCf
ð53:4Þ

Capacitor : C ¼ D

Rf

Vo

DVo
ð53:5Þ

ON period : TON ¼ 10ls� 0:167 ¼ 1:67ls ð53:6Þ

It can be shown from Eqs. (53.1)–(53.6) that increasing the size of the output
capacitor can reduce the ripple in the output voltage. However, increasing the
value of the used capacitor increases the cost and size of the converter. Alterna-
tively, the output voltage ripple can be minimized by increasing the switching
frequency. Increasing the switching frequency can significantly reduce the output

Fig. 53.2 Buck-boost
converter

Table 53.1 Summary of the
calculated values

Parameter Value

Input voltage 25 V
Output voltage 5 V
Switching frequency 100 kHz
Duty cycle 16.7 %
ON time 1.9 ls
L 200 lH
C 100 lF
R 0.5 X
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voltage ripple and minimize the components size at the cost of increasing the
switching losses. As in any design process, there are always compromises in terms
of cost and performance. The duty cycle in Eq. (53.1) is the control parameter for
the DC-DC converter. By increasing or decreasing D, the output voltage can be
controlled. The next section presents a digital control loop design procedure for
the buck-boost converter in Fig. 53.2.

53.3 Digital Control Loop

The controller is an essential part in the charger design. Compared to analog
controllers, digital controllers are easier to implement and less expensive. Fur-
thermore, digital signal processing (DSP) based digital controllers allow for the
implementation of more functional control schemes, standard control hardware
design for multiple platforms and flexibility of quick design modifications to meet
specific customer needs. Digital controllers are also less susceptible to aging and
environmental variations and have better noise immunity [19].

The output voltage of the solar battery charger must be regulated. In other
words, the duty cycle D must be controlled in such a way to make the output
voltage constant regardless the input voltage (Fig. 53.3).

A digital proportional-integral-derivative (PID) controller, well-known as a PID
controller, can be used to control the power circuit and to eliminate effects of
errors on the charger’s performance. It includes the features of P, I and D con-
trollers. PID Controller helps regulating important variables within the control
system. It possibly affects only one device or many at the same time. The PID
controller uses an advanced formula to try and prevent any errors from occurring.
This ensures that the devices or systems are controlled performing as perfectly as
possible. Information is sent out by the controller, received by the actuator and
then the information from the actuator is sent back to the controller by sensors. The
controller then makes a decision on how to keep on based on the information it
receives and sends it out, creating a continuous close loop. PID controllers have a
small overshoot, no steady state error and have short settling time due to differ-
ential action [20]. Specifically, proportional control works on the present error
while integral term works on the accumulated error to reduce steady state error
through the use of an integrator as a low frequency compensator. Derivative term

Fig. 53.3 PID controller
block diagram
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predicts future error to improve the transient response of the system using a
differentiator [21]. A PID algorithm is given by (53.7):

uðtÞ ¼ KPeðtÞ þ KI

Z
eðtÞdt þ KD

d

dt
eðtÞ ð53:7Þ

where Kp, KI and KD are P, I and D gain values which are used to tolerate the error.
Tuning PID controller to find the gain values is performed through an organized
process and then P, I and D values are chosen based on the behavior of the system
in real-time. Several methods were developed to perform PID tuning, both digital
and analog approaches. Some of the most effective methods are presented in
Table 53.2 [21] which includes: Manual, Ziegler-Nichols, Cohen-Coon, Software
tools and Algorithmic. For the digitally controlled PV charger, algorithmic method
will be followed despite that it requires longer tuning time but a very precise
results could be obtained if properly tuned. In this method, an initial value is to be
set for the proportional gain Kp while both integral and derivative gains are set to
zero. From this starting point, the system behavior is observed and Kp value is
tuned till the transient response of the converter output is optimized.

53.4 SOC Algorithm

The SOC is an indication of the amount of energy inside the battery compared to
its maximum capacity. Mathematically, the SOC can be expressed in Eq. (53.8):

SOC(tÞ ¼ SOC(0) þ g
Z t

0

iðsÞ
CT

ds ð53:8Þ

Table 53.2 Tuning methods for PID controllers [21]

Method Advantages Disadvantages

Manual Online method; No math expression Requires experienced personnel
Ziegler-Nichols Online method; Proven method Some trial and error; Process upset

and very aggressive tuning
Cohen-Coon Good process models Offline method; Some math; Good

only for first order processes
Software tools Online or offline method; Consistent

tuning; Support
Non-Steady State tuning; Some cost

and training involved
Algorithmic Online or offline method; Consistent

tuning; Support; Non-Steady State
tuning; Very precise

Very slow
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And in discrete-time domain, Eq. (53.8) can be rewritten as in (53.9).

SOCk ¼ SOCk�1 þ g
ikDt

CT
ð53:9Þ

where i(t) is the current as a function of time (positive for charging and negative
for discharging), Cn is the nominal capacity (in Ah), and g is the (dis)charge
efficiency.

The (dis)charge efficiency of the battery can be computed using Eq. (53.10):

Disch: Efficiency ¼ ðDis)charge Capacity
Nominal Capacity

ð53:10Þ

Many chargers terminate the charge when the voltage reaches a certain limit, or
when a sudden rise in the temperature is detected. However, at outdoor conditions,
relying only on the voltage and temperature measurements is very tricky because
the outdoor temperature as well as the power generated from the solar cells can
vary momentarily. Table 53.3 summarizes some techniques that are commonly
used to terminate the charge in traditional chargers (Fig. 53.4).

For a reliable charger design, the charge must be terminated only once the SOC
is 100 %. Therefore, an accurate and reliable mechanism for SOC estimation is
substantial. The SOC must be estimated continuously in real-time in order to
terminate the charge only when the SOC is 100 %. Traditional SOC estimation
techniques have their advantages and limitations [22]. Among those techniques,
coulomb-counting or current integration is a well-known technique that is used in
many commercial applications to estimate the battery SOC. It has several
advantages such as it can be used in real time and is very accurate if an accurate
current measurements are provided. However, one limitation of this technique is
that it can’t estimate the initial SOC. In other words, there is no way to predict the
true SOC if the initial SOC was unknown. To overcome this limitation, the open-
circuit voltage (OCV) technique can be used to estimate the initial SOC by
employing a SOC-OCV lookup table.

To obtain a SOC-OCV lookup table, the battery cells must be charged and
discharged at very low current (a very low rate is preferable to minimize the
polarization and hysteresis effects in the cells). After charging and discharging
the cells with a very low current, the charging and discharging voltages and SOC
are averaged and stored in a lookup table. Figure 53.5 shows a SOC-OCV curve
for a 1,100 mAh Li-ion cell.

Before starting the charging process, the terminal voltage of the battery is
measured and the corresponding initial SOC to the measure voltage is found from
the lookup table. Then, the accumulated charge is calculated and the SOC is
continuously updated as described in Eq. (53.9). Once a 100 % SOC is reached,
the charging process will be terminated.
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53.5 Simulation Results

To illustrate how each part in the charger circuit operates, a DC-DC buck-boost
converter with the specifications listed in Table 53.1 was simulated. The simula-
tion results for the open-loop converter, closed-loop converter, and SOC estima-
tion method are presented as follows: Fig. 53.7 shows the open-loop simulation
results in LTSPICE software for the buck-boost converter shown in Fig. 53.6.

Figure 53.7 shows the simulation result of the converter with a PID digital
control loop implemented. To verify the effectiveness of the digital control loop,
the inductor current of the buck-boost converter was changed to simulate variation
in the solar power. The voltage at the output resumed its normal value within a
short time as shown in Fig. 53.8.

To estimate the initial SOC, a SOC-OCV lookup table for a 1,100 mAh Li-ion
battery cell was created as in Table 53.4 which represents a portion of an extended
table However, linear interpolation is used whenever the measured OCV lies
outside the lookup table.

Figure 53.9 shows a solar current profile. The current rise in Fig. 53.9 repre-
sents a sudden increase in the solar radiation, while a drop in the current is
equivalent to a sudden decrease in the radiation. Figure 53.10 shows that the
charge was terminated once the SOC reached 100 % although different initial SOC
were assumed.

Table 53.3 Traditional charge termination techniques

Termination
Technique

Remarks Limitations in solar chargers

Max. Volt. Requires constant charging current Solar charging current is not
constant

Negative Volt.
Drop

Only for nickel-based batteries; requires
constant charging current

Solar charging current is not
constant

Temp. Rise Only for nickel-based batteries; requires
constant ambient temperature

Outdoor ambient temperature is
not constant

Timer Requires constant power at the charger input Solar power is not constant
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Fig. 53.6 Buck-boost open-
loop circuit in LTSPICE

Fig. 53.7 Buck-boost open-
loop output voltage
waveform using LTSPICE

Fig. 53.8 Inductor current
(blue) and output voltage
(green) waveforms with a
PID control loop in LTSPICE
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53.6 Conclusions and Summary

Regardless the intended application of a battery, the battery charger must meet all
design specifications in terms of cost and performance. In this paper, some design
considerations for digitally-controlled PV battery chargers were presented.
A summary of the conclusions is given as follows:

• Digital control techniques are widely used due to their high performance, ease
of implementation and low cost.

• Charging from the solar power requires more advanced techniques to monitor
the battery charge.

• Traditional charging techniques are not compatible with PV chargers since they
are very sensitive to current and temperature variations.

• Accurate online SOC estimation algorithm can significantly improve the
charging process and prolong the cycle life of the battery.

Table 53.4 Look up table
OCV and the corresponding
SOC

Initial OCV Corresponding SOC (%)

2.2 V 0
3.226 15
3.284 30
3.309 50
3.345 80
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Chapter 54
Experimentally Assessing
Hydrogen–Oxygen Production
Using Alkaline Fuel Cell

A. Ateeq, A. Sayedna, A. AlShehhi, M. AlAwbathani
and M. O. Hamdan

Abstract The objective of this work is to evaluate the performance of Alkaline
Fuel Cell in producing hydrogen and oxygen mixture. The effect of voltage,
current, plates number, KOH concentrations and temperature are evaluated. The
study shows that the relation between applied voltage between two plates and
hydrogen–oxygen mixture production is a non-monotonic relation and reach
maximum at 2 V. The study shows that hydrogen–oxygen mixture production
increases as current intensity decreases. The current intensity is directly increasing
with KOH concentration.

Keywords Hydrogen water electrolysis � KOH � Alkaline fuel cell

54.1 Introduction

Approximately, around 4 % of the hydrogen produced in the world is produced by
water electrolysis while the rest of the 96 % comes from fossil fuel [1]. Water
electrolysis is not a new process for the production of hydrogen [2–6]. However,
water electrolysis remains a very minor contributor to the total production of
hydrogen because it requires electricity which considered as high quality energy
that can be directly used instead of being converted to hydrogen. However,
recently and due to the exploding expansion in renewable energy production which
require in many cases energy storage methods, the interest in water electrolysis has
increased. One use recently proposed method it to utilize solar energy to produce
hydrogen–oxygen mixture for diesel engine [7]. In total, around 40 million tons of
hydrogen are annually produced and used in the manufacture of ammonia, for the
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hydrogenation of organics, in petroleum refineries, in metals production, for
electronics fabrication, for high temperature flames and for cooling thermal gen-
erators [8].

The hydrogen production thru water electrolysis process has many advantages
which are simplicity of the process, high purity of hydrogen and oxygen, envi-
ronmental friendly and abundant water sources. Industrial water electrolysis cells
have been established since one hundred years [9]. However, water electrolysis is
only used in special cases that need hydrogen with high purity. This technology
is considered as the supplement but not the alternative to hydrocarbon sources for
hydrogen production in the past several decades. However, fossil fuel (coal,
petroleum or natural gas) is not reliable due to the reduction of reserves and severe
environmental pollution. Renewable primary energies such as solar energy, wind
energy and ocean energy receive more and more attentions [10–15].

54.2 Experimental Setup

A schematic diagram of the alkaline fuel cell shown is in Fig. 54.1 and actual
photo of the cell that is built using stacks of sheet of stainless steel 316 is shown in
Fig. 54.2. In the plates arrangement shown in Fig. 54.2, the overall voltage sup-
plied to the whole cell is divided equally according to the number of spaces
between plates. The middle plates are called neutral plates as shown in Fig. 54.1
since it has two sides in which one is acting as cathode and the other as an anode.
Hydrogen is formed on the cathode while oxygen is formed on the anode. The end
plates are either cathode or anode depending on the power source connection. The
stainless steel plates are separated using Donit Tesnit gasket with thickness of
2 mm.

The efficiency of the cell is calculated using the following equation:

g ¼ _mH2 LHV

E

where _mH2 is the mass flow rate of hydrogen produced, LHV is the lower heating
value of hydrogen, and E is the electrical power and was calculated by measuring
current and voltage supplied to the cell.

The schematic diagram of the test setup is shown in Fig. 54.3. The flow rate of
collected gas mixture is measured by recording the time needed to fill a graduate
cylinder. The electrical power is controlled by varying voltage. Multiple test
schemes have been followed to determine the optimum voltage between two
plates, the operating current intensity and alanine concentration.
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54.3 Results and Discussion

This study presents the results for evaluating the effect of different parameters on
Alkaline water electrolysis device; mainly the effect of number of plates, the unit
cell voltage, KOH concentration and cell temperature.

Fig. 54.1 Alkaline fuel cell
developed in UAE University

Fig. 54.2 A schematic
diagram shows the assembly
of the fuel cell

Fig. 54.3 A schematic
diagram of the test setup
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Figure 54.4 shows the efficiency and flow rate of HHO gas with respect to
number of plates while supplying the whole cell by overall voltage of 12 V, under
fixed KOH concentration of 16.7 mg/ml and under room temperature condition.
By fixing input voltage to 12 V and changing number of plates it is expected that
the voltage between every to plates will vary. The voltage between every two
plates can be calculated by dividing the 12 V over (n – 1) where n is number of
plates. As shown in Fig. 54.4 the maximum efficiency (around 25.1 %) occurred
with 7 plates which mean the voltage between each plate is 2 V (=12/(7 - 1)).
However as number of plates are reduced, the flow rate of HHO gas kept
increasing which is expected since less plates mean less electrical resistance. For
fixed input voltage, the lower the electrical resistance, the higher the current (or
power) that is supplied to the cell which leads to more HHO gas flow rate however
the efficiency will not follow same trend. As shown in this setup, efficiency has
non-monotonic relation with number of plates and reach maximum around 7
plates.

Figure 54.5 shows the variation of efficiency with voltage per unit cell (2 plate
cell). This figure is generated by dividing input voltage of 12 over (n - 1) where n
is number of plate.

Another factor that affect the fuel cell performance is the alkaline concentra-
tion. While varying the Alkaline concentration, the current and HHO flow rate has
been measured presented in Fig. 54.6 and cell efficiency has been calculated and
presented in Fig. 54.7. As shown in Fig. 54.6, as concentration KOH increases, the
flow rate of HHO and current is increases. The increase current is expected since
as KOH concentration increases the electrical carrier in the solution will increase
driving more current to flow inside the cell. As the electrical carried number
increases the cell electrical resistance decreases and hence more power is supplied
the cell. The increase in power will cause an increase in the HHO gas flow rate.

On the other hand, as KOH concentration increases, the efficiency of cell
decreases as show in Fig. 54.7. The decrease in the efficiency is due to the increase
in current which eventual is wasted heat added to the water. However reducing the
concentration mean more power is need to ionize the water and to produce
the HHO gas.

One way to enhance the fuel cell performance is by heating the cell which will
increase the kinetic energy of the molecules and hence reduce the energy needed to
break water molecules to HHO gas. Figure 54.8 shows the fuel cell performance
under different temperature conditions. As shown in Fig. 54.8 as temperature
increases the cell efficiency is increasing. Since the cell is tested at one atmosphere
pressure, the maximum testing temperature is set to 88 �C to minimize vapor
evaporation. Also, to assure that HHO gas is collected and not water vapor, the
collected mixture is passed through cold water bath to assure that any vapor is
condensed and only HHO gas flow rate is measured.
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Fig. 54.4 Optimum voltage
between the plates

Fig. 54.5 System efficiency
versus voltage per unit cell

Fig. 54.6 Current and HHO
flow rate versus KOH
concentration
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54.4 Conclusion

In this work, an experimental investigation has been carried on to parameterize
HHO system, the data shows the following:

• The optimum operating voltage between two plates based on efficiency is
around 2 V.

• The efficiency increases as KOH concentration decreases however this directly
depends on the power supply capability. For current test setup and power supply,
the maximum efficiency is achieved at the lowest concentration 10 mg/ml.

• As the temperature increases, the HHO efficiency increases, the highest effi-
ciency was 25.5 % at 88 �C.

Acknowledgment The authors would like to acknowledge the support provided by United Arab
Emirates University (UAEU) and by Abu Dhabi Water and Electricity Authority (ADWEA). This
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Fig. 54.7 System efficiency
versus KOH concentration

Fig. 54.8 Temperature effect
on system efficiency
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Chapter 55
Reducing the Combustion Noise
and Operational Roughness of Diesel
Engine by Using Palm Oil Methyl Ester
Biofuel

Mohamed Y. E. Selim and A. M. M. Hussien

Abstract An experimental investigation has been carried out to examine the
diesel engine combustion noise and engine roughness when palm oil methyl esters
biofuel is used in a diesel engine. A reference case has been tested when diesel fuel
is used and another case when crude palm oil is used. A variable compression
research diesel engine Ricardo E6 has been used throughout the current work. The
effects of engine load and compression ratio have been experimentally scrutinized.
The results presented included the maximum heat release rate, the maximum
combustion pressure rise rate, the maximum combustion pressure and the engine
torque output. The diesel engine exhibited less combustion noise, less engine
roughness and slightly less torque output when palm oil methyl esters biofuel is
used. The engine exhibited even less noise when crude palm oil is used, though the
viscosity is not practically acceptable.

Keywords Diesel engine � Engine roughness � Combustion noise � Palm oil
methyl esters � Crude palm oil

55.1 Introduction

The need of alternative energy for internal combustion engines has stemmed the
search for biofuels from every possible source. The need of alternative energy
source is a result of instabilities in the oil prices and the fear from the exhaustion of
petroleum oil. The vegetable plants have been used successfully to produce
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biofuels, such as rapeseed [1], blends of rapeseed and ethanol with diesel [2], oil
from sunflower [3], cottonseed [4], soybean [5], jojoba [6–8], palm oil [9], or from
tall oil [10]. Canola oil and other oils [11] have been also used as a biofuel for
diesel engines. A review of most available vegetable fuels is also given in terms of
engine performance and emissions [12]. Biofuels derived from vegetable oils or
others should follow the acceptable standards of biofuels properties. This neces-
sitates the transesterification process as a mean to remove the viscous glycerol and
reduce the viscosity of those oils.

Although the palm oil is originated from West Africa, it currently takes more
than one third of Malaysia’s cultivated area. In Malaysia, oil palm is the ‘golden
crop’. There is great confidence that it will continue contributing significantly to
the increase in the global oils and fats trade. In the meantime, the Malaysian palm
oil statistics remain impressive. Malaysia’s crude palm oil (CPO) production has
increased from 13.5 million tonnes in 2004, to 18.8 million tonnes in 2012. The
increase was due to the expansion in matured planted area, weather conditions,
constant sunshine, and rainfall distribution throughout the year. The fresh fruit
bunches yield per hectare increased by 5.7 % to 18.99 tons from 17.97 tons.

The use of palm oil methyl esters has been tested in diesel engine (for trans-
portation or power generation) by many previous works [13–17] as well as, the use
of crude of palm oil has been tested [18]. However, there is a lack of engine
combustion noise and engine roughness data which are related to maximum
pressure rise rate, maximum combustion pressure and maximum heat release rate
for diesel engines using both palm oil methyl esters and crude palm oil at different
engine conditions. Therefore, it is the main objective of the current work to
investigate the diesel engine combustion noise and engine roughness parameters in
case of using the palm oil methyl esters as the main fuel, as compared to crude
palm oil fuel with reference to a base case of diesel fuel obtained locally with
properties shown in the current work. The crude palm oil has been obtained from
the local market and the methyl esters have been prepared locally in the laboratory
of the authors. The effects of engine load, speed, compression ratio and injection
timing shall be studied experimentally to examine the needed engine modifications
in case of using such fuel.

55.2 Experimental Setup

The test rig used in the present study is the Ricardo E6 single cylinder variable
compression indirect injection diesel engine. The specifications of the engine are
listed in Table 55.1. The engine cylinder head has a Ricardo Comet Mk V com-
pression swirl combustion chamber. This type of combustion system consists of
two parts. The swirl chamber in the head has a top half of spherical form and the
lower half is a truncated cone, which communicates with the cylinder by means of
a narrow passage or throat. The second part consists of special cavities cut into the
crown of the piston.
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The engine is loaded by an electrical dynamometer rated at 22 kW and 420 V.
The engine is fully equipped for measurements of all operating parameters and
combustion noise data. The combustion pressure time history is measured by a
water-cooled piezo-electric pressure transducer connected to the relevant ampli-
fier. The liquid fuel flow rate is measured digitally by a multi-function micro-
processor-based fuel system, Compuflow System. Two data acquisition systems
are used to collect the important data and store it in two personal computers for
offline analysis. The following parameters are fed into the first data acquisition
system: liquid fuel flow rate data, engine speed and torque, and air/oil/coolant/
exhaust temperatures. A computer program in lMACBASIC language is written to
collect the data and manage the system and a workstation operating system has
been used to run the program.

The pressure signal amplified by a charge amplifier is fed to the second data
acquisition card linked to a personal computer. The acquisition card could collect
data at a rate of up to 250 kHz. A Labview acquisition program is used to sample
and store the pressure data fed to one channel of the data acquisition card.
Experiments have been carried out after running the engine for some time until it
reaches steady state and oil temperature is at 60 �C ± 5, and cooling water
temperature is at 70 �C ± 5.

Maximum combustion pressure and maximum combustion pressure rise rate
data are presented for the diesel engine (using diesel fuel, palm oil methyl esters
and crude palm oil as main fuel independently) against the tested engine operating
design and operating parameters. The heat release rate results have been calculated
[19] for all tested conditions. Maximum pressure rise rate and heat release rate are
the set of data that are proved to increase the engine combustion noise and
roughness. The combustion pressure has been measured by the piezo-electric
pressure transducer and then converted as pressure from the calibration data. It is
then digitized by the A/D converter and fed into the computer for other
calculations.

The engine design and operating parameters have been varied at the following
levels:

Table 55.1 Ricardo E6
engine specifications

Model Ricardo E6

Type IDI with the pre-combustion chamber
Number of cylinders 1
Bore 76.2 mm
Stroke 111.1 mm
Swept volume 0.507 l
Maximum speed 50 rev/s (3000 rpm)
Maximum power, diesel 9.0 kW, Naturally aspirated
Maximum power, diesel 14.0 kW, Supercharged (0.5 bar)
Compression ratio Maximum CR 22
Injection timing Variable, 20�–45� BTDC
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(a) Type of liquid fuel: base case as normal diesel fuel, palm oil methyl esters,
and crude palm oil

(b) The engine load, and it is varied from 0.5 to 15 Nm
(c) The compression ratio, and it is varied at 18 and 22.

The experimental error is evaluated according to [20]. The maximum uncer-
tainty in any quantity is calculated as the error divided by the average reading of
the quantity. The maximum uncertainties in the measurements of engine speed,
torque, and diesel fuel were 2.5, 5 and 2.76 % respectively. The maximum
uncertainty was 1� in the fuel injection angle, 0.01 in the engine compression ratio,
2.5 % in the maximum pressure and 3 % in the pressure rise rate.

55.3 Results and Discussion

The effects of engine load on maximum heat release rate, maximum combustion
pressure and maximum pressure rise rate for the used three fuels may be shown in
Figs. 55.1, 55.2, 55.3 and 55.4. The load is increased by increasing the mass of fuel
injected and burnt. As can be seen from Fig. 55.1, the maximum heat release rate
tends to slightly decrease with increasing the load output. The increase in the mass
of fuel burnt increases the operating temperature of the engine which leads to
shorter ignition delay period and smoother combustion. The smoother combustion
leads to burning of smaller mass of fuel which produces lower heat release rate
[19]. The premixed and the mixing controlled heat release rates are related to the
mixing rate and ignition delay period [19]. The reduction in ignition delay period
tends to decrease the maximum pressure rise rate as shown in Fig. 55.2. The
reduction in pressure rise rate tends to cause slower combustion and complete the
burning after the top dead center with less maximum combustion pressure; as
shown in Fig. 55.3. For the three previous figures, it may be seen that there are
some difference between the palm oil methyl esters, crude palm oil and the base
diesel fuel. The chemical composition of the palm oil methyl esters (POME) is
available [21] and also the properties of crude palm oil (CPO) [22]. Similar results
have been obtained in the current work for the chemical composition. Only acids
with noticeable percentage are shown in the POME, but those with very small
percentage in the crude oil, are not shown in the methyl esters.

It may be seen that the heating value of the POME is 39.8 MJ/kg where it is
48.1 for diesel fuel. Also the cetane index is 57 for POME where it is 46.3 for
diesel. The decreased heating value for palm oil tends to decrease the overall heat
released for palm oil. As the cetane index is higher for POME, the ignition delay
period is reduced [23, 24] and the rate of heat release rate follows the delay period
[19] which tends to be also reduced as shown in Fig. 55.1. At mid-load, it reduces
from about 50 J/deg for diesel to about 30 J/deg for POME. The higher cetane
index and the lower ignition delay period of the POME [21] also decreases the
maximum rate of pressure rise as the fuel is easily burnt with less mass which
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tends to cause smoother combustion as seen in Fig. 55.2. It drops from about
5.3 bar/deg for diesel to about 4 bar/deg for POME. The maximum combustion
pressure also follows the pressure rise rate as seen in Fig. 55.3. It reduced from
about 52 bar for diesel to about 48 bar/deg for POME. The crude palm oil with
reduced heating value follows the same trend. The engine produces less com-
bustion noise (around 3.5 bar/deg at mid-load range) and exhibits less roughness
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Fig. 55.1 Maximum heat
release rate against load for
diesel and palm oil fuels
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Fig. 55.2 Maximum
pressure rise rate against load
for diesel and palm oil fuels
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when palm oil methyl esters or crude palm oil are used. The crude palm oil may be
only usable for short term engine operations, as for long term operation, the
increased viscosity may harm the injection system in addition to the unaccept-
ability of it to be used as standard biofuel.

Figure 55.4 depicts the effect of compression ratio on the maximum rate of heat
release (HRR) for POME. It may be seen from the figure that decreasing the
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compression ratio from 22 to 18 caused the maximum HRR to increase. It
increased from 30 J/deg for compression ratio of 22–47 J/deg at compression ratio
of 18, at mid-load range. This follows the increased ignition delay period thus
increased heat release rate as more heat is released during the premixed period and
constant heat released during the mixing controlled period [25].

55.4 Conclusions

From the experimental work presented, the following conclusions may be drawn:
For all test conditions used in the current work and within the used range, the

palm oil methyl esters and crude palm oil produced less maximum HRR, less
maximum pressure rise rate and less maximum combustion pressure compared to
diesel fuel.

The engine produced slightly less torque when palm oil methyl esters or crude
palm oil is used.

The engine exhibited similar trends for the maximum HRR, maximum pressure
rise rate and the maximum combustion pressures, for the three fuels tested when
load has changed.

The crude palm oil exhibited less engine noise and roughens than POME or
diesel, however, the fuel viscosity is far beyond the standard acceptable value.
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Chapter 56
Design and Simulation of a High
Performance Standalone Photovoltaic
System

H. A. Attia, Y. I. Al-Mashhadany and B. N. Getu

Abstract This paper proposes a full design with all included stages of a high
performance standalone photovoltaic system based on discrete electronic com-
ponents. The design proposes a solution to reduce or eliminate the fluctuation of
the supplied DC voltage of solar panel due to weather variations. The proposed
design includes DC–DC boost converter that produces a stable DC output voltage
with a higher level, this is achieved by controlling the Duty cycle of the drive
switching pulses during sensing the level of the solar panel voltage. The next stage
is a modified unipolar Sinusoidal Pulse Width Modulation inverter with Zero
Crossing Detector circuit that is designed with a modified higher power reference
wave compared with traditional SPWM. The modified SPWM controls the
Modulation Index to stabilize the fluctuation in the output AC voltage. The
selected filter type LCL-Filter is designed to minimize the effect of harmonics on
the load voltage. On the other hand, an accurate DC power supply is designed to
provide the required stable DC voltages for all included electronic circuits; the
solar panel voltage is an input to the designed DC power supply. Total Harmonic
Distribution measurements, the stable output voltage level of the DC–DC con-
verter, DC power supply, and the stabilization of the load voltage reflect the
effectiveness of the proposed photovoltaic system. The overall electronic design
works under wide range of solar panel voltage fluctuations. The satisfactory
simulation results indicate that there is a promise to implement the proposed
electronic design using discrete components as practical module.

Keywords PV system � DC–DC converter � Duty cycle � SPWM � Sensing
circuit � Close loop � LCL filter � DC supply
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56.1 Introduction

The abundance and wide spread availability of solar energy, make it the most
attractive among other energies that can be feasibly extracted. It can be converted
into electricity through photovoltaic (PV) energy system for portable applications
or use in rural areas [1]. The first component in the PV system is solar cell, which
is an electronic component manufactured from a certain layers of semiconductor
materials that transfer the incident light energy to direct current (DC) with a
certain value of voltage, that means, the solar cell works as a voltage source [2].
Solar panel is a matrix of solar cells connected in a specified serial and/or parallel
connection to have a desired output voltage and power levels [3].

The instantaneous levels of output DC voltage of solar panels suffer from the
fluctuation between low and high levels according to the instantaneous values of
the solar radiation, in other words, the output of the solar panel is unregulated DC
supply due to change in weather conditions [4]. A standalone photovoltaic system
is suitable for portable low power applications and as a power source in rural areas
that are is far from electric networks. For standalone system characterized by
optimal load, it is important to include DC–DC converter as a second part after
solar panel in the system to have more stable DC voltage level and then supply it to
the inverter stage to produce desired AC power [5].

At first stage, the proposed photovoltaic system has a solar panel 4200 J with
short circuit current 5.3 A, open circuit voltage 45.3 V, nominal voltage 24 V, and
the voltage 38 V at Maximum Power Point (MPP) of 200 W. The next stage is
DC–DC boost converter with stable output voltage with higher voltage level with
respect to input voltage. The DC–DC converter is followed by a closed loop
modified Sinusoidal Pulse Width Modulation (SPWM) inverter, LCL filter, and
finally a Step Up Transformer to deliver higher AC voltage to a connected load.
On the other hand, the proposed standalone system uses a DC power supply that is
designed to work with solar power input voltage in the range of (Vin = +15 to
+50 V). The designed power supply manipulates the low voltage levels or the
voltage fluctuations that may occur in the case of low solar radiation, and produces
an output voltages (Vout = +12, 0, -12 V). Additional power cut protection part is
added to the power supply circuit in order to work in the cases where the solar
panel voltage is less than the limited lower level. The Multisim software was used
to simulate all the stages included in the proposed standalone photovoltaic system,
and all related simulation results are presented.

56.2 Proposed Photovoltaic System

The proposed system focuses on reducing or eliminating the fluctuation disad-
vantages in the DC output voltage level of connected solar panel. The design and
simulation process takes into account the selected solar panel type photovoltaic
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module 4200 J with the data of voltage and current at maximum power, open
circuit, short circuit, and normal conditions. The system is represented by four
major parts, which are DC–DC converter, modified SPWM inverter, LCL filter,
and DC power supply. The simulation results are recorded for a range of voltage
variations that emulate the variation of the supplied voltage from the selected solar
panel. Figure 56.1 shows the block diagram of the proposed system.

The design takes the voltage variation range of the solar panel due the radiation
conditions into account and finds suitable solution in order to produce a regulated
and stable DC voltage using a DC–DC boost converter by controlling the duty
cycle of the switching transistor in the converter. After DC–DC converter, the
modified unipolar SPWM inverter regulates the variation in the load voltage and
then delivers fixed voltage with higher power compared with traditional unipolar
SPWM inverter. The LCL filter is selected to produce a load waveform which is
very close to a pure sine wave after removing the higher order harmonics and
reducing Total Harmonic Distribution (THD). The qualities of the DC–DC con-
verter, PWM inverter, as well as the LCL filter are tested and proved through
simulations. On the other side, it is advantage in the standalone photovoltaic
system to have a stable DC power supply. The regulated DC power supply uses
unregulated DC supply such as solar panel and able to produce fixed required DC
voltages to deliver all related electronic circuits without the need to battery in the
photovoltaic system.

56.3 DC–DC Boost Converter

There are many types of DC–DC converters that are used to convert the unreg-
ulated input DC voltage to other desired regulated level, and the work in [6] shows
a comparison of the converter types. Boost converter type is selected because of
simple control technique. The basic DC–DC boost converter is shown in Fig. 56.2.

Fig. 56.1 Block diagram of the proposed standalone PV system
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There two operating modes of boost converter: Continuous Conduction Mode
(CCM) and Discontinuous Continuous Mode (DCM). If the converter works in
CCM, the rate of on time to the total cycle time of drive pulse called Duty (D)
cycle has relationship with input and output voltages of converter as explained in
[9, 11]:

Vo ¼
1

1� D
Vin ð56:1Þ

where Vo is the output voltage of the boost converter, Vin is the input voltage, that
assumes the case of standalone PV system. The input voltage here is the output
voltage of solar PV panel, which will be represented as input voltage to the
converter, while D is the duty cycle or conducting ratio of the power electronic
switch that is included in the converter. The boundary condition for the converter
to work in CCM is the connected inductance in the converter (L) which should be
more than the condition value (L [ LC) [10] and given as:

LC ¼
RLD ð1� DÞ2

2f
ð56:2Þ

where f is the switching frequency, RL is the load resistance. If the converter is in
CCM and L within large enough value, the output ripple voltage (VPP) will be:

VPP ¼
Vo � Vin

RLCf
ð56:3Þ

The minimum value of the capacitor (Cmin) can be determined by the desired
output ripple voltage VPP,

Cmin ¼
Vo � Vinmin

RLmax
Vppf

ð56:4Þ

The designed values of the included inductor and capacitor in the boost DC–DC
converter are calculated from (56.2) and (56.4) according to other desired related

Fig. 56.2 Basic boost DC–
DC converter
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values, which are Vin = +15 to +50 V, Vo = 50 V, the output ripple voltage
Vpp = 2 % Vo, RL = 10–150 X, f = 5 kHz. The minimum value of capacitance is
46.7 lF, the minimum condition inductance at RL = 10 X and RL = 150 X is
0.125 and 1.875 mH respectively. The selected values in the multisim simulation
program are C = 50 lF, L = 4.4 mH.

On the other side, a MPPT algorithm can be add to the controlling side to
extract the maximum power from the selected solar panel. The literature review for
MPPT fundamental algorithms or methods as described in [7]. The suitable MPPT
method is the Constant Voltage (CV) method for PV system which adopted the
discrete components. The CV method depends on the fact that MPP voltage at
different irradiance is approximately equal to a common value 76 % of the open
circuit voltage of the PV panel [8].

VMPP ¼ k � Vo ð56:5Þ

where k = 0.76. The major advantage of this method is that the MPP may be
located very quickly. From this point of view, the proposed DC–DC converter can
be adopts practically the tracking function during CV method to control the drive
pulses for a power electronic switch in the boost converter.

The process of the proposed controlling function is started by continuous
sensing the output terminal voltage of solar panel to produce low level of DC
voltage proportional to the actual voltage of the panel. The next is the duty cycle
controller represented by suitable differential operational amplifier circuits which
are designed to produce suitable PWM drive pulses by comparing a certain con-
trolled DC level with a triangular carrier waveform. The PWM pulses will have a
certain pulse width or different on /off time periods proportional with the instan-
taneous value of the terminal voltage of solar pane depending on the designed
relations.

Figure 56.3 shows the simulation of proposed design with simulated results at
Vin = 24.975 V, RL = 20 X, in this condition, V0 = 49.684 V.

Figure 56.4 shows the response for two values of RL = 20 X, and full load
RL = 10 X. Figure 56.5 explains the behavior of duty cycle controller in the
proposed boost converter that controls the width of the PWM drive pulse in the
boost converter with respect to the unregulated DC level of solar PV panel. The
inverse variation of the duty cycle with the solar panel output voltage is shown in
(56.1).

The above results indicate and prove the accuracy of design and simulation
process with respect to the related theoretical relations. Figure 56.4 reflects the
stability in the output voltage of the converter between full load and lower load
values, while Fig. 56.5 shows linearity in the changing of duty cycle to produce
PWM drive pulses with controlled conducting time.
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56.4 Modified SPWM Inverter and LCL Filter

The inverter is a power electronic equipment used to invert the type of input direct
current power (DC) to output alternating current power (AC). There are a different
types of inverters used to produce AC waveforms with a different specifications
according to the applied technique of switching pulses that will be used to drive

Fig. 56.3 Simulation results of proposed converter by Multisim program

Fig. 56.4 Simulation results
for two load values

Fig. 56.5 Simulation results
of duty cycle percent with
respect to Solar Panel DC
level
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the power electronic switches in the power stage of inverter. Figure 56.6 shows the
full H-Bridge configuration represented by four power transistor switches type
Insulated Gate Bipolar Transistor (IGBT) [12, 13].

The output voltage levels can be obtained from full H-bridge that one of these
levels, (+Vdc) when switched on S1 and S2, or (-Vdc) when switched on S3 and
S4, while the level of Vout will be equal zero if all switches are switched off or
when S2 & S4 switched on.

The output waveform is pure square wave if the applied switching between
+Vdc and –Vdc, this means the output signal will have high levels of harmonics
which lead to more losses in applied power as well as unexpected response with
negative effect on the applied AC connected loads [14].

Pulse Width Modulation (PWM) is a type of modulation with different
switching techniques developed to have many interests explained in [15] espe-
cially in minimizing the levels of harmonics distributions and linear modulation
control range, Fig. 56.7. Explains how the PWM pulses produced by comparing
fundamental reference waveform r(t) which have lower frequency while other
waveform is a carrier signal (triangular or saw tooth) c(t) with high frequency, the
resultant pulse have carrier signal frequency with width or duty cycle related to the
instantaneous value of fundamental signal.

The binary PWM output bpwm(t) is explained in (56.6)

bpwm tð Þ ¼ sgn r tð Þ�c tð Þ½ � ð56:6Þ

where ‘‘sgn’’ is the sign function [16], the reference signal r(t) can include DC and
a single frequency sinusoidal component that is to maximize the AC voltage that
can be produced from the available DC voltage source [17], r(t) can be represented
by (56.7)

r tð Þ ¼ R0 þ R1cos 2pf1t þ h1ð Þ ð56:7Þ

where R0 is a DC component in r(t), R1 is an amplitude of r(t), f1 is a reference
frequency, and h1 is a phase shift of fundamental signal r(t).

There are multi levels of PWM starting from two levels that in which the type
name is bipolar PWM, while in three level the name is unipolar PWM, and the
other levels are higher from three. In case of unipolar PWM switching the pulses
will have twice carrier frequency value compared with bipolar PWM, in other
meaning unipolar type have less harmonics distribution and this will lead to the
output filter can be smaller in values and size of filter components because the
main factor in filter design or function are included components (inductors and
capacitors) values [18, 19].

In unipolar PWM, carrier signal c(t) changes between 0 and positive peak, the
reference is always positive [16]. There are two important factors that have direct
effect on the shape and duty cycle of the produced PWM pulses. These factors are
Modulation Index (MI) and Frequency Ratio (FR). MI is the ratio of reference
signal amplitude to the carrier signal amplitude, while FR is the ratio of carrier
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frequency (fc) to the reference frequency (f1) as given in (56.8), FR is a fixed value
in the SPWM.

FR ¼ fc=f1 ð56:8Þ

The proposed modified SPWM single phase Voltage Source Inverter (VSI)
adopts unipolar PWM technique and takes into account more interests by focusing
on three important points in the design and simulation compared with traditional
SPWM. Firstly, the inverter works to stabilize the AC load voltage after LCL filter
a closed loop control system. The control starts by sensing the load voltage and
then control the instantaneous value of MI inversely with measured AC load
voltage which in turn affected by the value of connected load and the value of DC
level of voltage supplied to the inverter H-bridge. Secondly, the shape of the
reference sine wave is modified by addition of a certain DC level to increase the
output power [17]. Thirdly, the design presents protection ‘‘switch off pulses’’ that
are produced by full wave rectifier and zero crossing detection circuit, these cir-
cuits produce controlled width zero crossing pulses which used to protect the four
connected switches in H-bridge. Figure 56.8 shows the block diagram of proposed
unipolar single phase modified SPWM Voltage Source Inverter.

Figure 56.9 shows the simulation resultant waveforms of FWR signal, and
small and big widths of ZCD pulses.

Fig. 56.6 Full H-bridge

Fig. 56.7 PWM pluses
implementation
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The simulation below shows the steps of traditional SPWM for comparing with
the modified SPWM, Fig. 56.10 show the steps of PWM pulses generation at
triangular wave carrier frequency of 1 kHz. The generated PWM pulses are used
to drive the power electronic switches of the H-bridge circuit supplied by 50 V DC
supply. The AC load signal is generated by traditional SPWM technique at
modulation index MI = 0.85 and frequency ratio FR = 20, whereas the FR in the
proposed SPWM inverter is FR = 40, and the modulation index is variable with
controlled range from MI = 0.7 to MI = 1.

The output filter is necessary between the output of inverter and the AC load in
order to reduce or eliminate the negative effects of unwanted higher order har-
monics. The basic filter topologies are discussed in [20, 21].

In our work, the LCL filter is design for a resonant frequency of fres = 800 Hz
taking into account the attenuation of the LCL filter is 60 dB/decade for the
frequencies above resonant frequency. The cut-off frequency of the filter must be
minimally 10 times greater than reference frequency (50 Hz) and simultaneously
maximally one half of the switching frequency (2 kHz) [20]. Based on the

Fig. 56.8 Block diagram of the proposed SPWM inverter

Fig. 56.9 Simulation results of FWR and ZCD circuits
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resonant frequency fres = 800 Hz, the used values of the LCL filter components
are L1 = 12 mH, L2 = 6 mH, and C = 10 lF.

The conventional calculation relationship of Total Harmonics Distribution
(THD) is defined as [22]:

THD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V22 þ V32 þ . . .. . .þ Vn2
p

V1
ð56:9Þ

where V1 is the fundamental frequency content and V2, V3,…,Vn are the har-
monics contents. Figure 56.11 shows the simulation results of traditional SPWM
output AC waveforms before and after LCL filter at FR = 40, MI = 0.85, Vdc

input = 50 V the AC output voltage after filter = 24.489 V, THD = 6.839 %,
Vcontrol = 0 V.

The proposed SPWM inverter adopts closed loop controlled function for fixed
load to inversely control the value of MI starting from 0.7 at input dc voltage 70 V
while

MI reach to 1 when input dc voltage 40 V to have AC output voltage with
stability and value around 27.5 V ± 1 % from other side the controller add a
suitable dc level to the fundamental FWR wave. Figure 56.12 show the results of
the output AC load voltage of the inverter at Vdc = 50 V. Figure 56.13 shows
comparison between behavior of the proposed SPWM inverter and behavior of the
traditional SPWM for range of input DC supply voltage when the load resistance
RL = 50 X. Figure 56.14 show the instantaneous values of closed loop controlled
voltage level of the proposed MI controller compare with 0 V or no control voltage
in traditional SPWM.

The last step in the design is a Step-Up transformer which is used to have a
desired higher AC voltage level at the secondary coil of it.

Fig. 56.10 Simulation steps of traditional SPWM inverter at carrier
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Fig. 56.11 Results of traditional SPWM inverter and LCL filter out at Vdc = 50 V, MI = 0.85,
FR = 40, Vac = 24.5 V, THD = 6.84 %, Vcontrol = (0 V)

Fig. 56.12 Results of proposed SPWM inverter and LCL filter out at Vdc = 50 V, MI = 0.85,
FR = 40, Vac = 27.376 V, THD = 13.837, Vcontrol 8.5 mV

Fig. 56.13 Comparison
between output voltages of
traditional and proposed
SPWM inverter
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56.5 DC Power Supply

The design considers high importance to include power supply depend on the
connected solar panel to produce all required DC voltages. Chopper circuit,
voltage regulators types 7,812 and 7,912 and Zener diodes with VZ = 7.5 V, and
VZ = 15 V are play a main role in the design. Reference [23] works with the same
field. The supply works with input voltage +15 to +50 V. The comparator circuit
activate the relay to conduct the supply to all PV system circuits during this
voltage range and reset the relay at input voltage less than +15 V. Figure 56.15
shows the block diagram of the power supply. Figure 56.16 shows the measure-
ments inside supply circuit at input voltages Vin = 25, 15.3, 14.7 V. Figure 56.17
indicate the stability during input range.

Fig. 56.14 Comparison between traditional SPWM inverter and proposed SPWM inverter
during the value of control voltage

Fig. 56.15 Block diagram of the proposed power supply
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56.6 Conclusion

This work investigated a standalone photovoltaic system based on discrete com-
ponents and special design for boost DC–DC converter, modified SPWM inverter
and DC-power supply. There is high degree of stability in various stages of the
system and more importantly in the output of the AC load voltage with respect to
the wide variation of the input DC supply voltage compared with the traditional
SPWM technique. The value of the output voltage of the LCL filter to be delivered
to the AC load is around 27.3 V ± 1 % while the variation of the input DC supply
voltage of the inverter is between Vdc = 40 and Vdc = 70 V by modulation index
controlling in the range of MI = 0.7 to MI = 1. In the same condition of input DC
supply variation to the traditional inverter, the output voltage of the LCL filter
changes between 19 and 35 V showing a high degree of instability. The simulation
result of the DC–DC boost converter reflect high stability in the values of its dc
power with respect to the variation in its input, which is emulated as the output of
PV module (4200 J). The results of the proposed DC power supply electronic

Fig. 56.16 Simulation results of the proposed power supply

Fig. 56.17 The behavior of the DC supply
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circuit show a high satisfactory output voltage levels (+12 V, 0 V, -12 V) for wide
range variations of input Vin = +15 to +50 V.
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Chapter 57
Computer Simulation for Design
Configuration and Optimization
Performance of Flat Plate Collectors
Case Study for Ifrane, Morocco

Leila Abou El Kouroum and Khalid Loudiyi

Abstract Feasibility study and efficiency assessments are mandatory prior to
installing flat plate collectors. It is very useful to evaluate the performance of flat
plate collectors depending on the location and environment they are set in.
A model that predicts the performance of flat plate collectors, calculates the exact
size of collectors needed to heat an amount of water to a specific temperature, and
also gives the optimal tilt angle for the collector, has been developed and
implemented in the scope of this project and presented in this paper. An analysis of
both the configuration of the collector and intensity of solar radiation in the
concerned area is used in the calculations for maximum efficiency and minimum
costs. The computer program allows the user to investigate the different design
parameters and configurations for optimal performance. It also enables the user to
calculate the optimal tilt angle for the collector and the optimal size for collectors
needed to heat a specific amount of water. According to the results obtained from
this study, flat plate collector tilted at an optimum angle can increase the intensity
of the global solar radiation received by 12.62 % in the same location with no
extra cost. The program simulation is practical and can forecast the performance of
flat plate collectors at a high degree of accuracy. To test the validity of the
simulation a study of flat plate collectors installed at Al Akhawayn University in
Ifrane, Morocco, has been performed. The 60 installed collectors tilted at 45� were
found not achieving maximum solar energy collection. The optimal tilt angle for
the location, as established by the computer simulation as well as using manual
calculations for the daily, monthly and seasonally average optimal tilt angle,
corresponds to plate collectors inclined at 32�. Moreover, only 48 collectors would
be needed to heat the same amount of water to the same outlet temperature instead

Supervised by Khalid Loudiyi.

L. Abou El Kouroum (&) � K. Loudiyi
Al Akhawayn University, Ifrane, Morocco
e-mail: L.abouelkouroum@aui.ma

M. O. Hamdan et al. (eds.), ICREGA’14 - Renewable Energy: Generation
and Applications, Springer Proceedings in Energy, DOI: 10.1007/978-3-319-05708-8_57,
� Springer International Publishing Switzerland 2014

699



of the 60 used currently. These results illustrate the usefulness of the computer
simulation analysis before choosing a design, configuration and installation for the
flat plate collectors system.

Keywords Flat plate collectors � Efficiency � Solar radiaton � Optimal perfor-
mance � Computer simulation � Optimal tilt angle

57.1 Introduction

Located in North Africa, Morocco has a huge solar energy potential. In the past
decade a lot of citizens have started taking advantage of this renewable natural
source to satisfy their own hot water needs and reduced their energy bills. The
performance of solar thermal water heating (TWH) systems is mainly dependent
on the portion of solar radiation absorbed by the collectors and transferred to the
working fluid. Flat plate collectors are designed to operate in the low and medium
temperature ranges, from few degree above ambient to around 100 �C. They are
generally used for domestic and residential water heating as well as for heating
water for swimming pools; they can as well be used for some industrial applica-
tions. Usually, they are installed on top of buildings or other structures at an
optimum inclination in order to receive the maximum solar radiation. This allows
for absorbed direct beam and diffuse radiations to be converted to thermal energy
or heat and then the transfers of this thermal energy to a fluid that can be either a
liquid or gas. In case of liquid working fluid, antifreeze is used for cold climatic
conditions. The performance of flat plate collectors is dependent on the amount of
solar radiation transferred to the fluid. The useful portion of insolation depends on
the design of the collector including its orientation and inclination. Flat plate
collectors are simple to manufacture and maintain and they have good perfor-
mance and efficiency at low temperatures below 100 �C. To describe the behavior
of TWH, we use a mathematical model that is designed to calculate the intensity of
solar radiation on the inclined surfaces, the outlet temperature of the water, the
efficiency of the system, the size of collectors needed to heat an amount of water to
a desired outlet temperature, the optimal collectors’ tilt angle for best performance
and maximum efficiency depending on the configuration of the collectors and the
location they are installed in. The computer simulation is then used for imple-
mentation of the mathematical models developed using the adequate equations for
the different properties and the thermal analysis.
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57.2 Global Solar Irradiance on Inclined Surfaces

Solar radiation goes through the atmosphere and only portion of it is received on
the earth surface. Depending on the period of the year, the intensity of solar
radiation outside the atmosphere ranges between 1350 and 1450 W/m2 [1]. After
going through the atmosphere, solar radiation is reflected and absorbed by the
atmosphere, and the ground surface receives solar radiations that range between
200 and 1000 W/m2 [1], as beam radiation and diffuse radiation. The solar radi-
ation received on a specific location differs depends on the period of the year, the
time during the day, the tilt angle by which the surface is inclined, its orientation,
the environment, pollution in the area and many other factors. Since many envi-
ronmental conditions cannot be predicted or calculated, the calculation of the
intensity of solar radiation in this case is only considered for clear sky, therefore
the clear sky model is going to be used. Meteorological stations provide values for
the irradiance on horizontal surfaces only, therefore models have to be used in
order to estimate theoretically the irradiance on tilted surfaces and therefore on flat
plate collectors. The developed computer simulation calculates the solar irradiance
on an inclined surface. It calculates the daily beam, diffuse and global solar
radiation in any location and outputs values of the solar angles, the daily, monthly
and yearly average intensity of solar radiation and a graph showing the variation of
global solar irradiance. The intensity of solar radiation received by a tilted flat
plate collector is given by the following equation [2]:

Iu ¼ IuRB þ Id
1þ cos s

2

� �
þ IB þ Idð Þq0

1� cos s

2

� �
ð57:1Þ

where Iu is the total solar radiation on a tilted surface in (W/m), IB is beam
radiation received on a horizontal surface in (W/m), ID is the diffuse radiation
received on a horizontal surface in (W/m), s is the tilt angle of the flat plate
collector in (�), q0 is the reflection coefficient and RB is the ratio of direct radiation
on the inclined surface to that on a horizontal surface. The reflection coefficient
depends on the location and the nature of the environment in which the flat plat
collector is installed. Most of the time, if the collector is installed in the city, the
coefficient of reflection is considered to be 20 % [3].

The equation of the global solar radiation on the inclined surface is calculated
using the direct and diffuse solar radiation on a horizontal surface, that can be
retrieved from meteorological data or, can be calculated using equations, the solar
angles, the solar irradiance falling on the surface of the earth at zero air mass, in
(W/m), the attenuation and extinction coefficient of the solar radiation in the
atmosphere and the factor of diffuse radiation.
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57.3 Thermal Analysis of Flat Plate Collectors

In order to measure the thermal performance of the flat plate collector, the heat
balance and flow equations for the system have to be defined and calculated [3].
Figure 57.1, shows the heat flow through a typical flat plate collector system.

57.3.1 Heat Loss Coefficient, UL

The overall heat loss coefficient measures the overall ability of a certain material to
transfer heat. It is the sum of the top, bottom and sides heat loss coefficients. In this
case, the bottom and sides heat loss coefficients are neglected since the collector is
considered to be very well insulated from the bottom and sides so that there is no
heat loss, and the top loss coefficient is considered to be the overall heat loss
coefficient. In 1973, Klein developed a model [3] to evaluate the overall heat loss
coefficient using the following equation:

UL ¼
1

N

344
Tp

� �
Tp�Tamb

Nþf½ �0:31
h iþ 1

hout

þ
r Tp þ Tamb

ffi �
Tp2 þ Tamb2

ffi �
ep þ 0:0425Nð1� epÞ
� 	�1þ 2Nþf�1

eg

h i
� N

ð57:2Þ

where,

f ¼ 1þ 0:058Nð Þð1� 0:04hout þ 0:0005 h2
outÞ ð57:3Þ

Fig. 57.1 Useful heat flow rate
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where in the above equation hout represents the outside glass cover convective heat
transfer coefficient in (W/mK), V is the wind speed in the area close to the
collector in (m/s), Tp and Tamb are the average plate temperature and the ambient
temperature in (K), respectively, ep is the plate emissivity, eg is the glass emis-
sivity, N is the number of glass plates and r is Boltzmann constant which is equal
to 5:67 � 10�8W �m�2 � K�4. The expression for hout is given by:

hout ¼ 5:7þ 3:8 V ð57:4Þ

57.3.2 Useful Heat Flow Rate, Qu

The useful energy gain extracted by the collector, Qu is used to describe the per-
formance of flat plate collectors. Under steady state, the useful energy gain is the
absorbed solar energy minus the rate of heat loss of the collector to its surrounding [3].

The useful energy gain is given through the expression:

Qu ¼ Qi � Q0 ¼ I � A� UL � AðTp � TambÞ
Qu ¼ I a:sð Þ � A� UL � A Tp � Tamb

ffi � ð57:5Þ

Since the average plate temperature is complicated to define, there is a need to
define a quantity that would relate the real useful energy gain to the useful energy
gain if the surface of the absorber is considered to be at the inlet temperature, this
quantity is called the heat removal factor (FR) and is introduced into the equation
to be able to remove the average plate temperature and replace it by the inlet
temperature. Therefore the useful gain equation is multiplied by the heat removal
factor, FR, and can be expressed by the following equation:

Qu ¼ FR I � a � sð Þ � A� UL � A Ti � Tambð Þ½ � ð57:6Þ

57.3.3 Efficiency, g

The efficiency measures the effectiveness of a flat plate collector with a specific
configuration in the environment and location it is installed in. The efficiency is defined
as the useful energy over the intensity of solar radiation that reaches the collector:

g ¼ Qu

A � I ð57:6Þ
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where, A is the area of the collector in (m) and I is the intensity of solar radiation
on the collector in (W/m).

Therefore,

g ¼ FR½I � a � s � A� UL � AðTi � TambÞ�
A � I

g ¼ FR
½I � a � s� UL � ðTi � TambÞ�

I

ð56:7Þ

57.3.4 Collector Heat Removal Factor, FR

The collector heat removal factor has been developed in order to facilitate the
calculations of the heat energy gain. It is given by the following expression:

FR ¼
_m � Cp

A � UL
1� e

� UL �F0 �A
_m �Cp

� �" #
ð57:8Þ

where, _m is the mass flow rate in (Kg/s), Cp is the specific heat in (J/kg K) and F0 is
the collector efficiency factor.

57.3.5 Collector Efficiency Factor, F0

The collector efficiency factor describes how the temperature is spread all over the
absorber plate of the collector and also between the tubes. It is derived from the
heat balance equations and it is based on the geometry and configuration of
the collector. The collector efficiency factor is defined as the useful energy rate
collected and transferred through the absorber plate of the collector to the fluid,
over the rate at which it is collected and received by the absorber plate. The
collector efficiency factor is given by the following expression:

F0 ¼ 1

W � UL
1

UL D0þ W�D0ð Þgfð Þþ 1
Cbond
þ 1

p:Di :htf


 � ð57:9Þ

Here W is the space between two consecutive tubes in (m), Do is the outside
diameter of the tubes in (m), Di is the inner diameter of the tubes in (m), gf

represents the fin efficiency, Cbond is the effective conductance of the bond per unit
length of the flat plate collector in (W/m K) and htf is the convective heat transfer
coefficient between the fluid and the wall of the tube in (W/m K).
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57.3.6 Fin Efficiency, gf

A fin is an extended surface material from an object that is used in order to
increase the contact surface area and therefore increase the rate at which heat is
transferred through the object.

Most flat plate solar collectors use fins on top of the absorber plate and tubes in
order to increase the surface area and by that increase the heat transfer from the
environment by increasing the convection. Fins are widely used to solve heat
transfer problems in an inexpensive way comparing to other methods. The
expression used to represent the fin efficiency is:

gf ¼
tan h½

ffiffiffiffiffiffiffi
UL

Kpdp

q
: ðW�D0Þ

2 �ffiffiffiffiffiffiffi
UL

Kpdp

q
: ðW�D0Þ

2

ð57:10Þ

where, Kp is the thermal conductivity of the absorber plate in (W/m K) and dp is
the thickness of the absorber plate in (m).

57.3.7 Convective Heat Transfer Coefficient (HTF)

The convective heat transfer coefficient between the tube and the fluid measures
the transfer of heat by convection between a fluid and the solid material, in this
case the tube. According to the nature of the flow inside the tubes, which is defined
by the value obtained for the Reynolds number, the convective heat coefficient is
calculated using the adequate equation. The expression used to calculate the
Reynolds number is given by:

Re ¼
4 � _m

p � Di � Nt � lf
ð57:11Þ

where, Nt is the number of tubes inside the collector and lf is the dynamic vis-
cosity of the fluid in (Kg/m s).

For laminar flow (Re \ 2300)

htf ¼ 1:86
Kf

Di
ðRe � PrÞ

1
3

Di

L

� �1
3 lf

lf ;t

 !0:14

ð57:12Þ

The turbulent flow (Re [ 2300) expression is represented by:

htf ¼ 0:0155
Kf

Di
R0:83

e P0:5
r ð57:13Þ
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Pr, The Prandtl number is the momentum diffusivity over the thermal diffu-
sivity and is given by:

Pr ¼
lf Cp

Kf
ð57:14Þ

Kf is the thermal conductivity in (W/m K), L is the length of the tube in (m), lf is
the dynamic viscosity of the fluid at the mean temperature between the tube and
the fluid (Kg/m s) and lf,t is the dynamic viscosity of the fluid calculated at the
tube temperature in (Kg/m s).

The fluid properties are calculated at the average temperature between the tubes
and the fluid. The average fluid temperature, Tf ;a; is expressed by:

Tf ;a ¼ Tf ;i þ
Qu

A � UL � FR
1� FR

F0


 �
ð57:15Þ

where, Tf ;i is the inlet temperature in (K).

57.3.8 Average Plate Temperature

The average plate temperature of the flat plate collector is related to the average
fluid temperature since the difference between the two is generally only few
degrees. Considering a good collector design and high fin efficiency, the expres-
sion for the average plate temperature, Tp;a, is given by:

Tp;a ¼ Tf ;a þ
Qu
Nt

1
htf pDiL

þ 1
CbondL

h i�1 ð57:16Þ

Calculating the average temperature of the plate is challenging. The heat loss
coefficient UL as well as the collector heat removal factor FR, the collector effi-
ciency factor F0, the useful heat rate Qu, and the fluid properties need the average
temperature of the plate in order to be calculated. The problem is that the average
plate temperature requires values of UL, FR and Qu to be calculated. The only
procedure that can solve these equations is the iterative method. The iterative
method is done by first providing reasonable initial guess values for the average
plate and fluid temperatures and then finding a series of approximations closer to
the correct solution through repetitive calculations when the result of the average
plate temperature converges, the final UL, FR, F0, Qu, Tf ;a and Tp;a are the correct
values and can be used to calculate the outlet temperature of the fluid and the
efficiency of the flat plate collector.
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The steps of the iterative method developed and implemented in the computer
simulation to calculate the average temperature, average fluid temperature; outlet
temperature and efficiency are as follows:

Step 1: Give initial guess values for average plate temperature, Tp,a and average
fluid temperature, Tf ;a.

Step 2: Calculate Ut;FR;F0;Qu; Tp;a and Tf ;a using equations.
Step 3: Check convergence of Tp,a

No: Result of Tp;a do not converge with previous result.
? Go back to step 2, and use the last Tp,a found to perform the calculations.

Yes: Calculate the outlet temperature of the fluid and the efficiency of the flat
plate collector.

57.3.9 Outlet Fluid Temperature

The calculation of the outlet fluid temperature is very important in the analysis of
the performance of flat plate collectors. It can predict the outlet hot water tem-
perature of the system. This outlet fluid temperature for the flat plate collector Tf,o

in (K) is expressed by:

Tf ;o ¼ Tf ;i þ
Qu

_mCp
ð57:17Þ

57.4 Sizing and Optimization of Tilt Angle

57.4.1 Sizing of Flat Plate Collector

The appropriate size of the water tank depends on how much hot water is needed
per day. On average, every adult person is considered to need 100 l and a child
50 l of hot water per day [3]. If the solar water heater is to be designed for
domestic use, these criteria should be taken into consideration. Finding the area of
collectors needed to heat an amount of water to a specific temperature is very
important to be able to estimate the number of collectors needed for the system.
The amount of water to be heated by the flat plate collectors determines the size of
the water tank. The amount of water to be heated per day in liters, the inlet
temperature of the water that enters the system and the outlet temperature that the
user expects to get out from the system have to be known in order to perform the
calculations. To heat 1 gm of water 1 �C, 1 calorie of energy is needed. One
calorie is equal to 4.18 J or 4.18 W s. The average intensity of solar radiation is
then multiplied by the efficiency of the solar water heater to get the delivered heat.

57 Computer Simulation for Design Configuration and Optimization 707



Then the delivered heat in (W/m) is multiplied by 3600 s to get the energy col-
lected in Joules every hour per unit of area. The second step consists of calculating
the energy needed to heat the specific amount of water in the storage tank. The
formula to calculate the energy needed is as follows:

Q ¼ m� c� DT ð57:18Þ

where, m is the amount of water in grams, c is the specific heat in (J/Kg�C), DT is
the temperature difference between the outlet and the inlet water, or the temperature
increase either in C or K and Q is the energy needed to heat the water in Joules.

Areaofcollectorsinm2 ¼ EnergytoheatanamoutofwaterinstoragetankeveryhourinðJÞ
EnergycollectedeveryhourpersquaremeterinðJ/m2Þ

ð57:19Þ

If the standard flat plate collectors of 2 m2 area are to be used, the global area of
panels calculated is divided by 2 m2 and the number of collectors needed for that
purpose is set.

57.4.2 Optimization of Tilt Angle

The solar radiation absorbed can be increased significantly by the appropriate
design of the collector. The orientation, or the azimuth angle and inclination angle
of the solar collector affect considerably the amount of global solar radiation
received on the surface [4]. Commonly, for solar collectors installed in the
northern hemisphere, the optimal orientation is facing south toward equator and
the best tilt angle is approximately equal to the site’s latitude. However, other
factors such as: the intensity of solar radiation, climate, season and period of the
year do play an effect on tilt angle. Most of flat plate collectors are tilted per-
manently at a fixed angle that maximizes the global solar energy captured during
the year, and that for the whole working lifetime of the collectors. However,
depending of the solar radiation incident on the collector, the tilt angle may be
changed for optimal performance.

The optimal inclination angle of a flat plate collector is found by calculating the
tilt angle corresponding to the maximum solar radiation on the collector for a
determined period of time. To find the optimal tilt angle for a specific month, the
monthly average daily intensity of solar radiation is calculated using tilt angles
from 0� to 90�. The calculations are done 90 times to calculate every single angle,
ranging between 0� and 90�, and the tilt angle that generates the maximum value
for the intensity of solar radiation is considered as the optimal tilt angle for that
month. The optimal tilt angle for each one of the four seasons can be calculated
using the monthly optimal angle results. The average value of tilt angles for every
season is calculated to give the seasonally adjusted tilt angle.
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In the case of seasonal tilt angle change, the system can be constructed with a
moving head and a fixed bottom that could allow the flat plate collectors to change
tilt angles by having four possibilities of inclinations in the support of the col-
lector. Then the flat plate collectors could be tilted according to the optimal tilt
angle every 3 months. For maximum efficiency, the flat plate collectors could be
designed so that the tilt angle could be changed every month. This is suitable for
small systems containing few flat plate collectors that could be manipulated easily,
but not for large systems containing hundreds of collectors.

57.5 Computer Simulation and Algorithm

The software simulation has been implemented to explore the changing design
parameters of solar collectors, their configuration and their varying construction
materials and constituents. The simulation outputs many performance measure-
ments that have to be taken into consideration while installing solar collectors.
Amongst the applications calculated in the simulation is the intensity of solar
radiation on the tilted flat plate collector during a specified period of time that could
be a day, many days or even months. Through this, users can assess the amount of
solar irradiance that would be received by the solar collector in that location and
environment and system’s efficiency.

Graphs of solar irradiance intensity on the flat plate collector are to give a clear
idea about the changing intensity of solar radiation over many months of the year
depending on many parameters that include the location, the season and the chosen
months for the analysis. The software gives the user the opportunity to calculate
the solar angles and parameters for any location and that are mandatory for the
analysis of the intensity of solar radiation and therefore for the assessment of the
performance of the collector. Besides, the software simulation could be used to
find the optimal tilt angle of flat plate collectors depending on the intensity of solar
radiation in that area. It finds the tilt angle that gives the highest efficiency and
highest output temperature for the specified location and what would be the rec-
ommended tilt angle to be used.

The software calculates the efficiency and output temperature of the system thus
giving an effective way to analyze the feasibility of such systems before instal-
lation and even modify some design parameters for better performance. Finally,
the program allows the user to perform the sizing of flat plate collectors depending
on the amount of hot water needed and the increase in the temperature expected
from the solar heating system.

The software considers most of the configuration, geometry and design
parameters of any flat plate collector and gives the user the possibility to choose
between different types of collectors and tubes materials and settings. In order to
make the user comfortable working with the application without encountering any
problem, the interface was made user friendly and easy to manipulate for clearness
purposes. The software handles exceptions and pops up message boxes if one or
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more of the input data has not been entered by the user in the corresponding fields
or has not been entered correctly; and orients the user toward the missing or
incorrect input data.

Many algorithms have been developed for the computation of the different
processes of the simulation. Below is an illustration of the global algorithm that
gives a general idea about how the simulation works:

57.6 Case Study: Al Akhawayn University in Ifrane,
Morocco

To test the applications of the software, we used a solar water heating system
installed at the grounds of Al Akhawayn University in Ifrane (AUI), Morocco.
This solar water heating system serves for some of the campus residential build-
ings containing 32 rooms, and constituted of 60 solar flat plate collectors. Each 5
collectors are connected in series, and there are 12 sets of collectors connected in
parallel, each set is constituted of 5 collectors connected in series, which gives a
sum of 60 collectors. The collectors are connected to two water tanks that have a
capacity of 2000 l each (the amount of hot water needed per day does not exceed
1000 l). The average inlet temperature of the water is 16 �C and the recorded
outlet temperature depends on season, day and weather. The outlet temperature
when the intensity of solar radiation incident on the flat plate collector is high can
reach high values around 90 �C.

Ifrane is geographically located at latitude 33.533�N and longitude 5.1167�W.
The flat plate collectors in AUI are all oriented south and inclined at an angle of 45�.

Calculations of the optimal tilt angle of the flat plate collectors according to the
intensity of solar radiation on the inclined surface was performed for the Ifrane
region using both the software simulation developed, excel tables and graphs.

Figure 57.2 shows the tilt angles for every month of the year when the flat plate
collector is tilted at the optimal tilt angle. This figure gives a clearer view about the
variation of the optimal tilt angle at different months of the year (Fig. 57.3).

Table 57.1 shows the optimal tilt angle calculated for every month, optimal tilt
angles for every season and the optimal tilt angle for the whole year for the system
of flat plate collectors installed at Al Akhawayn University in Ifrane.

If the collectors were tilted at the yearly average optimal tilt angle, the intensity
of solar radiation received by the collector would be bigger and therefore, fewer
collectors would be needed since the efficiency of every flat plate collector would
increase. The software calculates the optimal yearly tilt angle for Ifrane at 32�. If
all collectors were tilted at this optimal angle, the monthly average daily solar
radiation would be around 250 W/m2 instead of 220 W/m2.

The results show that if the tilt angle is changed to the calculated optimal tilt
angle, only an area of 8.28 m2 of collectors is needed. In other words, only 4 flat
plate collectors connected in series are needed instead of 5 currently installed flat
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Fig. 57.2 Global algorithm of simulation

Fig. 57.3 Optimum average tilt angle for the different months of the year in Ifrane, Morocco
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plate collectors connected in series. Which means that one collector in each set of
12 groups of collectors is not going to be necessary. Changing the tilt angle would
save the price of buying, installing and maintaining 12 flat plate collectors.
Therefore, instead of the installed 60 flat plate collector at a tilt angle of 45�, only
48 flat plate collector would be installed at a tilt angle of 32� and would give the
same efficiency and outlet temperature and save a significant amount of money.

57.7 Conclusion

The study performed for the flat plate collectors installed at Al Akhawayn Uni-
versity campus using the software simulation has shown that the flat plate collectors
are not tilted at an Optimal angle. Our study and analysis showed that flat plate solar
collectors in Ifrane region will need to be tilted at a yearly optimal angle of 32� in
order to collect the maximum solar radiation. Moreover, for even a better perfor-
mance, the tilt angle could be changed four times a year, in the beginning of every
new season. The flat plate collector could be adjusted manually every 3 months by
making the head of the collector adjustable and putting four different positions in
the support of the collector. Additionally, the results of the study agree with the
results of many other researchers that have found that the annual based optimum tilt
angle is approximately equal to latitude of the location [5]. Moreover, if the optimal
tilt angle was applied, 48 collectors would have been installed instead of 60 col-
lectors, which would have decreased the initial cost of installing the flat plate
collectors system just by applying the optimal tilt angle.

Table 57.1 Monthly, seasonally and yearly optimal tilt angle

Tilt Monthly Seasonally Yearly

January 61� 58� 32�
February 55� 42� 32�
March 44� 42� 32�
April 27� 42� 32�
May 11� 5� 32�
June 2� 5� 32�
July 2� 5� 32�
August 7� 23� 32�
September 23� 23� 32�
October 39� 23� 32�
November 53� 58� 32�
December 60� 58� 32�
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