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Preface

The finite volume method in its various forms is a discretization technique for
partial differential equations based on the fundamental physical principle of
conservation. It has been used successfully in many applications including fluid
dynamics, magnetohydrodynamics, structural analysis, nuclear physics, and
semiconductor theory. Recent decades have brought significant success in the
theoretical understanding of the method. Many finite volume methods preserve
further qualitative or asymptotic properties including maximum principles,
dissipativity, monotone decay of the free energy, or asymptotic stability.

Due to these properties, finite volume methods belong to the wider class of
compatible discretization methods, which preserve qualitative properties of con-
tinuous problems at the discrete level. This structural approach to the discretization
of partial differential equations becomes particularly important for multiphysics
and multiscale applications.

The triennial series of conferences ‘‘International Symposium on Finite
Volumes for Complex Applications—Problems and Perspectives (FVCA)’’ brings
together mathematicians, physicists, and engineers interested in this kind of
physically motivated discretizations. Contributions to the further advancement of
the theoretical understanding of suitable finite volume, finite element, discontin-
uous Galerkin and other discretization schemes, and the exploration of new
application fields have been welcomed.

Previous conferences on this series have been held in Rouen (1996), Duisburg
(1999), Porquerolles (2002), Marrakech (2005), Aussois (2008), and Prague
(2011).

The present volumes contain the invited and contributed papers presented as
posters or talks at the Seventh International Symposium on Finite Volumes for
Complex Applications held in Berlin on June 15–20, 2014.

The contributions in the first volume deal with theoretical aspects of the
method. They focus on topics like preservation of physical properties on the
discrete level, convergence, stability and error analysis, physically consistent
coupling between discretizations for different processes, connections to other
discretization methods, relationship between grids and discretization schemes,
complex geometries and adaptivity shock waves and other flow discontinuities,
new and existing schemes and their limitations, bottlenecks in the solution of
large-scale problems.
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As described, finite volume and related methods are of large practical value,
which is demonstrated by the contributions to the second volume of the proceed-
ings. Application fields include atmosphere and ocean modeling, chemical engi-
neering and combustion energy generation and storage, electro-reaction-diffusion
systems, and porous media.

The volume editors thank the authors for their high-quality contributions, the
members of the program committee for supporting the organization of the review
process, and all reviewers for their thorough work on the evaluation of each of the
contributions.

The production of the proceedings was continuously supported by the Editor’s
team at Springer Verlag.

Without the financial contributions of the Deutsche Forschungsgemeinschaft
(DFG), the Weierstrass Institute for Applied Analysis and Stochastics, the DFG
Priority Program 1276 ‘‘Metström,’’ the Westfälische Universität Münster, the
Stuttgart Research Centre for Simulation Technology (Simtech), and the Czech
Technical University of Prague, the organization of the conference and the
production of the proceedings would not have been possible.

The Berlin Brandenburgische Akademie der Wissenschaften provided an
impressive conference venue in the center of Berlin.

Finally, we have to thank the local organizers and the staff at the Weierstrass
Institute for Applied Analysis and Stochastics for carrying the main organizational
burden and for providing a friendly atmosphere for the conference.

March 2014 Jürgen Fuhrmann
Mario Ohlberger
Christian Rohde
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Jiří Fürst

vii



Jan Giesselmann
Annegret Glitzky
Khaled Hassouni
Christiane Helzel
Jean-Marc Hérard
Danielle Hilhorst
Florence Hubert
Volker John
Rupert Klein
Robert Kloefkorn
Peter Knabner
Alexander Linke
Konstantin Lipnikov
Andreas Meister
Mario Ohlberger
Christian Rohde
Martin Rumpf
Jörn Sesterhenn
Martin Vohralik
Petra Wittbold

viii Organization Committees



Contents

Part I Invited Papers

Low Mach Number Modeling of Stratified Flows . . . . . . . . . . . . . . . . 3
Ann Almgren, John Bell, Andrew Nonaka and Michael Zingale

Entropy Method and Asymptotic Behaviours of Finite
Volume Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Claire Chainais-Hillairet

Interpolated Pressure Laws in Two-Fluid Simulations
and Hyperbolicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Philippe Helluy and Jonathan Jung

Part II Theoretical Aspects

An ALE Formulation for Explicit Runge-Kutta
Residual Distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Remi Abgrall, Luca Arpaia and Mario Ricchiuto

Gradient Schemes for an Obstacle Problem . . . . . . . . . . . . . . . . . . . . 67
Yahya Alnashri and Jerome Droniou

The Complete Flux Scheme in Cylindrical Coordinates . . . . . . . . . . . 77
M. J. H. Anthonissen and J. H. M. ten Thije Boonkkamp

A Staggered Scheme with Non-conforming Refinement
for the Navier-Stokes Equations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Fabrice Babik, Jean-Claude Latché, Bruno Piar and Khaled Saleh

Consistency Analysis of a 1D Finite Volume Scheme
for Barotropic Euler Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Florent Berthelin, Thierry Goudon and Sebastian Minjeaud

ix

http://dx.doi.org/10.1007/978-3-319-05684-5_1
http://dx.doi.org/10.1007/978-3-319-05684-5_2
http://dx.doi.org/10.1007/978-3-319-05684-5_2
http://dx.doi.org/10.1007/978-3-319-05684-5_3
http://dx.doi.org/10.1007/978-3-319-05684-5_3
http://dx.doi.org/10.1007/978-3-319-05684-5_4
http://dx.doi.org/10.1007/978-3-319-05684-5_4
http://dx.doi.org/10.1007/978-3-319-05684-5_5
http://dx.doi.org/10.1007/978-3-319-05684-5_6
http://dx.doi.org/10.1007/978-3-319-05684-5_7
http://dx.doi.org/10.1007/978-3-319-05684-5_7
http://dx.doi.org/10.1007/978-3-319-05684-5_8
http://dx.doi.org/10.1007/978-3-319-05684-5_8


An Asymptotic-Preserving Scheme for Systems of Conservation
Laws with Source Terms on 2D Unstructured Meshes . . . . . . . . . . . . 107
C. Berthon, G. Moebs and R. Turpault

Numerical Dissipation and Dispersion of the Homogeneous
and Complete Flux Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
J. H. M. ten Thije Boonkkamp and M. J. H. Anthonissen

A New Finite Volume Scheme for a Linear Schrödinger
Evolution Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
Abdallah Bradji

A Note on a New Second Order Approximation Based
on a Low–Order Finite Volume Scheme for the Wave
Equation in One Space Dimension . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
Abdallah Bradji

Note on the Convergence of a Finite Volume Scheme Using
a General Nonconforming Mesh for an Oblique Derivative
Boundary Value Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
Abdallah Bradji

Optimal and Pressure-Independent L2 Velocity Error Estimates
for a Modified Crouzeix-Raviart Element with BDM
Reconstructions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
Christian Brennecke, Alexander Linke, Christian Merdon
and Joachim Schöberl

Conservative Finite Differences as an Alternative to Finite
Volume for Compressible Flows. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
Jens Brouwer, Julius Reiss and Jörn Sesterhenn

FV Upwind Stabilization of FE Discretizations
for Advection–Diffusion Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
Fabian Brunner, Florian Frank and Peter Knabner

Entropy-Diminishing CVFE Scheme for Solving Anisotropic
Degenerate Diffusion Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
Clément Cancès and Cindy Guichard

A Finite Volume Scheme with the Discrete Maximum Principle
for Diffusion Equations on Polyhedral Meshes . . . . . . . . . . . . . . . . . . 197
Alexey Chernyshenko and Yuri Vassilevski

x Contents

http://dx.doi.org/10.1007/978-3-319-05684-5_9
http://dx.doi.org/10.1007/978-3-319-05684-5_9
http://dx.doi.org/10.1007/978-3-319-05684-5_10
http://dx.doi.org/10.1007/978-3-319-05684-5_10
http://dx.doi.org/10.1007/978-3-319-05684-5_11
http://dx.doi.org/10.1007/978-3-319-05684-5_11
http://dx.doi.org/10.1007/978-3-319-05684-5_12
http://dx.doi.org/10.1007/978-3-319-05684-5_12
http://dx.doi.org/10.1007/978-3-319-05684-5_12
http://dx.doi.org/10.1007/978-3-319-05684-5_13
http://dx.doi.org/10.1007/978-3-319-05684-5_13
http://dx.doi.org/10.1007/978-3-319-05684-5_13
http://dx.doi.org/10.1007/978-3-319-05684-5_14
http://dx.doi.org/10.1007/978-3-319-05684-5_14
http://dx.doi.org/10.1007/978-3-319-05684-5_14
http://dx.doi.org/10.1007/978-3-319-05684-5_14
http://dx.doi.org/10.1007/978-3-319-05684-5_15
http://dx.doi.org/10.1007/978-3-319-05684-5_15
http://dx.doi.org/10.1007/978-3-319-05684-5_16
http://dx.doi.org/10.1007/978-3-319-05684-5_16
http://dx.doi.org/10.1007/978-3-319-05684-5_17
http://dx.doi.org/10.1007/978-3-319-05684-5_17
http://dx.doi.org/10.1007/978-3-319-05684-5_18
http://dx.doi.org/10.1007/978-3-319-05684-5_18


Continuous Finite-Elements on Non-Conforming Grids Using
Discontinuous Galerkin Stabilization . . . . . . . . . . . . . . . . . . . . . . . . . 207
Andreas Dedner, Robert Klöfkorn and Mirko Kränkel

A Well-Balanced Scheme for the Euler Equation
with a Gravitational Potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
Vivien Desveaux, Markus Zenk, Christophe Berthon
and Christian Klingenberg

An Explicit Staggered Finite Volume Scheme for the Shallow
Water Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
D. Doyen and P. H. Gunawan

A Uniformly Converging Scheme for Fractal Conservation Laws . . . . 237
Jérôme Droniou and Espen R. Jakobsen

Uniform-in-Time Convergence of Numerical Schemes
for Richards’ and Stefan’s Models . . . . . . . . . . . . . . . . . . . . . . . . . . . 247
Jérôme Droniou, Robert Eymard and Cindy Guichard

Comparison of Two Couplings of the Finite Volume Method
and the Boundary Element Method . . . . . . . . . . . . . . . . . . . . . . . . . . 255
Christoph Erath

Gradient Schemes for Stokes Problem . . . . . . . . . . . . . . . . . . . . . . . . 265
Robert Eymard and Pierre Feron

Uniform Estimate of the Relative Free Energy by the Dissipation
Rate for Finite Volume Discretized Reaction-Diffusion Systems. . . . . . 275
André Fiebach and Annegret Glitzky

Modified Finite Volume Nodal Scheme for Euler Equations
with Gravity and Friction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285
Emmanuel Franck

A Linearity-Preserving Cell-Centered Scheme for the Anisotropic
Diffusion Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293
Zhi-Ming Gao and Ji-Ming Wu

Convergence of Finite Volume Scheme for Degenerate Parabolic
Problem with Zero Flux Boundary Condition. . . . . . . . . . . . . . . . . . . 303
Boris Andreianov and Mohamed Karimou Gazibo

Contents xi

http://dx.doi.org/10.1007/978-3-319-05684-5_19
http://dx.doi.org/10.1007/978-3-319-05684-5_19
http://dx.doi.org/10.1007/978-3-319-05684-5_20
http://dx.doi.org/10.1007/978-3-319-05684-5_20
http://dx.doi.org/10.1007/978-3-319-05684-5_21
http://dx.doi.org/10.1007/978-3-319-05684-5_21
http://dx.doi.org/10.1007/978-3-319-05684-5_22
http://dx.doi.org/10.1007/978-3-319-05684-5_23
http://dx.doi.org/10.1007/978-3-319-05684-5_23
http://dx.doi.org/10.1007/978-3-319-05684-5_24
http://dx.doi.org/10.1007/978-3-319-05684-5_24
http://dx.doi.org/10.1007/978-3-319-05684-5_25
http://dx.doi.org/10.1007/978-3-319-05684-5_26
http://dx.doi.org/10.1007/978-3-319-05684-5_26
http://dx.doi.org/10.1007/978-3-319-05684-5_27
http://dx.doi.org/10.1007/978-3-319-05684-5_27
http://dx.doi.org/10.1007/978-3-319-05684-5_28
http://dx.doi.org/10.1007/978-3-319-05684-5_28
http://dx.doi.org/10.1007/978-3-319-05684-5_29
http://dx.doi.org/10.1007/978-3-319-05684-5_29


On Aposteriori Error Analysis of DG Schemes Approximating
Hyperbolic Conservation Laws . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313
Jan Giesselmann and Tristan Pryer

Estimating the Geometric Error of Finite Volume Schemes
for Conservation Laws on Surfaces for Generic Numerical
Flux Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323
Jan Giesselmann and Thomas Müller

Semi-implicit Alternating Discrete Duality Finite Volume
Scheme for Curvature Driven Level Set Equation . . . . . . . . . . . . . . . 333
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Low Mach Number Modeling of Stratified Flows

Ann Almgren, John Bell, Andrew Nonaka and Michael Zingale

Abstract Low Mach number equation sets approximate the equations of motion
of a compressible fluid by filtering out the sound waves, which allows the system
to evolve on the advective rather than the acoustic time scale. Depending on the
degree of approximation, low Mach number models retain some subset of possible
compressible effects. In this paper we give an overview of low Mach number methods
for modeling stratified flows arising in astrophysics and atmospheric science as well
as low Mach number reacting flows. We discuss how elements from the different fields
are combined to form MAESTRO, a code for modeling low Mach number stratified
flows with general equations of state, reactions and time-varying stratification.

1 Introduction

Physical phenomena encompassing a wide range of length and time scales occur in
a large number of fluid dynamical areas. In the atmosphere, for example, we want
to understand flows on the scale of local regions, continents, or the entire globe. In
astrophysics we want to understand not only how the nuclear energy release from thin
flame fronts may unbind a star, resulting in a dramatic supernova, but also how the
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large-scale convective flows that precede the explosion lead to ignition. In laboratory-
scale turbulent combustion, we need to understand not only the detailed chemistry
of how the flame burns, but also how it influences and responds to the turbulent
flow around it. In principle these scenarios can all be modeled using the equations of
motion that govern compressible reacting fluids. Even with today’s (and tomorrow’s)
supercomputers, however, in each of these areas there are phenomena for which
simulating all the fluid dynamical scales of these problems over the time periods of
interest is beyond our reach. For many of these problems, our understanding of the
flow does not require tracking the acoustic waves that carry relatively little energy
and travel much faster than the fluid itself.

We are interested in numerical methods that can accurately model the phenomena
of interest but are not limited by needing to resolve the acoustic time scale. One
approach is to advance the acoustic signal in time with an implicit time discretization
or to treat the acoustic signal explicitly yet separately from the rest of the flow, for
example as used in cloud modeling in [41] and [22], respectively. Another approach
is to modify the governing equations so that acoustic waves are no longer supported
by the equations. In this paper we explore the latter approach for low Mach number
flows, i.e. flows for which we can exploit the separation of scales that occurs when
the Mach number, M (the ratio of the fluid velocity to the sound speed), is much less
than unity. Physically, one can think of the solution to a low Mach number model
as supporting infinitely fast acoustic equilibration rather than finite-velocity acoustic
wave propagation. Mathematically, this is manifest in the addition of a constraint
on the velocity field to the system of otherwise hyperbolic evolution equations.
This velocity constraint can be translated into an elliptic equation for pressure that
expresses the equilibration process. Because the time step in explicit discretization
schemes for a low Mach number system is limited by the fluid velocity and not by the
sound speed, these methods often gain several orders of magnitude in computational
efficiency over traditional compressible approaches.

Fundamental to the traditional low Mach number approach is that we can decom-
pose the pressure as

p(x, t) = p0 + p≥(x, t)

where p0 is the ambient thermodynamic (or “reference” or “background”) pressure,
and p≥ is the perturbational pressure, where p≥/p0 ∼ O

(
M2

)
. For small-scale

reacting flows in an open environment, p0 reduces to a constant in space and time;
in a closed combustion chamber, p0 = p0(t). For reacting, stratified flow on a larger
scale, p0 is a function of both the radius (distance from the center of the star for
stellar applications, or elevation in the atmospheric case) and time, when large-scale
net heating/cooling is present.
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2 Background

The simplest low Mach number model is expressed by the incompressible Navier-
Stokes equations for a constant density fluid. This can be generalized to variable den-
sity incompressible flow, in which the density varies spatially across the domain but
the density of an individual fluid element does not change over time. Low Mach num-
ber models for chemical combustion [10, 31, 40] and nuclear burning [6] incorporate
large compressibility effects due to chemical/nuclear reactions and thermal processes
with a spatially constant background pressure. The Boussinesq approximation [8]
includes a heating-induced buoyancy term in the momentum equation but requires
that the flow itself be incompressible. The anelastic equations (see, e.g., [4, 5, 14,
20, 27–29, 37, 44] for atmospheric flows, and [18, 19, 26] for astrophysical flows;
see also the references in [9]), capture volumetric expansion due to motion relative
to a stratified background in addition to buoyancy due to deviation of the local state
from the background state, and have been widely used in modeling of atmospheric
and astrophysical flows. The pseudo-incompressible (PI) approximation, introduced
by [12, 13] and rigorously derived using low Mach number asymptotics by [7], gen-
eralizes anelastic models by allowing larger variations in density and temperature in
response to localized heat release, but is restricted to an ideal gas equation of state.
A low Mach number model for astrophysical flows [1–3, 35, 46], implemented in
a code named MAESTRO, has generalized the pseudo-incompressible approxima-
tion to more general equations of state for use in astrophysical modeling, and has
extended its applicability by allowing time variation of the background stratification
to accommodate an expanding stellar atmosphere. Recently, a modification of the
momentum equation to improve the accuracy of the buoyancy term in the low Mach
number equation set was proposed, in a general form by [21], and then by [43] using
an alternate derivation based on Lagrangian analysis.

3 Fully Compressible Equations for Stratified Flow

The fully compressible (FC) equations for a reacting multicomponent gas in the pres-
ence of gravity, neglecting Coriolis terms, viscosity, thermal and species diffusion,
and weak nuclear interactions, can be written in conservation form as

∂ρ

∂t
+ ∇ · (ρU ) = 0, (1)

∂(ρh)

∂t
+ ∇ · (ρUh) = Dp

Dt
− ρ

∑

k

qkω̇k, (2)

∂(ρU )

∂t
+ ∇ · (ρUU ) + ∇ p = −ρger, (3)

∂(ρXk)

∂t
+ ∇ · (ρU Xk) = ρω̇k, (4)



6 A. Almgren et al.

where ρ, U , p and h are the density, velocity, pressure and enthalpy (per unit mass),
respectively, and g is the gravitational acceleration in the direction of er , the unit
vector in the radial direction. The species are represented by their mass fractions,
Xk , along with their associated production rates, ω̇k , and specific binding energies,
qk . The equation of state can be written in a general form as p = p̂ (ρ, T, Xk) or
ρ = ρ̂ (p, T, Xk) where T is the temperature.

Still allowing the fluid to be fully compressible, we can define a hydrostatic
base state pressure, p0(r, t), and corresponding base state density, ρ0(r, t) such that
∇ p0 ≡ −ρ0ger . We define the deviation from the reference value, p≥ = p − p0, but
make no assumptions about the size of the deviation. Then, with no approximation,
Eq. (3) can be written instead as

∂(ρU )

∂t
+ ∇ · (ρUU ) + ∇ p≥ = −ρ≥ger, (5)

where ρ≥ ≡ ρ − ρ0. Even though we have decomposed the variables into refer-
ence state values and perturbational values, no assumptions about the magnitude
of the perturbations have been made at this point, and the perturbational form is
algebraically equivalent to the non-perturbational form.

4 Low Mach Number Approach

The methodology developed for low Mach number modeling of astrophysical flows,
and implemented in a code named MAESTRO [1–3, 35, 46], represents the syn-
thesis of ideas from three separate fields into a new algorithmic approach. First, the
anelastic and pseudo-incompressible approximations, first derived in the context of
atmospheric science, suggest how to filter sound waves for environments in which
the background stratification due to gravity plays a significant role in the dynamics.
These approximations differ from those in incompressible and low Mach number
combustion modeling in that the background pressure and density are in hydrostatic
equilibrium rather than spatially constant. Second, methods developed for low Mach
number combustion inform how to incorporate local expansion effects due to reac-
tions and thermal diffusion in a low Mach number setting. Finally, formulation of the
equation of state, reaction networks, and other thermodynamical characterizations of
stellar material require detailed astrophysical expertise. Contributions from all three
fields were used to devise a method that

• captures the same large-scale motions as the fully compressible equations
• allows for local expansion due to reactions, thermal diffusion, and compositional

mixing
• allows for local expansion due to movement relative to background stratification
• allows the background state to evolve in time in response to large-scale heating

and/or mixing
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• does not require an ideal gas equation of state
• removes acoustic wave propagation.

Low Mach number equations in all settings are typically derived by first expanding
all of the variables asymptotically in the Mach number, M, which is assumed to be
small. Using standard asymptotic techniques, one can show that in the momentum
equations we retain the zeroth order terms of velocity and density, but the zeroth
order term of the pressure gradient must be either zero or, in the case of stratified
flows, balanced by the hydrostatic gravitational forcing. The dynamic component
of the pressure gradient must be O(M2); this is typically translated into writing
the pressure, p, as p = p0 + p≥, where p0 is the background pressure, p≥ is the
dynamic pressure, and p≥/p0 ∼ O(M2). Standard techniques would also dictate
that the density variation from ambient must be small at all times or the buoyancy
term would lead to too strong an acceleration. A slightly more general approach,
outlined in [2], replaces the restriction on the magnitude of the buoyancy term itself
by a restriction on the effect of the buoyancy term, namely the magnitude of the
velocity itself.

The fundamental approximation made in the the low Mach number equations is
that the compressible pressure can be approximated by the background pressure in
the equation of state. This differs from earlier derivations of similar equations (e.g,
the anelastic approximation) which required that density and temperature variations
from the ambient be small in order to ensure the pressure perturbation be small; here
we require only that the pressure perturbation itself be small. In the low Mach number
system, then, we write the equation of state in a general form as p0 = p̂ (ρ, T, Xk)

or ρ = ρ̂ (p0, T, Xk).
To model a full star, for example, we would start by defining a radial background

state in hydrostatic equilibrium. In practice, this profile would come from a one-
dimensional stellar evolution code, which provides us with a model in hydrostatic
balance. Thus our base state satisfies

∂p0(r, t)

∂r
= −ρ0(r, t)g(r, t), (6)

where g(r, t) can be computed from ρ0(r, t) as

g(r, t) = G Mencl(r, t)

r2 (7)

with the mass enclosed within a radius r defined as

Mencl(r, t) = 4π

∫ r

0
ρ0(r

≥, t)r ≥2dr ≥. (8)

Here G is the gravitational constant. For modeling the earth’s atmosphere, one can
remove the time dependence of ρ0 and p0, and consider g to be spatially and tem-
porally constant.
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Given the base state, standard asymptotic analysis yields the following system of
equations:

∂ρ

∂t
+ ∇·(Uρ) = 0, (9)

∂(ρh)

∂t
+ ∇·(Uρh) = Dp0

Dt
− ρ

∑

k

qkω̇k, (10)

∂U

∂t
+ U ·∇U = − 1

ρ
∇ p≥ − ρ≥

ρ
ger, (11)

∂(ρXk)

∂t
+ ∇ · (ρU Xk) = ρω̇k. (12)

The first and second equations are unchanged from the fully compressible versions
with the exception that p is replaced by p0 in the enthalpy evolution equation. The
only source terms in the velocity evolution equation (21) are due to the dynamic
pressure and the buoyancy. However, if one asymptotically examines not the differ-
ence between the solution and the base state, but the difference between the solution
to the low Mach number system and the solution to the compressible system, one
finds a correction to the buoyancy term of the form,

(
ρ0

ρ2

∂ρ

∂p0

∣∣∣
∣
s

p≥
)

ger, (13)

where the derivative is taken at constant entropy, s, so that the velocity equation now
has the form

∂U

∂t
+ U ·∇U = − 1

ρ
∇ p≥ − 1

ρ

(
ρ≥ + ρ0

ρ

∂ρ

∂p0

∣∣∣∣
s

p≥
)

ger. (14)

This additional term, which can be viewed as modifying the density appearing in the
buoyancy term to have a correction due to the perturbational pressure, was introduced
first in [21] and then in [43]; both demonstrated that the inclusion of this term enables
the system to conserve a low Mach number form of total energy. This modified
system yields a solution that is closer to the solution to the fully compressible system
of equations than the original low Mach number system.

The more fundamental change in the structure of the system of equations results
from replacing the pressure in the equation of state by the background pressure.
Differentiating the equation of state along particle paths then converts the algebraic
equation of state into a constraint on the divergence of the velocity. Differentiating
p0 = p̂(ρ, T, Xk) along particle paths and rearranging terms yields

− ∇ · U = 1

ρ

Dρ

Dt
= 1

ρpρ

(
Dp0

Dt
− pT

DT

Dt
−

∑

k

pXk ω̇k

)

, (15)
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with pρ = ∂p/∂ρ|Xk ,T , pXk = ∂p/∂ Xk |T,ρ,(X j , j �=k), and pT = ∂p/∂T |ρ,Xk
.

Expanding and simplifying this expression as in [1] results in

∇·U + 1

Γ1 p0

(
∂p0

∂t
+ U ·∇ p0

)
= −σ

∑

k

ξkω̇k + 1

ρpρ

∑

k

pXk ω̇k − σ
∑

k

qkω̇k ≡ S,

(16)
where ξk ≡ ∂h/∂ Xk |T,p,(X j , j �=k), Γ1 ≡ d(log p)/d(log ρ)|s . and

σ = pT

ρcp pρ

, (17)

which, for a gamma law gas, reduces to σ = 1/(cpT ). We see that the first two terms
in S capture the effect of compositional changes, while the third represents heat
release from the reactions. If we now allow Γ1 to be replaced by its lateral average,
Γ 1(r, t), then, as shown in [2], ∇ · U + (1/(Γ 1 p0))U · ∇ p0 can be rewritten as
(1/β0)∇ · (β0U ) where

β0(r, t) = β(0, t) exp

(∫ r

0

1

(Γ 1 p0)

∂p0

∂r ≥ dr ≥
)

. (18)

Thus we can write the constraint as

∇·(β0U ) = β0

(
S − 1

Γ 1 p0

∂p0

∂t

)
, (19)

which allows us to use a variable density projection method analogous to that used
to solve the incompressible Navier-Stokes equations. This constraint on the velocity
field controls the degree to which the fluid can expand, forcing the evolution of the
thermodynamic quantities to be consistent with the equation of state. It is the presence
of β0 �= 1 that allows the fluid to expand as it rises; the magnitude of S determines
the degree to which the fluid expands due to heat release and compositional changes.

The resulting Poisson equation for p≥, in the absence of the additional term, (13),
in the velocity evolution equation, can be written

∇ ·
(

β0

ρ
∇ p≥

)
= RH S, (20)

where RHS includes the divergence of the advective terms as well as S and the time
derivative of p0. With the substitution of Γ 1 for Γ1, it was shown in [43] that the
velocity evolution equation with the additional term, (13), can be written as

∂U

∂t
+ U ·∇U = −β0

ρ
∇

(
p≥

β0

)
− ρ≥ger, (21)
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instead of (14). This results in a Poisson equation for the perturbational pressure in
the form

∇ ·
(

β2
0

ρ
∇ p≥

β0

)

= RH S. (22)

For simulations of full stars where the background stratification varies with both
radius and time, we must evolve the base state pressure and density in time in
response to large scale heating and convection while retaining hydrostatic equi-
librium. The velocity field used to update the density includes a local component, Ũ ,
which accounts for localized convective and compressibility effects, and a base state
component, w0, which accounts for large-scale equilibration of the atmosphere. We
can calculate w0 by deriving a one-dimensional expression for the divergence of w0,

containing terms representing the average of S, and integrating that expression in
the radial direction. Once we have advanced the density field, we can compute the
new base state density as the average stratification, and compute the new base state
pressure using hydrostatic equilibrium. Details are given in [35].

5 Numerical Approach

Low Mach number formulations replace the compressible flow equations with a
constrained system of partial differential equations similar in structure to the incom-
pressible Navier-Stokes equations. A number of projection-type methods have been
developed to simulate incompressible and other low Mach number flows using a
time step based on the fluid velocity and not the sound speed. Projection methods
are fractional step schemes in which the solution is first advanced using a lagged
approximation to the constraint, then, in a second step, a projection is applied to
enforce the constraint. To solve the low Mach number equations for astrophysics
in the MAESTRO code, we use an explicit second-order upwind discretization for
advection, and Strang splitting to incorporate the contributions of reactions to the
species and enthalpy. The projection step solves a second-order, self-adjoint, variable-
coefficient elliptic equation for an update to the perturbational pressure, which is then
used to correct the velocity. To include the base state evolution, in the predictor step
we use an estimate of the expansion term, S, to compute a preliminary solution at the
new time level, and in the corrector step we use the results from the predictor step
to compute a more accurate expansion term, and compute the final solution at the
new time level. The resulting algorithm advances the fluid evolution equations using
a time step constrained by the fluid velocity rather than the acoustic wave speed,
resulting in a significant increase in efficiency over traditional fully compressible
methods.

We have implemented the entire low Mach number algorithm in MAESTRO in an
adaptive mesh refinement (AMR) framework. Our approach to AMR uses a nested



Low Mach Number Modeling of Stratified Flows 11

hierarchy of logically rectangular grids with successively finer grids at higher levels.
The key difference between our method and most block-structured AMR methods
stems from the presence of a one-dimensional base state whose time evolution is
coupled to that of the full solution. The algorithm does not subcycle in time, i.e.,
the solution at all levels is advanced with the same time step. Complete details are
available in [35].

6 Case Study: Type Ia Supernovae

Type Ia supernovae (SNe Ia) are important distance indicators in cosmology, respon-
sible for the discovery of the acceleration of the expansion of the Universe. They are
also important sites of nucleosynthesis, making half of the iron in our galaxy. Despite
their great importance, there are major uncertainties in the theoretical understanding
of SNe Ia, even as to what progenitor systems give rise to these explosions. One of
the theoretically favored models is the explosion of a carbon/oxygen white dwarf
(a compact star about the volume of Earth weighing roughly 1.4 solar masses, the
Chandrasekhar limit) which accretes mass from a stellar companion. As its mass
grows, the central temperature increases and carbon fusion reactions begin, driving
convection throughout the white dwarf interior. This convection, during which heated
parcels of fluid buoyantly rise away from the center and cool as they expand, can last
for centuries [45]. Eventually the reactions proceed so vigorously that the hot parcels
do not cool fast enough and a thermonuclear burning front (flame) is formed. This
burning front propagates through the white dwarf in seconds, converting the majority
of carbon and oxygen into heavy elements [including silicon, iron, and nickel (Ni)],
releasing enough energy to unbind the star. The brightness of the event depends on
how much radioactive 56Ni is produced, and this in turn depends on how complete
the burning is, the composition of the white dwarf, and at what densities it occurs
(see e.g. [23, 42]). While there are great uncertainties in all phases of this picture, a
critical uncertainty is the nature of the convection preceding ignition, and how that
affects ignition of the first flame. Computationally it has been shown that variations
in the location of the ignition lead to great differences in the explosion outcome
[15, 30, 34, 39]. We conducted a computational study of this convective phase pre-
ceding explosion using MAESTRO.

In order to model convection in the (roughly) spherical self-gravitating white
dwarf, the core algorithm in MAESTRO, which solves the low Mach number equa-
tions on a Cartesian grid, was modified to allow the base state to vary in the radial
direction, which is not aligned with any of the coordinate axes [46]. In addition,
we used AMR in order to focus spatial refinement on the regions of most intense
heating where ignition was most likely to occur. This required a novel spatial map-
ping technique between the time-evolving one-dimensional radial base state and the
hierarchical Cartesian mesh [35]. The procedure to expand the base state in response
to large-scale heating is also considerably more complex for a self-gravitating fluid
in a spherical geometry.



12 A. Almgren et al.

In a series of three papers [36, 46, 48] we presented results from a suite of
simulations of the last few hours of convection preceding ignition. Once a burning
front ignited we ended each simulation. However, by running many simulations and
looking at the spatial and temporal distribution of “failed” hotspots (plumes that
approached the ignition temperature but cooled before actually igniting) we built up
statistics on the likelihood of ignition at a given radius from the center. Our major
findings were:

• A strong jet-like feature dominates the outward-moving convective flow. This is
similar to the dipole feature reported in previous studies [24], but more collimated
and with a rapidly changing direction.

• Ignition most likely occurs at a single location, not multiple distinct locations all
at once.

• Although the strongest heating occurs at the center of the star, ignition itself is
most likely off-center, with a typical radius of 75 km from the center.

• The turbulent field in the convective layer follows Kolmogorov scaling with a
smaller turbulent intensity and larger integral scale than assumed in previous
works.

• The turbulent field is likely too weak to affect the initial flame propagation.

Figure 1 shows a snapshot of the convective region in the star. We see that a strong
outflow feature (colored red) dominates the flow, and that the nuclear energy gener-
ation is strongly peaked toward the center of the star.

7 Future Work

MAESTRO in its current form can be used for a variety of astrophysical applications
beyond that of modeling the Chandrasekhar-mass progenitor of SNe Ia. To date,
MAESTRO has been used to study the sub-Chandra progenitor model for SNe Ia (in
which burning begins in an accreted helium layer on the surface of a white dwarf)
[47], core convection in massive stars [16, 17], and X-ray bursts [32]. MAESTRO
simulation results have also provided the initial conditions for fully compressible
simulations of the explosion phase of SNe Ia, as in [33]. Potential future applications
include classical novae, proto-neutron star cooling, and convection in exoplanetary
interiors.

Modeling warm, moist, non-precipitating flows in the earth’s atmosphere with
MAESTRO is easily achieved by assuming constant gravity, neglecting base state
expansion, and including an appropriate equation of state for moist microphysics.
A representation of phase change that is suitably accurate at the larger time steps
of a low Mach number model must be used; see [11] for a discussion of the role of
the time step in the accuracy of moist compressible models. An alternative, pseudo-
incompressible, model for moist flows has been developed by [38].

Future developments of the MAESTRO code include the extension of the base
state to include long-wavelength lateral variation. For future stellar modeling, we plan
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Fig. 1 Snapshot of the convection region in a white dwarf seconds before a supernova explosion.
The red and blue contours show the radial velocity field (red is outflow, blue is inflow) and the
yellow to green to purple contours show the nuclear energy generation rate. The radius of this region
is ∼1000 km. Figure adopted from [36]

to include rotation of the star, which generates additional terms in the momentum
equation as well as breaking the spherical symmetry of the base state. Finally, fol-
lowing recent studies in [25] of a generalized anelastic model compared to a standard
anelastic model for moist flows, we plan to investigate further issues about the poten-
tial role of the pressure perturbation in the thermodynamics for both astrophysical
and atmospheric applications.
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Entropy Method and Asymptotic Behaviours
of Finite Volume Schemes

Claire Chainais-Hillairet

Abstract When deriving a numerical scheme for a system of PDEs coming for
instance from physics or engineering, it is crucial to propose a scheme which pre-
serves the asymptotic behaviour of the continuous system, with respect to time as
with respect to some parameters. In this paper, we want to show how the entropy
method can be applied to some finite volume schemes and permits to show that
some schemes are asymptotic preserving. We focus on two problems: the nonlinear
diffusion equation (long time behaviour) and the drift-diffusion system (long time
behaviour and quasi-neutral limit). Some results have been obtained in collabora-
tion with Jüngel and Schuchnigg [10] and the others with Bessemoulin-Chatard and
Vignal [4].

1 Introduction

1.1 Entropy Method and Long Time Behaviour

The entropy method is initially devoted to the study of the convergence to equilibrium
of systems composed of a large number of particules. Roughly speaking, the trend to
equilibrium is governed by a thermodynamical principle: a given functional, called
physical entropy, increases when the time increases and the equilibrium is defined
as the maximum of the entropy. The entropy method has been widely studied and
applied since the beginning of the 90s: see [1] and all the references therein. As
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written in this paper, it appears that “entropy methods have proved over the last years
to be an efficient tool for the understanding of the qualitative properties of physically
sound models, for accurate numerics and for a more mathematical understanding of
nonlinear PDEs”.

In order to explain the principles of the entropy method, let us consider a system
of partial differential equations written basically under the form:

∂t f + A f = 0, t ≥ 0,

f (0) = f0,

where A is a partial differential operator containing also the boundary conditions.
A stationary state is defined by A f∼ = 0. The question worthy of interest concerns
the convergence of f (t) towards f∼ when t tends to +∼. The strategy consists
in proving the convergence in relative entropy: considering an entropy (a convex
nonnegative Lyapunov functional), the idea is to prove that E( f ) ∇ E( f∼) or
equivalently E( f | f∼) = E( f ) − E( f∼) ∇ 0 when t ∇ +∼. The result is based
on the relation

d

dt
(E( f (t)| f∼) + D( f (t))) = 0, with D( f ) = ≡A f, E ′( f )⇒.

The term D( f ) is the entropy dissipation. It must be nonnegative so that the entropy
is nonincreasing (the mathematical entropy is the opposite of the physical entropy).
Moreover, if the dissipation is related to the entropy thanks to some relation like
D( f ) ≥ ρE( f | f∼) (respectively D( f ) ≥ K E( f | f∼)1+ω ), an exponential (respec-
tively polynomial) convergence of the relative entropy towards the equilibrium can
be obtained.

This technique has been widely used for many systems of PDEs coming from
the physics in many different areas of applications. We can refer to the survey paper
[1] and the references therein. The entropy method has been applied for instance
for electro-reaction-diffusion systems [22], thin-film type equations [5], reaction-
diffusion equations [13], coagulation-fragmentation models [6].

In the sequel of the paper, we will consider two different problems: the nonlinear
diffusion equation (porous medium/fast diffusion equation) and the drift-diffusion
system coming from the modelling of semiconductor devices.

The Nonlinear Diffusion Equation

Let π be an open bounded domain of Rd such that m(π) = 1 and Γ > 0. We
consider the following nonlinear diffusion equation supplemented with initial and
homogeneous Neumann boundary conditions:

∂t u − σ(uΓ) = 0, in π, t > 0 with u(·, 0) = u0, in π, (1a)
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∇(uΓ) · ξ = 0, on ∂π, t > 0. (1b)

When Γ > 1, it is called the porous-medium equation, describing the flow of
an isentropic gas through a porous medium. When Γ < 1, it is referred as the fast-
diffusion equation. In [9], the entropy-entropy dissipation method was applied to (1a)
in the whole space to prove the decay of the solutions to the asymptotic self-similar
profile. The convergence towards the constant steady-state on the one-dimensional
torus was proved in [7].

We note that the solution to (1a), (1b) satisfies
∫
π

u(x, t)dx = ∫
π

u0(x)dx for
all t ≥ 0. Therefore, the stationary state is constant and equal to u∼ = ∫

π
u0(x)dx .

In order to study the convergence towards the stationary state, we introduce the
following family of zeroth-order relative entropies:

Eβ(u) = 1

β + 1

(∫

π

uβ+1dx −
(∫

π

udx

)β+1
)

, β > 0. (2)

In [10], we study, among other things, the algebraic and the exponential decay of these
entropies. The functional inequalities relating entropy and dissipation are obtained
from generalized Beckner inequalities.

The Drift-Diffusion System

The drift-diffusion-Poisson system has been introduced by van Roosbroeck [27]
for the modelling of semiconductor devices. Let π be an open bounded set of Rd

describing the geometry of the semiconductor device, the system writes:

∂t N + div (μN (−∇N + N∇Ψ )) = −R(N , P), in π, t > 0, (3a)

∂t P + div (μP (−∇ P − P∇Ψ )) = −R(N , P), in π, t > 0, (3b)

− ρ2σΨ = P − N + C, in π, t > 0. (3c)

where the given function C(x) is the doping profile and R(N , P) the recombination-
generation rate. The dimensionless physical parametersμN ,μP andρ are the rescaled
mobilities of electrons and holes and the rescaled Debye length. This system is
generally supplemented with Dirichlet-Neumann boundary conditions (∂π = χ D ∪
χ N ):

N = N D, P = P D, Ψ = Ψ D on χ D × (0, T ), (4a)

∇N · ξ = 0, ∇ P · ξ = 0, ∇Ψ · ξ = 0, on χ N × (0, T ), (4b)

and with initial conditions N0, P0.
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The stationary state for the drift-diffusion model is referred as the thermal equi-
librium (N∗, P∗, Ψ ∗). It is defined under some compatibility assumptions on the
boundary data. The convergence of the solution to (3a)–(4b) towards the thermal
equilibrium has been established by Jüngel in [24] (including the case of nonlinear
diffusion) and Gajewski and Gärtner in [16] (for the linear system with magnetic
field). Both proofs are based on an entropy method. In this case, the relative entropy
is defined by:

E(t) =
∫

π

(
H(N ) − H(N∗) − log(N∗)(N − N∗)

+ H(P) − H(P∗) − log(P∗)(P − P∗) + ρ2

2
|∇Ψ − ∇Ψ ∗|2

)
dx,

with H(x) = x log x − x + 1.

1.2 Entropy Method and Quasi-Neutral Limit

In the drift-diffusion model (3a)–(4b), the quasi-neutral limit consists in letting the
scaled Debye length ρ tend to 0. From a physical point of view, this means that only
the large scale structures with respect to the Debye length are taken into account.
For the sake of simplicity, we will now assume that μN = μP = 1, R(N , P) = 0
and that the doping profile vanishes. Under these hypotheses, the system (3a)–(4b)
will be denoted (Pρ). The quasi-neutral limit is formally obtained by setting ρ = 0
in (Pρ). It implies that the Poisson equation reduces to an algebraic equation on
N and P . The system (P0) rewrites:

∂t N − σN = 0, (5a)

div(N∇Ψ ) = 0, (5b)

P = N . (5c)

Jüngel and Peng [25] performed rigorously the quasi-neutral limit for the drift-
diffusion system with a zero doping profile and mixed Dirichlet and homogeneous
Neumann boundary conditions. Under quasi-neutrality assumptions on the initial
and boundary conditions (N0 − P0 = 0 and N D − P D = 0), they prove that
a weak solution to (Pρ), denoted by (Nρ, Pρ, Ψ ρ), converges, when ρ ∇ 0, to
(N 0, P0, Ψ 0) solution to (P0) in the following sense:

Nρ ∇ N 0, Pρ ∇ P0 in L p(π × (0, T )) strongly, for all p ∈ [1,+∼),

Nρ κ N 0, Pρ κ P0, Ψ ρ κ Ψ 0 in L2(0, T, H1(π)) weakly.
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The same kind of result is established for the drift-diffusion system with homoge-
neous Neumann boundary conditions by Gasser in [17] for a zero doping profile and
by Gasser et al. in [18] for a regular doping profile. In all these papers, the rigorous
proof of the quasi-neutral limit is based on an entropy method.

In the case of Dirichlet-Neumann boundary conditions, we will consider that
the boundary data N D, P D, Ψ D are defined on the whole domain π and verify
N D, P D ∈ L∼ ∩ H1(π), Ψ D ∈ H1(π). Then, the entropy functional, which has
the physical meaning of a free energy, is defined (see [25]) by

E(t) =
∫

π

(
H(N ) − H(N D) − log(N D)(N − N D)

+ H(P) − H(P D) − log(P D)(P − P D) + ρ2

2
|∇Ψ − ∇Ψ D |2

)
dx

and the entropy dissipation functional is defined by

D(t) =
∫

π

(
N |∇(log N − Ψ )|2 + P |∇(log P + Ψ )|2

)
dxdt.

The entropy and the entropy dissipation satisfy the following relation:

dE

dt
(t) + 1

2
D(t) ≤ K D ∀t ≥ 0, (6)

where K D is a constant depending only on data. This inequality is crucial in order to
perform rigorously the quasi-neutral limit. Indeed, if E(0) is uniformly bounded in
ρ, (6) provides a uniform bound on

∫ T
0 D(s)ds. It implies a priori uniform bounds on

(Nρ, Pρ, Ψ ρ) solution to (Pρ) and therefore compactness of a sequence of solutions.

1.3 Aim of the Paper

The preservation of the structure of the equations (or system of equations) is a very
important property of a numerical scheme. Positivity, maximum principle, appro-
priate a priori estimates are the bases for the proof of convergence of finite volume
schemes for instance. The properties of entropy consistency or entropy dissipation
by numerical schemes are also crucial and have been investigated in different frame-
works, see for instance [8, 14, 19–21, 23].

In this paper, we want to present some recent results obtained with Jüngel and
Schuchnigg for the nonlinear diffusion equation [10] and with Bessemoulin-Chatard
and Vignal for the drift-diffusion system [4]. In both cases, we study the asymptotic
behaviour of some finite volume schemes using a discrete entropy method.

Section 2 is devoted to the presentation of the notations. In Sect. 3, we are interested
in the long time behaviour of some numerical schemes. We first present results
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obtained in [10] for the nonlinear diffusion equation. In this case, thanks to discrete
functional inequalities, we can establish polynomial or exponential decay of a family
of discrete relative entropies. We will also mention some known results for the
numerical approximation of the drift-diffusion system.

In Sect. 4, we consider a Euler implicit in time and finite volume in space scheme
for the drift-diffusion system. With the choice of Scharfetter-Gummel approximation
for the convection-diffusion fluxes [26], we can derive a discrete counterpart of (6).
We then prove that the scheme is asymptotic preserving at the quasi-neutral limit : it
converges for all ρ ≥ 0 and the corresponding limit (N , P, Ψ ) is a solution to (Pρ),
for ρ > 0 as for ρ = 0.

2 Notations

In order to define the numerical schemes under consideration in this paper, we need to
introduce the discretization settings and some notations. We restrict the presentation
to a two-dimensional case but generalization to higher dimension is straightforward.
We consider that π is an open bounded polygonal subset of R2.

The mesh M = (T ,E ,P) is given by T , a family of open polygonal control
volumes, E , a family of edges and P = (xK )K∈T a family of points. As it is
classical in the finite volume discretization of elliptic or parabolic equations with a
two-points flux approximations, we assume that the mesh is admissible in the sense
of [15] (Definition 9.1).

We distinguish in E the interior edges, ζ = K |L , from the exterior edges,
ζ ⊂ ∂π . Therefore E is split into E = Eint ∪ Eext . Within the exterior edges,
we distinguish (if necessary) the edges included in χ D from the edges included in
χ N : Eext = E D

ext ∪ E N
ext . For a given control volume K ∈ T , we define EK the set

of its edges, which is also split into EK = EK ,int ∪ E D
K ,ext ∪ E N

K ,ext . For each edge
ζ ∈ E , there exists at least one cell K ∈ T such that ζ ∈ EK . Then, we can denote
this cell Kζ . In the case where ζ is an interior edge (ζ = K |L), Kζ can be either
equal to K or to L .

For all edges ζ ∈ E , we define dζ = d(xK , xL) if ζ = K |L ∈ Eint and
dζ = d(xK , ζ ) if ζ ∈ Eext with ζ ∈ EK . Then, the transmissibility coefficient is
defined by τζ = m(ζ )/dζ , for all ζ ∈ E . We assume that the mesh satisfies the
following regularity constraint:

∃ϑ > 0 such that d(xK , ζ ) ≥ ϑ dζ , ∀K ∈ T ,∀ζ ∈ EK . (7)

Let T > 0, we consider a subdivision of the interval [0, T ] defined by (tn =
nσt)0≤n≤NT , where σt is the time step and NT σt = T . A classical finite volume
approximation provides an approximate solution which is constant on each cell of the
mesh and on each time interval. Let X (T ) be the linear space of functions π ∇ R

which are constant on each cell K ∈ T . To a discrete set (uK )K∈T , we associate
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uT =
⎪

K∈T
uK 1K ∈ X (T ). The L p-norm of uT is

‖uT ‖0,p =
⎛

⎝
⎪

K∈T
m(K )|uK |p

⎞

⎠

1/p

.

When there are Dirichlet boundary conditions on a part of the boundary, we
need to define approximate values for u at the corresponding boundary edges:
uE D = (uζ )ζ∈E D

ext
∈ R

θ D
(with θ D = Card(E D

ext )). Therefore, the vector containing
the approximate values in the control volumes and the approximate values at the
boundary edges is denoted by uM = (uT , uE D ). For any vector uM = (uT , uE D ),
we define, for all K ∈ T , for all ζ ∈ EK ,

uK ,ζ =
⎧
⎨

⎩

uL , if ζ = K |L ∈ EK ,int ,

uζ , if ζ ∈ E D
K ,ext ,

uK , if ζ ∈ E N
K ,ext ,

(8a)

DuK ,ζ = uK ,ζ − uK and Dζ u = ∣∣DuK ,ζ

∣∣ . (8b)

It permits to define the discrete H1-semi-norm | · |1,2,M :

|uM |21,2,M =
⎪

ζ∈E
τζ (Dζ u)2 , ∀uM = (uT , uE D ).

If E D = ∅, we have uM = uT and we will write |uT |1,2,T = |uM |1,2,M .

3 Long Time Behaviour of Some Finite Volume Schemes

3.1 First Example: Nonlinear Diffusion Equations

In this section, we consider a classical Euler implicit in time and finite volume in
space discretization of the nonlinear diffusion Eq. (1a), (1b).

Theoretical Results

We assume that u0 ∈ L∼(π), with m ≤ u0 ≤ M a.e. on π , with m ≥ 0. For the
sake of simplicity, we also assume that m(π) = 1. The scheme writes:
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m(K )
un+1

K − un
K

σt
+

⎪

ζ∈EK ,int ,
ζ=K |L

τζ

(
(un+1

K )Γ − (un+1
L )Γ

)
= 0, (9a)

u0
K = 1

m(K )

∫

K
u0(x)dx . (9b)

Existence and uniqueness of a discrete solution to (9a), (9b) is a well-known
result (see [15]). Moreover, it is clear that m ≤ un

K ≤ M for all K ∈ T and for all
0 ≤ n ≤ NT . Due to the Neumann boundary conditions, we also have:

⎪

K∈T
m(K )un

K = ‖u0‖L1(π).

At each time step, we can reconstruct the approximate solution un
T ∈ X (T ). Our

aim is to study the convergence of (un
T )n≥0 when n tends to +∼ towards the constant

function equal to ‖u0‖L1(π). Therefore, we can use the relative entropies Eβ defined
in (2) for β > 0. Let us note that

Eβ[un
T ] = 1

β + 1

⎛

⎜
⎝

⎪

K∈T
m(K )(un

K )β+1 −
⎛

⎝
⎪

K∈T
m(K )un

K

⎞

⎠

β+1
⎞

⎟
⎠ ,

Using the convexity of the function x �∇ xβ+1 and the scheme (9a), (9b), we
easily get:

Eβ[un+1
T ] − Eβ[un

T ] ≤ −σt
⎪

ζ∈Eint ,
ζ=K |L

τζ

(
(un+1

K )β − (un+1
L )β

) (
(un+1

K )Γ − (un+1
L )Γ

)
.

Then, using the following inequality:

(yβ − xβ)(yΓ − xΓ) ≥ 4βΓ

(β + Γ)2 (y(β+Γ)/2 − x (β+Γ)/2)2, ∀x, y ≥ 0,

we get that

Eβ[un+1
T ] − Eβ[un

T ] ≤ − 4βΓσt

(β + Γ)2

∣∣
∣(un+1

T )(β+Γ)/2
∣∣
∣
2

1,2,T
. (10)

With another choice of inequality:

(yΓ−xΓ)(yβ−xβ) ≥ 4βΓ

(β + 1)2 min(xΓ−1, yΓ−1)(y(β+1)/2−x (β+1)/2)2, ∀x, y ≥ 0,
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we get:

Eβ[un+1
T ] − Eβ[un

T ] ≤ − 4βΓσt

(β + 1)2 inf
K∈T

(un+1
K )Γ−1

∣∣
∣(un+1

T )(β+1)/2
∣∣
∣
2

1,2,T
. (11)

In both cases, the dissipation of the entropy of the approximate solution is stated
in terms of the discrete H1-semi-norm of some discrete function. In order to relate
the dissipation to the entropy, we need some functional inequalities. The relation
between either |(un+1

T )(β+Γ)/2|21,2,T or |(un+1
T )(β+1)/2|21,2,T , to Eβ[un+1

T ] will be
done through discrete generalized Beckner inequalities, established in [10].

Lemma 1

• Let 0 < q < 2, pq > 1 or q = 2 and 0 < p ≤ 1, and fT ∈ X (T ). Then

∫

π

| fT |qdx −
(∫

π

| fT |1/pdx

)pq

≤ Cb(p, q)

ϑq/2 | fT |q1,2,T (12)

holds, where Cb(p, q) only depends on p, q, π and with ϑ defined in (7).
• Let 0 < q < 2, pq ≥ 1, and fT ∈ X (T ). Then

‖ fT ‖2−q
0,q,T

(∫

π

| fT |qdx −
(∫

π

| fT |1/pdx

)pq)
≤ C ′

b(p, q)

ϑ
| fT |21,2,T

(13)

holds, where C ′
b(p, q) only depends on p, q, π and with ϑ defined in (7).

Applying (12) with p = (β + Γ)/2, q = 2(β + 1)/(β + Γ) and fT =
(un+1

T )(β+Γ)/2, we deduce from (10):

Eβ[un+1
T ] − Eβ[un

T ] ≤ −Kσt Eβ[un+1
T ](β+Γ)/(β+1),

with K depending on β, Γ, π and ϑ . Then, a discrete nonlinear Gronwall lemma
(see [10]) leads to the polynomial decay of the discrete entropy.

Theorem 1 (Polynomial decay) Let β > 0 and Γ > 1. Let (un
T )n≥0 be the solution

to the finite-volume scheme (9a), (9b) with inf K∈T u0
K ≥ 0. Then

Eβ[un
T ] ≤ 1

(c1tn + c2)(β+1)/(Γ−1)
, ∀n ≥ 0,

where c1 depends on β, Γ, π , ϑ and σt (but stays bounded when σt tends to 0) and
c2 = Eβ[u0

T ]−(Γ−1)/(β+1).

Applying (13) with p = (β + 1)/2, q = 2 and fT = (un+1
T )(β+1)/2, we deduce

from (11):



26 C. Chainais-Hillairet

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
10

−12

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

E

α=0.5
α=1
α=2
α=6

0 0.02 0.04 0.06 0.08 0.1
10

−8

10
−6

10
−4

10
−2

10
0

10
2

E

α=0.5
α=1
α=2
α=6

Test case with β = 2 Test case with β = 1/ 2

Fig. 1 Evolution of the discrete entropies with respect to time for different values of β

Eβ[un+1
T ] − Eβ[un

T ] ≤ −K ′σt inf
K∈T

(u0
K )Γ−1 Eβ[un+1

T ],

with K ′ depending on β, Γ, π and ϑ . Then, we can conclude to the exponential
decay of the discrete entropy.

Theorem 2 (Exponential decay) Let 0 < β ≤ 1 and Γ > 0. Let (un
T )n≥0 be the

solution to the finite-volume scheme (9a), (9b) with inf K∈T u0
K ≥ 0. Then

Eβ[un
T ] ≤ Eβ[u0

T ]e−ρtn
, ∀n ≥ 0,

with ρ depending on β, Γ, π , ϑ and inf K∈T (u0
K )Γ−1.

Numerical Experiments

We illustrate on Fig. 1 the time decay of the solutions to the discretized porous-
medium equation (Γ = 2) and to the fast-diffusion equation (Γ = 1/2). Both test
cases are two-dimensional, with π = (0, 1) × (0, 1). When Γ = 2, we choose
a Barenblatt profile as initial condition. We observe that the decay of the discrete
entropies seems to be exponential for large times, even for values of β not covered
by Theorem 2. When Γ = 1/2, we choose u0(x) = C((R2 − |x − x0|2)+)2 with
x0 = (0.5, 0.5), R = 0.2, C = 3000 as initial condition. We observe similarly an
exponential decay of the discrete entropies for large times.
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3.2 Second Example: Drift-Diffusion System

As recalled in the introduction, the drift-diffusion system (3a), (3b), (3c) is made of
two convection-diffusion-reaction equations on the densities coupled with a Poisson
equation on the electric potential. Writing a two-points finite volume scheme for
this system is not difficult. However, the choice of the time discretization and of the
numerical approximation of the convection-diffusion fluxes will be crucial for the
preservation of the asymptotic behaviours.

When writing the scheme, we have to define for instance FK ,ζ the numerical
approximation of

∫
ζ
(−∇N + N∇Ψ ) · ξK ,ζ . Scharfetter and Gummel [26] have

proposed to discretize simultaneously the convection and diffusion terms. It leads to
the following numerical fluxes:

FK ,ζ = τζ

(
B(−DΨK ,ζ )NK − B(DΨK ,ζ )NK ,ζ

)

where B is the Bernoulli function defined by:

B(0) = 1 and B(x) = x

exp(x) − 1
∀x ↓= 0. (14)

Gajewski and Gärtner [16] have shown that the Euler implicit in time and finite vol-
ume in space scheme, with a Scharfetter-Gummel approximation of the convection-
diffusion fluxes, is entropy dissipative (the scheme is detailed in the next section).
Later, Chatard [12] has also obtained a discrete counterpart of the entropy method for
this scheme (with a different way of proof). The numerical experiments in [12] show
the exponential decay in time of the discrete entropy for the Scharfetter-Gummel
scheme. They also show that this property is no more satisfied by the scheme pro-
posed in [11], where the diffusion terms are discretized classically and the convection
terms are discretized with upwind fluxes.

4 Finite Volume Scheme at the Quasi-Neutral Limit

In this Section, we study a numerical scheme for the simplified drift-diffusion system
(Pρ), similar to the schemes studied in [16] or in [12]. We will use the entropy method
in order to show that the scheme is asymptotic preserving at the quasi-neutral limit
ρ ∇ 0. More precisely, we will establish that the a priori estimates needed for the
proof of convergence hold for all ρ ≥ 0.

We make the following assumptions on the data:

N0, P0 ∈ L∼(π), (15a)

N D, P D ∈ L∼ ∩ H1(π), Ψ D ∈ H1(π), (15b)

∃m > 0, M > 0 such that m ≤ N0, P0, N D, P D ≤ M a.e. on π. (15c)
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4.1 Presentation of the Scheme

For u = N , P, Ψ , the approximate solution is defined by un
T and the approximate

values at the boundary are un
E D = (un

ζ )ζ∈E D
ext

, at each time step, 0 ≤ n ≤ NT .
Let us first discretize the initial and the boundary conditions. We set:

u0
K = 1

m(K )

∫

K
u0(x) dx, ∀K ∈ T , for u = N , P, (16)

u D
ζ = 1

m(ζ )

∫

ζ

u(ω )dω, ∀ζ ∈ E D
ext , for u = N , P, Ψ.

Moreover, we define

un
ζ = u D

ζ , ∀ζ ∈ E D
ext ,∀n ≥ 0, for u = N , P, Ψ. (17)

We consider a Euler implicit in time and finite volume in space discretization.
The scheme writes:

m(K )
N n+1

K − N n
K

σt
+

⎪

ζ∈EK

F n+1
K ,ζ = 0, ∀K ∈ T ,∀n ≥ 0, (18a)

m(K )
Pn+1

K − Pn
K

σt
+

⎪

ζ∈EK

G n+1
K ,ζ = 0, ∀K ∈ T ,∀n ≥ 0, (18b)

− ρ2
⎪

ζ∈EK

τζ DΨ n
K ,ζ = m(K )(Pn

K − N n
K ), ∀K ∈ T ,∀n ≥ 0. (18c)

We choose a Scharfetter-Gummel approximation for the convection-diffusion fluxes:

F n+1
K ,ζ = τζ

(
B(−DΨ n+1

K ,ζ )N n+1
K − B(DΨ n+1

K ,ζ )N n+1
K ,ζ

)
, ∀K ∈ T ,∀ζ ∈ EK ,

(19a)

G n+1
K ,ζ = τζ

(
B(DΨ n+1

K ,ζ )Pn+1
K − B(−DΨ n+1

K ,ζ )Pn+1
K ,ζ

)
, ∀K ∈ T ,∀ζ ∈ EK ,

(19b)

where B is the Bernoulli function defined by (14).
In the sequel, we denote by (Sρ) the scheme (16)–(19b). It is a fully implicit in

time scheme: the numerical solution (N n+1
K , Pn+1

K , Ψ n+1
K )K∈T at each time step is

defined as a solution of the nonlinear system of Eqs. (18a)–(19b). When choosing
DΨ n

K ,ζ instead of DΨ n+1
K ,ζ in the definition of the fluxes (19a), (19b), we would

get a decoupled scheme whose solution is obtained by solving successively three
linear systems of equations for N , P and Ψ . However, this other choice of time



Entropy Method and Asymptotic Behaviours 29

discretization induces a stability condition of the form σt ≤ Cρ2 (see for instance
[2]). Therefore, it cannot be used in practice for small values of ρ and it does not
preserve the quasi-neutral limit.

Setting ρ = 0 in the scheme (Sρ) leads to the scheme (S0) defined hereafter.
The scheme for the Poisson Eq. (18c) becomes Pn

K − N n
K = 0 for all K ∈ T , n ∈ N.

In order to avoid any incompatibility condition at n = 0 (which would correspond
to an initial layer), we assume that the initial conditions N0 and P0 satisfy the quasi-
neutrality assumption:

P0 − N0 = 0. (20)

Adding and subtracting (18a) and (18b), and using Pn
K = N n

K for all K ∈ T and
n ∈ N, we get

m(K )
N n+1

K − N n
K

σt
+ 1

2

⎪

ζ∈EK

(
F n+1

K ,ζ + G n+1
K ,ζ

)
= 0,∀K ∈ T ,∀n ≥ 0,

and
⎪

ζ∈EK

(
F n+1

K ,ζ − G n+1
K ,ζ

)
= 0,∀K ∈ T ,∀n ≥ 0.

But, using the following property of the Bernoulli function B(x) − B(−x) = −x ,
∀x ∈ R, we have, ∀K ∈ T ,∀ζ ∈ EK ,int ∪ E N

K ,ext :

F n+1
K ,ζ − G n+1

K ,ζ = τζ DΨ n+1
K ,ζ (N n+1

K + N n+1
K ,ζ ),

and F n+1
K ,ζ + G n+1

K ,ζ = −τζ

(
B(DΨ n+1

K ,ζ ) + B(−DΨ n+1
K ,ζ )

)
DN n+1

K ,ζ .

Let us note that these equalities still hold for each Dirichlet boundary edge ζ ∈ E D
K ,ext

if N D
ζ = P D

ζ . In the sequel, when studying the scheme at the quasi-neutral limit (S0),
we assume the quasi-neutrality of the initial conditions (20) and of the boundary
conditions:

P D − N D = 0. (21)

Finally, the scheme (S0) can be rewritten: ∀K ∈ T , ∀n ≥ 0,

m(K )
N n+1

K − N n
K

σt
−

⎪

ζ∈EK

τζ

B(DΨ n+1
K ,ζ ) + B(−DΨ n+1

K ,ζ )

2
DN n+1

K ,ζ = 0, (22a)

−
⎪

ζ∈EK

τζ DΨ n+1
K ,ζ (N n+1

K + N n+1
K ,ζ ) = 0, (22b)

Pn
K − N n

K = 0, (22c)

with the initial conditions (15a), (15b), (15c) and the boundary conditions (17).
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Existence of a solution to the scheme (Sρ) is proved in [4] without any condition
on σt and for all ρ ≥ 0. Moreover, under the hypotheses (15a), (15b), (15c), we
have:

m ≤ N n
K , Pn

K ≤ M,∀n ∈ N.

It means in particular that all the densities are positive.

4.2 Entropy-Dissipation Estimate

In this Section, we establish the discrete counterpart of the entropy-dissipation
inequality (6). As N D , P D and Ψ D are defined on the whole domain, we can set:

u D
K = 1

m(K )

∫

K
u(x)dx, ∀K ∈ T , for u = N , P, Ψ.

Then, for all n ∈ N, the discrete entropy is defined by:

E
n =

⎪

K∈T
m (K )

(
H(N n

K ) − H(N D
K ) − log(N D

K )
(

N n
K − N D

K

))

+
⎪

K∈T
m (K )

(
H(Pn

K ) − H(P D
K ) − log(P D

K )(Pn
K − P D

K )
)

+ ρ2

2

∣
∣
∣Ψ n

M − Ψ D
M

∣
∣
∣
2

1,2,M
,

and the discrete entropy dissipation by:

D
n =

⎪

ζ∈E ,
(K=Kζ )

τζ

[
min

(
N n

K , N n
K ,ζ

) (
Dζ

(
log N n − Ψ n) )2

+ min
(
Pn

K , Pn
K ,ζ

) (
Dζ

(
log Pn + Ψ n) )2

]
,

where the notation
⎪

ζ∈E ,
(K=Kζ )

means a sum over all the edges ζ ∈ E , with K = Kζ

(and therefore ζ is an edge of the cell K ) in the term inside the sum.

Theorem 3 (Discrete entropy-dissipation inequality) Let assume (15a), (15b), (15c)
and let T be an admissible mesh of π satisfying (7) and σt > 0. Then, there exists
KE , not depending on ρ, σt and size(T ), such that, for all ρ ≥ 0, a solution to the
scheme (Sρ), (N n

T , Pn
T , Ψ n

T )0≤n≤NT , satisfies the following inequality:
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E
n+1 − E

n

σt
+ 1

2
D

n+1 ≤ KE , ∀n ≥ 0. (23a)

Furthermore, if N 0 and P0 satisfy the quasi-neutrality assumption (20), we have

NT −1⎪

n=0

σt Dn+1 ≤ KE (1 + ρ2). (23b)

Sketch of the proof We mimic the proof at the continuous level. The scheme on N
(18a) is multiplied by σt (log(N n+1

K − log(N D
K )) and a sum over the control volumes

K ∈ T is achieved. A similar procedure is applied to the scheme on P (18b). Both
terms are summed up and the sums are rearranged in order to use the scheme on Ψ

(18c). In order to let the discrete entropy dissipation appear Dn+1, we crucially use
the discretization by the Scharfetter-Gummel fluxes. In practice, the result is based
on the following properties satisfied by the Scharfetter-Gummel fluxes:

F n+1
K ,ζ D(log N − Ψ )n+1

K ,ζ ≤ − τζ min(N n+1
K , N n+1

K ,ζ )
(

Dζ (log N − Ψ )n+1
)2

,

G n+1
K ,ζ D(log P + Ψ )n+1

K ,ζ ≤ − τζ min(Pn+1
K , Pn+1

K ,ζ )
(

Dζ (log P + Ψ )n+1
)2

.

Moreover, if min(N n+1
K , N n+1

K ,ζ ) ≥ 0 and min(Pn+1
K , Pn+1

K ,ζ ) ≥ 0, we also have

∣∣
∣F n+1

K ,ζ

∣∣
∣ ≤ τζ max(N n+1

K , N n+1
K ,ζ )

∣∣
∣Dζ (log N − Ψ )n+1

∣∣
∣ ,

∣∣∣G n+1
K ,ζ

∣∣∣ ≤ τζ max(Pn+1
K , Pn+1

K ,ζ )

∣∣∣Dζ (log P + Ψ )n+1
∣∣∣ .

4.3 New a Priori Estimates in Order to Get the Compactness

As it is classical in the finite volume framework and especially for elliptic and par-
abolic equations, we want to prove some a priori estimates satisfied by the discrete
solution. In our case, it is crucial to establish a priori estimates which remain satisfied
when ρ ∇ 0. They will be deduced from the bound on the entropy dissipation (23b).

Theorem 4 (A priori estimates satisfied by the approximate solution) Let assume
(15a), (15b), (15c) and let T be an admissible mesh of π satisfying (7) and
σt > 0. We also assume that the initial and boundary conditions satisfy the quasi-
neutrality relations (20) and (21). Then, there exists a constant K F not depending
on ρ, σt and size(T ), such that, for all ρ ≥ 0, a solution to the scheme (Sρ),
(N n

T , Pn
T , Ψ n

T )0≤n≤NT , satisfies the following inequalities:
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NT −1⎪

n=0

σt
⎪

ζ∈E
τζ Dζ Ψ n+1

(
(Dζ Pn+1)2 + (Dζ N n+1)2

)
≤ KF (1 + ρ2), (24a)

NT −1⎪

n=0

σt
⎪

ζ∈E
τζ (Dζ N n+1)2 +

NT −1⎪

n=0

σt
⎪

ζ∈E
τζ (Dζ Pn+1)2 ≤ KF (1 + ρ2), (24b)

NT −1⎪

n=0

σt
⎪

ζ∈E
τζ (Dζ Ψ n+1)2 ≤ KF (1 + ρ2). (24c)

We refer to [4] for the proof of this Theorem. The estimates are obtained suc-
cessively: first, we establish the weak-BV inequality on N and P (24a); then, we
deduce the L2(0, T, H1) estimate on N and P and finally we conclude with the
L2(0, T, H1) estimate on Ψ .

The L2(0, T, H1(π))-estimates on N , P (24b) and Ψ (24c) lead to compactness
in space of the sequences of approximate solutions. The compactness in time is
deduced from estimates on the time translates obtained by reusing the scheme. To
prove the convergence of the numerical method, it remains to pass to the limit in
the scheme and by this way prove that the limit of the sequence of approximate
solutions is a weak solution to (Pρ). It can be done as in [11], but dealing with the
Scharfetter-Gummel fluxes as in [3].

4.4 Some Numerical Experiments

We illustrate now the stability of the fully implicit Scharfetter-Gummel scheme for
all nonnegative values of the rescaled Debye length ρ. Therefore, we consider a one
dimensional test case on π = (0, 1). Initial data are constant N0(x) = P0(x) = 0.5,
∀x ∈ (0, 1). We consider quasi-neutral Dirichlet boundary conditions N D(0) =
P D(0) = 0.1, Ψ D(0) = 0 and N D(1) = P D(1) = 0.9, Ψ D(1) = 4.

Since the exact solution to the problem (Pρ) is not available, we compute a
reference solution on a uniform mesh made of 10240 = 20×29 cells, with time step
σt = 10−6, for different values of ρ2 in [0, 1]. This reference solution is then used to
compute the L1 error for the variables N , P and Ψ . In order to prove the asymptotic
preserving behaviour of the scheme, we compute L1 errors at time T = 0.1 for
different numbers of cells θ = 20 × 2i , i ∈ {0, ..., 8}, with different time steps σt
in [10−5, 10−2] and various rescaled Debye length ρ2 in [0, 1]. Figure 2 presents the
L1 error on the electron density and on the electrostatic potential as functions of σt
for different values of ρ2. It clearly shows the uniform behaviour in the limit ρ ∇ 0
since the convergence rate is of order 1 for all variables even for small values of ρ2,
including zero.
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Fig. 2 Errors in L1 norm as functions of σt , for different values of ρ2
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Fig. 3 Errors in L1 norm as functions of ρ2, for different values of σx

On Fig. 3, we plot the L1 errors as functions of ρ2 for different values of the space
step. We still observe the asymptotic preserving property of the scheme in the limit
ρ ∇ 0. Moreover, the errors are independent of ρ2.

Further numerical experiments (in 2D, with a non-vanishing doping profile,...)
can be found in [4].

5 Conclusion

In this paper, we have first presented some results obtained with Jüngel and Schuch-
nigg on the long time behaviour of a classical scheme for nonlinear diffusion equa-
tions. We have obtained the exponential/polynomial decay of discrete zeroth-order
relative entropies. The proof is based on an entropy method and on discrete func-
tional inequalities. We refer to [10] for further results on first-order entropies (like
the Fisher information).
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On the drift-diffusion system, we have explained how the discrete counterpart
of the entropy method can take part in the proof of convergence of a particular
(but widely used) finite volume scheme. Particularly, it permits to establish that the
considered scheme is asymptotic preserving at the quasi-neutral limit. We refer to
the joint work with Bessemoulin-Chatard and Vignal [4] for the details of the proofs.
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Interpolated Pressure Laws in Two-Fluid
Simulations and Hyperbolicity

Philippe Helluy and Jonathan Jung

Abstract We consider a two-fluid compressible flow. Each fluid obeys a stiffened
gas pressure law. The continuous model is well defined without considering mixture
regions. However, for numerical applications it is often necessary to consider artificial
mixtures, because the two-fluid interface is diffused by the numerical scheme. We
show that classic pressure law interpolations lead to a non-convex hyperbolicity
domain and failure of well-known numerical schemes. We propose a physically
relevant pressure law interpolation construction and show that it leads to a necessary
modification of the pure phase pressure laws. We also propose a numerical scheme
that permits to approximate the stiffened gas model without artificial mixture.

1 Introduction

The numerical simulation of compressible two-fluid flows with Eulerian finite
volume approximation has been widely studied. We refer for instance to [17, 20,
22] and included references. The Eulerian approach is very appealing compared to
Lagrangian front tracking methods because it generally leads to much simpler algo-
rithms. However, one has to circumvent the pressure oscillations that appear at the
two-fluid interface with standard conservative schemes. The lack of accuracy of the
Godunov scheme at contact waves is a well-known issue. It is not only observed in
two-fluid simulations but also in one-fluid simulations when the single fluid satisfies
a complex pressure law [8].
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Another less known aspect of classic two-fluid models is that their hyperbolicity
domain is generally not convex. Thus in some cases, the Godunov scheme is unstable
and fails after only one time iteration.

In this paper we consider the flow of a gas and a liquid modeled by two stiffened
gas equations of state. The pressure law is initially only defined in the pure phases:
the mass fraction of gas ϕ can take only two values ϕ = 0 or ϕ = 1.

For numerical reasons, the pressure law is often interpolated in an artificial mixture
region 0 < ϕ < 1. We show that a naive numerical interpolation always leads to the
non-convexity of the hyperbolicity domain and thus to the instability of the Godunov
scheme.

We then propose two alternative cures to this issue:

1. The construction of a mixture pressure law based on physical and thermodynam-
ical arguments. We are then able to recover a convex hyperbolicity domain. But
we also prove that it is necessary to modify the pressure law of the liquid phase,
which cannot be a simple stiffened gas anymore.

2. For keeping the simplicity of the stiffened gas model, we propose another scheme,
the Random Interface Solver (RIS) [16]. This scheme does not diffuse the mass
fraction profile and allows stable computations of the two-fluid model.

Finally we present some two-dimensional numerical results obtained with the RIS
scheme.

2 Two-Fluid Flows and Godunov Scheme

We consider a two-fluid model (air and liquid water) written as a first order system
of conservation laws

∂t W + ∂x F(W ) = 0. (1)

The space variable is x . The time variable is t . We use the notations ∂t = ∂/∂t ,
∂x = ∂/∂x . The conservative unknowns (x, t) ≥ W (x, t) are

W = (ρ, ρu, ρe, ρϕ)T , (2)

with the density ρ, velocity u, total energy e and mass fraction of gas ϕ. The total
energy e is related to the internal energy ε by

e = ε + 1

2
u2. (3)

The flux of the conservative system is given by

F(W ) = (ρu, ρu2 + p, (ρe + p)u, ρϕu)T . (4)
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The pressure law is of the form

p = P(ρ, ε, ϕ). (5)

If at the initial time t = 0 the mass fraction ϕ takes only two values 0 (pure liquid
phase) and 1 (pure gas phase) then it is also true at any later time. This property implies
that theoretically it is only necessary to provide the pressure laws P(ρ, ε, 0) for the
liquid and P(ρ, ε, 1) for the gas. A classic choice is the stiffened gas pressure law

P(ρ, ε, ϕ) = (γ (ϕ) − 1)ρε − γ (ϕ)π(ϕ), (6)

γ (1) = γ1 > 1, π(1) = π1 = 0, γ (0) = γ2 > 1, π(0) = π2 > 0. (7)

The constants γ1, γ2 and π2 are obtained from physical measurements. For instance,
for air and water, we can take [1]

γ1 = 1.4, γ2 = 3, π2 = 8533 × 105 Pa.

In the following, we consider the properties of system (1)–(6). In short, we call it
the two-fluid model.

In practice, it is difficult to imposeϕ = 0 orϕ = 1 in the numerical approximation.
A widely used possibility (see for instance [2, 11, 17, 20–22]) is to interpolate the
pressure laws parameter γ (ϕ) and π(ϕ) for ϕ ∼]0, 1[.

For the stiffened gas pressure law, the sound speed is given by

c =
√

γ (ϕ)(p + π(ϕ))

ρ
,

we thus obtain that the system (1)–(6) is hyperbolic if W is in the hyperbolicity
domain

Ω = {(ρ, ρu, ρe, ρϕ), ρ ∇ 0, ϕ ∼ [0, 1], p + π(ϕ) ∇ 0} .

The Riemann problem for the two-fluid system consists in solving the following
initial value problem

∂t W + ∂x F(W ) = 0,

W (x, 0) =
{

WL if x < 0,

WR otherwise.

The left and right constant states WL , WR are taken into the hyperbolicity domain
Ω . The solution is self-similar, denoted by

R(WL , WR,
x

t
) = W (x, t).
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It is made of shock waves, rarefaction waves and contact waves, separated by constant
states. It is well known that the solution of the Riemann problem is generally not
unique. In order to reduce the set of solutions, we can for instance consider only
shock waves that satisfy the Lax characteristic criterion. Below, we will also discuss
the Lax entropy criterion.

An essential feature of the two-fluid system is that the Riemann problem admits
a unique global solution that satisfies the Lax characteristic criterion whenever the
left and right initial states are in the hyperbolicity domain Ω . This global solution is
constructed from standard wave parameterization [18]. It is sometimes necessary to
introduce vacuum state in the gas phase (see [2] for details). The solution is not only
theoretical. It can also be computed almost analytically in an efficient way.

The Riemann problem being uniquely solvable, it is then tempting to apply the
Godunov scheme to the two-fluid model with arbitrary initial data.

We consider a sequence of time tn , n ∼ N such that the time step τn = tn+1 − tn
> 0. We consider also a space step h. We define the cell centers by xi = ih. The cell
Ci is the interval ]xi−1/2, xi+1/2[. We consider an approximation

W n
i ≡ 1

h

∫

x∼Ci

W (x, tn)dx .

A time step of the Godunov scheme is made of two stages:

• Step1: Exact resolution starting from approximated cell averages

∂t V + ∂x F(V ) = 0,

V (x, 0) = W n
i , x ∼ Ci .

• Step 2: Averaging of the exact solution

W n+1
i = 1

h

∫

Ci

V (x, τn)dx . (8)

The time marching scheme also admits a finite volume formulation

W n+1
i = W n

i − h

τn

(
Fn

i+1/2 − Fn
i−1/2

)
.

The numerical fluxes are computed from exact solutions of the Riemann problem

Fn
i+1/2 = F(R(W n

i , W n
i+1, 0)).

The time step satisfies a CFL condition

τn ≤ h

2λmax
n

,
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where λmax
n is an upper bound of all the wave speeds in the solutions of the interface

Riemann problems at time tn .
In our application, Step 1 of the Godunov scheme is not a problem if all the W n

i
are in Ω because the Riemann problem admits a unique physically relevant solution
W (x, t) ∼ Ω . Surprisingly, Step 2 is much more problematic when π1 ⇒= π2, because
of the following result [16]:

Theorem 1 Consider the two-fluid system (1)–(6) and suppose a continuous inter-
polation of the pressure law parameters ϕ ≥ γ (ϕ), ϕ ≥ π(ϕ) for ϕ ∼ [0, 1]
satisfying (7). Then, the hyperbolicity set Ω is never convex.

The non-convexity of Ω is a big issue, because even if we have V (x, τn) ∼ Ω

in the averaging formula (8), we cannot conclude that W n+1
i ∼ Ω . In practice it is

possible to construct initial data for which the Godunov scheme fails after only one
iteration [16, 21]. In conclusion, the Godunov scheme applied to the two-fluid model
with π1 ⇒= π2 is generally unstable.

Remark 1 The numerical resolution of the two-fluid model with stiffened gas pres-
sure law has been extensively studied. When the two fluids are perfect gases (when
π1 = π2 = 0) the hyperbolicity set Ω is convex. In this case, the Godunov scheme
is stable. But it often gives very inaccurate results in contact waves. In the literature,
this behavior is called the pressure oscillation phenomenon. Let us emphasize that
the instability of the Godunov scheme for π2 ⇒= π1 and the pressure oscillations
in contact waves are two different and independent shortcomings of the Godunov
scheme applied to two-fluid flows.

Remark 2 A very popular method for avoiding pressure oscillations has been pro-
posed by Abgrall and Saurel in [22]. The method relies on a non-conservative numer-
ical resolution of the transport equation

∂tϕ + u∂xϕ = 0,

and a special interpolation of the pressure law coefficients γ (ϕ), π(ϕ) that ensures
that the pressure and the velocity remain numerically constant in contact waves.
Even if this trick improves the Godunov scheme accuracy, it does not improve the
stability. Indeed, it is possible to show that the hyperbolicity set, expressed in the
non conservative variables

Ω ′ = {(ρ, ρu, ρe, ϕ), ρ ∇ 0, ϕ ∼ [0, 1], p + π(ϕ) ∇ 0}

is also generally not convex. We can also exhibit physical initial state that leads to
the failure of the Abgrall-Saurel scheme after only one iteration [16].

Remark 3 A Lax entropy W ≥ U (W ) ∼ R∪ {+∗} is a strictly convex function of
W associated to an entropy flux W ≥ G(W ) such that the smooth solutions of the
two-fluid model satisfy the additional conservation law
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∂tU (W ) + ∂x G(W ) = 0.

If a system of conservation laws admits a Lax entropy, then from Mock’s theorem
[19], we know that the system is hyperbolic on the domain of U and thus

Ω = DomU =
{

W ∼ R
4, U (W ) < +∗

}
.

Because the domain of a convex function is a convex set, we deduce that the two-fluid
model cannot possess a global Lax entropy.

In conclusion of this section, we have two alternatives for approximating the
two-fluid model in a robust and precise way:

1. We can abandon the stiffened gas pressure law (6) and construct another pressure
law that ensures the convexity of the hyperbolicity set.

2. If we keep the stiffened gas pressure law we have to construct a scheme that is
stable with respect to non-convex hyperbolicity set.

In Sect. 3, we investigate the first possibility, while in Sect. 4 we consider the second.

3 Convex Mixture

In this section, we consider a mixture of a perfect gas and a liquid satisfying the
stiffened gas pressure law. From physical entropy arguments, we construct a mixture
pressure law. This pressure law is naturally associated to a convex Lax entropy of the
two-fluid system. Mock’s theorem then ensures the convexity of the hyperbolicity
set. The construction is split into several steps.

3.1 Construction of an Extensive Mixture Entropy

The pressure law is constructed as follows. First, we consider two fluids indexed by
i = 1 and i = 2 of mass Mi , energy Ei , occupying a volume Vi . We introduce the
specific heat χi of fluid i . Then, for Mi > 0, Vi > 0 and Ei > πi Vi , the entropy
function of fluid i is

Si (Vi , Ei , Mi ) = −χiγi Mi ln Mi + χi (γi − 1)Mi ln Vi + χi Mi ln(Ei − πi Vi ). (9)

For completely rigorous proofs, we have to define the entropies for all (Vi , Ei , Mi ) ∼
R

3. We thus also set

Si (Vi , Ei , 0) = 0, Vi ∇ 0, Ei ∇ πi Vi , (10)
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and

Si (Vi , Ei , 0) = −∗ (11)

in all the other cases. With this definition, Si are concave upper semicontinous (in
short: usc) functions and

DomSi = {(Vi , Ei , Mi ), Vi > 0, Ei > πi Vi , Mi > 0}
∪ {(Vi , Ei , 0), Vi ∇ 0, Ei ∇ πi Vi } . (12)

DomSi are convex cones. In addition, the entropies Si are Positively Homogeneous
function of degree 1 (in short PH1)

∈λ ∇ 0,∈W ∼ R
3, S(λW ) = λS(W ).

We then define the entropy of the immiscible mixture by

S(V, E, M, M1) = sup
V1,E1

(S1(V1, E1, M1) + S2(V − V1, E − E1, M − M1)) .

(13)

This formula is physically justified by the fact that the entropy is an additive quantity
and by the second principle of thermodynamics: the mixture of the two fluids evolves
until it reaches a maximum of entropy. For more details, we refer to [1, 14–16] and
included references. Let us also observe that we do not optimize the mixture entropy
with respect to M1 because we do not consider phase transition between the liquid
and the gas.

From standard convex analysis, it is possible to prove the following result [16]:

Theorem 2 Let S be defined by (13), where S1 and S2 satisfy (9)–(11). Then S is a
PH1 concave and usc function. Its domain is a convex cone given by

DomS = {(V, E, M, M1), V > 0, E > 0, M ∇ M1 ∇ 0}
∪ {(V, E, 0, 0), V ∇ 0, E ∇ 0} . (14)

3.2 Intensive Mixture Entropy and Pressure law

From the extensive PH1 entropy, we can go back to intensive variables. We have the
following relations

ρ = M

V
, τ = 1

ρ
= V

M
, ε = E

M
, ϕ = M1

M
, s = S

M
, σ = S

V
.

We then define the intensive specific entropy
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s(τ, ε, ϕ) = S(τ, ε, 1, ϕ).

From Theorem 2, the specific entropy is a concave function. We define the pressure
p, temperature T and chemical potential λ of the mixture by

T = 1

∂εs
, p = T ∂τ s, λ = T ∂ϕs, (15)

in such a way that

T ds = dε + pdτ + λdϕ.

We can also consider the volumic entropy

σ(ρ, ρε, ρϕ) = S(1, ρε, ρ, ρϕ) = ρs(
1

ρ
,
ρε

ρ
,
ρϕ

ρ
).

In the same way, the volumic entropy is a concave function of (ρ, ρε, ρϕ).
It is then standard [10, 12, 16] to deduce that the quantity

U (W ) = −σ(ρ, ρε, ρϕ), with W = (ρ, ρu, ρε + 1/2ρu2, ρϕ)T ,

is a convex Lax entropy associated to the entropy flux

G(W ) = uU (W ).

Our whole construction ensures that the two-fluid system with the pressure law given
by (15) is necessarily hyperbolic on a convex domain and that this convex domain is
simply the domain of the Lax entropy U .

3.3 Explicit Pressure Law

It is interesting to perform the full computations in order to see how the resulting
pressure P(ρ, ε, ϕ) is different from the interpolated pressure law (6). The compu-
tations are not very difficult but a little bit lengthy. They are rigorously detailed in
[16].

We give the final result. Let us just mention that the same formula can be obtained
by formally assuming pressure and temperature equilibrium between the two phases

p1 = p2, T1 = T2.

The temperatures T1 and T2 of the two stiffened gases are given by the relation
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χi Ti = 1/∂εi si (τi , εi ) = εi − πiτi .

Of course, such equilibrium assumption has no meaning when ϕ = 0 or ϕ = 1
because in this case only one phase is present in the mixture. The entropy optimization
procedure is more rigorous and allows handling the cases ϕ = 0 or ϕ = 1.

We take a density ρ > 0, an internal energy ε > 0. We define the heat capacity
of the mixture by

χ = χ(ϕ) = χ1ϕ + (1 − ϕ)χ2.

We also define the energy fraction of the mixture by

ζ = ζ(ϕ) = χ1ϕ

χ
.

The mixture polytropic parameter is then

γ = γ (ϕ) = ζγ1 + (1 − ζ )γ2.

We also consider the following quantities

δ = −γ2π2, r = (δ + (γ − 1)ρe)2 − 4δ(γ1 − 1)ζρe > 0.

The volume fraction of gas is then given by

α = α(ϕ) = δ + (γ − 1)ρe − ∩
r

2δ
.

1. If 0 < ϕ < 1 then

P(ρ, ε, ϕ) = (γ − 1)ρε − γ (1 − α)π2.

2. If ϕ = 1 then
P(ρ, ε, ϕ) = (γ1 − 1)ρε.

3. If ϕ = 0 then
P(ρ, ε, 0) = max(0, (γ2 − 1)ρε − γ2π2). (16)

The main result of this analysis is that even if the mass of gas vanishes (ϕ = 0) the
remaining liquid does not always obey a pure stiffened gas law. When the energy
is small enough, the liquid pressure vanishes. Intuitively, this means that the liquid
undergoes a cavitation phenomenon. The liquid pressure cannot be negative anymore,
while it was possible in the pressure law (6).

The pressure law obtained with the entropy optimization procedure ensures a
convex hyperbolicity domain. It thus ensures the stability of the Godunov scheme.
However, the pressure law is more complex than the stiffened gas law. For instance,
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in a pure liquid region, the two-fluid model can degenerate to a pressureless Euler
system. This system is known to lead to theoretical and numerical difficulties. In
addition, we have verified in numerical experiments that the pressure oscillation
phenomenon is still present at contact waves. Therefore, we will also propose in the
next section a practical numerical method for solving directly the two-fluid model
with a non-convex hyperbolicity domain.

4 A New Random Interface Solver

In this section, we return to the simple stiffened gas pressure law (6). We define the
hyperbolicity sets in the pure phases

Ω0 = Ω ≤ {ϕ = 0}, Ω1 = Ω ≤ {ϕ = 1}.

These two sets are convex. We consider a numerical initial condition in the pure
phases

∈i, W 0
i ∼ Ω0 ∪ Ω1.

We show how to construct a scheme, the Random Interface Solver (RIS) that satisfies
the stability condition

∈i, ∈n ∇ 0, W n
i ∼ Ω0 ∪ Ω1. (17)

From the literature and the considerations above we know two things:

1. The new scheme cannot be exactly conservative at each time step;
2. If we average the mass fraction on the cells of the initial mesh, we will introduce

a numerical diffusion and certainly pressure oscillations at the interface.

In order to avoid these two pitfalls we will

1. use a random sampling strategy at the interface. It allows avoiding the diffusion
of the mass fraction profile. It is not perfectly conservative, but we can prove that
it is statistically conservative on long times;

2. before the random sampling, we use a Lagrangian conservative finite volume
scheme at the interface. In this Lagrangian step, the mass fraction is not diffused
either.

We now enter into the details of the RIS scheme. Each time step of the scheme is made
of two stages: an Arbitrary Lagrangian Eulerian (ALE) step and a Projection step.
The idea to combine the Glimm’s scheme approach [9] and a Lagrangian scheme
approach was first proposed by Chalons and Goatin in [5]. See also [3, 4, 13].
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4.1 ALE Stage

In the first stage, we allow the cell boundary xi+1/2 to move at velocity ξn
i+1/2. At

the end of the first stage, the cell boundary is

xn+1,−
i+1/2 = xi+1/2 + τnξn

i+1/2.

Integrating the conservation law (1) on the moving cells, we obtain the following
finite volume approximation

hn+1,−
i W n+1,−

i − hW n
i + τn(Fn

i+1/2 − Fn
i−1/2) = 0.

The new size of cell i is given by

hn+1,−
i = xn+1,−

i+1/2 − xn+1,−
i−1/2 = h + τn(ξn

i+1/2 − ξn
i−1/2).

The numerical flux is now of the ALE form

Fn
i+1/2 = F(W n

i+1/2) − ξn
i+1/2W n

i+1/2.

The intermediate state W n
i+1/2 is obtained by the resolution of a Riemann problem

W n
i+1/2 = R(W n

i , W n
i+1, ξ

n
i+1/2).

In practice, R can also be an approximate Riemann solver [16].
Finally, the interface velocity is defined by

ξn
i+1/2 =

{
un

i+1/2 if (ϕn
i − 1/2)(ϕn

i+1 − 1/2) < 0,

0 else.
(18)

The numerical flux is thus a classic Godunov flux in the pure fluid. It is a Lagrangian
numerical flux at the two-fluid interface.

4.2 Projection Step

The second stage of the time step is needed for returning to the initial mesh. We have
to compute on the cells Ci of the initial mesh the averages of W n+1,−

i , defined on the

moved cells Cn+1,−
i =]xn+1,−

i−1/2 , xn+1,−
i+1/2 [. Instead of a standard integral averaging

method, we rather consider a random sampling averaging process. We consider a
pseudo random sequence ωn ∼ [0, 1[ and we perform the following sampling



48 P. Helluy and J. Jung

Fig. 1 Shock-droplet simulation. Density plot. Full view of the computational domain

Fig. 2 Shock-droplet simulation. Density plot. Zoom on the droplet

W n+1
i =


⎪⎪⎛

⎪⎪⎝

W n+1,−
i−1 , if ωn <

ξn
i−1/2τn

h ,

W n+1,−
i , if

ξn
i−1/2τn

h ≤ ωn ≤ 1 + ξn
i+1/2τn

h ,

W n+1,−
i+1 , if ωn > 1 + ξn

i+1/2τn

h .

(19)

A good choice for the pseudo-random sequence ωn is the (k1, k2) van der Corput
sequence. In practice, we consider the (5, 3) van der Corput sequence.
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Fig. 3 Shock-droplet simulation. Density plot. Second zoom on the droplet

Fig. 4 Shock-bubble simulation. Density plot
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Fig. 5 Shock-bubble simulation. First zoom. Density plot

The resulting scheme has the following properties [16]:

• it is stable in the sense of (17);
• it is conservative in a statistical sense;
• it is entropy dissipative in a statistical sense;
• it does not produce spurious oscillations at the two-fluid interface.



Interpolated Pressure Laws 51

Fig. 6 Shock-bubble simulation. Second zoom. Density plot

5 Numerical Results

We can extend the scheme to higher dimensions with dimensional splitting (for more
details we refer to [13]). It is remarkable that the same random number can be used for
one time step in the x and y directions. It is also remarkable that despite dimensional
splitting, the two-dimensional scheme converges towards the right solution without
oscillation. Indeed, since the work of Colella [6], it was generally admitted that
applying the dimensional splitting procedure to the Glimm’s scheme leads to poor
numerical results.

We present in Fig. 1 the results of a two-dimensional shock-droplet simulation.
The initial droplet is a disk. A shock-wave coming from the right of the computational
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domain interacts with the droplet. The computations have been realized thanks to an
OpenCL/MPI implementation of the two-dimensional RIS scheme. For this test case,
we use a cluster of four AMD Radeon HD 7970 GPU. The detailed description of the
test case is given in [13]. We display the droplet after the interaction. We observe that
we are able to capture a sharp interface. The numerical noise is moderate, despite the
random nature of the scheme. Because we use a very fine mesh with 20, 000 × 5, 000
cells, we are able to zoom on small Kelvin-Helmholtz vortices (see Figs. 2 and 3).

We present in Fig. 4 the results of a two-dimensional shock-bubble simulation.
The initial bubble is a disk. A shock wave coming from the left of the computational
domain interacts with the bubble. We display the bubble after that it has been split
by the shock wave. The computations have been realized thanks to an OpenCL/MPI
implementation of the two-dimensional RIS scheme. For this test case, we use a
cluster of ten NVIDIA K20 GPU. The detailed description of the test case is given in
[13]. We use a very fine mesh with 40, 000 × 20, 000 cells. As in the previous test
case, we can zoom in order to observe small details of the split region (see Figs. 5
and 6).

6 Conclusion

We have shown that a widely used two-fluid liquid-gas model has a non-convex
hyperbolicity domain. This non-convexity can lead to the failure of the Godunov
scheme after only one time step. This is true even if the continuous model admits a
perfectly well defined solution that satisfies the Lax characteristic criterion.

We have proposed a modified equation of state for recovering a convex hyperbo-
licity domain. The resulting pressure law is more complicated and is not a stiffened
gas equation of state anymore in the pure liquid, when the gas mass fraction ϕ = 0.

For keeping the simplicity of the stiffened gas equation, we have thus constructed
a finite volume scheme, the RIS scheme, which avoids the numerical diffusion of
the mass fraction. The RIS scheme is based on a Lagrangian finite volume approach
coupled with a random sampling at the interface.

Let us conclude that the construction of a conservative finite volume scheme
that would give accurate results at contact waves for one-fluid or two-fluid general
pressure laws is still an open question.
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An ALE Formulation for Explicit Runge-Kutta
Residual Distribution

Remi Abgrall, Luca Arpaia and Mario Ricchiuto

Abstract We consider the solution of hyperbolic conservation laws on moving
meshes by means of an Arbitrary Lagrangian Eulerian (ALE) formulation of the
Runge-Kutta RD schemes of Ricchiuto and Abgrall (J.Comput.Phys 229, 2010). Up
to the authors knowledge, the problem of recasting RD schemes into ALE frame-
work has been solved with first order explicit schemes and with second order implicit
schemes. Our resulting scheme is explicit and second order accurate when computing
discontinuous solutions.

1 Conservation Laws in Arbitrary Lagrangian Eulerian Form

We start by recalling the ALE formulation of conservation laws, which dates back
to the early eighties due to the contribution of Donea [10].

Assuming that we are given a domain Ω and a field of displacements that brings
every point of the domain from the reference position X to the actual one x(t) and
that this field is governed by an arbitrary given motion law

dx(t)

dt
= σ (x, t), (1)
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Solving Eq. 1 gives back ≥t > 0 the actual configuration through the mapping

A(t) : ΩX ∼ Ωx (t), x = A(X, t) (2)

with the condition A(X, 0) = X. Let the Jacobian matrix of the mapping be JA =
∂x
∂X and assume that JA = det JA ∇= 0, i.e. the mapping A is assumed to be invertible.

The conservation of the scalar u can be stated within a control volume which is
moving following the domain arbitrary mapping of Eq. 2. The differential form of
conservation law in ALE formulation reads in actual coordinates

∂ (JAu)

∂t

∣∣∣
∣

X
+ JA≡ · (f − uσ ) = 0 (3)

with f the flux of u through the borders of the volume. Simple relations can be used
to prove the so called Geometric Conservation Law (GCL)

∂ JA

∂t

∣∣∣∣
X

= JA≡ · σ (4)

Last equation is a constraint the points of the domain have to satisfy during their
arbitrary motion. Using Eq. 4 into Eq. 3 it is possible to obtain a mixed formulation
where the ALE part of the flux is in a quasilinear form

∂u

∂t

∣
∣∣∣

X
+ ≡ · f − σ · ≡u = 0 (5)

2 Residual Distribution for 2D Steady Conservation Laws

The foundations of Residual Distribution (RD) can be traced to the work of [6, 16, 19]
on residual based schemes, and to the fluctuation splitting approach of Roe and co-
workers [20, 21]. Consider the steady limit of the conservation law

∂u

∂t
+ ≡ · f(u) = 0 (6)

Discretize the spatial domain by a triangulationTh , and consider the standard P1 con-
tinuous approximation uh(x, t) = ∑N+1

j=1 ϕ j (x)u j (t) with ϕ j the continuous piece-

wise linear Lagrange basis functions. The RD approximation of Eq. 6 is obtained as

1. On each element K ∈ Th compute the residual

φK =
∫

K
≡ · f(uh) dx =

∫

∂K
f(uh) · n ds (7)
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2. Distribute the residuals to the nodes of the element i, j, k ∈ K

φK
j = βK

j φK ,
∑

j∈K

φK
j = φK (8)

3. Assemble elemental contributions:

|Si | dui

dt
+

∑

K∈Di

φK
i = 0, ≥i ∈ Th (9)

with Di the set of elements sharing node i , an Si the standard median dual cell.
Marching Eq. 9 to steady state one obtains a discrete solution which can be shown
to be an approximation of the weak solution of Eq. 6, see [5].

In practice residual in Eq. 7 can be computed either by contour integration [7, 18],
or by introducing an exact Jacobian mean value linearization so that

φK =
∑

j∈K

k j u j , ki = 1

2
ā · ni (10)

with ni the inward normal to the edge facing node i , scaled by the edge length and

the elemental average of the advective speed ā = 1
|K |

∫
K

∂f(uh)
∂u dx.

3 Genuinely Explicit RK-RD Time Marching Procedure

In the time dependent case we use the Petrov-Galerkin form of RD [3, 12, 14, 17]

∑

K∈Di

∑

j∈K

mK
i j

du j

dt
+

∑

K∈Di

βK
i φK = 0 (11)

with the mass-matrix mK
i j = ∫

K ϕ j wi dx, and with wi = ϕi + γi the RD Petrov-
Galerkin test function. Considering a time step Δt subjected to CFL condition, the
second order explicit RK2-RD schemes of [17] is obtained as:

1. First RK step:
Δu1

Δt
+ e1 = 0, with e1 = e(un). We use the Petrov-Galerkin RD

statement and mass lumping, leading to (Δu1 = u1 − un)

|Si |Δu1

Δt
+

∑

K∈Di

φK
i (un) = 0 (12)
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2. Second RK step:
Δu2

Δt
+ e2 = 0, with e2 = (e(un) + e(u1)/2). We use the

Petrov-Galerkin RD statement, however two different approximations of the
equation are used in the Galerkin part and in the stabilization, namely (Δu2 =
un+1 − un)

∫

Ω

ϕi

(
Δuh

2

Δt
+ ≡ · f2(u

h)

)

dx+
∑

K∈Di

∫

K
γi

(
Δuh

1

Δt
+ ≡ · f2(u

h)

)

dx = 0

(13)
3. Mass lumping is applied to the Galerkin integrals in Eq. 13. This leads to

|Si |
{(Δu2

Δt

)
i − (Δu1

Δt

)
i

}
= −

∑

K∈Di

Φ
RK (2)
i (14)

where

Φ
RK (2)
i =

∑

j∈K

mK
i j

(Δu1

Δt

)
j + 1

2
φK

i (u1) + 1

2
φK

i (un)

4 Residual Distribution Schemes for Moving Grids

In this section we recast the scheme of Eq. 14 in ALE form. ALE formulations of
RD have been proposed in the work of Michler and Deconinck [15], who achieved
first order with an Explicit Euler time integrator, and later Dobes and Deconinck (see
e.g. [8]) who moved to high order time approximation (BDF, Crank Nicholson), thus
obtaining second order of accuracy. The aim of this work is to obtain a numerical
solution with second order of accuracy using a faster explicit Runge Kutta time
integrator.

4.1 Explicit Euler Time Stepping

We start from the stabilized Finite Element approximation of ALE Eq. 3, discretized
in time with Explicit Euler (EE):

Δ

Δt

∫

Ω(t)
wi u

h dx +
∫

Ω(t⇒)
wi≡ · (

f(un
h) − σ ⇒

h un
h

)
dx = 0 (15)

Imposing a uniform flow, the discrete counterpart of Eq. 4 arises from the above
approximation and it is referred to as Discrete Geometric Conservation Law (DGCL).
The satisfaction of the DGCL is very important when numerically solving PDEs
in ALE form [11, 13]. In [8] the problem is closed substituting directly the GCL
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condition Eq. 4, discretized with the same time integrator used for the PDEs (in this
case EE), into the ALE flux part of Eq. 15. In such a way, when a uniform flow
is imposed, the volume variation within the time step is exactly balanced by an
equal term. This tecnique could be employed for every time approximation, even
the more complex, provided that the Geometric Source Term arising from the above
substitution is discretized with the same time scheme which we use for the PDEs.
Here instead we follow Farhat [11, 13] which shows that by choosing σ ⇒

j = (xn+1
j −

xn
j )/Δt , and by setting t⇒ = tn+1/2, most single step time discretizations satisfy

naturally the DGCL condition. In our case if a uniform flow is imposed one gets

∫

Ωn+1
h

wi dx −
∫

Ωn
h

wi dx = Δt
∫

Ω
n+1/2
h

wi≡ · σ ⇒
h dx (16)

which is in fact an identity for P1 interpolation. This identity, and the properties of
the P1 basis functions, can be used to prove

∫

Ωn+1
wi u

h dx −
∫

Ωn
wi u

h dx =

=
∫

Ωn+1/2
wi

(
un+1

h − un
h

)
dx + Δt

∫

Ωn+1/2
wi

(
un+1

h + un
h

)

2
≡ · σ ⇒

h dx (17)

Substituting this expression in Eq. 15 we end with

∫

Ωn+1/2

(
1 + Δt

2
≡ · σ ⇒

h

)
wi

(
un+1

h − un
h

)
dx +

+ Δt
∫

Ωn+1/2
wi

(≡ · f(un
h) − σ ⇒

h · ≡un
h

)
dx = 0 (18)

Lumping the mass matrix, recalling that ≡ · σ ⇒
h

∣∣
K is constant in the P1 case, and

using the analogy with Residual Distribution method on the right-handside, we get

∑

K∈Di

(
1 + Δt

2
≡ · σ ⇒

h

) |K n+1/2|
3

(
un+1

i − un
i

)
= −Δt

∑

K∈Di

βK
i φK (

un
h

)

The final algorithm reads

|S̃n+1/2
i |
Δt

(
un+1

i − un
i

)
= −

∑

K∈Di

βK
i φK (

un
h

)
(19)

where the median dual cell area that appears in Eq. 9 is evaluated at the midpoint
configuration, and modified to take into account the grid distortion as follows
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|S̃n+1/2
i | =

∑

K∈Di

(
1 + Δt

2
≡ · σ ⇒

h

) |K n+1/2|
3

(20)

The DGCL is satisfied by construction. Note that, due to the extra term σ ⇒
h · ≡uh in

Eq. 18, the ki parameter used to evaluate φK (cf. Eq. 10) is modified as

ki = 1

2
(ā − σ̄ ) · ni (21)

4.2 Two-Stage RK-RD Time Stepping

The extension of scheme of Eq. 14 has to be done carefully to preserve the DGCL.
The problem is related to the balance of the different time increments used in the
stabilization and Galerkin parts. To handle this, we use for the stabilization term the
nonconservative ALE form Eq. 5. Proceeding as in Sects. 3 and 4.1 we have:

1. First RK step: It is the EE of Eq. 19 with linearized residuals and geometry com-
puted at midpoint configuration, and ki modified according to Eq. 21.

2. Second RK step: The discretization of the Galerkin part writes

Δ

Δt

∫

Ω(t)
ϕi u

h
2 dx +

∫

Ωn+1/2
ϕi≡ ·

(
f(uh) − σ ⇒

huh
)

2
dx (22)

For the stabilization term instead we use

∑

K∈Di

∫

K n+1/2
γi

Δuh
1

Δt
dx+

∑

K∈Di

∫

K n+1/2
γi

(
≡ · f(uh)n − σ ⇒

h · ≡uh
)

2
dx (23)

both the parts satisfy the DGCL condition by construction.
3. We use Eq. 17, mass lump the Galerkin integrals, and sum up the two terms to get

|S̃n+1/2
i |

{(Δu2

Δt

)
i − (Δu1

Δt

)
i

}
= −

∑

K∈Di

Φ
RK (2)
i (24)

with

Φ
RK (2)
i =

∑

j∈K

mK
i j

(Δu1

Δt

)
j + 1

2
φK

i (u1) + 1

2
φK

i (u2)

Besides the modified definition of the ki parameters and of the median dual area, the
final scheme is formally identical to the original one.



An ALE Formulation for Explicit Runge-Kutta Residual Distribution 63

X

Y

-4.5

-4

-3.5

-3

-2.5

-2

-1.5

-2.5 -2.4 -2.3 -2.2 -2.1 -2 -1.9 -1.8 -1.7 -1.6

lo
g|

|ε
|| L

2

log h

RK2-GL LDA-N

1st order
2nd order

p=1.5
EUL
ALE

Fig. 1 Vortex advection. Mesh deformation (left) and grid convergence (right)

5 Application to the Perfect Gas Euler Equations

We tets the proposed ALE formulation on the perfect gas Euler equations. We have
used the non-linear LDA-N distribution scheme. We refer to [1, 2, 4, 17] for details
concerning this scheme, and for the implementation of RD for systems.

5.1 Advection of a Vortex

We measure the accuracy of the scheme on the advection of a constant density vortex
(see [9] for details). The mapping of Eq. 2 is defined according to (cf. Fig. 1)

x = X + sin(aπ X) sin(bπY )(c sin(dπ t/tmax, e sin( f π t/tmax)))

We can see from the right picture on Fig. 1 that the expected order of accuracy is
achieved both in the fixed mesh and ALE framework.

5.2 Wind Tunnel with Wall Def lection

We consider a simple application involving moving boundaries. We have a 2D chan-
nel [2 × 1] with an hinge on the lower surface placed at x = 0.25. This hinge allows
a rigid deflection of the lower wall of an angle α governed by the motion law

{
α(t) = αmax

(
1 − e−t/τ

)
t ≤ tswitch

α(t) = αmax − 2αmax
(
1 − e−(t−tswitch)/τ

)
t > tswitch

(25)

The Mach number at the inlet is M = 3.
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Fig. 2 Mach 3 wind tunnel with a deflecting wall. Density isolines

The flow shows two stable configurations. The first is a regular shock reflection
on the upper wall (t ∪ 1.2), the second is a supersonic Prandtl-Mayer expansion
(t ∪ 2.5). In between these two states, the flow shows a transient with the formation
and shedding of complex interacting shocks, which are sharply and monotonically
captured by our scheme (Fig. 2).
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Gradient Schemes for an Obstacle Problem

Yahya Alnashri and Jerome Droniou

Abstract The aim of this work is to adapt the gradient schemes, discretisations of
weak variational formulations using independent approximations of functions and
gradients, to obstacle problems modelled by linear and non-linear elliptic variational
inequalities. It is highlighted in this paper that four properties which are coercivity,
consistency, limit conformity and compactness are adequate to ensure the conver-
gence of this scheme. Under some suitable assumptions, the error estimate for linear
equations is also investigated.

1 Introduction

We are interested in obstacle problems formulated as linear and non-linear ellip-
tic variational inequalities and their approximate solutions obtained by gradient
schemes. In what follows, ∂ is an open bounded subset of R

d . The problem we
consider is

(−div(ρ(x, ū)≥ū) − f (x))(g(x) − ū(x)) = 0, x ∼ ∂, (1a)

ū(x) ∇ g(x), x ∼ ∂, (1b)

div(ρ(x, ū)≥ū) + f (x) ≡ 0, x ∼ ∂, (1c)

ū(x) = 0, x ∼ ω∂, (1d)
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under the following assumptions:

ρis a Caratheodory function from ∂ × R to Sd(R)

(the set of d × d symmetric matrices) such that, (2a)

for a.e. x ∼ ∂ and all s ∼ R,ρ(x, s) has eigenvalues in (π, π) ⊂ (0,+⇒),

f ∼ L2(∂), g ∼ H1(Γ) and σ (g) ≡ 0 on ω∂. (2b)

Under these assumptions, the weak formulation of Problem (1a–1d) is written

Find ū ∼ K = {v ∼ H1
0 (∂) : v ∇ g in ∂} such that, ∀v ∼ K,∫

Γ

ρ(x, ū)≥ū(x) · ≥(ū(x) − v(x))dx ∇
∫

Γ

f (x)(ū(x) − v(x))dx .
(3)

Note that K is a non-empty set since v = min(0, g) ∼ K .
Variational inequalities with different boundary conditions have been employed

to model several physical problems, such as lubrication phenomena and seepage of
liquid in porous media (see [7] and references therein). Mathematical theories asso-
ciated to existence, uniqueness and stability of the solution of obstacle problems have
been extensively developed (see [4, 9], for example). From the numerical perspec-
tive, Herbin and Marchand [8] showed that if ρ ∪ Id the solution of the 2-points
finite volume scheme converges in L2(Γ) to the unique solution as the size mesh
tends to zero. Under H2 regularity conditions on the exact solution they provide
O(h) error estimate. This 2-points finite volume method, however, requires grids
to satisfy a strong orthogonality assumption. Under a number of assumptions, Falk
[6] underlines that the convergence estimate of finite elements method is of order h.
Both schemes are only applicable for ρ ∪ Id in Problem (1a–1d).

Our goal in this paper is to use gradient schemes to construct a general formulation
of several discretisations of Problem (3). The gradient scheme has been developed to
analyse the convergence of numerical methods for diffusion equations (see [3, 5]).
Furthermore, Droniou et al. [3] noticed that this framework contains various methods
such as Galerkin and some MPFA schemes.

This paper is arranged as follows. In Sect. 2, we present the definitions of some
concepts, which are necessary to construct gradient schemes and to prove their con-
vergence. In Sect. 3, we give an error estimate and a convergence proof in the linear
case. Since we deal here with nonconforming schemes, the technique used in [6]
is not useful to obtain error estimates. Although we use a similar technique as in
[5], dealing with variational inequalities in this nonconforming setting requires us to
establish new preliminary estimates, which modify the final error estimate. Finally,
Sect. 4 is devoted to prove a convergence result for non-linear equations. Numerical
experiments will be the purpose of a future work.
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2 Gradient Discretisation and Gradient Schemes

Gradient schemes are based on gradient discretisations, which consist of discrete
spaces and mappings, and provide a general formulation of different numerical
methods. Except for the definition of consistency, the definitions presented here
are the same as in [3].

Definition 1 A gradient discretisation D for homogeneous Dirichlet boundary con-
ditions is defined by a triplet D = (XD ,0,ξD ,≥D ), where

1. the set of discrete unknowns XD ,0 is a finite dimensional vector space of R,
2. the linear mapping ξD : XD ,0 −∗ L2(∂) gives the reconstructed function,
3. the linear mapping ≥D : XD ,0 −∗ L2(∂)d gives a reconstructed discrete gra-

dient, which must be defined such that ∈ · ∈D := ∈≥D · ∈L2(∂)d is a norm on
XD ,0.

Throughout this paper, D is a gradient discretisation in the sense of Definition 1. The
gradient scheme associated to D for Problem (3) is given by

[c]Find u ∼ KD = {v ∼ XD ,0 : βDv ∇ g in ∂} such that, ∀v ∼ KD ,∫

Γ

ρ(x, βDu(x))≥Du(x) · ≥D (u − v)(x)dx ∇
∫

∂

f (x)βD (u − v)(x)dx .
(4)

Definition 2 (Coercivity, consistency, limit-conformity and compactness) Let CD
be the norm of linear mapping βD , defined by

CD = max
v∼XD,0\{0}

∈ξDv∈L2(Γ)

∈≥Dv∈L2(Γ)d
. (5)

A sequence (Dm)m∼N is called coercive if there exits CP ∼ R+ such that CDm ∇ CP

for all m ∼ N.
We say that a sequence (Dm)m∼N is consistent if, for all Ψ ∼ K , lim

m∗⇒ SDm (Ψ) = 0,

where SD : K −∗ [0,+⇒) is defined by

∀Ψ ∼ K , SD (Ψ) = min
v∼KD

(∈βDv − Ψ∈L2(Γ) + ∈≥Dv − ≥Ψ∈L2(Γ)d ). (6)

A sequence (Dm)m∼N is called limit-conforming if lim
m∗⇒ WDm (Ψ) = 0 for all

Ψ ∼ Hdiv(∂), where WD : Hdiv(∂) −∗ [0,+⇒) is defined by

∀Ψ ∼ Hdiv(∂), W (Ψ) = sup
v∼XD,0\{0}

∣∣
∣
∫

Γ

(≥Dv · Ψ + βDv · div(Ψ))dx
∣∣
∣

∈≥Dv∈L2(Γ)d
. (7)
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A sequence (Dm)m∼N is called compact if, for any sequence (um)m∼N with um ∼
KDm and such that (∈um∈Dm )m∼N is bounded, the sequence (∈βDm um∈L2(Γ))m∼N
is relatively compact in L2(Γ).

3 Convergence and Error Estimate in the Linear Case

We consider here ρ(x, u) = ρ(x). Based on the previous properties, we give an error
estimate that requires div(ρ≥ū) ∼ L2(Γ). We note that Brezis and Stampacchia [1]
establish an H2 regularity result on ū under proper assumption on the data. If we
further assume that χ is Lipschitz-continuous, then div(ρ≥ū) ∼ L2(Γ).
In what follows, we define the interpolant PD : K −∗ KD as follows

PDΨ = arg min
v∼KD

(∈ξDv − Ψ∈L2(Γ) + ∈≥Dv − ≥Ψ∈L2(Γ)d ). (8)

Theorem 1 (Error estimate) Under Assumptions (2a), (2b), let ū ∼ K be the solution
to Problem (1a–1d) and let D = {x ∼ Γ : ū(x) = g(x)}. If we assume that D
is a gradient discretisation and KD is a non-empty set, then there exists a unique
solution u ∼ KD to the gradient scheme (4). Moreover, if div(ρ≥ū) ∼ L2(Γ) then
this solution satisfies the following inequalities:

∈≥Du − ≥ū∈L2(Γ)d ∇
√

2

π
ED (ū) + 1

π2 [WD (ρ≥ū) + πSD (ū)]2 + SD (ū), (9)

∈ξDu − ū∈L2(Γ) ∇ CD

√
2

π
ED (ū) + 1

π2 [WD (ρ≥ū) + πSD (ū)]2 + SD (ū), (10)

in which ED (ū) =
∫

D
(div(ρ≥ū) + f )(ū − βD (PD ū))dx.

Remark 1 Note that |ED (ū)| ∇ ∈div(ρ≥ū) + f ∈L2(Γ)∈ū − βD (PD ū)∈L2(Γ).

Proof The techniques used in [5] and [7] will be followed in this proof.
Since KD is a closed convex set, we can apply Stampacchia’s theorem which

states that there exists a unique solution to Problem (4).
Under the assumption that div(ρ≥ū) ∼ L2(Γ), we note that ρ≥ū ∼ Hdiv(Γ).

For any v ∼ XD ,0, replacing Ψ with ρ≥ū in the definition of limit conformity (7)
therefore implies

∫

Γ

≥Dv · ρ≥ūdx +
∫

Γ

ξDv · div(ρ≥ū)dx ∇ ∈≥Dv∈L2(Γ)d WD (ρ≥ū). (11)
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It is obvious that
∫

Γ

βD (u − PD ū)div(ρ≥ū)dx =
∫

Γ

(ξDu − g)(div(ρ≥ū) + f )dx

+
∫

Γ

(g − ξD (PD ū))(div(ρ≥ū) + f )dx

−
∫

Γ

(ξDu − ξD (PD ū)) f dx .

Using (1a–1d) and u ∼ KD , we obtain
∫

Γ

(ξDu − g)(div(ρ≥ū) + f )dx ∇ 0, so

that
∫

Γ

ξD (u − PD ū)div(ρ≥ū)dx ∇
∫

Γ

(g − ξD (PD ū))(div(ρ≥ū) + f )dx

−
∫

Γ

(ξDu − ξD (PD ū)) f dx

=
∫

Γ

(g − ū)(div(ρ≥ū) + f )dx

+
∫

Γ

(ū − ξD (PD ū))(div(ρ≥ū) + f )dx

−
∫

Γ

(ξDu − ξD (PD ū)) f dx .

It follows, since ū is the solution to Problem (1a–1d),

∫

Γ

βD (u − PD ū)div(ρ≥ū)dx ∇
∫

Γ

(ū − ξD (PD ū))(div(ρ≥ū) + f )dx

−
∫

Γ

(ξDu − ξD (PD ū)) f dx .

Because div(ρ≥ū) + f = 0 in Γ \ D, the above inequality becomes

∫

Γ

ξD (u − PD ū)div(ρ≥ū)dx ∇
∫

D
(ū − ξD (PD ū))(div(ρ≥ū) + f )dx

−
∫

Γ

(ξDu − ξD (PD ū)) f dx .

Using the definition of ED (ū), one has

∫

Γ

ξD (PD ū − u)div(ρ≥ū)dx ≡ −ED (ū) −
∫

Γ

ξD (PD ū − u) f dx .

From this inequality and setting v = PD ū − u ∼ XD ,0 in (11), we obtain
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∫

Γ

≥D (PD ū − u) · ρ≥ūdx −
∫

Γ

f βD (PD ū − u)dx ∇ ED (ū)

+∈≥D (PD ū − u)∈L2(Γ)d WD (ρ≥ū).

Since u is the solution to Problem (4), we get

∫

Γ

ρ≥D (PD ū −u) · [≥ū −≥Du]dx ∇ ∈≥D (PD ū −u)∈L2(Γ)d WD (ρ≥ū)+ ED (ū)

and, thanks to the definition of PD , we obtain

π∈≥D (PD ū) − ≥Du∈2
L2(Γ)d

∇ ∈≥D (PD ū) − ≥Du∈L2(Γ)d [WD (ρ≥ū) + πSD (ū)] + ED (ū).

Applying Young’s inequality leads to

∈≥D (PD ū) − ≥Du)∈L2(Γ)d ∇
√

2

π
ED (ū) + 1

π2 [WD (ρ≥ū) + πSD (ū)]2

and, from ∈≥D (PD ū) − ≥ū∈ ∇ SD (ū), Estimate (9) is achieved. Using (5), we
obtain

∈βD (PD ū − u)∈L2(Γ) ∇ CD

√
2

π
ED (ū) + 1

π2 [WD (ρ≥ū) + πSD (ū)]2

which shows that (10) holds, owing to ∈βD (PD ū) − ū∈L2(Γ) ∇ SD (ū). ∩≤
Remark 2 It can be seen in [5] that for most gradient schemes based on meshes,
WD and SD are O(h) (where h is the mesh size) if ū ∼ H2(Γ) ∀ H1

0 (Γ) and ρ

is Lipschitz-continuous. In these cases, Theorem 1 gives an O(
⊂

h) error estimate.
Given that div(ρ≥ ū) + f = 0 outside D and u = g on D, there is potential, if g is
constant or smooth, for the interplant PD to give a better approximation of ū on D.
The term ū −βD (PD ū) therefore may be much lower on D than SD (ū). This means
that ED is expected to be lower than O(h) and therefore that the error estimate could
be indeed better than O(

⊂
h) in practice.

From the above theorem, we can obtain the following convergence of the scheme.

Corollary 1 (Convergence) Let (Dm)m∼N be a sequence of gradient discretisation
which is coercive, consistent and limit-conforming. Let ū be the exact solution to
Problem (3). Assume that KDm is a non-empty set for any m ∼ N. If um ∼ KDm is
the solution to gradient scheme (4), then ξDm um converges strongly to ū in L2(Γ)

and ≥Dm um strongly converges in L2(Γ)d to ≥ū.

Remark 3 It is noted that the convergence proof and error estimate for linear equa-
tions are obtained without using compactness property.
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4 Convergence in Non-Linear Case

In this section, we study the convergence of non-linear case written as Problem
(1a–1d). Such this non-linear equation can be seen in the seepage problems
(see [10]).

Theorem 2 (Convergence) Under Hypotheses (2a), (2b), let (Dm)m∼N be a sequence
of gradient discretisations, which is coercive, consistent, limit-conforming and com-
pact, and such that KDm is a non-empty set for any m. Then, for any m ∼ N, the
gradient scheme (4) has at least one solution um ∼ KDm and, up to a subsequence,
βDm um converges strongly in L2(Γ) to a weak solution ū of Problem (3), and
≥Dm um strongly converges in L2(Γ)d to ≥ū.

Proof We follow here the same approach used in [3].
Define the mapping T : v −∗ u where for any v ∼ XD ,0, u ∼ KD is defined as

the solution to

for all w ∼ KD ,

∫

Γ

ρ(x,βDv)≥Du · ≥D (u − w)dx ∇
∫

∂

f βD (u − w)dx .

That is u is the solution to the variational inequality with the non-linearity in ρ frozen
to v. There is only one such u, so the mapping T is well defined, and it is clearly
continuous from XD ,0 into XD ,0. Since it sends all of XD ,0 inside a fixed ball of this
space (see estimate to follow), Brouwer’s theorem ensures the existence of a fixed
point u = T (u), which is a solution to the non-linear variational inequality.

Let Ψ ∼ K . Thanks to the consistency, we can choose vm ∼ KDm defined as
vm = PDm Ψ (see (8)). Setting u := um and v := vm ∼ KDm in (4) and applying the
Cauchy-Schwarz inequality, we deduce

π∈≥Dm um∈2
L2(Γ)d ∇ ∈ f ∈L2(Γ)(∈βDm um∈L2(Γ) + ∈βDm vm∈L2(Γ))

+π∈≥Dm vm∈L2(Γ)d ∈≥Dm um∈L2(Γ)d .
(12)

Since ∈vm∈Dm is bounded, (12) can be written as

∈≥Dm um∈L2(Γ)d ∇ C

in which C > 0 is constant. Using Lemma 1.13 in [2] (see also the proof of Theorem
3.5 in [3]), there exists a subsequence, still denoted by (Dm)m∼N, and ū ∼ H1

0 (Γ),
such that ξDm um converges weakly to ū in L2(Γ) and ≥Dm um converges weakly to
≥ū in L2(Γ)d . Since um ∼ KDm , passing to the limit in ξDm um ∇ g shows that ū is
in K . Using the compactness hypothesis, we see that the convergence of βDm um to ū
is actually strong in L2(Γ). Up to another subsequence, we can therefore assume that
this convergence is also true almost everywhere. To complete the proof, it remains
to prove the strong convergence of ≥Dm um and that ū is the solution to (3).
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It is classical that if Um ∗ U in L2(Γ)d , then ∈U∈L2(Γ)d ∇ lim inf
m−∗⇒ ∈Um∈L2(Γ)d .

Using the positiveness of ρ, the strong convergence of βDm um to ū and the weak
convergence of ≥Dm um to ≥ū, we can adapt the proof of this classical result to see
that

∫

Γ

ρ(x, ū)≥ū · ≥ūdx ∇ lim inf
m−∗⇒

∫

Γ

ρ(x,βDm um)≥Dm um · ≥Dm umdx . (13)

Thanks to the consistency of the gradient discretisations, ξDm (PDm Ψ) −∗ Ψ

strongly in L2(Γ) and ≥Dm (PDm Ψ) −∗ ≥Ψ strongly in L2(Γ)d . This later conver-
gence and the a.e. convergence of ρ(.,βDm um) show that ρ(·,βDm um)≥Dm (PDm Ψ)

converges to ρ(·, ū)≥Ψ in L2(Γ). Using (13) and the fact that um is a solution to
(4), we get

∫

Γ

ρ(x, ū)≥ū · ≥ūdx ∇ lim inf
m−∗⇒

[ ∫

Γ

f ξDm (um − PDm Ψ)dx

+
∫

Γ

ρ(x,βDm um)≥Dm um · ≥Dm (PDm Ψ)dx
]

=
∫

Γ

f (ū(x) − Ψ(x)) +
∫

Γ

ρ(x, ū)≥ū(x) · ≥Ψ(x)dx .

This shows that ū is a weak solution to (3). Now, we prove the strong convergence
of the discrete gradients. For a given vm ∼ KDm , we have

0 ∇ lim sup
m−∗⇒

π∈≥Dm um − ≥ū∈2
L2(Γ)d

∇ lim sup
m−∗⇒

∫

Γ

ρ(x,βDm um)(≥Dm um − ≥ū)(≥Dm um − ≥ū)dx

∇ lim sup
m−∗⇒

[ ∫

Γ

f ξDm (um − vm)dx +
∫

Γ

ρ(x,βDm um)≥ū · ≥ūdx

−2
∫

Γ

ρ(x,βDm um)≥Dm um · ≥ūdx +
∫

Γ

ρ(x,βDm um)≥Dm um · ≥Dm vmdx
]

since um is a solution to (4). Choosing vm = PDm ū in this inequality and passing to
the limit leads to lim sup

m−∗⇒
∈≥Dm um − ≥ū∈L2(Γ)d ∇ 0 and concludes the proof. ∩≤
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The Complete Flux Scheme in Cylindrical
Coordinates

M. J. H. Anthonissen and J. H. M. ten Thije Boonkkamp

Abstract We consider the complete flux (CF) scheme, a finite volume method
(FVM) presented in [3]. CF is based on an integral representation for the fluxes,
found by solving a local boundary value problem that includes the source term. It
performs well (second order accuracy) for both diffusion and advection dominated
problems. In this paper we focus on cylindrically symmetric conservation laws of
advection-diffusion-reaction type.

1 Introduction

We consider a stationary conservation law of advection-diffusion-reaction type, viz.

≥ · (uϕ − ε≥ϕ) = s, (1)

where u is a mass flux or (drift) velocity, ε ∼ εmin > 0 a diffusion coefficient, and
s a source term describing, e.g., chemical reactions or ionization. The unknown ϕ is
then the mass fraction of one of the constituent species in a chemically reacting flow
or a plasma [2]. The parameters ε and s are usually (complicated) functions of ϕ

whereas the vector field u has to be computed from (flow) equations corresponding
to (1). However, for the sake of discretization, we will consider these parameters as
given functions of the spatial coordinates.

Associated with Eq. (1) we introduce the flux vector f , defined by f := uϕ−ε≥ϕ.
Consequently, Eq. (1) can be concisely written as ≥ · f = s. Integrating this equation
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over a fixed domain Ω and applying Gauss’s theorem we obtain the integral form of
the conservation law, i.e.,

∮

Γ

(f, n) d S =
∫

Ω

s dV, (2)

where n is the outward unit normal on the boundary Γ = ∂Ω . In the FVM [1]
we cover the domain with a finite number of disjunct control volumes or cells and
impose the integral form (2) for each of these cells.

For cylindrical coordinates (r, θ, z), we assume cylindrical symmetry, i.e., ϕ =
ϕ(r, z) and f = fr (r, z)er + fz(r, z)ez . Equation (1) becomes

1

r

∂

∂r
(r fr ) + ∂

∂z
( fz) = 1

r

∂

∂r

(
r

(
urϕ − ε

∂ϕ

∂r

))
+ ∂

∂z

(
uzϕ − ε

∂ϕ

∂z

)
= s. (3)

We choose a uniform tensor product grid with coordinates (ri , z j ) and grid spacings
Δr and Δz. A control volume is the cylindrical shell Ωi, j = [ri− 1

2
, ri+ 1

2
]×[0, 2π)×

[z j− 1
2
, z j+ 1

2
]. The surface integral of the flux over the boundary Γi, j = ∂Ωi, j con-

tains four terms and is given by

∮

Γi, j

(f, n) d S =
∫

r=r
i+ 1

2

fr d S −
∫

r=r
i− 1

2

fr d S +
∫

z=z
j+ 1

2

fz d S −
∫

z=z
j− 1

2

fz d S,

(4)
where for example r = ri+ 1

2
denotes the interface {ri+ 1

2
}× [

0, 2π
)× [

z j− 1
2
, z j+ 1

2

]
,

and likewise for all other interfaces. All integrals on the right hand side are approxi-
mated by the midpoint rule. Taking (2) for Ω = Ωi, j and approximating the volume
integral for s with the midpoint rule too, we obtain the discrete conservation law

(
ri+ 1

2
Fr,i+ 1

2 , j −ri− 1
2

Fr,i− 1
2 , j

)
Δz+ri

(
Fz,i, j+ 1

2
−Fz,i, j− 1

2

)
Δr = ri si, j Δr Δz, (5)

where Fr,i+ 1
2 , j is the numerical flux approximating fr (ri+ 1

2
, z j ) and likewise for

Fz,i, j+ 1
2
. The FVM has to be completed with expressions for the numerical flux. The

derivation of expressions for the numerical flux is detailed in the next sections.

2 Integral Representation of the Flux

In this section we derive the r -component of the flux in polar coordinates by solving
a local one-dimensional problem. To determine an integral relation for the flux fr :=
urϕ − ε

dϕ
dr at r = ri+ 1

2
, we consider the one-dimensional model BVP:
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d

dr
(r fr ) = rs, ri < r < ri+1, ϕ(ri ) = ϕi , ϕ(ri+1) = ϕi+1. (6)

We assume ur ∇= 0, ε > 0 and s to be sufficiently smooth functions of r .
We introduce the variables U , D, a, A and S by

U := rur , D := εr, a := U

D
, A :=

∫ r

r
i+ 1

2

a(ρ) dρ, S :=
∫ r

r
i+ 1

2

ρ s(ρ) dρ,

(7)
and integrate (6) from the cell boundary ri+ 1

2
to r ≡ (ri , ri+1) to find the integral

relation r fr −(r fr )i+ 1
2

= S. Then we rewrite the flux in terms of its integrating factor,

viz. fr = −ε eA d
dr

(
e−A ϕ

)
, substitute it in the integral relation and subsequently

integrate over the interval (ri , ri+1), to arrive at the following expression

(r fr )i+ 1
2

= e−Ai ϕi − e−Ai+1ϕi+1

〈D−1, e−A⇒⎪ ⎛⎝ ⎞
(r f hom

r )i+ 1
2

−〈D−1S, e−A⇒
〈D−1, e−A⇒⎪ ⎛⎝ ⎞
(r f inh

r )i+ 1
2

. (8)

Here we have used the inner product 〈 f, g⇒ := ⎠ ri+1
ri

f g dr . In (8) we have introduced

the homogeneous flux f hom
r and the inhomogeneous flux f inh

r . Note that the fluxes
correspond to the advection-diffusion operator and the source term, respectively.

Using A′ = a, we find by straightforward evaluation 〈a, e−A⇒ = e−Ai − e−Ai+1

and 〈a, 1⇒ = Ai+1 − Ai . Now, we can write the homogeneous flux as

⎧
r f hom

r

⎨

i+ 1
2

= 〈a, e−A⇒/〈a, 1⇒
〈D−1, e−A⇒

⎧
B

( − 〈a, 1⇒)ϕi − B
(〈a, 1⇒)ϕi+1

⎨
, (9)

with B(x) := x
ex −1 . Note that expression (9) for the homogeneous flux is exact. No

approximations have been made so far. If both U and ε are constant, we have

A = U

ε
ln

⎩
r

ri+ 1
2

)

, 〈a, 1⇒ = U

ε
ln

(
ri+1

ri

)
, 〈D−1, e−A⇒ = 1

U
〈a, e−A⇒, (10)

and (9) reduces to the constant coefficient flux

⎧
r f hom

r

⎨

i+ 1
2

= ε

ln (ri+1/ri )

⎧
B(−P)ϕi − B(P)ϕi+1

⎨
, P := U

ε
ln

(
ri+1

ri

)
.

(11)
Here we have introduced the Péclet number P .
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Let us now consider the inhomogeneous flux. We first consider the general case,
so nonconstant U and ε. The denominator in (8) for

(
r f inh

)
i+ 1

2
can be written as

〈D−1, e−A⇒ = 〈 a

U
, e−A⇒ = 1

U∪ 〈a, e−A⇒ = − 1

U∪ e−Ai
⎧

e−〈a,1⇒ − 1
⎨

, (12)

where U∪ = U (ξ) for some unknown ξ ≡ (ri , ri+1). For the numerator in (8), we
substitute the expression for S and change the order of integration, viz.

〈D−1S, e−A⇒ = −
∫ r

i+ 1
2

ri

∫ ρ

ri

D(r)−1e−A(r) dr ρ s(ρ) dρ

+
∫ ri+1

r
i+ 1

2

∫ ri+1

ρ

D(r)−1e−A(r) dr ρ s(ρ) dρ. (13)

Carrying out the inner integrations over r , analogous to (12), we have

(
r f inh

r
)
i+ 1

2
= U∪

U∪
1

∫ r
i+ 1

2

ri

e
− ⎠ ρ

ri
a dr − 1

e−〈a,1⇒ − 1
ρ s(ρ) dρ− U∪

U∪
2

∫ ri+1

r
i+ 1

2

e− ⎠ ri+1
ρ a dr − 1

e〈a,1⇒ − 1
ρ s(ρ) dρ,

(14)

with U∪
1 = U (ξ1) for some unknown ξ1 ≡ (ri , ri+ 1

2
) and U∪

2 = U (ξ2) for some
unknown ξ2 ≡ (ri+ 1

2
, ri+1). Let us consider again the constant coefficient case,

so assume that both U and ε are constant. Expression (14) can be simplified by
introducing the normalized coordinate

σ(r) := 1

〈a, 1⇒
∫ r

ri

a dρ, ri ∗ r ∗ ri+1. (15)

For both positive and negative values of ur (and hence a) on (ri , ri+1), we have
dσ/dr > 0. Therefore the normalized coordinate is an increasing function of r . It
satisfies 0 ∗ σ ∗ 1. Next we define the Green’s function for the flux by

G(σ ; P) :=

⎜
⎟⎟

⎟⎟

e−σ P − 1

e−P − 1
, for 0 ∗ σ ∗ σ(ri+ 1

2
),

−e(1−σ)P − 1

eP − 1
, for σ(ri+ 1

2
) < σ ∗ 1.

(16)

With (15) and (16), Eq. (14) simplifies to
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(
r f inh

r

)
i+ 1

2
=

∫ 1

0
G(σ ; 〈a, 1⇒) r(σ ) s(r(σ ))

〈a, 1⇒
a(r(σ ))

dσ. (17)

If ur = 0 on (ri , ri+1), then also a = P = 0. In this case, we can define the
normalized coefficient σ by replacing a with D−1 in (15). This leads to a similar
expression as (17) and will give the same numerical flux.

3 Numerical Flux

For the numerical fluxes, we take U and ε constant on each control volume, viz.
Ui+ 1

2
:= (Ui + Ui+1)/2 and εi+ 1

2
:= (εi + εi+1)/2. We use (11) to find the follow-

ing numerical homogeneous flux

(
r Fhom

r

)
i+ 1

2
= αr,i+ 1

2
ϕi − βr,i+ 1

2
ϕi+1, (18a)

with

αr,i+ 1
2

:= B
( − Pr,i+ 1

2

) εi+ 1
2

ln (ri+1/ri )
, βr,i+ 1

2
:= B

(
Pr,i+ 1

2

) εi+ 1
2

ln (ri+1/ri )
,

Pr,i+ 1
2

:=
Ui+ 1

2

εi+ 1
2

ln

(
ri+1

ri

)
. (18b)

The numerical inhomogeneous flux is based on (17). We make the approximation
〈a, 1⇒/a(r(σ ))

.= Δr , and take rs(r) equal to ri si on the interval (0, σ (ri+ 1
2
)) and

equal to ri+1si+1 on (σ (ri+ 1
2
), 1). Next we integrate the Green’s function to find

(
r F inh

r

)
i+ 1

2
:= γr,i+ 1

2
si − δr,i+ 1

2
si+1, (19a)

with

γr,i+ 1
2

:= ri Δr
∫ σ

i+ 1
2

0
G(σ ; Pr,i+ 1

2
) dσ = C(−Pr,i+ 1

2
; σi+ 1

2
) ri Δr,

δr,i+ 1
2

:= ri+1 Δr
∫ 1

σ
i+ 1

2

G(σ ; Pr,i+ 1
2
) dσ = C(Pr,i+ 1

2
; 1 − σi+ 1

2
) ri+1 Δr,

σi+ 1
2

:=
ln(ri+ 1

2
/ri )

ln(ri+1/ri )
, C(x; σ) := eσ x − 1 − σ x

x (ex − 1)
. (19b)

It is easily verified that σi+ 1
2

∈ 1
2 for Δr ∈ 0 when ri > 0. The function C is

plotted as a function of x for σ = 1
2 in Fig. 1. Note that C(x; σ) ∈ σ 2/2 for x ∈ 0,
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Fig. 1 Graph of the function
C(x; σ) as a function of
x for σ = 1

2 . Note that
C(0; 1

2 ) = 1
8 , C(x; 1

2 ) ∈ 0
for x ∈ ∩, and C(x; 1

2 ) ∈
1
2 for x ∈ −∩

C(x; σ) ∈ 0 for x ∈ ∩, and finally C(x; σ) ∈ σ for x ∈ −∩. This means that
for small Péclet numbers, the coefficients γ and δ will be approximately equal and
the inhomogeneous flux is small. For large (positive or negative) Péclet numbers, the
upwind value of s has a dominant contribution to the flux. This approach is similar
to the modified inhomogeneous flux scheme for Cartesian coordinates in [2].

Adding (18) and (19), we obtain the following numerical complete flux:

(
r Fr

)
i+ 1

2
= αr,i+ 1

2
ϕi − βr,i+ 1

2
ϕi+1 + γr,i+ 1

2
si − δr,i+ 1

2
si+1. (20)

4 Extension to Two-Dimensional Conservation Laws

Up till now we have considered the numerical flux for the r -component only (radial
fluxes). The derivation of the flux in z-direction is similar. It is in fact the flux in
Cartesian coordinates and a detailed derivation can be found in [3]. Here we only
present the numerical flux. We have (cf. (18)–(20))

Fz, j+ 1
2

= αz, j+ 1
2
ϕ j − βz, j+ 1

2
ϕ j+1 + γz, j+ 1

2
s j − δz, j+ 1

2
s j+1, (21a)

with

αz, j+ 1
2

:= B(−Pz, j+ 1
2
)

P̃
z, j+ 1

2
P

z, j+ 1
2

ε̃
j+ 1

2
Δz , βz, j+ 1

2
:= B(Pz, j+ 1

2
)

P̃
z, j+ 1

2
P

z, j+ 1
2

ε̃
j+ 1

2
Δz ,

γz, j+ 1
2

:= C(−Pz, j+ 1
2
; 1

2 )Δz, δz, j+ 1
2

:= C(Pz, j+ 1
2
; 1

2 )Δz, Pz := uz Δz
ε

.

(21b)

Two averages are used in these expressions, the normal arithmetic mean ε j+ 1
2

:=
(ε j + ε j+1)/2 and a weighted average ε̃ j+ 1

2
:= W (−Pz, j+ 1

2
)ε j +W (Pz, j+ 1

2
)ε j+1.
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Fig. 2 Control volume ΩC
and corresponding stencil

The weight function used here is W (x) := (ex − 1 − x)/(x (ex − 1)). Note that
the expressions for the coefficients γ and δ in (21b) are different from those in [3].
These new coefficients coincide with the old for large Péclet numbers, but are more
accurate if advection is not dominant.

We will now combine the one-dimensional schemes to derive a numerical scheme
for the two-dimensional equation (1). For ease of presentation, we use both index
notation and compass notation; see Fig. 2. Thus, ϕC should be understood as ϕi, j

and fr,e as fr,i+ 1
2 , j etc. The key idea is to include the cross flux term ∂ fz/∂z in

the evaluation of the flux in r -direction. Therefore we determine the numerical flux
Fr,i+ 1

2 , j from the quasi-one-dimensional boundary value problem:

∂

∂r

⎧
r
⎧

urϕ − ε
∂ϕ

∂r

⎨⎨
= rsr , ri < r < ri+1, z = z j , (22a)

ϕ(xi, j ) = ϕi, j , ϕ(xi+1, j ) = ϕi+1, j , (22b)

where the modified source term sr is defined by sr := s − ∂ fz
∂z . The derivation of

the expression for the numerical flux is essentially the same as for (20), the main
difference being the inclusion of the cross flux term ∂ fz/∂z in the source term. In
the computation of sr we replace ∂ fz/∂z by its central difference approximation and
for fz we take the homogeneous numerical flux. A similar procedure applies to the
z-component of the flux. This leads to the following algorithm.

Algorithm for the computation of the numerical fluxes

1. Compute averages and Péclet numbers

• in r -direction: U e = UC +UE
2 , εe = εC +εE

2 , Pr,e = U e
εe

ln
⎧

rE
rC

⎨

• in z-direction: Pz = uz Δz
ε

, Pz,n = Pz,C +Pz,N
2 , ε̃n := W (−Pz,n)εC + W (Pz,n)εN ,

P̃z,n = W (−Pz,n)Pz,C + W (Pz,n)Pz,N

2. Numerical homogeneous flux
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• in r -direction:
(
r Fhom

r

)
e = αr,eϕC − βr,eϕE with αr,e = B(−Pr,e)

εe
ln(rE /rC )

, βr,e =
B(Pr,e)

εe
ln(rE /rC )

• in z-direction: Fhom
z,n = αz,nϕC − βz,nϕN with αz,n = B(−Pz,n)

P̃z,n

Pz,n

ε̃n
Δz , βz,n =

B(Pz,n)
P̃z,n

Pz,n

ε̃n
Δz

3. Numerical inhomogeneous flux

• in r -direction:
(
r F inh

r

)
e = γr,esr,C − δr,esr,E with γr,e = C

( − Pr,e; σe
)

rC Δr ,

δr,e = C
(
Pr,e; 1 − σe

)
rE Δr , σe = ln(re/rC )

ln(rE /rC )
, sr,C = sC − 1

Δz

(
Fhom

z,n − Fhom
z,s

)

• in z-direction: F inh
z,n = γz,nsz,C − δz,nsz,N with γz,n = C

( − Pz,n; 1
2

)
Δz, δz,n =

C
(
Pz,n; 1

2

)
Δz,

sz,C = sC − 1
rC Δr

((
r Fhom

r

)
e − (

r Fhom
r

)
w

)

4. Numerical complete flux

• in r -direction:
(
r Fr

)
e = (

r Fhom
r

)
e + (

r F inh
r

)
e

• in z-direction: Fz,n = Fhom
z,n + F inh

z,n

Writing the discrete conservation law (5) in compass notation, we find

⎧(
r Fr

)
e − (

r Fr
)

w

⎨
Δz + rC

(
Fz,n − Fz,s

)
Δr = rC sC Δr Δz. (23)

Substitution of the numerical fluxes presented above leads to a 9-point stencil for the
unknown ϕ. The complete flux scheme reduces to the homogeneous flux scheme if
we set all coefficients γ∪,∪ and δ∪,∪ to zero.

5 Numerical Experiments

We study the following model problem to test the accuracy of the new complete
flux (CF) scheme and to compare it with the homogeneous flux (HF) scheme. The
problem domain is given by 1 ∗ r ∗ 4, 0 ∗ z ∗ 3. The unknown ϕ satisfies
the partial differential equation ≥ · (uϕ − ε≥ϕ) = s in (1, 4) × (0, 3). We take
u(r, z) = ur er + uzez = 2

r er + 3ez . We impose Dirichlet boundary conditions and
choose the source term s such that the analytical solution is given by ϕ(r, z) =
r2 + 2r + 3z2 + 4z + 5. We discretize the PDE on a uniform grid (ri , z j ) with Nr

grid points in r -direction and Nz points in z-direction.
Numerical results are presented in Table 1. The error provided is the infinity-norm,

so e := maxi, j
∣∣ϕ(ri , z j ) − ϕi, j

∣∣, with ϕi, j the numerical approximation computed
using the CF or HF scheme. The columns labelled ‘quotient’ list the quotient of the
errors on successive grids. Both the HF and CF schemes show second order accuracy
for dominant diffusion; HF reduces to first order for dominant advection. Note that
the error of the CF scheme is a factor 2 smaller for dominant diffusion, and it is
orders of magnitude more accurate for dominant advection.
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Table 1 Numerical results for dominant diffusion (ε = 108) and dominant advection (ε = 10−8)

ε = 108 ε = 10−8

Nr = Nz Error HF Quotient Error CF Quotient Error HF Quotient Error CF Quotient
6 4.6862e-03 2.0625e-03 4.5491e+00 7.6891e-01
11 1.2442e-03 3.766 6.0227e-04 3.425 2.5988e+00 1.750 2.0921e-01 3.675
21 3.1414e-04 3.961 1.5588e-04 3.864 1.3886e+00 1.872 5.4816e-02 3.817
41 7.9087e-05 3.972 3.9466e-05 3.950 7.2017e-01 1.928 1.4213e-02 3.857
81 1.9783e-05 3.998 9.8865e-06 3.992 3.6794e-01 1.957 3.6174e-03 3.929
161 4.9464e-06 3.999 2.4729e-06 3.998 1.8647e-01 1.973 9.1393e-04 3.958
321 1.2366e-06 4.000 6.1830e-07 3.999 9.4064e-02 1.982 2.2996e-04 3.974
641 3.0916e-07 4.000 1.5459e-07 4.000 4.7314e-02 1.988 5.7721e-05 3.984
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A Staggered Scheme with Non-conforming
Refinement for the Navier-Stokes Equations

Fabrice Babik, Jean-Claude Latché, Bruno Piar and Khaled Saleh

Abstract We propose a numerical scheme for the incompressible Navier-Stokes
equations. The pressure is approximated at the cell centers while the vector valued
velocity degrees of freedom are localized at the faces of the cells. The scheme is
able to cope with unstructured non-conforming meshes, involving hanging nodes.
The discrete convection operator, of finite volume form, is built with the purpose
to obtain an L2-stability property, or, in other words, a discrete equivalent to the
kinetic energy identity. The diffusion term is approximated by extending the usual
Rannacher-Turek finite element to non-conforming meshes. The scheme is first order
in space for energy norms, as shown by the numerical experiments.

1 Introduction

Let ∂ be an open bounded connected subset ofRd , with d ≥ {2, 3}, which is supposed
to be polygonal if d = 2 and polyhedral if d = 3. Let T ≥ R

+. We address in this
paper the system of incompressible Navier-Stokes equations:

K. Saleh (B), J.-C. Latché, B. Piar and F. Babik
Institut de radioprotection et de sûreté nucléaire (IRSN), PSN-RES, St. Paul-lez-Durance, France
e-mail: khaled.saleh@irsn.fr

J.-C. Latché
e-mail: jean-claude.latche@irsn.fr

B. Piar
e-mail: bruno.piar@irsn.fr

F. Babik
e-mail: fabrice.babik@irsn.fr

J. Fuhrmann et al. (eds.), Finite Volumes for Complex Applications VII - Methods 87
and Theoretical Aspects, Springer Proceedings in Mathematics & Statistics 77,
DOI: 10.1007/978-3-319-05684-5_7, © Springer International Publishing Switzerland 2014



88 F. Babik et al.

Fig. 1 An exemple of admissible mesh refinement

ρt u + div(u ∼ u) − μ�u + ∇ p = 0, on ∂ × (0, T ), (1a)

divu = 0, on ∂ × (0, T ), (1b)

u|ρ∂ = uρ∂, u|t=0 = u0. (1c)

The variables u ≥ R
d and p ≥ R are the velocity and the pressure in the flow,

and μ is a positive constant viscosity. The initial condition u0 is supposed to be
divergence-free, and the integral of uρ∂ · nρ∂ over ρ∂ vanishes, where nρ∂ stands
for the normal vector to ρ∂ outward ∂ .

We develop in this paper a projection scheme to approximate the solution of (1),
based on a staggered space discretization and able to cope with non-conforming
mesh refinement. During the last years, a research program has been undertaken to
develop staggered schemes satisfying a discrete kinetic energy balance [1, 5]. This
point is crucial with respect to many issues: it readily provides stability estimates, a
property which is a prerequisite for LES applications, and, last but not least, it is a
starting point for the extension of the schemes to compressible flows (shallow water,
compressible Navier-Stokes and Euler equations). The difficulty lies in the definition
of the velocity convection operator, which must be in some sense consistent with the
discrete mass balance; the definition of this operator is thus intricate and, to our
knowledge, novel, at least for density variable flows. The objective of the present
paper is to show how to extend this definition to non-conforming meshes. We first
define admissible meshes (Sect. 2), then describe the scheme (Sect. 3) and finally
present some numerical experiments to assess its behavior (Sect. 4).

2 Definition of the Meshes

Let M be a decomposition of the domain ∂ either in convex quadrilaterals (d = 2)
or hexahedra (d = 3). The mesh M is supposed to be obtained from a usual finite
element regular discretization (e.g. [4]) by recursively splitting some cells in 2d sub-
cells obtained by joining every two opposite face centers (Fig. 1). We allow at most
one hanging node at the mass center of a cell face, which means that the maximum
level of refinement between two adjacent cells is one.

We denote by E (K ) the set of the faces of an element K ≥ M . We exclude the
presence of a node in the interior of a face, i.e. we split an initial face in 2d−1 faces
if one of the cells adjacent to the face is split. The number of faces, NE

K , of a cell K
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Fig. 2 Notations for control
volumes and diamond cells

Dσ

Dσ

σ =K|MK

σ
=
K|L

L

M

ε=Dσ |Dσ

thus ranges between 2d and 2dd. Let E = ∇K≥ME (K ), Eext = {ω ≥ E , ω ≡ ρ∂}
and Eint = E \Eext. A face ω ≥ Eint separating the cells K and L is denoted by K |L .
For ω ≥ E (K ), nK ,ω is the unit normal vector to ω outward K . Hereafter, | · | stands
for the d- or (d − 1)-dimensional measure of a subset of Rd or Rd−1 respectively.

We define a dual mesh associated with the faces E as follows. When K ≥ M is
a rectangle or a cuboid, for ω ≥ E (K ), we define the half-diamond cell DK ,ω as the
cone with basis ω and with vertex the mass center of K (see Fig. 2). We thus obtain a
partition of K in NE

K sub-volumes, each sub-volume having a measure |DK ,ω | equal
to |K |/(2d), when ω has not been split, or |K |/(2dd) otherwise. We extend this
definition to general quadrangles and hexahedra, by supposing that we have built a
partition with the same connectivities and the same ratio between the volumes of the
half-diamonds and of the cell. For ω ≥ Eint, ω = K |L , we now define the dual (or
diamond) cell Dω associated with ω by Dω = DK ,ω ∇DL ,ω . For ω ≥ E (K )∩Eext, we
define Dω = DK ,ω . We denote by Ẽ (Dω ) the set of faces of Dω , and by π = Dω |Dω ⇒
the face separating two dual cells Dω and Dω ⇒ (see Fig. 2).

3 The Pressure Correction Scheme

3.1 General Form of the Scheme

The space discretization is staggered in the sense that the pressure and the velocity
are piecewise constant functions respectively on the primal and dual mesh. The initial
discrete velocity is defined on a dual cell Dω , ω ≥ Eint, by the mean value u0

ω of the
function u0 over the face ω . The Dirichlet boundary condition is taken into account
by setting un

ω to the mean value of uρ∂ over ω , for all ω ≥ Eext and all n ≥ 0.
We consider a constant time step Γt . As usual [3, 6, 9], the projection scheme is a
two-step algorithm:

Prediction step − Find(uσ
ω )ω≥Eint such that:

1

Γt
(uσ

ω − un
ω ) + 1

|Dω |
∑

π≥Ẽ (Dω )

Fn
ω,πuσ

π − μ (�u)σω + (∇ p)n
ω = 0, ω ≥ Eint,

(2a)
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Correction step − Find(un+1
ω )ω≥Eint and (pn+1

K )K≥M such that:

1

Γt
(un+1

ω − uσ
ω ) + (∇ p)n+1

ω − (∇ p)n
ω = 0, ω ≥ Eint, (2b)

∑

ω≥E (K )

Fn+1
K ,ω = 0, with Fn+1

K ,ω = |ω | un+1
ω · nK ,ω , K ≥ M . (2c)

The pressure gradient is built as the dual operator of the discrete divergence:

(∇ p)ω = |ω |
|Dω | (pL − pK ) nK ,ω , ω = K |L .

The discretization of the diffusion term relies on the so-called “rotated bi-linear
element” introduced by Rannacher and Turek [8]. The reference element K̂ is the
unit d-cube (0, 1)d , and the discrete functional space is:

Q̃1(K̂ ) = span
{

1, (xi )i=1,...,d , (x2
i − x2

i+1)i=1,...,d−1

}
.

When there is no hanging node on a face ω , we impose the jump through the face to
have a zero mean value. When there is a hanging node, we only impose to zero the
integral of the jump through the initial face. Hence, the set {ξω , ω ≥ Eint} of nodal
functions associated with the Rannacher-Turek element is defined as follows. When
no vertices of ω = K |L is a hanging node, we define ξω such that supp(ξω ) ≡ K ∇ L ,
for all K ≥ M , ξω |K belongs to the Rannacher-Turek local discrete space of K
(i.e. the image of the space Q̃1(K̂ ) by the Q1 mapping) and:

1

|ω |
∫

ω

ξω = 1 and, for all ω ⇒ ≥ E , ω ⇒ ∪= ω,

∫

ω ⇒
ξω = 0. (3)

When one of the vertices of ω = K |L is a hanging node, it means that ω separates a
cell obtained by splitting the mesh, say L , from an unsplit one, say K . The support
of ξω is still K ∇ L and on L , ξω is still given by (3). Let β be the initial face of
K including ω , and let ξβ be the Rannacher-Turek usual shape function (i.e. the
function satisfying an analogue of (3) on the initial mesh). Then, we define ξω on K

by ξω (x) = |ω |
|β|ξβ(x).

Finally, dropping the time index, the discretization of the diffusion term reads:

− (�u)ω = 1

|Dω |
∑

K≥M

∫

K

∑

ω ⇒≥E (K )

uω ⇒(∇ξω ⇒ · ∇ξω ). (4)

In the convection term, the velocity interpolates at the internal dual faces uσ
π is

chosen centered: uπ = (uω + uω ⇒)/2, for π = Dω |D⇒
ω . To make the description of



A Staggered Scheme with Non-conforming Refinement 91

K

Lσ
Σ

σ
Σ|σ |

|Σ |ζΣ

ζσ

Fig. 3 Piecewise definition of ξω

the scheme complete, we now only need to define the mass fluxes through the dual
faces (Fn

ω,π)π≥Ẽ : this is the purpose of Sect. 3.2.

3.2 Discrete Kinetic Energy and Mass Fluxes

The discrete mass fluxes through the faces of the dual mesh are built so that a finite
volume discretization of the divergence constraint (1b) holds over the dual cells:

∑

π≥Ẽ (Dω )

Fn
ω,π = 0, ω ≥ Eint. (5)

This is crucial in order to reproduce, at the discrete level, the derivation of a kinetic
energy balance equation, thus ensuring discrete analogues of the usual L∗(L2)- and
L2(H1)- stability estimates for the velocity. It may be shown that Relation (5) holds
if the dual fluxes are computed from the primal ones (Fn

K ,ω )ω≥E (K ) at the previous
time-step so as to satisfy the following three constraints (see [1, 5] for details):

• (H1)—For all primal cell K in M , the set (Fω,π)π≡K of dual fluxes through faces
included in K satisfies the following linear system, with Ψω

K = |DK ,ω |/|K |:

FK ,ω +
∑

π≥Ẽ (Dω ), π≡K

Fω,π = Ψω
K

∑

ω ⇒≥E (K )

FK ,ω ⇒ , ∈ω ≥ E (K ). (6)

• (H2)—The dual fluxes are conservative: Fω,π = −Fω ⇒,π for all π = Dω |D⇒
ω .

• (H3)—The dual fluxes are a bounded function of the primal ones (FK ,ω )ω≥E (K ):

|Fω,π| ∩ C max
{|FK ,ω |, ω ≥ E (K )

}
, K ≥ M , ω ≥ E (K ), π ≥ Ẽ (Dω ), π ≡ K .

3.2.1 Dual Fluxes for Non-refined Meshes

The system of equations (6) has an infinity of solutions, which makes necessary
to impose in addition the constraint (H3). Since (6) is linear with respect to the
Fω,π, ω ≥ E (K ), π ≥ Ẽ (Dω ), π ≡ K , a solution of (6) may thus be expressed as:
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8
( F5 + F6 − F7 − F8 )

Fig. 4 Dual fluxes for the neighboring cell of refined cells (2D case)

Fω,π =
∑

ω ⇒≥E (K )

(χK )ω
⇒

ω FK ,ω ⇒ , ω ≥ E (K ), π ≥ Ẽ (Dω ) and π ≡ K ,

and (H3) is equivalent to requiring bounded coefficients ((χK )ω
⇒

ω )ω,ω ⇒≥E (K ). In addi-
tion, since Ψω

K = 1/(2d) for all K ≥ M and ω ≥ E (K ), system (6) is completely
independent from the cell K under consideration. We may thus consider a particular
geometry for K , let us say K = (0, 1)d , and find an expression for the coefficients
((χK )ω

⇒
ω )ω,ω ⇒≥E (K ) which we will apply to all the cells, thus automatically satisfying

the constraint (H3). A technique for this computation is described in [1, Sect. 3.2].
The idea is to build a momentum field w with a constant divergence and such that∫
ω

w · nK ,ω dω(x) = FK ,ω , for all ω ≥ E (K ). Then, an easy computation shows
that the definition Fω,π = ∫

π
w · nω,πdω(x) satisfies (6). The set of coefficients

((χK )ω
⇒

ω )ω,ω ⇒≥E (K ) obtained for a quadrangle is given in [1, Sect. 3.2]; extension to
the three-dimensional case is straightforward.

3.2.2 Dual Fluxes for 2D-Refined Meshes

Here again, we may restrict the computation to square cells. In 2D, if a primal cell is
surrounded with four refined cells, the half-diamond cells are obtained by splitting
the cell in four sub-squares, each one being split in two triangles. Hence, eight dual
fluxes must be computed; if some of the neighboring cells are not refined, one uses
a coarsening procedure. We begin with computing the dual fluxes across the four
sub-squares faces (solid gray color in Fig. 4) so that (6) holds, with (FK ,ω )ω≥E (K )

denoted here by Fi (4 ∩ i ∩ 11) and Fω,π, ω ≥ E (K ), π ≡ K denoted here by ⎪Fi

(4 ∩ i ∩ 7). The linear system to solve has a one dimensional kernel and a particular
solution satisfying (H3) is given in Fig. 4. Then, the dual fluxes across the diagonal
faces F̄i (0 ∩ i ∩ 3) (dashed gray color in Fig. 4) are computed by isolating the
sub-squares and applying the procedure described above for the non-refined case.
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24 F = 7 ( F14 + F21 + F27 )− 7 ( F15 + F19 + F25 )
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+ 2 ( F11 + F16 + F29 )− 2 ( F13 + F17 + F23 )

+ ( F9 + F10 + F28 )− ( F8 + F12 + F22 )

Fig. 5 Intermediate dual fluxes for the neighboring cell of refined cells (3D case)

Fig. 6 Two possible types of
internal half-diamond faces
(3D case)

F̄

F̄

3.2.3 Dual Fluxes for 3D-Refined Meshes

The procedure is the same as in the 2D-case. The first step consists in splitting the
cube in eight sub-cubes and computing the dual fluxes across the faces of these
sub-cubes. The formula of one of these intermediate fluxes ⎪F is given in Fig. 5. The
computation of the other fluxes across the faces separating two sub-cubes is deduced
by permutations of the indices.

In the second step, each sub-cube is split in 3 half-diamonds of equal volumes.
One obtains 24 half-diamonds and 48 internal half-diamond faces of two possible
types (see Fig. 6). The dual fluxes across these faces are obtained by isolating the
sub-cubes and applying the procedure described above for the non-refined case.

4 Numerical Test

We assess the behavior of the proposed numerical scheme on an exact analytical
solution to the stationary Navier-Stokes equations known as the Kovasznay flow
[7]. Computations are performed with the free software CALIF3S developed at
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Fig. 7 Contour lines of the
field u1. The dashed lines
materialize the boundary of
the refined area (bottom-left
and top-right sub-domains)

IRSN [2]. The velocity and pressure fields are given by:

u =
⎛

⎝
1 − eκx cos(2ζy)
κ

2ζ
eκx sin(2ζy)

⎞

⎠ , p = 1

2
(1 − e2κx ), κ = 1

2μ
− ⎧ 1

4μ2 + 4ζ2⎨1/2
,

where μ stands for the viscosity of the flow, taken here as μ = 1/40. The computa-
tional domain is ∂ = (−0.5, 1)×(−0.5, 1.5). The mesh is built from a regular n×n
grid, where we refine the sub-domain ∂ f = (−0.5, 0.5) × (−0.5, 0.5) ∇ (0.5, 1) ×
(0.5, 1.5) by splitting each (square) cell included in ∂ f in four sub-squares. The
solution is computed by the projection scheme, by letting a fictitious transient tend
to the desired steady state. Boundary conditions are given by the analytical solution.
The obtained numerical errors for various values of n are gathered in the following
table, where uexact and pexact stand for the exact velocity and pressure, respectively.

n ≤u − uexact≤L2(∂) ≤p − pexact≤L2(∂)

10 0.183 0.0812
20 0.0384 0.0334
40 0.00825 0.0158
80 0.00211 0.00782

The observed order of convergence in L2-norm is approximately 2 for the velocity
and 1 for the pressure. The contour lines of the first component of the velocity are
drawn on Fig. 7. We may check that no spurious perturbation appears along the lines
separating the refined and non-refined parts of the computational domain (in other
words, the lines composed by the union of the faces including a hanging node). The
theoretical study of this scheme is underway, and the error analysis confirms these
experiments.
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Consistency Analysis of a 1D Finite Volume
Scheme for Barotropic Euler Models

Florent Berthelin, Thierry Goudon and Sebastian Minjeaud

1 Introduction

The model. This work is concerned with the consistency study of a (staggered kinetic)
Finite Volume (FV) scheme for barotropic Euler models

∂tρ + ∂x (ρV ) = 0, ∂t (ρV ) + ∂x (ρV 2 + p(ρ)) = 0. (1)

The unknowns are the density ρ and the velocity V . The pressure
(
ρ ≥∼ p(ρ)

)
is

assumed to be C 2
([0,∇)

)
with p(ρ) > 0, p≡(ρ) > 0, p≡≡(ρ) � 0, ∀ρ > 0. Thus,

the sound speed c : ρ ≥∼ √
p≡(ρ) is well defined and is an increasing function.

We consider the problem (1) on the bounded domain (0, L) × [0, T ] with the
boundary conditions V (0, t) = 0 = V (L , t), ∀t > 0 and the initial conditions
ρ(x, 0) = ρ0(x), V (x, 0) = V0(x), ∀x ⇒ (0, L) with ρ0, V0 ⇒ L∇(0, L).

Let ω : ρ >0 ≥∼ ω(ρ) such that ρω ≡(ρ) − ω(ρ) = p(ρ), ∀ρ >0. The quantity
S = 1

2ρ|V |2 + ω(ρ) is an entropy of the system: entropy solutions to (1) are
required to satisfy: for any π ⇒ C∇

c

(
(0, L) × [0, T )

)
such that π � 0,
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−
∫ T

0

∫ L

0

[
S ∂tπ + (

S + p(ρ)
)
V ∂xπ

]
(x, t) dx dt −

∫ L

0
S (x, 0)π(x, 0) dx � 0.

(2)

Results. In [1], the authors introduced a FV scheme for (1) ensuring that discrete
kinetic and internal energies evolution equations hold (see Lemma 1). As in [2],
we complete here this analysis with a Lax-Wendroff-like statement: the limit of a
converging (and uniformly bounded) sequence of stepwise constant functions defined
from the scheme is a weak entropic-solution of the system of conservation laws.

The meshes. We consider a set of J +1 points 0 = x1 < x2 < ... < xJ < xJ+1 = L .
The x j are the edges of the so-called primal mesh T . We set Γx j+1/2 = x j+1−x j .
The centers of the primal cells, x j+1/2 = (x j + x j+1)/2 for j ⇒ {1, .., J }, realize
the dual mesh T σ. We set Γx j = (Γx j−1/2 + Γx j+1/2)/2 for j ⇒ {2, .., J − 1} and
Γx =size(T )=max j Γx j+1/2. The adaptive time step is Γtk and we set Γt =maxk Γtk.

The scheme. We analyze the scheme introduced in [1]. It works on staggered grids:
the densities, ρ j+1/2, j ⇒ {1, .., J }, are evaluated at centers whereas the velocities,
Vj , j ⇒ {1, .., J+1}, are evaluated at edges. We set, for j ⇒ {1, .., J } and i ⇒ {2, .., J }

ρ0
j+1/2 = 1

Γx j+1/2

∫ x j+1

x j

ρ0(x) dx, V 0
i = 1

Γxi

∫ xi+1/2

xi−1/2

V0(x) dx . (3)

The density is first updated with a FV approximation on the primal mesh

Γx j+1/2
(
ρk+1

j+1/2 − ρk
j+1/2

) + Γtk(F k
j+1 − F k

j

) = 0, ∀ j ⇒ {1, .., J }. (4)

Then, the velocity is updated with a FV approximation on the dual mesh:

Γx j
(
ρk+1

j V k+1
j − ρk

j V k
j

) + Γtk
(
G k

j+1/2 − G k
j−1/2 + ξ

k+1/2
j+1/2 − ξ

k+1/2
j−1/2

)
= 0, (5)

for j ⇒ {2, .., J }, while V k+1
1 = V k+1

J+1 = 0. The density on the edges ρk
j is defined by

2Γx jρ
k
j = Γx j+1/2ρ

k
j+1/2 + Γx j−1/2ρ

k
j−1/2, ∀ j ⇒ {2, .., J }.

The definition of the fluxes relies on the kinetic framework. We refer the reader to [1]
for details. Let us introduce the two following functions F+ and F−

F±(ρ, V ) = ρ

2c(ρ)

∫

±β>0
β Ψρ,V (β)dβ where Ψρ,V (β) =

⎪
1 if |β − V | � c(ρ)

0 otherwise
.

We adopt the following formulas for mass fluxes: F k
1 = F k

J+1 = 0,

F k
j = F+(ρk

j−1/2, V k
j ) + F−(ρk

j+1/2, V k
j ), ∀ j ⇒ {2, .., J }, (6)
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and, for momentum fluxes: G k
3/2 = V k

2

2
F−(ρk

5/2, V k
2 ), G k

J+1/2 = V k
J

2
F+

(ρk
J−1/2, V k

J ),

G k
j+1/2 = V k

j

2

(
F+(ρk

j−1/2, V k
j ) + F+(ρk

j+1/2, V k
j+1)

)

+ V k
j+1

2

(
F−(ρk

j+1/2, V k
j ) + F−(ρk

j+3/2, V k
j+1)

)
, ∀ j ⇒ {2, .., J − 1}.

(7)

The discrete pressure gradient combines space-centered-difference and time-semi-
implicit discretization, namely it uses ξ

k+1/2
j+1/2 = ρk

j+1/2ω
≡(ρk+1

j+1/2) − ω(ρk
j+1/2).

Properties of the scheme. The analysis is driven by the shapes of the functions F±,
see [1, Lemma 3.2]. Here, we shall use the following properties

(i) Smoothness: (ρ, V ) ⇒ (0,∇) × R ≥∼ F±(ρ, V ) are of class C1,

(ii) Consistency: F+(ρ, V ) + F−(ρ, V ) = ρV, ∀V ⇒ R, ∀ρ � 0.
(8)

The following lemma, see [1], states the main properties of the scheme.

Lemma 1 Let N ⇒ N. Assume mini
(
ρ0

i+1/2

)
> 0. For all k ⇒ {0, .., N − 1}, there

exists V k > 0, which depends only on the state (ρk, V k), such that if

Γtk

min j
(
Γx j+1/2

)V k � 1, (9)

then, mini
(
ρk

i+1/2

)
> 0,∀k ⇒ {0, .., N } and

0 �
N−1⎛

k=0

J⎛

j=2

Dk
j � C, with Dk

j = 1

4
Γx j ρ

k+1
j

(
V k+1

j − V k
j

)2
, (10)

Γx j+1/2

Γtk

[
ek+1

j+1/2 − ek
j+1/2

]
+ G

k
j+1 − G

k
j + ξ

k+1/2
j+1/2

[
V k+1

j+1 − V k+1
j

]
�

Dk
j

Γtk
, (11)

Γx j

Γtk

[
Ek+1

K , j − Ek
K , j

]
+ χ k

j+1/2 − χ k
j−1/2 +

[
ξ

k+1/2
j+1/2 − ξ

k+1/2
j−1/2

]
V k+1

j + Dk
j

Γtk
� 0, (12)

where Ek
K , j = 1

2ρk
j

(
V k

j

)2
and ek

j+1/2 = ω(ρk
j+1/2) are the kinetic and internal

energies. The fluxes are defined by G
k
1 = G

k
J+1 = 0 and
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G
k
j = ω(ρk

j−1/2)V k+1
j − Γx j−1/2

2Γtk

[
ω̄

(
ρk+1

j−1/2

)
− ω̄(ρk

j−1/2)
]
, ∀ j ⇒ {2, .., J },

χ k
j+1/2 = 1

2
V k

j V k
j+1

F k
j + F k

j+1

2
+ 1

2
(V k

j − V k
j+1)2

F
k,|·|
j + F

k,|·|
j+1

2
, ∀ j ⇒ {1, .., J },

ρk+1
j−1/2 = ρk

j−1/2− 2Γtk

Γx j−1/2

(
F−(ρk

j+1/2, V k
j )−F−(ρk

j−1/2, V k
j )−ρk

j−1/2
(
V k+1

j −V k
j
))
,

and F k,|·|
1 = F k,|·|

J+1 = 0, F k,|·|
j = F+(ρk

j−1/2, V k
j ) − F−(ρk

j+1/2, V k
j ), ∀ j ⇒

{2, .., J }. The function ω̄ is a C 2 extension of the function ω (see [1, Section 4.3]).

2 Consistency Analysis

Notation. Assuming that
⎝N−1

k=0 Γtk = T , we define the reconstructions (i = 0, 1)

ρ
(i)
Γ =

N−1⎛

k=0

J⎛

j=1

ρk+i
j+1/2Ψ

k+1/2
j+1/2 , ξΓ =

N−1⎛

k=0

J⎛

j=1

ξ
k+1/2
j+1/2Ψ

k+1/2
j+1/2 , VΓ =

N−1⎛

k=0

J⎛

j=2

V k
j Ψ

k+1/2
j ,

where Ψ
k+1/2
j = Ψ[x j−1/2, x j+1/2[×[tk , tk+1[, Ψ

k+1/2
j+1/2 = Ψ[x j , x j+1[×[tk , tk+1[. We also

set

||ρΓ ||∇,T = max
0�k�N

max
1� j�J

|ρk
j+1/2|, ||VΓ ||∇,T σ = max

0�k�N
max

2� j�J
|V k

j |,

||ρΓ ||1;BV,T =
N⎛

k=0

Γtk
J⎛

j=2

|ρk
j+1/2 − ρk

j−1/2|, ||VΓ ||1;BV,T σ =
N⎛

k=0

Γtk
J⎛

j=1

|V k
j+1 − V k

j |,

||ρΓ ||BV;1,T =
J⎛

j=1

Γx j+1/2

N−1⎛

k=0

|ρk+1
j+1/2 − ρk

j+1/2|.

For π ⇒ C∇
c

(
(0, L) × [0, T )

)
, we set πk

j+1/2 = π(x j+1/2, tk) and πk
j = π(x j , tk).

The interpolate πT of π on the primal mesh and its discrete derivatives are defined
by

πT (·, 0) =
J⎛

j=1

π0
j+1/2Ψ

1/2
j+1/2(·, 0), πT (·, t) =

N−1⎛

k=0

J⎛

j=1

πk+1
i+1/2Ψ

k+1/2
j+1/2 (·, t), ∀t > 0,

ðtπT =
N−1⎛

k=0

J⎛

j=1

πk+1
j+1/2 − πk

j+1/2

Γtk
Ψ

k+1/2
j+1/2 , ðxπT =

N−1⎛

k=0

J⎛

j=2

πk+1
j+1/2 − πk+1

j−1/2

Γx j
Ψ

k+1/2
j .

Similarly, the interpolate πT σ of π on T σ and its discrete derivatives are given by



Consistency Analysis of a 1D Finite Volume Scheme 101

πT σ (·, 0) =
J⎛

j=2

π0
j Ψ

1/2
j (·, 0), πT σ (·, t) =

N−1⎛

k=0

J⎛

j=2

πk+1
j Ψ

k+1/2
j (·, t), ∀t > 0,

ð
σ
t πT σ =

N−1⎛

k=0

J⎛

j=2

πk+1
j − πk

j

Γtk
Ψ

k+1/2
j , ð

σ
xπT σ =

N−1⎛

k=0

J⎛

j=1

πk+1
j+1 − πk+1

j

Γx j+1/2
Ψ

k+1/2
j+1/2 .

Assumptions. Let
(
Tm

)
m�1 be a sequence of meshes s. t. size(Tm) ∼ 0 and a

familly of time steps
(
Γtk

m

)
k�0, m�1 verifying Γtm ∼ 0 and (9). Assume that there

exists Nm ⇒ N s. t.
⎝Nm−1

k=0 Γtk
m = T . The scheme defines (ρ

(0)
Γm

, VΓm )m�1. Suppose
that

||ρ(0)
Γm

||∇,T + ||VΓm ||∇,T σ � C∇, ||ρ(0)
Γm

||1;BV,T + ||VΓm ||1;BV,T σ � CBV (13)

holds and, in the case
(
ρ ≥∼ p≡(ρ)

ρ

) �⇒ L1
loc(0,∇), ||(ρ(0)

Γm

)−1||∇,T � C . We assume

that there exists (ρ̄, V̄ ) ⇒ L∇((0, T ) × (0, L))2 such that

(
ρ

(0)
Γm

, VΓm

) −∼ (ρ̄, V̄ ) in Lr ((0, T ) × (0, L))2, 1 � r < ∇. (14)

Main results. The uniform bounds imply that there exists constants such that

sup
0�ρ,|V |�C∇

|A (ρ, V )| � CA , with A = F±, ∂ρF
± and ∂VF

±,

sup
0�ρ�C∇+4(C2∇+CF± )

|B(ρ)| � CB, with B = ω, ω ≡, and ω̄ ≡.

Note that
⎞⎞ω

(
ρk

j+1/2

)⎞⎞ � Cω,ρρk
j+1/2, ∀ j, k. We also show that ||ρ(0)

Γm
||BV;1,T � C

by using (4) which allows to dominate Γx j+1/2|ρk+1
j+1/2 − ρk

j+1/2| by

Γtk
[
C∂ρF±

(|ρk
j+1/2 − ρk

j−1/2| + |ρk
j+3/2 − ρk

j+1/2|
) + 2C∂V F±|V k

j+1 − V k
j |

]
.

Consequently, ρ(1)
Γm

∼ ρ̄ and ξΓm ∼ p(ρ̄) in Lr ((0, T )× (0, L)); with (3) and since

ρ0, V0 ⇒ L∇(0, L), we get ρ
(0)
Γm

(·, 0) ∼ ρ0 and VΓm (·, 0) ∼ V0 in Lr ((0, L)), 1 �
r < ∇.

In the sequel, when a function π ⇒ C∇
c

(
(0, L)×[0, T )

)
is given, we assume that

Γtm and Γxm are sufficiently small so that π(x, ·) ∪ 0, ∀x ⇒ [0, x3/2] ∗ [xJ+1/2, L]
and π(·, t) ∪ 0, ∀t ⇒ [t N−1, t N ]. Moreover, since π is smooth, πTm

, πT σ
m

∼ π,
ðtπTm

, ð
σ
t πT σ

m
∼ ∂tπ, and ðxπTm

, ð
σ
xπT σ

m
∼ ∂xπ, in Lr ((0, T ) × (0, L)), 1 �

r � ∇.

Theorem 1 Assume (13) and (14). Then, (ρ̄, V̄ ) satisfies (1) in the distribution sense
in

(
C∇

c

(
(0, L) × [0, T )

))≡
. Moreover, (ρ̄, V̄ ) satisfies the entropy inequality (2).
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Proof Let π ⇒ C∇
c

(
(0, L) × [0, T )

)
. For the sake of simplicity, the index m is

dropped.
Mass balance. We multiply (4) by πk+1

j+1/2 and sum the results to obtain

N−1⎛

k=0

J⎛

j=1

Γx j+1/2(ρ
k+1
j+1/2 − ρk

j+1/2)π
k+1
j+1/2

⎠ ⎧⎨ ⎩
:=T1

+
N−1⎛

k=0

Γtk
J⎛

j=1

(
F k

j+1 − F k
j

)
πk+1

j+1/2

⎠ ⎧⎨ ⎩
:=T2

= 0.

For the first term, since πN
j+1/2 = 0, a discrete integration by part w.r.t. time yields

T1 = −
∫ T

0

∫ L

0
ρ

(0)
Γ ðtπT dx dt −

∫ L

0
ρ

(0)
Γ (x, 0)πT (x, 0) dx .

For T2, we combine the two following expressions of mass fluxes (see (8)-(ii))

F k
j = ρk

j±1/2V k
j ∈ Rk,±

j with Rk,±
j = F±(ρk

j+1/2, V k
j ) − F±(ρk

j−1/2, V k
j ).

Integrating by part w.r.t. space, we readily obtain T2 = −T2,1 − T2,2 with

T2,1 =
∫ T

0

∫ xJ+1/2

x3/2

ρ
(0)
Γ VΓðxπT dx dt =

∫ T

0

∫ L

0
ρ

(0)
Γ VΓðxπT dx dt,

T2,2 =
N−1⎛

k=0

Γtk
J⎛

j=2

1

2

[
Γx j−1/2 Rk,−

j − Γx j+1/2 Rk,+
j

]
V k

j

πk+1
j+1/2 − πk+1

j−1/2

Γx j
.

With (14), we pass to the limit in T1 and T2,1. We prove that (ρ̄, V̄ ) satisfies the mass
conservation equation by showing that T2,2 ∼ 0 since

|T2,2| � C∂ρF± |∂xπ|L∇ ||VΓ||∇,T σ ||ρΓ||1;BV,T Γx � Γx .

Momentum balance. We multiply (5) by πk+1
j and sum. We proceed as for the mass

conservation, by using the following expression of the momentum flux


⎜⎜⎜⎜⎟

⎜⎜⎜⎜

G k
j+1/2 = 1

2
ρk

j+1/2

[(
V k

j

)2 + (
V k

j+1

)2
]

+ Qk
j+1/2,

Qk
j+1/2 = −1

2
V k

j Rk,+
j + 1

2
V k

j+1 Rk,−
j+1

−1

2

(
V k

j+1 − V k
j

)[
F+(ρk

j+1/2, V k
j+1) − F−(ρk

j+1/2, V k
j )

]
.

Entropy inequality. We now assume that π � 0.

• Kinetic energy. We multiply (12) by Γtkπk+1
j and sum to get T3+T4+ T5 �0 with



Consistency Analysis of a 1D Finite Volume Scheme 103

T3 =
N−1⎛

k=0

J⎛

j=2

Γx j

[
Ek+1

K , j − Ek
K , j

]
πk+1

j , T4 =
N−1⎛

k=0

Γtk
J⎛

j=2

[
χ k

j+1/2 − χ k
j−1/2

]
πk+1

j ,

T5 =
N−1⎛

k=0

Γtk
J⎛

j=2

[
ξ

k+1/2
j+1/2 − ξ

k+1/2
j−1/2

]
V k+1

j πk+1
j +

N−1⎛

k=0

J⎛

j=2

Dk
j π

k+1
j .

Integrating by part w.r.t. time yields

T3 = −
∫ T

0

∫ L

0

1

2
ρ

(0)
Γ

(
VΓ

)2
ð

σ
t πT σ dx dt −

∫ L

0

1

2
ρ

(0)
Γ (x, 0)

(
VΓ(x, 0)

)2
πT σ (x, 0) dx .

For T4, we write χ k
j+1/2 = 1

4ρk
j+1/2

[(
V k

j

)3 + (
V k

j+1

)3] + 1
4 Sk

j+1/2 where

Sk
j+1/2 = V k

j V k
j+1

[
Rk,−

j+1 − Rk,+
j

]
+(V k

j+1 −V k
j )2

[
F

k,|·|
j +F

k,|·|
j+1 −ρk

j+1/2(V k
j +V k

j+1)
]
.

Integration by part w.r.t space leads to T4 = −T4,1 − T4,2 with

T4,1 =
∫ T

0

∫ L

0

1

2
ρ

(0)
Γ

(
VΓ

)3
ð

σ
xπT σ dx dt, T4,2 = 1

4

N−1⎛

k=0

Γtk
J⎛

j=1

Sk
j+1/2

[
πk+1

j+1 − πk+1
j

]
.

Finally |T4,2| � Γx since it is dominated by

Γx |∂xπ|L∇||VΓ ||∇,T σ

[C∂ρF±

2
||VΓ ||∇,T σ ||ρΓ ||1;BV,T

+ (
2CF± + ||VΓ ||∇,T σ ||ρΓ ||∇,T

)||VΓ ||1;BV,T σ

]
.

• Internal energy. Multiply (11) by Γtkπk+1
j+1/2 and sum to get T6+T7+T8 �0 with

T6 =
N−1⎛

k=0

J⎛

j=1

Γx j+1/2

[
ek+1

j+1/2 − ek
j+1/2

]
πk+1

j+1/2, T7 =
N−1⎛

k=0

Γtk
J⎛

j=1

[
G

k
j+1 − G

k
j

]
πk+1

j+1/2,

T8 =
N−1⎛

k=0

Γtk
J⎛

j=1

ξ
k+1/2
j+1/2

(
V k+1

j+1 − V k+1
j

)
πk+1

j+1/2 −
N−1⎛

k=0

J⎛

j=1

Dk
j π

k+1
j+1/2.

Owing to integration by part w.r.t. time, we get

T6 = −
∫ T

0

∫ L

0
ω

(
ρ

(0)
Γ

)
ðtπT dx dt −

∫ L

0
ω

(
ρ

(0)
Γ (x, 0)

)
πT (x, 0) dx .

We rewrite the flux as follows
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⎜⎜⎜⎜⎜⎜⎟

⎜⎜⎜⎜⎜⎜

G
k
j = 1

2Γx j

[
Γx j−1/2ω(ρk

j−1/2) + Γx j+1/2ω(ρk
j+1/2)

]
V k

j + Uk
1, j + Uk

2, j + Uk
3, j ,

Uk
1, j = ek

j−1/2

(
V k+1

j − V k
j

)
, Uk

2, j = − Γx j+1/2

2Γx j

[
ek

j+1/2 − ek
j−1/2

]
V k

j ,

Uk
3, j = − Γx j−1/2

2Γtk

[
ω̄

(
ρk+1

j−1/2

) − ω̄(ρk
j−1/2)

]
.

It leads to T7 = −T7,0 − T7,1 − T7,2 − T7,3 with


⎜⎜⎜⎟

⎜⎜⎜

T7,0 =
∫ T

0

∫ L

0
ω

(
ρ

(0)
Γ

)
VΓðxπT dx dt,

T7,i =
N−1⎛

k=0

Γtk
J⎛

j=2

U k
i, j

(
πk+1

j+1/2 − πk+1
j−1/2

)
, i = 1, 2, 3.

The term T7,1 can be bounded as follows

|T7,1| � Cω,ρ

⎞⎞∂xπ
⎞⎞

N−1⎛

k=0

Γtk
J⎛

j=2

Γx jρ
k
j−1/2

⎞⎞V k+1
j − V k

j

⎞⎞. (15)

Since a �min(a, b)+|b − a|, we get ρk
j−1/2 �ρk

j +
⎞⎞ρk

j+1/2 − ρk
j−1/2

⎞⎞. This leads to

|T7,1| � Cω,ρ

⎞
⎞∂xπ

⎞
⎞
L∇

( N−1⎛

k=0

Γtk
J⎛

j=2

Γx j ρ
k
j

⎞
⎞V k+1

j − V k
j

⎞
⎞

⎠ ⎧⎨ ⎩
:=T σ

+2||VΓ ||∇,T σ ||ρΓ ||1;BV,T Γx

)
.

Writing ρk
j =ρk+1

j − (ρk+1
j − ρk

j ) and using the Cauchy-Schwarz inequality yields

T σ � 2
(

T L||ρΓ||∇,T

)1/2(
Γt

N−1⎛

k=0

J⎛

j=2

Dk
j

)1/2+ 2||VΓ||∇,T σ ||ρΓ||BV;1,T Γt � Γt1/2.

It finally leads to |T7,1| � Γt
1
2 + Γx . The term T7,2 can be bounded as follows

|T7,2| � Cω ≡ ||VΓ||∇,T σ |∂xπ|L∇||ρΓ||1;BV,T Γx � Γx .

We now turn to T7,3. We remark that

⎞⎞⎞ρk+1
j−1/2 − ρk

j−1/2

⎞⎞⎞ � 2Γtk

Γx j−1/2

(
C∂ρF±

⎞⎞ρk
j+1/2 − ρk

j−1/2

⎞⎞ + ρk
j−1/2

⎞⎞V k+1
j − V k

j

⎞⎞
)
.

Hence, using the same bound as for T7,1 yields
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⎞
⎞T7,3

⎞
⎞ � Cω̄ ≡ |∂xπ|L∇

((
C∂ρF± +2||VΓ||∇,T σ

)
||ρΓ||1;BV,T Γx + T σ

)
� Γt1/2 + Γx .

• Pressure. It remains to get the limit of T5+T8 =−T9,0−T9,1−T9,2−T9,3 with

T9,0 =
∫ T

0

∫ L

0
ξΓVΓð

σ
xπT σ dx dt, T9,1 =

N−1⎛

k=0

J⎛

j=2

Dk
j

(
πk+1

j+1/2 − πk+1
j

)
,

T9,2 = 1

2

N−1⎛

k=0

Γtk
J⎛

j=1

ξ
k+1/2
j+1/2

(
V k+1

j − V k
j + V k+1

j+1 − V k
j+1

)(
πk+1

j+1 − πk+1
j

)
,

T9,3 = −1

2

N−1⎛

k=0

Γtk
J⎛

j=1

ξ
k+1/2
j+1/2

(
V k+1

j+1 − V k+1
j

)(
2πk+1

j+1/2 − πk+1
j+1 − πk+1

j

)
.

We bound T9,1 and T9,3 as follows

T9,1�
|∂xπ|L∇

2

( N−1⎛

k=0

J⎛

j=2

Dk
j

)
Γx � Γx, T9,3�

Cξ

4
|∂xxπ|L∇||VΓ ||1;BV,T σ

(
Γx

)2 �
(
Γx

)2
.

Note that
⎞⎞ξk+1/2

j+1/2

⎞⎞ �
(
Cω ≡ + Cω,ρ

)
ρk

j+1/2. It readily leads to

⎞⎞T9,2
⎞⎞ �

(
Cω ≡ + Cω,ρ

)|∂xπ|L∇ T σ � Γt
1
2 .

With (14), we pass to the limit in T3, T4,1, T6, T7,0 and T9,0. We arrive at (2) since
the other terms tend to 0.
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An Asymptotic-Preserving Scheme
for Systems of Conservation Laws with
Source Terms on 2D Unstructured Meshes

C. Berthon, G. Moebs and R. Turpault

Abstract A finite volumes numerical scheme is here proposed for hyperbolic
systems of conservation laws with source terms which degenerate into parabolic
systems in large times when the source terms become stiff. In this framework, it is
crucial that the numerical schemes are asymptotic-preserving i.e. that they degener-
ate accordingly. Here, an asymptotic-preserving numerical scheme is designed for
any system within the aforementioned class on 2D unstructured meshes. This scheme
is proved to be consistent and stable under a suitable CFL condition. Moreover, we
show that it is also possible to prove that it preserves the set of (physically) admis-
sible states under a geometrical property on the mesh. Finally, numerical examples
are given to illustrate its behavior.

1 Introduction

The objective of this paper is to build a suitable numerical scheme for hyperbolic
systems of conservation laws which can be written under the following form:

∂t U + div(F(U)) = ρ (U)(R(U) − U), (t, x) ≥ R+ × R
2. (1)

Here, the Jacobian of the flux F is assumed to be diagonalizable in R. The set
of admissible states is denoted A . Moreover, R is a smooth function of U such
that for all U ≥ A , R(U) ≥ A . Finally, ρ (U) is a positive real function which
represents the stiffness of the source term. The system (1) is assumed to fulfill the
properties required in [3] so that it degenerates in long time and when the source term
becomes stiff, more precisely when ρ (U)t ∼ ∇, into a parabolic system. There are
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numerous examples of such systems, including the M1 model for radiative transfer
(see [17]) which is used here as when an illustration is required:

U =






E
Fx
Fy
T




, F(U) =






Fx Fy
c2 Pxx c2 Pxy
c2 Pyx c2 Pyy
0 0




, R(U) =







ω(U)aT 4+ω1(U)
ωm (U)

ω1(U)Fx
ωm (U)

ω1(U)Fy
ωm (U)

ω (U)E+ω2(U)πCvT
πCvωm (U)







,

(2)

where ρ (U) = cωm(U) and

P = E
(1 − Γ

2
Id + 3Γ − 1

2

F ≡ F

‖F‖2

)
, Γ = Γ

(
σ = ‖F‖

cE

)
= 3 + 4σ2

5 + 2
⎪

4 − 3σ2
, (3)

ωm(U) = ω(U) max
⎛
1,

aT 3

πCv

⎝
, ω1(U) = ωm(U)−ω(U), ω2(U) = ωm(U)−ω(U)

aT 3

πCv
. (4)

The set of admissible states is:

A = ⎞
U = (E, Fx , Fy, T )⇒ ≥ R

4 / E > 0, T > 0, ‖F‖ ≤ cE
⎠
. (5)

When ωm(U)t ∼ ∇, the M1 model degenerates into the so-called equilibrium
diffusion equation:

∂t
⎛
πCvT + aT 4⎝ − div

( c

3ω
∪aT 4

)
= 0. (6)

The main difficulty when designing a numerical scheme for such systems is to enforce
the correct degeneracy in the diffusion limit. In other words, the limit of the scheme
when ρ (U)t ∼ ∇ shall be a consistent approximation of the limit diffusion equa-
tion. This property is generally not fulfilled by numerical schemes hence the design
of asymptotic-preserving (AP) schemes has been an important issue during the last
decade. For 1D applications, several asymptotic-preserving schemes were proposed
in this context. The most explored way to do so is to use a modified HLL scheme and
cleverly control the numerical diffusion in the spirit of the work of Gosse and Toscani
for the telegraph equations [20]. This technique has been widely used for the M1
model and Euler equations with friction (see for instance [8, 10]) and extended to gen-
eral cases [5]. Other techniques have also been used, such as [1, 6, 11]. The situation
is much more difficult for 2D applications however. While it is quite straightforward
for Cartesian grids (see [2] for example), it is way more complex on unstructured
grids. One of the reasons is that the classical two-point flux scheme (or FV4 [18])
which is the target of many AP schemes is not consistent anymore. The only excep-
tion is the MPFA-based AP scheme for Friedrich systems developed in [9]. Our
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Fig. 1 Local mesh notations
(l) one cell and the local
notations (r) the diamond cell
Di associated with the i th
interface of the cell K ≥ M xK

A1

A2

A3

A4

x4
x1

x2

x3

Di

τ i

ni

xK

xi

Ai

Ai+1

goal is therefore to propose an AP finite volumes scheme for any system of the
form (1). This scheme is a natural extension of the 1D scheme proposed in [5] based
on the diamond scheme [12]. It is consistent and stable under a natural unrestrictive
CFL condition. Moreover, it is also possible to enforce the preservation of the set of
admissible states provided a geometrical property is satisfied by the mesh.

Notations. Since we intent to provide a finite volumes scheme which may be
used in either cell-centered or vertex-centered contexts we call (primary) mesh M
the set of all control volumes effectively used in the scheme. The secondary mesh
is a set control volumes defined around the nodes of the primary mesh. Hence, the
primary mesh is the primal mesh in the context of cell-centered schemes and the dual
mesh in the context of vertex-centered schemes and the secondary mesh is the dual
mesh in the context of cell-centered schemes and the primal mesh in the context of
vertex-centered schemes. The notations used throughout this paper are summarized
on Fig. 1:

• NK is the number of nodes (and interfaces) of the cell K ≥ M .
• xK is the centroid of the cell K .
• The nodes of the cell K are locally denoted {Ai }i=1...NK .
• The neighboring cells (Li )i of the cell K are locally numbered from 1 to NK such

that K ∗ Li = [Ai Ai+1]. Their centroids are locally denoted {xi }i=1...NK .
• d K

i := ‖xK xi‖ and ei := ‖Ai Ai+1‖ is the length of the i th interface of the cell K .
• r K := |K |/pk where pk is the perimeter of K .

2 Definition of the Scheme and Properties

The scheme proposed here is a direct generalization of the 1D scheme [5] where
a Rusanov-type flux is selected for the hyperbolic part. As it was pointed in the
introduction, the main difficulty is to select a scheme to degenerate into in the diffusive
limit. The classical two-point finite volume scheme (a.k.a FV4 [18]) is not consistent
with the diffusion equation on general meshes. The target scheme in the diffusive
limit must therefore properly take into account the whole gradient. For the sake of
consistency and simplicity, we choose to use the same gradient discretization in the
hyperbolic part. Here, we adopt the diamond scheme strategy [12] but others could
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be considered (see [7, 13–15, 19, 21] and references therein). With the diamond
scheme to approximate the gradients, the resulting scheme is obtained:

Un+1
K = Un

i + ξt

|K |
NK⎧

i=1

eiβ
n
K ,iF

n
K ,i · ni + ξt

|K |
NK⎧

i=1

eiβ
n
K ,i F(Un

K ) · ni

+ ξt

|K |
NK⎧

i=1

ei (1 − βn
K ,i )b

K
i (R(Un

K ) − Un
K ), (7)

F n
K ,i = F(Un

K ) + F(Un
i )

2
− bK

i Ψ K
i

2
∪K

i Un
K · ni , βK

i = bK
i

bK
i + ρ K

i r K
, (8)

∪K
i Un

K · ni = Un
i − Un

K

2|Di | ei + Un
Ai+1

− Un
Ai

2|Di | d K
i ni · τ i , (9)

where Ψ K
i > 0 is a parameter to be precised later and Un

Ai
is the value of the solution

at the node Ai (see Fig. 1). This value is obtained as a mean value of the solution in
the cells which share Ai as a node (see [12]).

Theorem 1 Assume that Ψ K
i ∼ 0 when r K ∼ 0, then the scheme (7)–(8) is con-

sistent with (1).

The proof of this theorem and the following can be found in [4]. In some applications,
it is important to preserve the set of admissible states A . It is all the more difficult
since most finite volumes schemes for parabolic problems, including the diamond
scheme, do not preserve the maximum principle. Only a few examples ensure this
property (for example [16, 22]). Interestingly, it is sometimes possible to recover the
maximum principle for our scheme under some geometric condition on the mesh.

Definition 1 The mesh is said to be χ-admissible if ∈χ > 0 such that:

∩K ≥ M , ∩i ≥ [1, NK ], 1 + ei−1d K
i−1

e2
i

|Di |
3|Di−1| − ei+1d K

i+1

e2
i

|Di |
3|Di+1| > χ,

d K
i = d K

i ni · τ i .

With this definition, an admissible mesh is χ-admissible for all χ ≤ 1 since all d K
i

are then equal to 0. This condition turned out to be satisfied by most of the meshes
generated with reasonable constraints on the angles we tested. Equipped with this
definition, we can obtain the following result.

Theorem 2 Assume that the mesh is χ-admissible and that the secondary mesh is
made of triangles. Let us also assume that βK

i is constant inside each cell K ≥ M

(βK
i = βK ) and let us set Ψ K

i = 2|Di |
χei

. Then, the scheme (7)–(8) preserves the set

of admissible states A as soon as the following CFL condition holds:

max
K≥A ,i≤NK

{bK
i Ψ K

i χK
i } ξt

|K | pK ≤ 1

2
. (10)
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Once again, a proof of this theorem is provided in [4]. There are two essential
bricks here: the ability to write the 2D scheme as a convex combination of 1D schemes
and the possibility to express the approximate gradient as

⎨
i κK ,i (UK − Ui ) with

κK ,i ≤ 0. Several comments have to be done concerning this theorem:

• The choice of Ψ K
i tends to 0 when r K ∼ 0 as it was requested for the sake of

consistency.
• A similar theorem may be obtained on more general meshes. However, the geomet-

rical condition quickly becomes cumbersome. On the other hand, other expressions
of the discrete gradient such as [16] may also be used to ensure the property without
any restriction on the mesh at the cost of a strongly nonlinear scheme.

• The main restriction is to consider βK
i that are constant per cell. It is sometimes a

severe limitation when the AP procedure defined in the following is applied.

• Other choices of Ψ K
i allow to recover the same result e.g. Ψ K

i = max
i≤NK

2|Di |
2χ

.

The scheme (7)–(8) is not AP in general but a simple procedure may be used to
recover this property. It consists in appliying the scheme to the system:

∂t U + div(F(U)) = (ρ + ρ̄ )
⎛
R̄(U) − U

⎝
, R̄(U) = ρ R(U) + ρ̄ U

ρ + ρ̄
, (11)

which is obviously equivalent to (1). Then, a formal Chapmann-Enskog expansion
leads to the following scheme in the diffusion limit:

Un+1
K = Un

K − ξt

|K |
NK⎧

i=1

ei
bK

i

(ρ K
i + ρ K

i )r K

⎩
F (Un

K ) · ni − F(Un
K ) · ni

]

|R(Un
K )=Un

K

.

(12)
Now, ρ K

i may be chosen so that the scheme is AP. This procedure is illustrated in
the case of the M1 model for radiative transfer.

AP correction for the M1 model. For the M1 model (2), bK
i = c and the equilibrium

gives Fx = Fy = 0 and E = aT 4. The first and fourth equations of (12)–(8) hence
become:

(πCv + aT 4)n+1
K = (πCvT + aT 4)n

K + ξt

|K |
NK⎧

i=1

c2ei

2(ω K
m,i + ω̄ K

i )r K
∪K

i (aT 4)n · ni .

In order to ensure that this scheme is consistent with the equilibrium diffusion equa-
tion (6), the terms ω̄ K

i have to be chosen accordingly. For example, if we take:

(ω K
m,i + ω̄ K

i ) = ω K
m,i

3cΨ K
i

2r K
> 0. (13)
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then the limit scheme in the diffusion regime is:

(πCvT + aT 4)n+1
K = (πCvT + aT 4)n

K + ξt

|K |
NK⎧

i=1

cei

3ω K
i

∪K
i (aT 4)n

i · ni ,

which is consistent with the diffusion equation (6). In fact, as expected, it is nothing
but the diamond scheme applied to (6). Moreover, if ω is a constant and Ψ K

i = Ψ K

then ω̄ K
i = ω̄ K and Theorem 2 can be applied. In order to meet such a requirement,

one may choose: Ψ K
i = max

i≤NK

2|Di |
2χ

.

3 Numerical Results

Validation tests are performed in this paragraph in order to illustrate the behavior of
the scheme. A Riemann problem for the M1 model for radiative transfer is considered
on [0, 5] × [0, 1] with:

(E, Fx , Fy, T )⇒(0, x) =
⎜

(aT 4
L , c fx,LaT 4

L , 0, TL)⇒, if x < 1,

(aT 4
R, 0, 0, TR)⇒, otherwise.

In the following, TL = 10000, TR = 300 and fx,L = 0, πCv = 10−2 and c = 3.108.
First, ω is set to 0 since the preservation of admissible states is expected to be more
difficult than in the presence of the (regularizing) source-term. Two different meshes
are used: a “coarse” one (5152 triangles) and a “fine” one (132006 triangles). Both
of these meshes are χ−admissible with optimal χ = χ1 = 1.095 for the coarse grid
and χ2 = 5.59910−2 for the fine one. The reference solution is the exact solution of
the corresponding 1D Riemann problem. Figure 2 shows the solutions along x = 1

2 .

Here, the conservation of admissible states is enforced by using Ψ K
i = max

i≤NK

2|Di |
2χ

where χ = χ1 on the coarse mesh and χ2 on the fine one. The solution computed
on the coarse grid is comparable to a 1D Rusanov scheme with a similar number of
cells. On the other hand, since χ2 ∀ χ1, the numerical diffusion of the scheme is way
larger on the fine mesh than on the coarse one. The approximation is hence better on
the coarse grid in this case. Now if χ = χ1 on the fine mesh, as shown in the right of
Fig. 2, the quality of the approximation behaves as expected, i.e. the approximation
is better on the fine grid.

Next, we fix ω = 1000 to investigate the AP property. The results showed on Fig. 3
are compared with a grid-converged 1D approximation of the equilibrium diffusion
equation. The tests are performed with and without the asymptotic-preserving cor-
rection on the fine grid. We immediately see that with the AP correction, the scheme
provides an approximation which is nearly indistinguishable from the reference solu-
tion. On the other hand, as expected, if the AP correction is turned off i.e. ρ K = 0),
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Fig. 2 Exact and computed E along x = 1
2 with ω = 0 at t = 2.10−9. (l) conservation of A

enforced; (r) same value of χ for both meshes

Fig. 3 Ref. and computed
E with and w/o AP correction
along x = 1

2 with ω = 1000
at t = 2.10−6

Fig. 4 Radiative flow in
a channel (top) E (bottom) Γ

there is a large discrepancy between the computed and the reference solution. Finally,
a test-case involving the evolution of the radiation in a channel with multiple obsta-
cles is performed. The entry condition on the left side of the channel models a beam
of high energy (FL = cEL = ca100004) compared to the initial state of the domain
(F0 = 0, E0 = a104), ω = 1 and 11 obstacles (with wall boundary conditions)
are scattered in the channel. A vertex-centered approached is used on a mesh con-
sisting of 15348 cells refined near the obstacles (see Fig. 4). Let us emphasize that
this case is numerically very challenging and that it is all the more critical to pre-
serve the set of admissible states here since very small numerical errors may yield
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unadmissible values, which immediately cause the code to crash. Several values of
Ψ K

i were tested and even a value 5 % larger than the choice stated in the theorem
produces unadmissible results. In this sense, it seems that the condition of Theorem
2 is optimal.
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Numerical Dissipation and Dispersion
of the Homogeneous and Complete
Flux Schemes

J. H. M. ten Thije Boonkkamp and M. J. H. Anthonissen

Abstract We analyse numerical dissipation and dispersion of the homogeneous
flux (HF) and complete flux (CF) schemes, finite volume methods introduced in
[4]. To that purpose we derive the modified equation of both schemes. We show
that the HF scheme suffers from numerical diffusion for dominant advection, which
is effectively removed in the CF scheme. The latter scheme, however, is prone to
numerical dispersion. We validate both schemes for a model problem.

1 Introduction

Conservation laws are often of advection-diffusion-reaction type, describing the
interplay between different processes such as, e.g., drift, diffusion and generation/
recombination. They occur in disciplines like combustion theory, plasma physics,
transport in porous media etc. A model equation for these conservation laws is the
advection-diffusion-reaction equation. In [4] we introduced the complete flux scheme
for this equation. For steady problems, the complete flux approximation is based
on the solution of a local BVP for the entire equation, including the source term.
Consequently, the numerical flux consists of a homogeneous component, depending
on the advection-diffusion operator, and an inhomogeneous component, depending
on the source term. In many applications, the homogeneous component is known as
the exponential scheme, however, we refer to it as the homogeneous flux scheme.
The inclusion of the inhomogeneous flux is especially of importance for dominant
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advection, since it it guarantees that the flux approximation remains second order
accurate, even for infinite Péclet number [1].

For time-dependent problems we include the time-derivative in the inhomoge-
neous flux. We will demonstrate that also this term is very important for advection-
dominant problems, since it effectively removes the artificial diffusion introduced
by the homogeneous flux scheme, at least up to second order, albeit at the cost of a
small dispersion error. In order to analyse this, we consider the model equation

∂ρ

∂t
+ ∂

∂x

(
uρ − ω

∂ρ

∂x

)
= s, (1)

where u is the advection velocity, ω ≥ ωmin > 0 the diffusion coefficient and s the
source term. Associated with (1) we introduce the the flux f , defined by

f = uρ − ω
∂ρ

∂x
. (2)

To analyse the dissipation and dispersion errors of the HF and CF scheme, we derive
the modified equation for both schemes, which is roughly speaking the partial dif-
ferential equation that is exactly solved by the numerical solution. The modified
equation of the HF scheme contains an artificial diffusion term, which suppresses
spurious oscillations, however, it makes the scheme very dissipative for dominant
advection. This artificial diffusion term is eliminated by the time derivative term in the
inhomogeneous flux, making the scheme nondissipative, which is a very benificial
property especially for long time integration. Instead, the modified equation contains
a leading order dispersion term, responsible for possible spurious oscillations.

We have organised our paper as follows. The derivation of the HF and CF schemes
is briefly outlined in Sect. 2. In Sect. 3 we derive the modified equation for both
schemes and interpret these in terms of dissipation and dispersion. The performance
of both schemes is demonstrated in Sect. 4, and finally in Sect. 5, we present a
discussion and conclusions.

2 Numerical Approximation of the Flux

In this section we outline the complete flux scheme for Eq. (1), which is a special
case of the scheme introduced in [4].

Equation (1) can be written as ∂ρ/∂t + ∂ f/∂x = s with the flux f defined in (2).
Assume this equation is defined on the domain π = [0, 1]. In the finite volume
method we cover π with a finite number of control volumes (cells) π j of size
h. We adopt the vertex-centred approach, i.e., we introduce the grid points x j =
jh ( j = 0, 1, 2, . . . , N ) with Nh = 1, where the variable ρ has to be approximated,
and choose π j = [x j−1/2, x j+1/2] with x j±1/2 = 1

2

(
x j + x j±1

)
. Integrating the

equation over π j and applying the midpoint rule for the integrals of s and ∂ρ/∂t ,
we obtain the semi-discrete equation
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h ρ̇ j (t) + Fj+1/2(t) − Fj−1/2(t) = h s j (t), (3)

where ρ̇ j (t) ∼ ∂ρ/∂t (x j , t) and Fj+1/2(t) is the numerical approximation of the
flux at the interface x = x j+1/2. In the following we will suppress the dependence
of all variables on t .

We determine the numerical flux Fj+1/2 from the following quasi-stationary
boundary value problem

∂ f

∂x
= ∂

∂x

(
uρ − ω

∂ρ

∂x

)
= s − ∂ρ

∂t
, x j < x < x j+1, (4a)

ρ(x j ) = ρ j , ρ(x j+1) = ρ j+1, (4b)

where we have put the time derivative in the right hand side of Eq. (4a). As a con-
sequence, the numerical flux will depend on the time derivative, and this will turn
out to be of importance for dominant advection. In the derivation that follows we
assume u and ω constant. Moreover, we introduce the following variables

a = u

ω
, P = ah, Γ (x) = x − x j

h
. (5)

P is the well-known (grid) Péclet number and Γ(x) is the normalized coordinate on
[x j , x j+1] (0 ∇ Γ(x) ∇ 1). Integrating equation (4a) from x j+1/2 to x ≡ [x j , x j+1],
we obtain the integral balance

f (x) − f (x j+1/2) =
∫ x

x j+1/2

ŝ(σ) dσ, ŝ = s − ∂ρ

∂t
. (6)

Next, substituting the integrating factor formulation

f (x) = −ω eax ∂

∂x

(
e−axρ

)
(7)

in (6) and integrating the resulting equation form x j to x j+1, we get

ω
(
e−ax j+1ρ j+1 − e−ax j ρ j

) + 1
a

(
e−ax j − e−ax j+1

)
f (x j+1/2)

= ∫ x j+1
x j

∫ x
x j+1/2

e−ax ŝ(σ) dσdx .
(8)

Finally, changing the order of integration in the double integral in the right hand side
of (8), we find the following expressions for the flux
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Fig. 1 Green’s function G(Γ ; P) for the flux for P > 0 (left) and P < 0 (right).

f (x j+1/2) = f h(x j+1/2) + f i(x j+1/2), (9a)

f h(x j+1/2) = ω

h

(
B(−P)ρ j − B(P)ρ j+1

)
, (9b)

f i(x j+1/2) = h
∫ 1

0
G(Γ ; P)ŝ(x(Γ )) dΓ, (9c)

where B(z) = z/
(
ez − 1

)
and where G(Γ ; P) is the so-called Green’s function for

the flux, given by

G(Γ ; P) =


⎪

⎛

1 − e−PΓ

1 − e−P
for 0 ∇ Γ ∇ 1

2 ,

−1 − eP(1−Γ)

1 − eP
for 1

2 < Γ ∇ 1;
(10)

see Fig. 1. From (9) it is evident that the flux is the sum of the homogeneous com-
ponent f h, depending on the advection-diffusion operator, and the inhomogeneous
component f i, depending the modified source ŝ.

Obviously, the numerical flux is the sum of a homogeneous component, Fh
j+1/2,

and an inhomogeneous component, F i
j+1/2. For the homogeneous component we

simply take (9b), i.e., Fh
j+1/2 = f h(x j+1/2). For the inhomogeneous component we

need to evaluate the integral in (9c). Note that for dominant diffusion (|P| � 1) the
integral (average) of G(Γ ; P) is small, whereas for dominant advection (|P| ⇒ 1)

G(Γ ; P) has a clear bias towards the upwind side of the interval. For this reason we
replace ŝ(x(Γ )) in (9c) by its upwind value and evalute the resulting integral. This
way we obtain

Fj+1/2 = Fh
j+1/2 + h

( 1
2 − W (P)

)(
su, j+1/2 − ρ̇u, j+1/2

)
, (11)

where W (z) = (
ez −1−z

)
/
(
z
(
ez −1

))
and where su, j+1/2 denotes the upwind value

of s relative to the interface x j+1/2, i.e., su, j+1/2 = s j if u ≥ 0 and su, j+1/2 = s j+1
if u < 0, and likewise for ρ̇.

We refer to the flux approximation in (11) as the complete flux (CF) scheme,
as opposed to the homogeneous flux (HF) scheme, where we omit the source term
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and time derivative. Finally, substituting this expression in (3) we obtain the semi-
discretisation

( 1
2 + W (|P|))ρ̇ j + ( 1

2 − W (|P|))ρ̇ j (u) + 1
h

(
Fh

j+1/2 − Fh
j−1/2

)
=

( 1
2 + W (|P|))s j + ( 1

2 − W (|P|))s j (u),
(12)

where j (u) is the index of the grid point upwind of j , i.e., j (u) = j − 1 if u ≥ 0 and
j (u) = j +1 is u < 0. If we set W (|P|) = 1

2 in (12), we get the HF semidisretisation.

3 Numerical Dissipation and Dispersion

In this section we investigate the semi-discrete system (12) in terms of dissipation
and dispersion. We consider both the HF and CF scheme. In [3] we presented a
detailed analysis based on the evolution of a planar wave solution, here we adopt a
different approach, viz., we derive the modified equation for both schemes.

Roughly speaking, the modified equation of a finite difference scheme is defined
as the partial differential equation that is actually solved by the numerical solution,
apart from rounding errors [5]. Assume ξ to be a sufficiently smooth function coin-
ciding with the numerical solution on the space-time grid. Expanding all differences
in Taylor series, we obtain the original differential equation with an extra local dis-
cretisation error in the right hand side, which is an infinite sequence of derivatives.
If we subsequently eliminate all time derivatives except the first order, we obtain the
so-called modified equation. We will slightly adapt this procedure to our purpose.

We introduce the following difference operators for a generic grid function β j

Ψ−
x β j = 1

h

(
β j − β j−1

)
, Ψxβ j = 1

2h

(
β j+1 − β j−1

)
,

Ψxxβ j = 1
h2

(
β j+1 − 2β j + β j−1

)
.

(13)

In the following we assume that s = 0 and u > 0. We first consider the HF scheme,
which can be written as

ρ̇ j + ω

h2

(
B−(

ρ j − ρ j−1
) − B+(

ρ j+1 − ρ j
)) = 0, (14)

where B± = B(±P). Rearranging terms, we see that the scheme is equivalent to

ρ̇ j + uΨxρ j − ωartΨxxρ j = 0, ωart = D
( 1

2 P)ω, (15)

with D(z) = z coth(z), see Fig. 2. The artificial diffusion coefficient ωart is the sum
of ω and the numerical diffusion coefficient ωnum = P

( 1
2 − W (P)

)
ω. To derive

the modified equation of the semi-discretisation (15), we substitute a (sufficiently
smooth) function ξ , satisfying ξ(x j , t) = ρ j (t) for all grid points x j , and expand
all spatial differences in Taylor series. Moreover, we discard all O

(
h2

)
-terms. This
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Fig. 2 The functions D
( 1

2 z
)

(left) and E(z) (right)

way we obtain the modified equation

∂ξ

∂t
+ u

∂ξ

∂x
= ωart

∂2ξ

∂x2 . (16)

So the HF scheme suffers from numerical diffusion, where the artificial diffusion
coefficient ωart increases from ω for P = 0 to 1

2 uh for P → ∪ (upwind limit). Unlike
standard central differences, the scheme does not display spurious oscillations since
0 < uh/ωart < 2.

Next, we consider the CF scheme, which reads

( 1
2 −W +)

ρ̇ j−1 +( 1
2 +W +)

ρ̇ j + ω

h2

(
B−(

ρ j −ρ j−1
)− B+(

ρ j+1 −ρ j
)) = 0, (17)

where W + = W (P). Again, rearranging terms we obtain

(
id − χΨ−

x

)
ρ̇ j + uΨxρ j − ωartΨxxρ j = 0, χ = h

( 1
2 − W +)

, (18)

where id is the identity operator. Note that for χ ∗= 0 this scheme defines an implicit
ODE-system, which is a result of the quasi-stationary assumption made in (4). To
derive the modified equation we first make the ODE-system explicit by applying the
inverse operator

(
id − χΨ−

x

)−1 to (18), for which the following relation holds

(
id − χΨ−

x

)−1 = id + χΨ−
x + O

(
h2). (19)

Applying the inverse to (18), the advection term gives rise to the antidiffusion term

−χuΨ−
x Ψxρ j = P

(
W (P) − 1

2

)
ωΨxxρ j + O

(
h2),

which exactly cancels the numerical diffusion introduced by the HF scheme up to
O

(
h2

)
, and the diffusion term gives rise to the dispersive term χωartΨ

−
x Ψxxρ j . Thus

the CF scheme is equivalent to

ρ̇ j + uΨxρ j = ωΨxxρ j + βΨ−
x Ψxxρ j + O

(
h2), β = E(P)uh2, (20)
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where E(z) = D
( 1

2 z
)( 1

2 − W (z)
)
/z; see Fig. 2. β is the numerical dispersion coeffi-

cient. Since Ψ−
x Ψxxρ j is a first order approximation of ∂3ρ/∂x3(x j ) we conclude that

the CF scheme is a second order accurate approximation of the modified equation

∂ξ

∂t
+ u

∂ξ

∂x
= ω

∂2ξ

∂x2 + β
∂3ξ

∂x3 . (21)

The third order term β∂3ρ/∂x3 is reponsible for dispersion, i.e., waves of different
frequencies propagate at different speed.

It is instructive to consider the advection-reaction equation as special case, i.e.,
ω = 0. In this case P → ∪ and β = 1

4 uh2. Substituting the planar wave
ξ(x, t) = ei(κx−ζt) in (21), with κ the wave number and ζ the frequency, we obtain
the dispersion relation ζ(κ) = uκ + βκ3 from which we infer that the numerical
phase velocity cp(κ) = ζ(κ)/κ = u

(
1 + 1

4 (κh)2
)
. Since β > 0, the numerical

solution propagates (a little) too fast.
To compute the full numerical solution, we have to apply a time integrator to (12).

Since the CF scheme is nondissipative, the trapezoidal rule is an obvious choice. Com-
bined with the CF scheme for the advection equation, the trapezoidal rule reduces
to the box scheme, which is second order and nondissipative indeed. However, the
dispersion error of the combined scheme differs from the dispersion error of the CF
scheme alone, this is due to the trapzoidal rule [2, pp. 379–381].

4 Numerical Example

In this section we apply the HF and CF scheme to a model problem. In [3] we
investigated the order of convergence of the schemes, and we will not repeat this
here. The main conclusions, however, are the following. For dominant diffusion
both the HF and CF scheme exhibit second order convergence. On the other hand,
for dominant advection, the HF scheme reduces to the first order upwind scheme,
whereas the CF scheme remains second order convergent. Thus, inclusion of the
source term and time derivative is important for dominant advection!

Numerical dissipation and dispersion can be conveniently demonstrated for the
advection equation, therefore we choose ω = 0 and s = 0. Furthermore, we choose
the initial and boundary conditions such that the exact solution is given by the wave
packet

ρ(x, t) = e−τσ2
sin(κσ), σ = x − x0 − ut. (22)

Numerical approximations of (22) together with its (Gaussian) envelope are shown in
Fig. 3. Clearly, the HF scheme is very dissipative. At t = 5×10−2, the amplitude has
decreased to approximately 0.2 times its initial value while at t = 0.5 the solution has
completely vanished. On the other hand, the CF numerical solution has not dissipated
and is clearly much better than the HF solution. In fact for this choice of h and time
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Fig. 3 HF and CF numerical solutions for the advection equation at t = 0.05 (left) and at t = 0.5
(right). Parameter values are u = 1, τ = 102, κ = 50ϑ , x0 = 0.2 and h = θt = 2.5 × 10−3

step θt , the Courant number c = uθt/h = 1, and the exact solution is recovered.
Other choices of θt give rise to numerical dispersion, which should be attributed to
the time integrator, however.

5 Concluding Remarks and Discussion

We have presented the HF and CF scheme for an advection-diffusion-reaction model
problem. The CF scheme is based on a quasi-stationary boundary value problem,
including the time derivative in the source term. Consequently, the numerical flux
consists of a homogeneous component, depending on the advection-diffusion oper-
ator, and an inhomogeneous component, containing the source and time derivative.
We have derived the modified equation for both schemes and demonstrated that the
HF scheme is prone to numerical diffusion, which is completely removed in the CF
scheme. Instead, the CF scheme suffers from a dispersion error. We have shown
that the CF scheme is much more accurate than the HF scheme when applied to the
advection equation.

Both schemes are applicable to complex applications like plasma systems. In [1]
we have shown that the CF scheme is much more accurate than the HF scheme for
the numerical simulation of a glow discharge. The conservation laws are in this case
nonlinear and coupled, which is no objection since the original HF and CF schemes
developed in [4] only assume coefficients that are functions of space and time.
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A New Finite Volume Scheme for a Linear
Schrödinger Evolution Equation

Abdallah Bradji

Abstract We consider the linear Schrödinger evolution equation with a time
dependent potential in several space dimension. We provide a new implicittime finite
volume scheme, using the general nonconforming meshes of [2] as discretization in
space. We prove that the convergence order is hD +k, where hD (resp. k) is the mesh
size of the spatial (resp. time) discretization, in discrete norms L

≥(0, T ; H1
0 (∂))

and W 1,≥(0, T ; L2(∂)). These error estimates are useful because they allow to
obtain approximations to the exact solution and its first derivatives of order hD + k.

1 Motivation and Aim of This Paper

Let us consider the following linear time dependent Schrödinger problem. We seek
a complex valued function u defined on ∂ × [0, T ] satisfying

i ut (x, t) + ρu(x, t) − V (x, t)u(x, t) = f (x, t), (x, t) ∼ ∂ × (0, T ), (1)

where ∂ is an open bounded polyhedral subset in IRd , with d ∼ IN \ {0}, T > 0,
i ∼ C (the set of complex numbers) is the imaginary unit, V is a time dependent
potential and f is a given function.

An initial condition is given by:

u(x, 0) = u0(x), x ∼ ∂, (2)
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with homogeneous Dirichlet boundary conditions, that is

u(x, t) = 0, (x, t) ∼ ω∂ × (0, T ), (3)

The form (1)–(3) of Schrödinger equation occurs, for example, when d = 1 in
underwater acoustics, cf. [1]. The model (1)–(3) is studied for instance in [1] when
a Galerkin finite element method is used as discretization in space. The stationary
case of Schrödinger equation is also considered using finite volume methods in [3]
where there are some interesting numerical tests. In this work we analyze a new finite
volume scheme for the Schrödinger evolution problem (1)–(3).

2 Definition of the Scheme and Statement of the Main Result

The discretization of ∂ is performed using the mesh D = (M ,E ,P) described in
[2, Definition 2.1] which we recall here for the sake of completeness.

Definition 1 (Definition of the spatial mesh) Let ∂ be a polyhedral open bounded
subset of IRd , where d ∼ IN \ {0}, and ω∂ = ∂ \ ∂ its boundary. A discretisation
of ∂ , denoted by D , is defined as the triplet D = (M ,E ,P), where:

1. M is a finite family of non empty connected open disjoint subsets of ∂ (the
“control volumes”) such that ∂ = ∇K∼M K . For any K ∼ M , let ωK = K \ K
be the boundary of K ; let m (K ) > 0 denote the measure of K and hK denote
the diameter of K .

2. E is a finite family of disjoint subsets of ∂ (the “edges” of the mesh), such
that, for all π ∼ E , π is a non empty open subset of a hyperplane of IRd , whose
(d − 1)–dimensional measure is strictly positive. We also assume that, for all
K ∼ M , there exists a subset EK of E such that ω K = ∇π∼EK π . For any π ∼ E ,
we denote by Mπ = {K ; π ∼ EK }. We then assume that, for any π ∼ E , either
Mπ has exactly one element and then π ≡ ω ∂ (the set of these interfaces, called
boundary interfaces, denoted by Eext) or Mπ has exactly two elements (the set
of these interfaces, called interior interfaces, denoted by Eint). For all π ∼ E ,
we denote by xπ the barycentre of π . For all K ∼ M and π ∼ E , we denote by
nK ,π the unit vector normal to π outward to K .

3. P is a family of points of ∂ indexed by M , denoted by P = (xK )K∼M , such
that for all K ∼ M , xK ∼ K and K is assumed to be xK –star-shaped, which
means that for all x ∼ K , the property [xK , x] ≡ K holds. Denoting by dK ,π the
Euclidean distance between xK and the hyperplane including π , one assumes
that dK ,π > 0. We then denote by DK ,π the cone with vertex xK and basis π .

The time discretization is performed with a constant time step k = T
N+1 , where

N ∼ INΓ, and we shall denote tn = nk, for n ∼ [[ 0, N + 1]]. Throughout this paper,
the letter C stands for a positive constant independent of the parameters of the space
and time discretizations and its values may be different in different appearance.
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Since we deal with a complex valued solution, one has to seek for an approximation
in discrete spaces over the field of complex numbers C. Some slight modifications
should be made on the discrete spaces used in [2]. In particular, we define the space
XD as the set of all

(
(vK )K∼M , (vπ )π∼E

)
, where vK , vπ ∼ C for all K ∼ M and for

all π ∼ E , andXD ,0 ≡ XD is the set of all v ∼ XD such that vπ = 0 for all π ∼ Eext.
Let HM (∂,C) be the space of functions from ∂ to C which are constant over each
control volume of the mesh. For all v ∼ XD , we denote by σM v ∼ HM (∂,C) the
function defined by σM v(x) = vK , for a.e. x ∼ K , for all K ∼ M .

For all ξ ∼ C (∂,C), we define PDξ = (
(ξ(xK ))K∼M , (ξ(xπ ))π∼E

) ∼ XD .
We denote by PM ξ ∼ HM (∂,C) the function defined by PM ξ(x) = ξ(xK ),
for a.e. x ∼ K , for all K ∼ M . We will use the norm ‖ · ‖1,2,M given by [2, (4.5),
p. 1026].

In order to analyze the convergence, we need to consider the size of the discretiza-
tionD defined by hD = sup{diam(K), K ∼ M } and the regularity of the mesh given

by βD = max

(
max

π∼Eint,K ,L∼M
dK ,π

dL ,π

, max
K∼M ,π∼EK

hK

dK ,π

)
.

The scheme we want to consider in this note is based on the use of the discrete
gradient given in [2]. For u ∼ XD , we define, for all K ∼ M

⇒D u(x) = ⇒K ,π u, a. e. x ∼ DK ,π , (4)

where DK ,π is the cone with vertex xK and basis π and

⇒K ,π u = ⇒K u +
( √

d

dK ,π

(uπ − uK − ⇒K u · (xπ − xK ))

)

nK ,π , (5)

where ⇒K u = 1

m(K )

∑

π∼EK

m(π ) ( uπ − uK ) nK ,π and d is the space dimension.

We define the finite volume approximation for (1)–(3) as
(

un
D

)N+1
n=0 ∼ X N+2

D ,0
with un

D = ( (
un

K

)
K∼M ,

(
un

π

)
π∼E

)
, for all n ∼ {0, . . . , N + 1} and

1. discretization of the initial conditions (2): for all v ∼ XD ,0

∪ u0
D , v∗F +

(
V (0)σM u0

D ,σM v
⎪

L2(∂)
=

(
−ρ u0 + V (0)u0,σM v

⎪

L2(∂)
,

(6)

2. discretization of Eq. (1): for any n ∼ {1, . . . , N }, for all v ∼ XD ,0

i
(

ω1 σM un+1
D ,σM v

⎪

L2(∂)
− ∪ un+1

D , v∗F −
(

V (tn+1)σM un+1
D ,σM v

⎪

L2(∂)

=
(

1

k

⎛ tn+1

tn
f (t)dt,σM v

)

L2(∂)

, (7)
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where ∪ u, v∗F =
⎛

∂

⇒D u(x) · ⇒D v̄(x)dx , ω1 vn = vn − vn−1

k
, and ( ·, ·)L2(∂)

denotes the L
2-inner product of the space L

2(∂,C).
The main result of the present contribution is the following theorem.

Theorem 1 (Error estimates for the finite volume scheme (6)– (7)) Let ∂ be a
polyhedral open bounded subset of IRd , where d ∼ IN \ {0}, and ω∂ = ∂ \ ∂ its
boundary. Assume that the solution of the Schrödinger evolution problem of (1)–(3)
satisfies u ∼ C 2([0, T ]; C 2(∂,C)) and the time dependent potential V is satisfying
V ∼ C ([0, T ]; L

≥(∂,R)) and V (t)(x) ∈ 0 for all t ∼ [0, T ] and for a.e. x ∼ ∂ .
Let k = T

N+1 , with N ∼ INΓ, and denote by tn = nk, for n ∼ {0, . . . , N + 1}. Let
D = (M ,E ,P) be a discretization in the sense of [2, Definition 2.1]. Assume that
βD satisfies β ∈ βD .

Then there exists a unique solution
(

un
D

)N+1
n=0 ∼ X N+2

D ,0 for problem (6)–(7).

Assume in addition that V ∼ C j ([0, T ]; L
≥(∂,R)) for all j ∼ {1, 2}. Then, the

following error estimates hold:

• Discrete L
≥(0, T ; H1

0 (∂))–estimate: for all n ∼ {0, . . . , N + 1}

‖PM u(tn) − σM un
D‖1,2,M ∩ C(k + hD )‖ u‖C 2([0,T ]; C 2(∂)). (8)

• Discrete W 1,≥(0, T ;L2(∂))–estimate: for all n ∼ {1, . . . , N + 1}

‖ ω1 (PM u(tn) − σM un
D )‖L2(∂) ∩ C(k + hD )‖ u‖C 2([0,T ]; C 2(∂)). (9)

• Error estimate in the gradient approximation: for all n ∼ {0, . . . , N + 1}

‖⇒D un
D − ⇒ u(tn)‖L2(∂) ∩ C(k + hD )‖ u‖C 2([0,T ]; C 2(∂)). (10)

The following lemma will help us to prove Theorem 1:

Lemma 1 (A new a priori estimate) We consider the same discretizations as in

Theorem 1. Assume that βD satisfies β ∈ βD and that there exists
(
Ψn
D

)N+1
n=0 ∼ X N+2

D ,0

such that Ψ0
D = 0 and for any n ∼ {0, . . . , N }, for all v ∼ XD ,0

i
(

σM ω1 Ψn+1
D ,σM v

⎪

L2(∂)
− ∪ Ψn+1

D , v∗F −
(

V (tn+1)σM Ψn+1
D ,σM v

⎪

L2(∂)

= (
S n,σM v

)
L2(∂)

, (11)

where S n ∼ L
2(∂,C), for all n ∼ {0, . . . , N } and V ∼ C ([0, T ]; L

≥(∂,R))

satisfying V (t)(x) ∈ 0 for all t ∼ [0, T ] and for a.e. x ∼ ∂ . Assume in addition that
V ∼ C j ([0, T ]; L

≥(∂,R)) for all j ∼ {1, 2}. Then the following estimate holds,
for all j ∼ {0, . . . , N }
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‖σM ω1 Ψ
j+1
D ‖L2(∂) + ‖σM Ψ

j+1
D ‖1,2,M + ‖⇒D Ψ

j+1
D ‖

(L2(∂))
d

∩ C(S + S1), (12)

where S = maxN
n=0 ‖S n‖L2(∂) and S1 = maxN

n=1 ‖ ω1S n‖L2(∂).

Proof 1. Estimate on ‖σM ω1 Ψ
j+1
D ‖L2(∂). Acting the discrete operator ω1 on both

sides of (11) and using the formula ω1(rnsn) = snω1rn + rn−1ω1sn yields

i
(

σM ω2 Ψn+1
D , σM v

⎪

L2(∂)
− ∪ ω1Ψn+1

D , v∗F −
(

V (tn+1)ω1σM Ψn+1
D , σM v

⎪

L2(∂)

=
(

ω1S n, σM v
⎪

L2(∂)
+

(
ω1V (tn+1)σM Ψn

D , σM v
⎪

L2(∂)
. (13)

Choosing v = ω1Ψn+1
D in (13) and taking the imaginary part of the result, we get

Re
(

σM ω2 Ψn+1
D ,σM v

⎪

L2(∂)

= Im

((
ω1S n,σM v

⎪

L2(∂)
+

(
ω1V (tn+1)σM Ψn

D ,σM v
⎪

L2(∂)

)
. (14)

Some calculations lead to the expression, for all function (χn)N+1
n=0 ∼ (L2(∂,C))N+2:

2k
(

ω1 χn+1, χn+1
⎪

L2(∂)
=‖χn+1 − χn‖2

L2(∂)

+ ‖χn+1‖2
L2(∂)

− ‖χn‖2
L2(∂)

+ 2i Im
(

χn+1, χn
⎪

L2(∂)

(15)

Gathering (14) with (15) when χn+1 = σM ω1Ψn+1
D , using the fact that V ∼

C 1([0, T ]; L
≥(∂,R)), and the Cauchy Schwarz inequality, we get

‖σM ω1Ψn+1
D ‖2

L2(∂)
− ‖σM ω1Ψn

D‖2
L2(∂)

∩ 2kC(S1 + ‖σM Ψn
D‖L2(∂))‖σM ω1Ψn+1

D ‖L2(∂). (16)

Let us prove an L
≥(0, T ; L

2(∂,C))-estimate. Taking v = Ψn+1
D in (11) and

using the fact that V is a real valued function, and taking the imaginary part to get

Re
(

σM ω1 Ψn+1
D ,σM Ψn+1

D

⎪

L2(∂)
= Im

(
S n,σM v

)
L2(∂)

. (17)

This with (15) when χn+1 = σM Ψn+1
D , and the Cauchy Schwarz inequality yields

‖σM Ψn+1
D ‖2

L2(∂)
− ‖σM Ψn

D‖2
L2(∂)

∩ 2kS ‖σM Ψn+1
D ‖L2(∂). (18)
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Summing (18) over n ∼ {0, . . . , j}, where j ∼ {0, . . . , N }, and using the fact

Ψ0
D = 0 yields ‖σM Ψ

j+1
D ‖2

L2(∂)
∩ 2kS

j∑

n=0

‖σM Ψn+1
D ‖L2(∂). Applying a

Young’s inequality (as applied in (20) below) and using the discrete Gronwall’s
lemma yields

‖σM Ψ
j+1
D ‖L2(∂) ∩ CS . (19)

Inserting this estimate in (16) and summing the result over n ∼ {1, . . . , j}, where
j ∼ {1, . . . , N } yields

‖σM ω1Ψ
j+1
D ‖2

L2(∂)
− ‖σM ω1Ψ1

D‖2
L2(∂)

∩ 2kC(S + S1)

j∑

n=1

‖σM ω1Ψn+1
D ‖L2(∂).

This with a Young’s inequality leads to

‖σM ω1Ψ
j+1
D ‖2

L2(∂)
∩ 2k

T

j∑

n=2

‖σM ω1Ψn
D‖2

L2(∂)
+ 2‖σM ω1Ψ1

D‖2
L2(∂)

+ 8T 2 ( C)2 (S + S1)
2 . (20)

We now estimate ‖σM ω1Ψ1
D‖2

L2(∂,C)
. To this end, we set n = 0 and v = ω1 Ψ1

D in

(11) and we use the fact that ω1 Ψ1
D = Ψ1

D

k
(this stems from Ψ0

D = 0)

i‖σM ω1 Ψ1
D‖2

L2(∂)
− 1

k
∪ Ψ1

D , Ψ1
D ∗F − 1

k

(
V (t1)σM Ψ1

D ,σM Ψ1
D

⎪

L2(∂)

=
(
S 0,σM ω1 Ψ1

D

⎪

L2(∂)
. (21)

Taking the imaginary part in (21) and using the Cauchy Schwarz inequality implies
‖σM ω1 Ψ1

D‖L2(∂) ∩ S . This with inequality (20) and the discrete version of the
Gronwall’s lemma yields the desired estimate W 1,≥(0, T ; L

2)-estimate in (12).

2. Estimate on ‖σM Ψ
j+1
D ‖1,2,M . Choosing v = ω1Ψn+1

D in (11) and taking the
real part yields

Re

(
∪ Ψn+1

D , ω1Ψn+1
D ∗F +

(
V (tn+1)σM Ψn+1

D , ω1σM Ψn+1
D

⎪

L2(∂)

)

= Re
(−S n,σM v

)
L2(∂)

. (22)
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Writing ∪ Ψn+1
D , ω1 Ψn+1

D ∗F and
(

V (tn+1)σM Ψn+1
D , ω1σM Ψn+1

D

⎪

L2(∂)
in a similar

manner to that of (15) and gathering this with (22) leads to

∪ Ψn+1
D , Ψn+1

D ∗F − ∪ Ψn
D , Ψn

D ∗F +
(

V (tn+1)σM Ψn+1
D ,σM Ψn+1

D

⎪

L2(∂)

− (
V (tn+1)σM Ψn

D ,σM Ψn
D

)
L2(∂)

∩ 2k Re
( −S n,σM v

)
L2(∂)

. (23)

Summing (23) over n ∼ {0, . . . , j}, where j ∼ {0, . . . , N }, using the Cauchy
Schwarz inequality and [2, Lemma 4.2] yields | Ψ j+1

D |2X ∩ CkS
⎝ j

n=0 ‖ ω1σM

Ψn+1
D ‖L2(∂). This with the estimate on ‖σM ω1 Ψ

j+1
D ‖L2(∂) (it is proved in in the

previous item) yields
|Ψ j+1

D |X ∩ C(S + S1). (24)

This with the inequality norm [2, (4.6), p. 1026] implies the desired estimate
L

≥(0, T ; H1(∂))-estimate in (12).

3. Estimate ‖⇒D Ψ
j+1
D ‖

(L2(∂))
d . Estimate (24) with [2, Lemma 4.2] implies the

estimate concerning ‖⇒D Ψ
j+1
D ‖

(L2(∂))
d in (12). �

Sketch of the proof of Theorem 1: The uniqueness of
(

un
D

)
n∼{0,...,N+1} satisfying

(6)–(7) can be deduced using the [2, Lemma 4.2]. As usual, we use this uniqueness to
prove the existence. To prove the error estimates (8)–(10), we compare the solution
un
D with the solution: for any n ∼ {0, . . . , N + 1}, find ûn

D ∼ XD ,0 such that

∪ ûn
D , v∗F + (

V (tn)σM ûn
D ,σM v

)
L2(∂)

= (−ρ u(tn) + V (tn)u(tn),σM v)L2(∂) , ≤ v ∼ XD ,0. (25)

Step 1: Comparison between u and ûn
D . Using techniques of the proof of

[2, Theorem 4.8] yields, for all v ∼ XD ,0

⎞
PDu(tn) − ûn

D , v
⎠
F + (

V (tn)(PM u(tn) − σM ûn
D ),σM v

)
L2(∂)

=
∑

K∼M

∑

π∼EK

RK ,π ( u(tn)) ( v̄K − v̄π ) + ( V (tn)r ( u(tn)) ,σM v)L2(∂),

(26)

where the expression ED ( u(tn)) =
⎧

⎨
∑

K∼M

∑

π∼EK

dK ,π

m(π )

⎩⎩RK ,π ( u(tn))
⎩⎩2



⎜

1
2

is

satisfying the estimate ED ( u(tn)) ∩ ChD‖ u‖C ([0,T ]; C 2(∂)) and r(u) = PM u −
u. Taking v = PDu(tn) − ûn

D in (26) yields
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∪v, v∗F + (
V (tn)σM v, σM v

)
L2(∂)

= ⎝

K∼M
⎝

π∼EK

RK ,π ( u(tn)) ( v̄K − v̄π )

+ (
V (tn)r ( u(tn)) , σM v

)
L2(∂)

. (27)

This with [2, Lemma 4.2], the Cauchy Schwarz inequality, the Sobolev inequality of
[2, Lemma 5.4], and the inequality norm [2, (4.6), p. 1026] yields that

|PDu(tn) − ûn
D |X ∩ ChD‖ u‖C ([0,T ]; C 2(∂)). (28)

This with [2, (4.6), p. 1026], [2, Lemma 4.2], and [2, Lemma 4.4] implies the error
estimate:

‖PM u(tn) − σM ûn
D‖1,2,M + ‖⇒ u(tn) − ⇒D ûn‖L2(∂)

∩ ChD‖ u‖C ([0,T ]; C 2(∂)). (29)

We will now derive an W 1,≥(0, T ;L2)–estimate. Acting the discrete operator ω1 on
Eq. (26) to get, for any n ∼ {1, . . . , N + 1}
⎟
ω1 (

PDu(tn) − ûn
D

)
, v

〉

F
+

(
V (tn)ω

1 (
(PM u(tn) − σM ûn

D )
)
,σM v

⎪

L2(∂)

=
∑

K∼M

∑

π∼EK

RK ,π

(
ω1u(tn)

⎪
( v̄K − v̄π ) + (T1 + T2 − T3,σM v)L2(∂) ,

(30)

whereT1 = ω1 ( V (tn)) (PM u(tn)−u(tn)),T2 = V (tn−1)ω
1 ( (PM u(tn) − u(tn))),

andT3 = ω1 ( V (tn))
(
PM u(tn−1) − σM ûn−1

D

⎪
. Thanks to Taylor expansions and

L
≥(0, T ; H1

0 (∂))-estimate in (29) with [2, Lemma 5.4], we have

‖Ti‖L2(∂) ∩ ChD‖ u‖C 1([0,T ]; C 2(∂)), ≤ i ∼ {1, 2, 3}. (31)

Taking v = ω1
(
PDu(tn) − ûn

D

)
in (30), using [2, Lemma 4.2], and gathering this

with the Cauchy Schwarz inequality, [2, Lemma 5.4], [2, (4.6), p. 1026], and (31) to
get

‖ ω1 (
PM u(tn) − σM ûn

D

) ‖L2(∂) ∩ ChD‖ u‖C 1([0,T ]; C 2(∂)). (32)

Using the same techniques followed in (30)–(32), we are able to prove

‖ ω2 (
PM u(tn) − σM ûn

D

) ‖L2(∂) ∩ ChD‖ u‖C 2([0,T ]; C 2(∂)). (33)

Step 2: Comparison between ûn
D and un

D . Writing (25) in the step n + 1, summing
the result with (7) and using (1) yields, for all n ∼ {0, . . . , N }
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i
(

ω1σM Ψn+1
D ,σM v

⎪

L2(∂)
− ∪ Ψn+1

D , v∗F −
(

V (tn+1)σM Ψn+1
D ,σM v

⎪

L2(∂)

= (
S n,σM v

)
L2(∂)

, (34)

where Ψn
D = un

D − ûn
D and S n is given by

S n = iω1(u(tn+1) − σM ûn+1
D ) + 1

k

⎛ tn+1

tn
ρ u(t)dt − ρ u(tn+1)

− 1

k

⎛ tn+1

tn
V (t)u(t)dt + V (tn+1)u(tn+1). (35)

Thanks to suitable Taylor expansions and (32)–(33), we are able to justify that
S +S1 ∩ C(k + hD )‖ u‖C 2([0,T ]; C 2(∂)), where S and S1 are defined in Lemma

1. In addition to this, Ψ0
D = 0 (it stems from (2)). One remarks that

(
Ψn
D

)N+1
n=0 is

satisfying hypothesis of Lemma 1, one can apply estimate (12) of Lemma 1 to obtain

‖σM ω1 Ψ
j+1
D ‖L2(∂) + ‖σM Ψ

j+1
D ‖1,2,M + ‖⇒D Ψ

j+1
D ‖

(L2(∂))
d

∩ C(k + hD )‖ u‖C 2([0,T ]; C 2(∂)). (36)

This with estimates (29) and (32) implies estimates of Theorem 1. �

3 Conclusion and a Perspective

We considered the linear Schrödinger evolution equation. A convergence analysis
of a new finite volume scheme is provided. We plan to consider the case when the
spatial spatial domain is not bounded and to use the absorbing boundary conditions.
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A Note on a New Second Order Approximation
Based on a Low–Order Finite Volume Scheme
for the Wave Equation in One Space Dimension

Abdallah Bradji

Abstract This note is an extension of our previous work [1] which dealt with a first
order finite volume scheme for the wave equation. We construct a new second order
approximation for the solution of the wave equation in one space dimension. This
new high-order approximation can be computed using the same simple scheme used
in [1] and its formulation includes an approximation which together with their first
and second time derivatives converge towards their corresponding time derivatives
of the second spatial derivative of the exact solution. The analysis provided in this
note is based on the use of a new a priori estimate.
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1 Preliminaries and Aim of This Paper

We consider the following one dimensional wave problem:

utt (x, t) − uxx (x, t) = f (x, t), (x, t) ≥ I × (0, T ), (1)

where I = (0, 1), T > 0, and f is a given function.
Initial conditions are defined by, for given functions u0 and u1:

u(x, 0) = u0(x) and ut (x, 0) = u1(x), x ≥ I, (2)

Homogeneous Dirichlet boundary conditions are given by

u(0, t) = u(1, t) = 0, t ≥ (0, T ). (3)
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The time discretization is performed with a constant time step k = T
M+1 , where

M ≥ IN \ {0}, and we shall denote tn = nk, for n ≥ [[0, M + 1]]. The spatial domain
I is discretized using the admissible one–dimensional mesh of [2] which we recall
here for the sake of completeness.

Definition 1 (Admissible mesh) An admissible mesh T of I = (0, 1) is given by a
family {Ki ; i ≥ [[1, N ]]}, N ≥ IN∂ of control volumes, such that Ki = (xi− 1

2
, xi+ 1

2
)

and a family {xi ; i ≥ [[0, N + 1]]} such that x0 = x 1
2

= 0 < x1 < x 3
2

< · · · <

xi− 1
2

< xi < xi+ 1
2

< · · · < xN < xN+ 1
2

= xN+1 = 1 and, for i ≥ [[1, N ]],
hi = m(Ki ) = xi+ 1

2
− xi− 1

2
, h−

i = xi − xi− 1
2

and h+
i = xi+ 1

2
− xi .

We set hi+ 1
2

= xi+1 − xi , for all i ≥ [[0, N ]], and h = maxi≥[[1,N ]] hi .

Define X (T ) as the set of functions from I to R which are constant on each con-
trol volume Ki , i ≥ [[1, N ]], of the mesh. We shall sometime identify X (T )

with R
N . For each u ≥ X (T ), we define the discrete H1

0 –norm by ∼ u∼1,T =
(
∑N−1

i=1

(ui+1 − ui )
2

hi+ 1
2

+ (u1)
2

h 1
2

+ (uN )2

hN+ 1
2

)
1
2 , where ui denotes the value taken by

u ≥ X (T ) on the control volume Ki = (xi− 1
2
, xi+ 1

2
). For all function ρ ≥ C (I),

we denote by ωT ρ ≥ X (T ) the function defined by ωT ρ(x) = ρ(xi ), for a.e.
x ≥ Ki , for all i ≥ [[1, N ]]. Throughout this paper, the letter C stands for a positive
constant independent of the parameters of the space and time discretizations. For
u = ( ui )

N
i=1 ≥ X (T ), we define:

Fi+ 1
2
(u) = ui+1 − ui

hi+ 1
2

and Di+ 1
2
(u) = Fi+ 1

2
(u) − Fi− 1

2
(u). (4)

The following scheme is given in [1]: for all n ≥ [[1, M]], find un+1 = (
un

i

)N
i=1 ≥

X (T ) such that

hiπ
2un+1

i − Di+ 1
2
(un) = 1

k

∫ (n+1)k

nk

∫

Ki

f (x, t) dxdt, ∇i ≥ [[1, N ]], (5)

with un
0 = un

N+1 = 0, for all n ≥ [[0, M + 1]] and for all i ≥ [[1, N ]]

−Di+ 1
2
(u0) = −

∫

Ki

(u0)xx (x)dx and −Di+ 1
2
(π1u1) = −

∫

Ki

(u1)xx (x)dx . (6)

and the operator π1 denotes the discrete temporal derivative π1 vn = vn − vn−1

k
, and

π2 denotes the discrete second temporal derivative π2 vn = π1(π1vn). It is proved in
[1] that scheme (5)–(6) is of first order. This contribution deals with a new second
order finite volume approximation for problem (1)–(3). This second order approxi-
mation can be computed using the same scheme (5)–(6).
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2 Formulation of a New Second Order Approximation

We first provide approximations for the following derivatives of u:

1. A convenient approximation (Γn)n for uxx , we follow the following steps:
1.1. First step: a convenient approximation for σ = uxxtt . By differentiating (1)
twice with respect to x , we get σ = fxx + uxxxx . An approximation for uxxxx

yields then an approximation for σ = uxxtt . The function ρ = uxxxx is satisfying
ρt t − ρxx = fxxxx . In addition, using (2) yields

ρ(x, 0) = (u0)xxxx (x) and ρt (x, 0) = (u1)xxxx (x), x ≥ I. (7)

To get the boundary conditions of ρ, we have (thanks to some suitable dif-
ferentiation for (1)) 0 = fxx (x, t) + ft t (x, t) + ρ(x, t) − utttt (x, t) which
implies that, thanks to (3) to get ρ(0, t) = F1(t) and ρ(1, t) = F2(1, t), where
F1(t) = − fxx (0, t) − ft t (0, t) and F2(t) = − fxx (1, t) − ft t (1, t).
Since ρ = uxxxx satisfies equation ρt t − ρxx = fxxxx which is similar to the
Eq. (1) satisfied by u with different boundary and initial conditions, hence ρ =
uxxxx can be approximated using the same scheme (5)–(6): for all n ≥ [[1, M]],
find ρn+1 =

(
ρn+1

i

)N

i=1
≥ X (T ) such that

hiπ
2ρn+1

i − Di+ 1
2

(
ρn+1

)
= 1

k

∫ (n+1)k

nk

∫

Ki

fxxxx (x, t) dxdt, (8)

with ρn
0 = F1(tn) and ρn

N+1 = F2(tn), for all n ≥ [[0, M + 1]], and for all
i ≥ [[1, N ]]

−Di+ 1
2

(
ρ0) = −

∫

Ki

d6u0

dx6 (x)dx and − Di+ 1
2

(
π1ρ1) = −

∫

Ki

d6u1

dx6 (x)dx .

(9)

We now define an approximation for σ = uxxtt on the mesh points by σn
i =

fxx (xi , tn) + ρn
i .

1.2. Second step: a convenient approximation for v = uxx . One remarks that the
unknown function v = uxx is a second integration in time of σ = uxxtt , one
can attempt to look for an approximation for v = uxx using a second numerical
integration in time for σn = (σn

i )i≥[[1,N ]] which is an approximation for σ =
uxxtt . Let (Γn)n≥[[ 0,M+1]] ≥ (X (T ))M+2 be defined as π2Γn = σn , for all
n ≥ [[ 2, M + 1]]. Some computations lead to, for l ≥ [[ 2, M + 1]]

Γl = k2
l∑

j=2

j∑

n=2

σn + tlπ
1Γ1 + Γ0, (10)
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where we choose Γ0
i = (u0)xx (xi ) and Γ1

i = k(u1)xx (xi ) + (u0)xx (xi ), for all
i ≥ [[ 1, N ]].

2. Approximation of uttx . One remarks that uttx = fx + uxxx , one can deduce an
approximation for uttx from an approximation of uxxx . To derive an approxima-
tion for uxxx , we remark that the function w = uxxx is satisfying wtt − wxx =
fxxx . Using boundary conditions of ρ yields the Neumann boundary conditions
wx (0, t) = F1(t) and wx (1, t) = F2(1, t), t ≥ (0, T ). In this way, wtt − wxx =
fxxx is discretized as: for all n ≥ [[1, M]], find wn+1 = (

wn
i

)N
i=1 ≥ X (T ) such

that

hiπ
2wn+1

i − Di+ 1
2

(
wn+1) = 1

k

∫ (n+1)k

nk

∫

Ki

fxxx (x, t)dx dt, ∇ i ≥ [[ 2, N − 1]]
(11)

h1π
2wn+1

1 − F 3
2

(
wn+1

)
= 1

k

∫ (n+1)k

nk

∫

K1

fxxx (x, t)dx dt − F1(tn+1),

(12)

hN π2wn+1
N + FN− 1

2

(
wn+1

)
= 1

k

∫ (n+1)k

nk

∫

KN

fxxx (x, t)dx dt + F2(tn+1).

(13)

Using (2) yields w(x, 0) = (u0)xxx (x) for all x ≥ I. This initial condition can be
discretized by

− Di+ 1
2

(
w0

)
= −

∫

Ki

(u0)xxxxx (x)dx, ∇i ≥ [[2, N − 1]], (14)

−F 3
2

(
w0

)
= −

∫

K1

(u0)xxxxx (x)dx − (u0)xxxx (0), (15)

FN− 1
2

(
w0

)
= −

∫

KN

(u0)xxxxx (x)dx + (u0)xxxx (1). (16)

We add the following condition in order to get the well-posedness of (14)–(16):

N∑

i=1

hi w
0
i =

∫ 1

0
(u0)xxx (x)dx . (17)

We also have wt (x, 0) = (u1)xxx (x) for all x ≥ I. This second initial condition
is discretized by
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− Di+ 1
2

(
π1w1

)
= −

∫

Ki

(u1)xxxxx (x)dx, ∇i ≥ [[2, N − 1]], (18)

−F 3
2

(
π1w1

)
= −

∫

K1

(u1)xxxxx (x)dx − π1 F1(t1), (19)

FN− 1
2

(
π1w1

)
= −

∫

KN

(u1)xxxxx (x)dx + π1 F2(t1). (20)

An additional condition should be added on the mean value:

N∑

i=1

hiπ
1w1

i =
∫ 1

0
(u1)xxx (x)dx . (21)

As approximation for uttx on the mesh points, we suggest ln
i = fx (xi , tn) + wn

i .
3. Approximation of uxxt . As an approximation for z(xi , tn) = uxxt (xi , tn), we

suggest zn
i = π1Γn+1

i .
4. Approximation of uttt . As an approximation for s(xi , tn) = uttt (xi , tn), we sug-

gest, since uttt = ft + uxxt , sn
i = ft (xi , tn) + zn

i .

Let us consider the expression

dn
i = −hi

h+
i − h−

i

2
ln
i − k

hi

2
zn

i − k
hi

2
sn

i − h−
i+1 − h+

i

2
Γn+1

i+1 + h−
i − h+

i−1

2
Γn+1

i .

(22)

Definition 2 (Definition of a new second order approximation) We define the new
approximation un,1 = (un,1

i )i≥[[1,N ]], for any n ≥ [[0, M + 1]] as

hi π2un+1,1
i − Di+ 1

2

(
un+1,1

)
= 1

k

∫ (n+1)k

nk

∫

Ki

f (x, t)dx dt + dn
i , ∇ i ≥ [[1, N ]]

(23)

with un,1
0 = un,1

N+1 = 0 for all n ≥ [[ 0, M + 1]] and, for any i ≥ [[1, N ]]

−Di+ 1
2

(
u0,1

)
= −

∫

Ki

(u0)xx (x)dx − 1

2
ξ1

(
(h−

i+1 − h+
i )Γ0

i+1

)
, (24)

−Di+ 1
2

(
u1,1

)
= −

∫

Ki

(u0 + kū1)xx (x)dx − 1

2
ξ1

(
(h−

i+1 − h+
i )Γ1

i+1

)
, (25)

where ū1 = u1 + k
2 ( f (0) + (u0)xx ) and ξ1vi = vi − vi−1.
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One of the main results of this contribution is the following theorem:

Theorem 1 (Error estimate of the approximation) (23)–(25) Let I = (0, 1) and
T > 0 be given. Assume that the solution of (1)–(3) satisfies u ≥ C 4([0, T ]; C 6(I)).
Let T be an admissible mesh in the sense of Definition 1. Let k = T

M+1 , with
M ≥ IN∂, and denote by tn = nk, for n ≥ [[ 0, M + 1]]. There exists unique
solutions ( ρn)n≥[[ 0,M+1]] and ( wn)n≥[[ 0,M+1]] for respectively (8)–(9), and (11)–

(21). We define Γl by (10). There exists a unique solution
(

un,1
i

)

i≥[[1,N ]],n≥[[ 0,M+1]]
for (23)–(25). For each n ≥ [[ 0, M + 1]], let en,1

T ≥ X (T ) be defined by

en,1
T (x) = u(xi , tn) − un,1

i , for a.e. x ≥ Ki , for all Ki ≥ T . Then, the follow-
ing error estimates hold:

• Discrete L
≡(0, T ; H1

0 (I))–estimate: for all n ≥ [[ 0, M + 1]]

∼ en,1
T ∼1,T ≤ C(h + k)2∼ u∼C 4([0,T ]; C 6(I)). (26)

• W 1,≡(0, T ;L2(I))–estimate: for all n ≥ [[ 1, M + 1]]
∼ π1 en,1

T ∼L2(I) ≤ C(h + k)2∼ u∼C 4([0,T ]; C 6(I)). (27)

The following new a priori estimate will help us to prove Theorem 1:

Lemma 1 (A new a priori estimate result) We assume the same discretizations as in

Theorem 1. Let
(
S n

i

)
n≥[[ 0,M+1]]; i≥[[ 1,N ]] and

(
F n

i+ 1
2

)

n≥[[ 0,M+1]]; i≥[[ 0,N ]]
be given.

There exists a unique solution ( βn)M+1
n=0 ≥ (X (T ))M+2 such that for any n ≥

[[ 1, M]], for all i ≥ [[1, N ]]

hiπ
2βn+1

i − Di+ 1
2

(
βn+1

)
= hiS

n+1
i + F n+1

i+ 1
2

− F n+1
i− 1

2
, (28)

with, for all j ≥ {0, 1}

− Di+ 1
2

(
β j

)
= hiS

j
i + F

j
i+ 1

2
− F

j
i− 1

2
, ∇i ≥ [[1, N ]] (29)

and βn
0 = βn

N+1 = 0, for all n ≥ [[ 0, M + 1]], and βn
i denotes the value taken by βn

on the control volume Ki . Then, the following estimate holds: for all n ≥ [[ 1, M +1]]
∼ βn∼1,T + ∼ β0∼1,T + ∼ π1 βn∼L2(I) ≤ C (S + S1 + F0 + F2) , (30)

where S = M+1
max
n=0

(
∑N

i=1
hi (S

n
i )2)

1
2 , S1 = (

∑N
i=1 hi (π

1S 1
i )2)

1
2 , and

F j = M+1
max
n= j

(
∑N

i=0
hi+ 1

2
(π jF n

i+ 1
2
)2)

1
2 .
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Sketch of the proof of Lemma 1: The well-posedness of (28)–(29) is given in [1].
To prove the desired estimate (30), we follow the following steps:
Decomposition for βn . For all n ≥ [[ 0, M + 1]], let Ψn = (

Ψn
i

)N
i=1 ≥ X (T ) be the

solution of

−Di+ 1
2

(
Ψn) = F n

i+ 1
2

− F n
i− 1

2
, (31)

with Ψn
0 = Ψn

N+1 = 0, and we consider the solution of ( σn)M+1
n=0 ≥ (X (T ))M+2,

with σn = (
σn

i

)N
i=1, such that σn

0 = σn
N+1 = 0, for all n ≥ [[ 0, M + 1]], and for

all j ≥ {0, 1}

−Di+ 1
2

(
σ j

)
= hiS

j
i , (32)

and for any n ≥ [[ 1, M]], for all i ≥ [[1, N ]]

hiπ
2σn+1

i − Di+ 1
2

(
σn+1

)
= hi (S

n+1
i − π2Ψn+1

i ). (33)

Thanks to the existence and uniqueness arguments, we can justify that, for all n ≥
[[ 0, M + 1]]

βn = Ψn + σn . (34)

Estimate on Ψn . Acting the operator π j , where j ≥ {0, 1, 2}, on the both sides of (31),
multiplying both sides of the result by π jΨn+1

i , summing over i ≥ [[ 1, N ]], re-ordering
the sums, and using the Cauchy Schwarz inequality to get, for n ≥ [[ j, M + 1]]

∼ π jΨn∼1,T ≤ CF j . (35)

Estimate on σn . Acting the operator π l , where l ≥ {0, 1}, on the both sides of (32),
multiplying both sides of the result by π lσ

j
i , summing over i ≥ [[ 1, N ]], re-ordering

the sums, using the Cauchy Schwarz inequality, and using the discrete Poincaré
inequality to get

∼σ0∼1,T + ∼σ1∼1,T + ∼ π1 σ1∼1,T ≤ C(S + S1). (36)

Using the a priori estimate result of [1, Lemma 4.7] on (33) yields that, for all
n ≥ [[ 2, M + 1]]

∼ σn∼1,T +∼ π1 σn∼L2(I) ≤ C(S + M
max
n=1

∼π2Ψn+1∼L2(I)+∼ σ1∼1,T +∼ π1 σ1∼L2(I)).

(37)
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Using the discrete Poincaré inequality and (35) (when j = 2) yields maxM
n=1∼π2Ψn+1∼L2(I) ≤ CF2. Consequently, estimates (36)–(37) become as, for all

n ≥ [[ 1, M + 1]]

∼σn∼1,T + ∼σ0∼1,T + ∼ π1 σn∼L2(I) ≤ C(S + S1 + F2). (38)

Proof of estimate (30). Gathering (34), (35), (38) yields (30). �
The following lemma provides a convergence analysis for Γl given by (10).

Lemma 2 (convergence of (10)) We assume the same discretizations as in Theo-
rem 1 and that the solution of (1)–(3) satisfies u ≥ C 3([0, T ]; C 6(I)). Assume
that there exists a unique solution ( ρn)n≥[[ 0,M+1]] ≥ (X (T ))M+2 for (8)–(9). Let
(σn)n≥[[ 0,M+1]] ≥ (X (T ))M+2 be defined by σn = ( fxx (xi , tn))N

i=1 + ρn. We
define Γl by (10) and Γ0

i = (u0)xx (xi ) and Γ1
i = k(u1)xx (xi ) + (u0)xx (xi ), for all

i ≥ [[ 1, N ]]. Then, the following error estimates hold:

• W 2,≡(0, T ; H1
0 (I))–estimate: for all n ≥ [[ 2, M + 1]]

∼ π2 Γn − ωT uxxtt (tn)∼1,T ≤ C(h + k)∼ u∼C 3([0,T ]; C 6(I)), (39)

• W j,≡(0, T ;L≡(I))–estimate, with j ≥ [[ 0, 2]]: for all n ≥ [[ j, M + 1]]

∼ π j (
Γn − ωT uxx (tn)

) ∼L≡(I) ≤ C(h + k)∼ u∼C 3([0,T ]; C 6(I)). (40)

An overview on the proof of Lemma 2: The proof is based on the fact that
Γl is a second numerical integration in time for σn = (σn

i )i≥[[1,N ]] which is an
approximation for uxxtt . However, estimates (39)–(40) demand a rather longer proof.
We will detail this in future papers. �

Sketch of the proof of Theorem 1: The well-posedness of the schemes involved
in the scheme (23)–(25) can be justified using techniques of [1] and [2, pp. 794–797].
Integrating equation (1) over Ki × (tn, tn+1) and using some convenient Taylor
expansions to get

hi π2u(xi , tn+1) − Di+ 1
2
( u(tn+1)) = 1

k

∫ (n+1)k

nk

∫

Ki

f (x, t)dx dt

+ d
n
i , ∇ n ≥ [[ 1, M]] (41)

where, we denoted u(tn+1) = ( u(xi , tn+1))
N
i=1, and
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d
n
i = −hi

h+
i − h−

i

2
uttx (xi , tn) − k

hi

2
uxxt (xi , tn+1)

− k
hi

2
uttt (xi , tn) − h−

i+1 − h+
i

2
uxx (xi+ 1

2
, tn+1)

+ h−
i − h+

i−1

2
uxx (xi− 1

2
, tn+1) + hir

n,1
i + R1

i+ 1
2
(u(tn+1)) − R1

i+ 1
2
(u(tn+1)),

(42)

with | rn,1
i | and | π jR1

i+ 1
2
(u(tn+1))|, for j ≥ [[0, 2]], are bounded above by C(k +

h)2∼ u∼C 4([0,T ]; C 3(I)). Thanks to the initial condition (2) of the exact solution with
a convenient Taylor expansion, we get

−Di+ 1
2
( u(0)) = −

∫

Ki

(u0)xx (x)dx − h−
i+1 − h+

i

2
(u0)xx (xi+ 1

2
)

+ h−
i − h+

i−1

2
(u0)xx (xi− 1

2
)

+ R1
i+ 1

2
(u(0)) − R1

i− 1
2
(u(0)), (43)

−Di+ 1
2
( u(t1)) = −

∫

Ki

(
u0 + kū1

)

xx
(x)dx − h−

i+1 − h+
i

2
uxx (xi+ 1

2
, t1)

+ h−
i − h+

i−1

2
uxx (xi− 1

2
, t1)

+ R1
i+ 1

2
(u(t1)) − R1

i− 1
2
(u(t1)) − k

∫

Ki

χxx (x)dx, (44)

where χ = 1

2k

∫ t1

0
(t1 − t)2uttt (t)dt . We will use estimate ∼ χxx∼C (I) ≤ k2

2
∼ u∼C 3([0,T ]; C 2(I)).

Subtracting (23), (24), and (25) (multiplied by k) from (41), (43), and (44), respec-
tively, leads to

hi π2en+1,1
i − Di+ 1

2

(
en+1,1

)
= hiS

n+1
i + F n+1

i+ 1
2

− F n+1
i− 1

2
, ∇ i ≥ [[ 1, N ]], ∇ n ≥ [[ 1, M]]

(45)

with, for all j ≥ {0, 1}

− Di+ 1
2

(
e j,1

)
= hiS

j
i + F

j
i+ 1

2
− F

j
i− 1

2
, ∇i ≥ [[1, N ]] (46)
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and en,1
0 = en,1

N+1 = 0, for all n ≥ [[ 0, M + 1]] and en,1
i = u(xi , tn) − un,1

i , whereas

the terms S n
i and F n

i+ 1
2

are given by S 1
i = − k

hi

∫

Ki

χxx (x)dx , S 0
i = 0, and

Ssn+1
i = −h+

i − h−
i

2

(
uttx (xi , tn) − ln

i

) − k

2

(
uxxt (xi , tn+1) − zn+1

i

)

− k

2

(
uttt (xi , tn) − sn

i

) + rn,1
i ,

F n
i+ 1

2
= −h−

i+1 − h+
i

2

(
uxx (xi+ 1

2
, tn) − Γn

i+1

)
+ R1

i+ 1
2
(u(tn)).

One remarks that
(

en,1
T

)M+1

n=0
satisfies hypothesis of Lemma 1, one can apply estimate

(30) to get

∼ en,1
T ∼1,T + ∼ e0,1

T ∼1,T + ∼ π1 en,1
T ∼L2(I) ≤ C (S + S1 + F0 + F2) ,

∇ n ≥ [[ 1, M + 1]], (47)

where S , S1, F0, F2 are defined in Lemma 1. Using Lemma 2 implies that F0 +
F2 ≤ C(h + k)2∼ u∼C 4([0,T ]; C 6(I)). One remarks that (8)–(9) (resp. (11)–(21)) is
an approximation for the wave equation ρt t −ρxx = fxxxx (resp. wtt −wxx = fxxx )
with Dirichlet (resp. Neumann) boundary conditions, one can apply [1, Theorem
4.1] to obtain error estimates for schemes (8)–(9) and (11)–(21) which yields that
S + S1 ≤ C(h + k)2∼ u∼C 4([0,T ]; C 6(I)). �

3 A Numerical Simulation on a Non-Uniform Spatial Mesh

Consider the example of problem (1)–(3) when u(x, t) = sin(κ x) cos(κ t), (x, t) ≥
(0, 1) × (0, 1). We set hi = h for even i , hi = h/2 for odd i , and xi =
(xi− 1

2
+ xi+ 1

2
)/2, for i ≥ [[ 1, N ]]. The step is taken as k = h/2. The following

table shows that the order of scheme (23)–(25) is two:

h Error in W 1,≡(L2) Error in L≡(H1
0 )

Error Order Error Order

1/225 0.0000946 – 0.0000770 –
1/300 0.0000533 1.9942888 0.0000434 1.9929847
1/375 0.0000341 2.0015768 0.0000278 1.9961295
1/450 0.0000237 1.9954982 0.0000193 2.0015786
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Note on the Convergence of a Finite Volume
Scheme Using a General Nonconforming Mesh
for an Oblique Derivative Boundary Value
Problem

Abdallah Bradji

Abstract This note is an extension of our work [1], which dealt with the convergence
of a finite volume approximation using the admissible mesh of [3], for oblique deriv-
ative boundary value problems. In this note, we provide a finite volume scheme for
the Laplace equation with an oblique boundary condition, using the general noncon-
forming meshes and the discrete gradient introduced recently in [4]. A convergence
order for an approximation for the gradient of the exact solution is proved.

MSC2010: 65M08, 65M12, 65M15

1 Motivation and Aim of This Paper

In this note, we are interested with the finite volume approximation of the following
Laplace problem, on an open bounded polygonal connected subset ∂ of IR2, with
oblique boundary condition:

− ρu(x) = f (x), x ≥ ∂, (1)

and, for the sake of simplicity, we consider homogeneous boundary conditions

un(x) + ωut (x) = 0, x ≥ π∂. (2)

where x = (x, y) is the current point of IR2, un = ∼u · n and ut = ∼u · t, with
n = (nx , ny)

t (resp. t = (−ny, nx )
t ) is the normal vector to the boundary π∂ and

outward to ∂ (resp. is a tangential derivative), and ω is a given constant. We will
assume that ω > 0. The case when ω < 0 can be handled in a similar way whereas
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ω = 0 (which is the case of Laplace equation with Neumann boundary conditions)
can be treated as in [4].

Problem (1)–(2) appears, for instance, in a method developed in [2] for improving
the convergence order of numerical schemes for the classical Dirichlet problem (it
can probably also appear in the modeling of some mechanical problems, but perhaps
not directly under the form (1)–(2), see [1, 5] and references therein).

We give now a sens for the operators of normal and tangential derivatives which
will allow us to define the weak formulation (6)–(7) of Theorem 1 for problem
(1)–(2). The definition (3) (resp. (4)) of normal derivative operator (resp. tangential
derivative operator) as well as Theorem 1 are already provided in [1].

We denote by H1(∂) the Sobolev space of functions which together with their
first generalized derivatives are in L2(∂). The norm of H1(∂) is defined by

∇w∇2
1,∂ = ∇w∇2

L2(∂)
+ ∇∼w∇2

L2(∂)
.

We denote by H1
0 (∂) the space {Γ ≥ H1(∂) : σ̃ (Γ) = 0}, where σ̃ is the linear

trace operator from H1(∂) to L2(π∂).
We define D(∂) as the linear space of infinitely differentiable functions, with

compact support on ∂ , and we set D(∂) = {ξ|∂, ξ ≥ D(R2)}.
We recall the density results D(∂) = H1

0 (∂)and D(∂) = H1(∂). We denote

by H
1
2 (π∂) the space of the traces of the elements of H1(∂) equipped with the

norm
∇w∇ 1

2 ,π∂ = inf
σ̃ (Γ)=w

∇Γ∇1,∂,

We define the operator of normal derivative acting on u as an element un of

H− 1
2 (π∂) defined as: if u ≥ H1(∂) and −ρu = f ≥ L2(∂),

≡un, Γ〉
H− 1

2 (π∂),H
1
2 (π∂)

=
∫

∂

∼u · ∼Γ̃dx −
∫

∂

f Γ̃dx,⇒v ≥ H
1
2 (π∂). (3)

We define the operator of tangential derivative acting on u as an element ut of

H− 1
2 (π∂) defined as: if u ≥ H1(∂) ,

≡ut , Γ〉
H− 1

2 (π∂),H
1
2 (π∂)

=
∫

∂

Γ̃x uydx −
∫

∂

ux Γ̃ydx,⇒Γ ≥ H
1
2 (π∂), (4)

where Γ̃, in (3) and (4), is an element of H1(∂) such that σ̃ (Γ̃) = Γ.
It is easy to justify that the operators of normal and tangential derivatives are well

defined.
We are able now to define the variational formulation to (1)–(2). To get the well-

posedness to (1)–(2), we assume that f ≥ L
2(∂) and the following compatibility

condition is satisfied:
∫

∂

f (x) dx = 0. (5)
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The following theorem gives the existence of a weak solution for problem (1)–(2)

Theorem 1 (Existence for problem (1)–(2), cf. [1]) Under the assumption that the
function f is satisfying f ≥ L

2(∂) and the compatibility condition (5), the problem
(1)–(2) has a unique solution in the following sense:

u ≥ H1(∂),

∫

∂

u(x)dx = 0, (6)

and,

∫

∂

∼u.∼Γ dx + ω

∫

∂

(Γx uy − uxΓy) dx =
∫

∂

f v dx,⇒Γ ≥ H1(∂). (7)

The problem (1)–(2) is approximated in [1] using the admissible mesh of [3]. In
this work, we provide a finite volume scheme for (1)–(2) using the general mesh
introduced recently in [4] along with a convergence order for the scheme. To derive a
finite volume scheme for (1)–(2) and to prove its convergence, we use the following
lemma (see [1])

Lemma 1 (Useful lemma) Let a and b be two points in IR2 and (a, b) = {sa + (1−
s)b, s ≥ (0, 1)}. Let f ≥ C 1(IR2) and t = b−a

|b−a| . Let ft = ∼ f · t (it is the tangential
derivative of f ). Then

∫

(a,b)

ft (x)dσ (x) = f (b) − f (a). (8)

Remark 1 (Another way to approximate (1)–(2)) The problem (1)–(2) can be written
as a Neumann problem (with, if ω �= 0, a non symmetric operator):

{−div(A ∼ u(x)) = f (x), x ≥ ∂,

(A ∼ u(x)) · n(x) = 0, x ≥ π∂,
(9)

where the positive definite matrix A is given by A =
(

1 ω

−ω 1

)
. But the finite

volume scheme we shall present will be derived directly from the problem (1)–(2)
(as followed in [1]) and not from (9).

2 Definition of the Scheme and Statement of the Main Result

The discretization of ∂ is performed using the mesh D = (M ,E ,P) described in
[4, Definition 2.1] which we recall here for the sake of completeness.

Definition 1 (Definition of a general mesh for a general domain) Let ∂ be a
“general” polyhedral open bounded subset of IRd , where d ≥ IN \ {0}, and
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π∂ = ∂ \ ∂ its boundary. A discretization of ∂ , denoted by D , is defined as
the triplet D = (M ,E ,P), where:

1. M is a finite family of non empty connected open disjoint subsets of ∂ (the
“control volumes”) such that ∂ = ∪K≥M K . For any K ≥ M , let πK = K \ K
be the boundary of K ; let m (K ) > 0 denote the measure of K and hK denote
the diameter of K .

2. E is a finite family of disjoint subsets of ∂ (the “edges” of the mesh), such that,
for all β ≥ E , β is a non empty open subset of a hyperplane of IRd , whose
(d − 1)–dimensional measure is strictly positive. We also assume that, for all
K ≥ M , there exists a subset EK of E such that π K = ∪β≥EK β . For any β ≥ E ,
we denote by Mβ = {K ; β ≥ EK }. We then assume that, for any β ≥ E , either
Mβ has exactly one element and then β ∗ π ∂ (the set of these interfaces, called
boundary interfaces, denoted by Eext) or Mβ has exactly two elements (the set
of these interfaces, called interior interfaces, denoted by Eint). For all β ≥ E , we
denote by xβ the barycentre of β . For all K ≥ M and β ≥ E , we denote by nK ,β

the unit vector normal to β outward to K .
3. P is a family of points of ∂ indexed by M , denoted by P = (xK )K≥M , such

that for all K ≥ M , xK ≥ K and K is assumed to be xK –star-shaped, which
means that for all x ≥ K , the property [xK , x] ∗ K holds. Denoting by dK ,β

the Euclidean distance between xK and the hyperplane including β , one assumes
that dK ,β > 0. We then denote by DK ,β the cone with vertex xK and basis β .

The following definition will help us to define the finite volume scheme we shall
present and to prove its convergence

Definition 2 Let β ≥ Eext and n be the normal vector to β , outward to ∂ . Recall that
t = (−ny, nx )

t where n = (nx , ny)
t , then β = (a, b) = {sa + (1 − s)b, s ≥ [0, 1]}

where a, b are chosen such that |b − a|t = b − a. We denote by β− (resp. β+)
the element of Eext such that a is in the closure of β− (resp. b is in the closure
of β+) and β− �= β (resp. β+ �= β ). We also set βe = b and βb = a (so that
|βe − βb|t = βe − βb).

We define the space XD as the set of all
(
(ΓK )K≥M , (Γβ )β≥E

)
, where ΓK , Γβ ≥ IR

for all K ≥ M and for all β ≥ E . The space XD is equipped with the semi–norm

| Γ|2X =
∑

K≥M
∑

β≥EK

m(β )

dK ,β

(Γβ −ΓK )2. Let HM (∂) be the space of functions

from ∂ to IR which are constant over each control volume of the mesh. For all
Γ ≥ XD , we denote by ΨM Γ ≥ HM (∂) the function defined by ΨM Γ(x) =
ΓK , for a.e. x ≥ K , for all K ≥ M . For all ξ ≥ C (∂), we define PDξ =(
(ξ(xK ))K≥M , (ξ(xβ ))β≥E

) ≥ XD . We denote by PM ξ ≥ HM (∂) the function
defined by PM ξ(x) = ξ(xK ), for a.e. x ≥ K , for all K ≥ M . In order to analyze
the convergence, we need to consider the size of the discretization D defined by
hD = sup{diam(K ), K ≥ M } and the regularity of the mesh given by χD =
max

(
max

β≥Eint,K ,L≥M
dK ,β

dL ,β

, max
K≥M ,β≥EK

hK

dK ,β

)
.
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Throughout this paper, the letters Ci stand for positive constants which are
independent of the parameters of the discretization.

The scheme we want to consider in this note is based on the use of the discrete
gradient given in [4]. For u = (

(uK )K≥M , (uβ )β≥E
) ≥ XD , we define, for all

K ≥ M
∼D u(x) = ∼K ,β u, a. e. x ≥ DK ,β , (10)

where DK ,β is the cone with vertex xK and basis β and

∼K ,β u = ∼K u +
( ∈

d

dK ,β

(uβ − uK − ∼K u · (xβ − xK ))

⎪

nK ,β , (11)

where ∼K u = 1

m(K )

∑

β≥EK
m(β ) ( uβ − uK ) nK ,β and d is the space dimension.

We define the finite volume approximation for (1)–(2) as uD ≥ XD such that

≡ uD , Γ〉F + ω
∑

β≥Eext

(uβ − uβ−)Γβ = ( f,ΨM Γ)L2(∂) , ⇒ Γ ≥ XD (12)

and

∑

K≥M
m(K )uK = 0, (13)

where ≡ u, Γ〉F =
∫

∂

∼D u(x) · ∼D Γ(x)dx and ( ·, ·)L2(∂) denotes the L
2-inner

product. The main result of the present contribution is the following theorem:

Theorem 2 (Error estimate for scheme (12)–(13)) Let ∂ be an open bounded
polygonal connected subset ∂ of IR2. Let χ > 0 and let D = (M ,E ,P)

be a discretization in the sense of Definition 1, such that χD satisfies χ ∩ χD .
Under the assumption that the function f is satisfying f ≥ L

2(∂) and the com-
patibility condition (5), the finite volume scheme (12)–(13) has a unique solution
u = (

(uK )K≥M , (uβ )β≥E
) ≥ XD .

Assume in addition that the weak solution u of (6)–(7) is satisfying u ≥ C 2(∂).
Then, the following error estimate holds:

∇∼D uD − ∼ u∇L2(∂) ≤ C1
⎛

hD∇ u∇C 2(∂). (14)

Proof The well-posedness of scheme (12)–(13) can be justified using a reasoning
similar to that of [1, p. 8] combined with [4, Lemma 4.2, p. 1026] and the following
useful rule (see [1]):

∑

β≥Eext

(uβ − uβ−)uβ = 1

2

∑

β≥Eext

(uβ − uβ−)2. (15)
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Integrating both sides of Eq. (1) over each control volume K , using an integration by
parts, multiplying the result by vK , and summing over the control volumes K ≥ M
yields that

−
∑

K≥M

∑

β≥EK

ΓK

∫

β

∼ u(x)·nK ,β (x)d σ (x) = ( f,ΨM Γ)L2(∂) , ⇒ Γ ≥ XD . (16)

Since
∫

β

∼ u(x) · nK ,β (x)d σ (x)+
∫

β

∼ u(x) · nL ,β (x)d σ (x), for all β ≥ E such

that Mβ = {K , L} (it stems from the fact that nK ,β = −nL ,β ), the equality (16)
implies that

−
∑

K≥M

∑

β≥EK

(ΓK − Γβ )

∫

β

∼ u(x) · nK ,β (x)d σ (x)

−
∑

K≥M

∑

β≥EK ∀Eext

Γβ

∫

β

∼ u(x) · nK ,β (x)d σ (x) = ( f,ΨM Γ)L2(∂) . (17)

This with the oblique boundary condition (2) and Lemma 1 leads to

−
∑

K≥M

∑

β≥EK

(ΓK − Γβ )

∫

β

∼ u(x) · nK ,β (x)d σ (x) + ω
∑

β≥Eext

Γβ (u(βe) − u(βb)

= ( f,ΨM Γ)L2(∂) . (18)

Inserting ( f,ΨM Γ)L2(∂) by its value of (18) in (12) gives

≡PD u − uD , Γ〉F + ω
∑

β≥Eext

Γβ ((u(βe) − uβ ) − (u(βb) − uβ−))

=
∑

K≥M

∑

β≥EK

(ΓK − Γβ )

(
FK ,β (PD u) +

∫

β

∼ u(x) · nK ,β (x)d σ (x)

)
,

(19)

where FK ,β are the discrete fluxes defined in [4, (2.22)–(2.25), p. 1018] (this stems
from the identification [4, (2.15), p.1017]).
Let us define the error by

eD = PD u − uD . (20)

We set

RK ,β (u) = FK ,β (PD u) +
∫

β

∼ u(x) · nK ,β (x)d σ (x) and rβ = u(xβ ) − u(βe).

Thanks to [4, (4.27), p. 1033], the following estimate holds
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⎝

⎞
∑

K≥M

∑

β≥EK

dK ,β

m(β )

(
RK ,β (u)

)2

⎠

⎧

1
2

≤ C2hD∇ u∇C 2(∂). (21)

Using a Taylor expansion, we have

| rβ | ≤ C3m(β )∇ u∇C 1(∂). (22)

We write equation (19) as

≡ eD , Γ〉F + ω
∑

β≥Eext

Γβ ( eβ − eβ−) =
∑

K≥M

∑

β≥EK

(ΓK − Γβ )RK ,β (u)

+ ω
∑

β≥Eext

Γβ ( rβ − rβ−) . (23)

Re-ordering the sum in the last term on the right hand side of (23) implies that

≡ eD , Γ〉F + ω
∑

β≥Eext

Γβ ( eβ − eβ−) =
∑

K≥M

∑

β≥EK

(ΓK − Γβ )RK ,β (u)

− ω
∑

β≥Eext

rβ ( Γβ+ − Γβ ) . (24)

We use the following stability result provided in [4, Lemma 4.2]

C4|Γ|X ≤ ∇∼D Γ∇L2(∂) ≤ C5|Γ|X , ⇒Γ ≥ XD . (25)

Taking Γ = eD in (24) and using (25) with the rule (15) to get

C2
4 | eD |2X + ω

2

∑

β≥Eext

(eβ − eβ−)2 ≤
∑

K≥M

∑

β≥EK

(eK − eβ )RK ,β (u)

− ω
∑

β≥Eext

rβ ( eβ+ − eβ ) . (26)

This with the Cauchy Schwarz inequality and estimates (21)–(22) implies that

C2
4 | eD |2X + ω

2

∑

β≥Eext

(eβ − eβ−)2 ≤ C2hD∇ u∇C 2(∂)| eD |X

+C3ω∇ u∇C 1(∂)

⎝

⎞
∑

β≥Eext

(m(β ))2

⎠

⎧

1
2
⎝

⎞
∑

β≥Eext

( eβ − eβ−)2

⎠

⎧

1
2

. (27)
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Thanks to the use of inequality a ≤ ∈
a2 + b2 for all real a and b, and the facts

that hD ≤ diam(∂),
⎨

β≥Eext
m(β ) = m(π∂) and m(β ) ≤ hD , we are able

to justify that the right hand side of (27) is bounded above by C6
⎛

hD∇ u∇C 2(∂)
(

C2
4 | eD |2X + ω

2

⎨
β≥Eext

(eβ − eβ−)2
) 1

2 which together with (27) implies that

C4| eD |X ≤ C6
⎛

hD∇ u∇C 2(∂). (28)

This with the stability (25), the triangle inequality, and the consistency result [4,
Lemma 4.4, p. 1029] yields the desired estimate (14) of Theorem 2. �

As consequences of estimate (14) of Theorem 2, we derive the followingL2–error
estimate:

Corollary 1 (L2–error estimate for scheme (12)–(13)) Under the same assumptions
of Theorem 2, let u be the solution of problem (1)–(2) in the sense of the weak
formulation (6)–(7) and uD be the finite solution of scheme (12)–(13). Then, the
following L

2–error estimate holds:

∇PM u − ΨM uD∇L2(∂) ≤ C7
⎛

hD∇ u∇C 2(∂). (29)

Proof Let CM ≥ R such that

∑

K≥M
m(K )ū(xK ) = 0, (30)

where ū = u + CM .
Error estimate (28) leads to (recall that eD is given by (20))

C4|PD ū − uD |X ≤ C6
⎛

hD∇ u∇C 2(∂). (31)

We need to use the following discrete H1-seminorm, see [3, Definition 10.2]: For
u ≥ XD

| ΨM u|1,2,M ) =
⎝

⎞
∑

Mβ ={K ,L}

m(β )

dβ

(uK − uL)2

⎠

⎧

1
2

. (32)

Using the Cauchy Schwarz inequality, we get, for all β ≥ Eint with Mβ = {K , L}

( uK − uL)2

dβ

≤ ( uK − uβ )2

dK ,β

+ ( uβ − uK )2

dL ,β

, ⇒ u ≥ XD . (33)

Therefore |ΨM u|1,2,M ≤ | u|X , ⇒ u ≥ XD . This with error estimate (31) leads to

C4|PM ū − ΨM uD |1,2,M ≤ C6
⎛

hD∇ u∇C 2(∂). (34)
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This with the discrete mean Poincaré inequality of [3, Lemma 10.2, p. 796] (its proof
remains valid here since the expressions of the norms involved in [3, Lemma 10.2]
remain the same when considering the meshes of Definition 1) and the fact that∫

∂

(PM ū − ΨM uD )(x)dx = 0 implies that

∇PM ū − ΨM uD∇L2(∂) ≤ C8
⎛

hD∇ u∇C 2(∂). (35)

On another hand, using the fact that
∫

∂

u(x)dx = 0, Eq. (30), and a Taylor expansion

yields that

m(∂)CM =
∫

∂

(ū(x) − u(x)) dx =
∫

∂

ū(x) dx

=
∑

K≥M

∫

K
(ū(xK ) + ∼ ū(κ(x)) · (x − xK )) dx =

∑

K≥M

∫

K
∼ ū(κ(x)) · (x − xK ) dx.

This with the fact that
∑

K≥M m(K ) = m(∂) implies that CM ≤ C9hD∇ u∇C 1(∂).
This with the fact that ū = u + CM , estimate (35), and the triangle inequality yields
the desired estimate (29) of Corollary 1. �
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Optimal and Pressure-Independent L2 Velocity
Error Estimates for a Modified Crouzeix-Raviart
Element with BDM Reconstructions

Christian Brennecke, Alexander Linke, Christian Merdon
and Joachim Schöberl

Abstract Nearly all inf-sup stable mixed finite elements for the incompressible
Stokes equations relax the divergence constraint. The price to pay is that a-priori
estimates for the velocity error become pressure-dependent, while divergence-free
mixed finite elements deliver pressure-independent estimates. A recently introduced
new variational crime using lowest-order Raviart-Thomas velocity reconstructions
delivers a much more robust modified Crouzeix-Raviart element, obeying an opti-
mal pressure-independent discrete H1 velocity estimate. Refining this approach, a
more sophisticated variational crime employing the lowest-order BDM element is
proposed, which also allows proving an optimal pressure-independent L2 velocity
error. Numerical examples confirm the analytical results.

1 Introduction

The success of classical mixed finite elements for the incompressible Navier-Stokes
equations relies heavily on the relaxation of the divergence constraint, enabling the
construction of large classes of inf-sup stable finite element pairs (Xh, Qh) for the
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approximation of velocity and pressure [3]. Unfortunately, this relaxation is not for
free. Looking at the simplest case, the incompressible Stokes equations

− ∂ρu + ≥ p = f, ≥ · u = 0, (1)

the classical a-priori error estimate for the velocity error [3] in the discrete H1 norm
reads (for homogeneous Dirichlet boundary conditions) as

∼u − uh∼1,h ∇ C1 inf
wh≡Xh

∼u − wh∼1,h + C2

∂
inf

qh≡Qh
∼p − qh∼0. (2)

But divergence-free mixed finite elements like the Scott-Vogelius finite element
deliver the pressure-independent velocity error estimate [3]

∼u − uh∼1,h ∇ C3 inf
wh≡Xh

∼u − wh∼1,h . (3)

In many physical situations, where the pressure is comparably small w.r.t. the velocity,
the appearance of the pressure in the estimate (2) is indeed negligible. But in some
situations, the situation is different and mixed methods suffer from so-called poor
mass conservation. The easiest example, where mixed methods reveal their lack of
robustness, is the no-flow example, where one prescribes f = ≥ω as the forcing in (1).
Assuming homogeneous Dirichlet boundary conditions, (u, p) = (0, ω) uniquely
solves (1). Obviously, in this example the pressure p = ω is not small compared
to the velocity u = 0. According to (3), divergence-free methods deliver indeed a
discrete velocity uh = 0, while mixed methods with a relaxed divergence constraint
will have a velocity error, which can be arbitrarily large, only dependent on ω, ∂,
and the applied mixed method. Since the continuous velocity u = 0 lies in the
approximation space of the discrete method, mixed methods indeed suffer from a
stability problem.

Recently in [4] a new approach has been proposed, in order to avoid poor mass
conservation completely. The approach is based on the observation that the proper
source of the numerical instability is a poor momentum balance, where irrota-
tional and divergence-free forces interact in a non-physical manner. Due to their
L2-orthogonality, divergence-free and irrotational forces are balanced separately in
the continuous equations. But due to the relaxation of the divergence constraint in
mixed methods, this separation fails in mixed methods, in general.

In [4] it is shown how to reestablish L2-orthogonality between discretely diver-
gence-free and irrotational vector fields modifying the nonconforming Crouzeix-
Raviart element [2] by a variational crime. Here, a velocity reconstruction operator
maps discretely divergence-free test functions onto divergence-free vector fields, by
employing the lowest-order H(div)-conforming Raviart-Thomas element in the right-
hand side of the incompressible Stokes equations. Replacing the test functions by
reconstructions, introduces an additional consistency error, but improves the robust-
ness of the Crouzeix-Raviart element, since one can prove a pressure-independent,
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a-priori discrete H1 velocity error estimate [4]. Unfortunately, in [4] the author did
not succeed in proving also an optimal a-priori L2 error estimate for the velocity,
although numerical experiments show that such an estimate probably holds.

This contribution introduces a more sophisticated velocity reconstruction operator
onto lowest-order BDM finite elements [1] with better interpolation properties.

2 Continuous and Discrete Setting

This section explains the continuous and the discrete setting for the model problem
under consideration.

2.1 Continuous Setting

Given the Sobolev spaces V := H1
0 (π)d , H(div;π), and Q := L2

0(π), the weak
solution (u, p) ≡ V × Q of the continuous steady incompressible Stokes equations
satisfies

a(u, v) = l(v) and b(u, q) = 0 for all (v, q) ≡ V × Q (4)

with the multilinear forms defined by

a : V × V → R, a(u, v) := ∂

∫

π

≥u : ≥v dx ,

b : V × Q → R, b(u, q) := −
∫

π

q≥ · u dx ,

l : V → R, l(v) :=
∫

π

f · v dx .

Within the set of weakly differentiable, divergence-free functions

V0 := {v ≡ V : ≥ · v = 0}, (5)

the saddle point problem (4) reduces to the elliptic problem: seek u ≡ V0 such that

a(u, v) = l(v) for all v ≡ V0. (6)

2.2 Notation

In the following, T denotes a regular triangulation of the domain π into triangles
for d = 2 or tetrahedra for d = 3. For any element T ≡ T , mid(T ) denotes the
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barycenter of T . The set of all simplex faces, i.e., edges of triangles for d = 2 and
faces of tetrahedra for d = 3, is denoted by F . The subset F (π) denotes the set of
interior faces, while F (Γπ) denotes the set of boundary faces along Γπ . For any
F ≡ F , mid(F) denotes the barycenter of F and nF abbreviates a face unit normal
vector. The orientations of these normal vectors for the interior faces F ≡ F (π)

are arbitrary, but fixed. For boundary faces F ≡ F (Γπ), the normal vectors nF

point outward of the domain π . For every simplex T ≡ T , F (T ) denotes the set of
faces of this simplex and nT denotes the outer normal of the simplex T ≡ T . The
function space of Pk(T ) contains piecewise polynomials of degree k with respect to
T . For a piecewise Sobolev function v ≡ H1(T )d and some face F ≡ F (π), the
notion [v · nF ] denotes the jump of the normal flux over F , while {{v · nF }} denotes
the average value of the normal flux over F . The space of Crouzeix-Raviart velocity
trial functions is given by

CR(T ) := {
vh ≡ P1(T )d : for all T ≡ T , [vh](mid(F)) = 0 for all F ≡ F (π)

& vh(mid(F)) = 0 for all F ≡ F (Γπ)
}
.

The pressure trial function space reads

Q(T ) :=
{

qh ≡ P0(T ) :
∫

π

qh dx = 0

}
.

The space of Brezzi-Douglas-Marini finite element functions reads

BDM(T ) := {
vh ≡ P1(T )d : [vh · nF ] = 0 along all F ≡ F

}
.

Furthermore, consider its subspace of lowest order Raviart-Thomas functions

RT(T ) :=
{

vh ≡ BDM(T ) : ⇒T ≡ T ∃aT ≡ R
d , bT ≡ R, vh |T (x) = aT + bT x

}
.

The space RT(T ) contains exactly the subset of functions with constant normal
fluxes vh · nF ≡ P0(F) on every face F ≡ F . By that, any Raviart-Thomas function
is uniquely defined by its face normal fluxes at the face barycenters. Note, that a
Crouzeix-Raviart function vh ≡ CR(T ) is, in general, discontinuous along element
faces F ≡ F except at the face barycenters. Therefore, CR(T ) ∪∗ H(div;π) and
CR(T ) ∪∗ V0. On the contrary, RT(T ) ∗ BDM(T ) ∗ H(div;π), because the
normal components of any vh ≡ RT(T ) or vh ≡ BDM(T ) are continuous.

The discrete setting employs the broken gradient ≥h : V ∈CR(T ) → L2(π)d×d

and the broken divergence ≥h · (·) : V ∈ CR(T ) → L2(π) in the sense that

(≥hvh)|T := ≥(vh |T ), (≥h · vh)|T := ≥ · (vh |T ) for all T ≡ T .

The discrete energy norm for V ∈ CR(T ) reads ∼v∼1,h := (∫
π

≥hv : ≥hv dx
)1/2

.
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2.3 Interpolation Operators

The usual Crouzeix-Raviart interpolation operator πCR : V → CR(T ) is defined by

(πCR v)(mid(F)) = 1

|F |
∫

F
vds for all F ≡ F .

The Raviart-Thomas interpolation operator πRT : V ∈ CR(T ) → RT(T ) is
defined by

nF · (πRT v)(mid(F)) = 1

|F |
∫

F
v · nF ds for all F ≡ F .

Note that, due to continuity in the face barycenters, this is well-defined also for
v ≡ CR(T ). Moreover, it holds the identity πRT πCR v = πRT v for any v ≡ V .

The BDM interpolation operator πBDM : V ∈ CR(T ) → BDM(T ) on a face
F ≡ F is defined such that, for all ph ≡ P1(F),

∫

F
(πBDM v) · nF phds =

{∫
F {{v · nF}} phds for all F ≡ F (π)

∫
F (πRT v) · nF phds for all F ≡ F (Γπ).

However, at the domain boundary Γπ the BDM interpolation equals the RT inter-
polation to ensure that the BDM interpolation πBDM vh of functions vh ≡ CR(T )

vanishes along the complete boundary Γπ . With this, the boundary integral in the
integration by parts formula,

∫

π

(πBDM vh)≥ p dx =
∫

π

≥ · (πBDM vh)p dx +
∫

Γπ

(πBDM vh) · n pds,

vanishes and enables L2-orthogonality of πBDM vh on gradients of all functions
p ≡ H1(π) for any discretely divergence-free vh ≡ CR(T ). For any v ≡ V0, it
immediately follows ≥ · πBDM v = 0, ≥ · πRT v = 0, and ≥h · πCR v = 0 by
Gauss’ theorem. Furthermore, there are the well-known stability and approximation
properties

∼πCR v∼1,h ∇ ∼≥v∼0, for all v ≡ V, (7)

∼v − πCR v∼ ∇ Ch∼v − πCR v∼1,h for all v ≡ V, (8)

∼v − πCR v∼1,h ∇ Ch|v|2 for all v ≡ V ∩ H2(π)d , (9)

∼v − πRT v∼0 ∇ Ch∼v∼1,h for all v ≡ V ∈ CR(T ), (10)

∼v − πBDM v∼0 ∇ Ch∼v∼1,h for all v ≡ V ∈ CR(T ), (11)

∼v − πBDM v∼0 ∇ Ch2|v|2 for all v ≡ H2(π)d ∩ H1
0 (π)d , (12)
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where the generic constants C depend only on the shape of the simplices in the
triangulation T but not on their size. Note, that the proofs of the estimates (10)
and (11) are extendable to functions v ≡ CR(T ). Moreover, we emphasize that
the interpolation operator πBDM does not suffer from a loss of convergence at the
boundary, since we only apply it to H1

0 -functions in property (12).

2.4 The Finite Element Scheme with and Without
Divergence-Free Reconstruction

The discrete weak formulation of the model problem employs the multilinear forms

ah : (V ∈ CR(T )) × (V ∈ CR(T )) → R, ah(uh, vh) := ∂

∫

π

≥huh : ≥hvh dx ,

bh : (V ∈ CR(T )) × Q → R, bh(uh, qh) := −
∫

π

qh≥h · uh dx ,

lh : (V ∈ CR(T )) → R, lh(vh) :=
∫

π

f · vh dx .

Given one of the three interpolation operators above πdiv ≡ {πCR,πRT,πBDM},
the discrete Stokes problem seeks (uh, ph) ≡ CR(T ) ×Q(T ) such that

ah(uh, vh) + bh(vh, ph) = lh(πdiv vh),

bh(uh, qh) = 0 for all (vh, qh) ≡ CR(T )×Q(T ). (13)

The choice πdiv = πCR leads to the classical Crouzeix-Raviart nonconforming
finite element method in the spirit of [2], while the other two choices πdiv = πRT or
πdiv = πBDM constitute another variational crime that maps discretely divergence-
free test functions to divergence-free functions in H(div;π). The benefits of these
divergence-free reconstructions are discussed below. Like the continuous incom-
pressible Stokes equations, also the discretization (13) can be formulated as an elliptic
problem [3] within the space of discretely divergence-free functions

V0,h := {vh ≡ CR(T ) : bh(vh, qh) = 0 for all qh ≡ Q(T )}. (14)

Then, uh ≡ V0,h is uniquely defined by

ah(uh, vh) = lh(πdiv vh) for all vh ≡ V0,h . (15)
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3 Error Estimates

This section presents a-priori finite element error estimates for the modified Crouzeix-
Raviart discretization of the incompressible Stokes equations (13). Due to the
divergence-conforming reconstruction the scheme (13) allows for an error estimate
of the discrete velocity that is independent of the pressure regularity.

Lemma 1 For πdiv ≡ {πRT,πBDM} and any v ≡ V ∩ H2(π), wh ≡ V ∈ CR(T ),
it holds ∣

∣∣∣

∫

π

≥v : ≥hwh + σv · πdiv wh dx

∣
∣∣∣ ∇ Ch|v|2∼wh∼1,h .

The estimate of the consistency error is a corollary to Lemma 1.

Lemma 2 (Consistency error estimate) Given the solution (u, p) ≡ H2(π)d ×
H1(π) of the continuous Stokes equations (4) and πdiv ≡ {πRT,πBDM}, it holds

sup
wh≡V0+V0,h

∣∣∣ah(u, wh) − lh(πdiv wh)

∣∣∣ /∼wh∼1,h ∇ Ch∂|u|2.

Theorem 1 For a solution (u, p) ≡ H2(π)d × H1(π) of the continuous Stokes
equations (4) and the discrete solution (uh, ph) of the scheme (13) with πdiv ≡
{πRT,πBDM}, the following error estimates hold

(i) ∼u − uh∼1,h ∇ Ch |u|2 ,

(i i) ∼p − ph∼0 ∇ C h (∂ |u|2 + |p|1) .

Lemma 3 For a right-hand side g ≡ L2(π)d , consider ug ≡ V0 and ug,h ≡ V0,h

with

a(ug, v) = (g, v) for all v ≡ V0,

ah(ug,h, vh) = (g,πdiv vh) for all vh ≡ V0,h .

Then, for the the error e := u − uh between u from (4) and uh from (13), it holds

∼e∼0 ∇ sup
g≡L2(π)d ,∼g∼0=1

{
∂∼e∼1,h∼ug − ug,h∼1,h +

∣∣∣ah(e, ug) − (g,πdiv e)
∣∣∣

+
∣∣
∣ah(u, ug − ug,h) − (f,πdiv(ug − ug,h))

∣∣
∣

+
∣∣∣(g, e − πdiv e)

∣∣∣ +
∣∣∣(f, ug − πdiv ug)

∣∣∣
}
.
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Table 1 Energy error and L2 error for the velocity and pressure

ndof→ 10176 40488 162152 646376 2585272

∼u − uh∼0 (πCR) 1.462715e-02 3.714616e-03 9.311043e-04 2.346116e-04 5.889322e-05
∼u − uh∼0 (πRT) 5.738088e-05 1.468924e-05 3.655164e-06 9.201573e-07 2.299916e-07
∼u − uh∼0 (πBDM) 6.475907e-05 1.651350e-05 4.117682e-06 1.036546e-06 2.589664e-07
∼u − uh∼1,h (πCR) 1.333391 6.688239e-01 3.349285e-01 1.682897e-01 8.432380e-02
∼u − uh∼1,h (πRT) 6.189144e-03 3.115982e-03 1.556097e-03 7.801799e-04 3.899851e-04
∼u − uh∼1,h (πBDM) 6.184352e-03 3.115428e-03 1.556023e-03 7.801701e-04 3.899841e-04
∼p − ph∼0 (πCR) 1.293413e-02 6.371610e-03 3.174234e-03 1.590767e-03 7.960010e-04
∼p − ph∼0 (πRT) 1.270086e-02 6.297825e-03 3.147287e-03 1.579164e-03 7.904408e-04
∼p − ph∼0 (πBDM) 1.270086e-02 6.297825e-03 3.147287e-03 1.579164e-03 7.904408e-04

For smooth data, all terms on the right-hand side except the last one are of quadratic
order. The last term is only of quadratic order for πdiv = πBDM which leads to the
final theorem.

Theorem 2 For a convex domain π the exact solution (u, p) ≡ H2(π)d × H1(π)

of the continuous Stokes equations (4) and the discrete solution (uh, ph) of (13) for
πdiv = πBDM satisfy an optimal L2 error estimate for the discrete velocity, i.e.,

∼u − uh∼0 ∇ C h2 |u|2 .

4 Numerical Results

The first benchmark prescribes the stream function ξ = x2(1 − x)2 y2(1 − y)2 with
u = rotξ ≡ P7(π)2 ∩ V and p = x3 + y3 − 1/2 on the unit square π = (0, 1)2.
For given viscosity ∂, the volume force equals f := −∂σu + ≥ p.

Table 1 compares the results of the three methods under consideration for ∂ =
10−2. While the error in the pressure is only slightly smaller, the H1 error in the
velocity is more than two magnitudes smaller for the methods with a divergence-
free reconstruction due to the influence of the 1/∂ |p|1 contribution in the classical
velocity error estimate (2). In this smooth example, the convergence speed of the
L2-error in the velocity is optimal also for πRT and leads to similar results as πBDM.

The second benchmark considers the Stokes problem for p ≤ 0 and

u(x, y) = rot(xs log(x) + ys log(y))/5 ≡ Hs−1(π) \ Hs(π)

on π = (0, 1)2 with right-hand side f ≤ −σu and ∂ = 1.

Figure 1 shows the convergence history of the L2 error for s = 2 for all three
methods. The reconstruction with πBDM leads to better results and, more importantly,
to a better convergence rate than the reconstruction with πRT. Since p ≤ 0, the results
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Fig. 1 Convergence history
of the L2 velocity error

10 4 10 5 10 6

10− 5

10− 4

10− 3

10− 2

π CR

π RT

π BDM

of the unmodified Crouzeix-Raviart method for πdiv = πCR are the best. The benefits
of the reconstructions in case of nonzero pressure can be seen in the first example
above.
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Conservative Finite Differences
as an Alternative to Finite
Volume for Compressible
Flows

Jens Brouwer, Julius Reiss and Jörn Sesterhenn

Abstract Finite Volume schemes are the natural choice when simulating flows with
shocks, since conservation is essential in the physics and as such in the simulation
of this phenomenon. But finite difference schemes can be conservative as well. Con-
servation requires in such schemes a high internal consistency of the spatial and
the temporal discretization. We present a skew-symmetric finite difference scheme,
which is fully conservative due to its consistency, still easy to implement and numer-
ically efficient. A variety of different flow configurations containing shocks and
turbulence are presented.

1 Introduction

Finite volume (FV) schemes and conservative schemes are so strongly connected,
that often these two terms are used synonymously. Indeed all FV schemes conserve
the quantities of the underlying discretized flux-equations. The inverse statement
however is not true: A set of discrete equation can be conservative, even if a form
other than the flux form is the starting point of the scheme. This extra freedom
can be beneficial to fulfill additional requirements. In the case presented here this
requirement is a low dissipation of the scheme. This allows the direct numerical
simulation (DNS) of turbulence and acoustics. Further, a high discretization order in
space and time is important to keep the computational cost of simulations of large
physical systems as low as possible.
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We use a skew-symmetric finite difference scheme which meets the afore men-
tioned properties, which builds on similar concepts as [4, 12]. As computational
variables for the equations of compressible flow the quantities (

√
ρ,

√
ρuα, p) are

used. The conserved quantities of mass,
∑√

ρ2, momentum,
∑ √

ρ(
√

ρuα), and
total energy,

∑
p/(γ − 1) + (

√
ρuα)2/2, are a consequence of the consistency of

the discrete equations and a proper time stepping. They are not enforced by formu-
lating the balance of these terms as in FV methods. Arbitrary order in space and
time can be achieved. The scheme is computationally efficient in space as it builds
on (non-upwind) finite-differences and point-wise multiplication. However, for full
conservation an implicit time stepping scheme is needed. The resulting nonlinear
system is solved by fix point iterations which is found to converge satisfactory well
for time steps similar to those of an explicit scheme.

We present resolved calculations of a turbulent and transonic boundary layers, as
well as a Richtmyer-Meshkov instability and one-dimensional shock problems.

2 Numerical Scheme

Here we provide a short overview of the skew-symmetric finite-difference scheme.
A detailed derivation and discussion is out of scope of this paper but can be found
in [10] for the spatial discretisation and [2] for the time stepping procedure.

Compressible flow is described by the Navier-Stokes equations which state the
evolution of mass, momentum and energy:

∂tρ + ∂xβ ρuβ = 0 (1)

∂tρuα + ∂xβ (ρuβuα) + ∂xα p = ∂xβ ταβ (2)

∂t

(
ρ

[
e + uαuα

2

])
+ ∂xβ

(
ρuβ

[
e + uαuα

2
+ p

ρ

])
= ∂xα uβταβ + ∂xαφα. (3)

The ρ is the density, uα is the αth = 1, 2, 3 velocity component. Pressure is p and
ταβ = μ(∂xα uβ +∂xβ uα)+(μd −μ2/3)δαβ∂xγ uγ is the Newtonian friction. The heat
flux is given by φα = λ∂xα T with the heat conductivity λ. Ideal gas with the internal
energy e = (p/ρ)/(γ − 1) and adiabatic exponent γ is assumed in the following.
Summing convention is assumed.

A pure rewriting of the momentum equations leads to the equations in skew-
symmetric form

∂tρ + ∂xβ ρuβ = 0 (4)

1

2
(∂tρ · +ρ∂t ·) uα + 1

2

(
∂xβ uβρ · +uβρ∂xβ ·) uα + ∂xα p = ∂xβ ταβ (5)

1

γ − 1
∂t p + γ

γ − 1
∂xβ

(
uβ p

) − uα∂xα p (6)

= −uα∂xβ ταβ∂xβ uαταβ + ∂xαφα
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It is understood that the space and time derivatives in the first two terms of (5) act
also on u right of the parentheses, which is marked by a „·”. The momentum equation
is called skew-symmetric, because the resulting spatial and temporal differentiation
operators are skew-symmetric. The skew-symmetry of these operators leads to the
analytical conservation of mass, momentum and energy. The kinetic energy was
split from the total energy equation to arrive at an equation for the internal energy.
To preserve the skew-symmetry in the discretization, skew symmetric derivative
matrices DT = −D are used.

Morinishi’s rewriting, [7], transforms the time derivative in the momentum equa-
tions (5) to 1

2 (∂tρ · +ρ∂t ·) uα = √
ρ∂t (

√
ρuα). and leads to:

√
ρ∂t (

√
ρuα) + 1

2

(
∂xβ uβρ · +uβρ∂xβ ·) uα + ∂xα p = ∂xβ ταβ. (7)

The convective term 1
2

(
∂xβ uβρ · +uβρ∂xβ ·) becomes a skew symmetric matrix Du,

if discretized appropriately. By multiplying it by uT
α

uT
α

√
ρ∂t (

√
ρuα) + uT

α Duuα + uT
α ∂xα p = uT

α ∂xβ ταβ (8)

the change of kinetic energy is derived. Skew-symmetry implies uT
α Duuα = 0, thus

1

2
∂t (

√
ρuα)2 = −uT

α ∂xα p + uT
α ∂xβ ταβ.

The transport term conserves the kinetic energy; the kinetic energy is changed by
pressure work and friction alone, as in the analytical theory, but in contrast to standard
schemes. Now, also the unusual appearance of

√
ρ instead of ρ in the momentum

equation can be understood. It is the quadratic splitting of the kinetic energy. The
terms uα∂xα p − uα∂xβ ταβ in Eq. (6) balance the change of kinetic energy by an
according change of the internal energy, so that total energy is conserved. This
structure carries over to the discrete case. Momentum conservation can be derived
in a similar manner.

The method can be easily applied to transformed, structured grids, meaning grids
generated by C1 mappings of the unit cube. The conservation properties are strictly
fulfilled as before. The resulting equations are

J2
√

ρ∂t
√

ρ + ∂ξβ ũβρ = 0

J
√

ρ∂t (
√

ρuα)uα + 1

2

(
∂ξβ ũβρ · +ũβρ∂ξβ ·) uα + J∂xα p = ∂ξβ τ̃αβ

J
1

γ − 1
∂t p + γ

γ − 1
∂ξβ

(
ũβ p

) − Juα∂xα p

= −uβ∂ξα τ̃αβ + ∂ξα uβ τ̃αβ + ∂ξα φ̃α.
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The effective velocities are defined to include the metric factors ũγ1 = (eγ2 ×
eγ3)u, γi cyclic. The local basis vectors are defined as eα = ∂ξα r, with r =
(x, y, z)T . The Jacobian is J = (e1 × e2) · e3.

The discretization is done in a straight forward manner with the variables
(
√

ρ,
√

ρuα, p). All derivatives are replaced by skew-symmetric derivative matrices
(i.e. symmetric stencils). At boundaries the summation by parts property is assumed
for which explicit derivatives constructed by Strand are used [11]. Details on the
boundary treatment can be found in [10]. In addition, the use of SBP matrices allows
the implementaion of an effevtive multiblock decomposition of the domain.

Time integration

The conserved quantities are (partly) quadratic forms of the discretization variables.
Quadratic quantities are in general not conserved. Runge-Kutta schemes conserve
quadratic invariants when the coefficients of their Butcher table fulfill the condition

bi ai j + b j a ji = bi b j . (9)

This restrictive requirement is fulfilled by all Gauss-collocation methods, a family of
s-stage implicit RK schemes of order 2s. Time integration is done by the two stage,
fourth order method:

1
2 −

√
3

6
1
4

1
4 −

√
3

6
1
2 +

√
3

6
1
4 +

√
3

6
1
4

1
2

1
2

These methods lead to full conservation, which is discussed in [3]. It is found that a
fix point iteration works surprisingly well for moderate Δt . It is further observed, that
the conservation converges quicker than one might estimate form the convergence
of the full solution.

3 Numerical Examples

In this section we present four numerical examples to show the applicability of our
method to physical flow situations containing small scale turbulence and shocks.
Therefore we show computations of a classical shock-tube test case, a turbulent
boundary layer, a developing Richtmyer-Meshkov instability and an instationary
shock-wave/boundary-layer interaction (SBLI). All simulations use the previously
described skew-symmetric finite difference scheme. The implementation is in FOR-
TRAN and parallelized using MPI directives. Spatial discretization is done using 6th
order central differences with SBP properties. Temporal discretizations is achieved by
the implicit 4th order Gauss collocation method with one small exception. Due to the
higher computational effort of the implicit scheme, the SBLI simulation is advanced
in time until initial transients are gone using an explicit Runge-Kutta scheme of
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Fig. 1 Sod’s test case at t = 0.4 using the Shock filter of Bogey et al. [1]. Good agreement is
found. The Shock speed matches the analytical solution (dotted line)

fourth order. Once a statistically steady regime is reached, integration using the fully
conservative Gauss-collocation scheme is resumed.

Sod’s test case

The first test case is the classical Sod’s shock-tube problem for the Euler equations.
Starting conditions are ql = (1, 0, 1) and ql = (0.125, 0, 0.1) where q = (ρ, u, p).
The problem is discretized using 201 points and Bogeys conservative shockfilter is
applied, see [1] for details. Figure 1 shows a comparison between the numerical and
analytical solution, displaying agreement of propagation speed with the analytical
solution, as expected for a conservative scheme. Only the contact discontinuity shows
slightly higher damping than needed. The filter method is independent of the base
scheme and can be easily modified to improve this.

DNS of a turbulent boundary layer at Re ≈ 5000

To show the validity of the skew-symmetric finite-difference approach to small scale
turbulence a direct numerical simulation of a turbulent boundary layer is shown.
Reynolds number Reδin = 4736 and free-stream Mach number M = 0.8, where
δin is the 99 % boundary layer thickness. The computational domain of dimensions
[106δin × 8δin × 9δin] is resolved using roughly 80 million grid points. This reso-
lution is chosen so that the grid spacing at the wall satisfies a dimensionless wall
distance of Δy+ < 1. Throughout the domain and the average Δy+ at the boundary
layer edge is not larger than 7. The turbulent inlet conditions are enforced using a
recycling/rescaling method as introduced by Lund [6], and modified by Pirozzoli [9].
Results are in good agreement with reference computations of Pirozzoli et al. [8].
Figure 2 depicts streamwise velocity in a wall-parallel plane where the formation of
characteristic streak structures is visible.

2-Dimensional Richtmyer-Meshkov instability

A Richtmyer-Meshkov instability is an instability mechanism that develops when
an interface between fluids is impulsivly accelerated by a passing shockwave. In
our simulation the fluid-fluid interface is modeled by a discontinous jump in den-
sity. The shock Mach number of the accelerating shockwave is Ms = 1.5. The
two-dimensional domain is discretized with [4096 × 2048] gridpoints and the afore
mentioned conservative shock-filter by Bogey et al. is used. Figure 3 shows the
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Fig. 2 Contours of instantaneous streamwise velocity in a xz-plane located at y+ ≈ 10

Fig. 3 Contour plot of a 2-dimensional Richtmyer-Meshkov instability; the top half of the domain
depicts density while vorticity is shown in the lower half

mushroom-like growth out of the fluid interface. In the top half of the figure density
contours are plotted while the lower half depicts vorticity. Due to the minimal dissi-
pation of the skew-symmetric scheme, many secondary and even tertiary instabilities
can be observed. The prime examples being the Kelvin-Helmholtz instabilities that
form at the shear-layer between the two fluids. The vorticity plot reveals the complex
turbulent flow field in the vicinity of the large scale structure that drives the creation
of many of the smaller instabilities.

Shock-wave/boundary-layer Interaction

Shock-wave/boundary-layer interactions can occur in many important engineering
applications. A prominent example is transonic flow over an airfoil, as the flow is
accelerated over the airfoil, a super-sonic pocket forms that is terminated by a shock.
The strong pressure gradient leads to the separation of the boundary-layer behind
the shock and a recirculation bubble forms. Under certain conditions the shock can
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Fig. 4 Top: Snapshot of the transonic flow over a bump. Pressure contours and iso-lines of stream-
wise velocity behind the bump are displayed. Bottom: Instantaneous streamwise velocity contours
in wall-parallel plane at y+ ≈ 25. The current location of the recirculation bubble is marked by the
u = 0 iso-line

exhibit large scale movements which has disastrous influence on all aerodynamic
quantities. For a comprehensive review of the different forms of transsonic SBLI see
e.g. [5].

The phenomenon of Shock-wave/boundary-layer interaction was one of the main
motivations for the development of the conservative finite-difference scheme, as the
simulation has to resolve the small turbulent scales in the boundary layer as well
as to handle the shock movements. The simulations shown below are preliminary
studies of SBLI occurring due to transonic flow over a bump. A laminar boundary
layer is impinging on a small bump, a shock forms over the bump and a recirculation
bubble that exhibits small breathing motions forms behind the interaction. Past the
interaction zone the boundary layer begins its transition to turbulence. The size of the
computational domain is [65×20×12] measured in inlet boundary layer thicknesses
δin and is resolved using approximately 20 million grid points. The maximum height
of the bump is 1.2δin while its length is 21.9δin . Shown below are snapshots of
the instantaneous velocity and pressure fields. In Fig. 4 the geometry of the case is
visible. The shock is visible both in the pressure fields and the contourlines of the
stream-wise velocity. The recirculation bubble in the snapshot can be seen extending
up to x ≈ 0.2. In the lower panel of the figure the stream-wise velocity in a wall-
parallel plane is shown. Again, the position of the shock at x = 0.05 and the length
of the recirculation bubble can be seen. In addition the transition of the laminar flow
field to turbulence through the interaction zone is visible.
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4 Conclusions

We presented a fully conservative finite-difference scheme for the compressible
Navier-Stokes equations on arbitrarily distorted, structured grids. In addition to its
energy preserving nature the scheme introduces no artificial dissipation. The scheme
is shown to be applicable to physical situations containing shocks and small scale
turbulence while being easy to implement. This makes the skew-symmetric finite dif-
ference discretization a worthy alternative to Finite Volume methods in the context
of large and small scale simulations of compressible flow.
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FV Upwind Stabilization of FE Discretizations
for Advection–Diffusion Problems

Fabian Brunner, Florian Frank and Peter Knabner

Abstract We apply a novel upwind stabilization of a mixed hybrid finite element
method of lowest order to advection–diffusion problems with dominant advection and
compare it with a finite element scheme stabilized by finite volume upwinding. Both
schemes are locally mass conservative and employ an upwind-weighting formula
in the discretization of the advective term. Numerical experiments indicate that the
upwind-mixed method is competitive with the finite volume method. It prevents the
appearance of spurious oscillations and produces nonnegative solutions for strongly
advection-dominated problems, while the amount of artificial diffusion is lower than
that of the finite volume method. This makes the method attractive for applications
in which too much numerical diffusion is critical and may lead to false predictions;
e.g., if highly nonlinear reactive processes take place only in thin interaction regions.

1 Introduction

In this article, we consider the linear advection–diffusion equation

∂t u − ∇ · (D∇u − Qu) = 0 in J × Ω (1)

(and semilinear system variants thereof) on a finite time interval J =]0, tend] and
a polygonally bounded convex domain Ω ⊂ R2. Equation (1) serves as a model for
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many natural processes, e.g., heat transfer or mass transport in porous media. The
physical principle underlying this equation is conservation of mass, which should be
reflected by any numerical method that is used for discretization.

The numerical simulation of (1) becomes particularly challenging if the advec-
tive term dominates the diffusive term, i.e., when the Péclet number is large. Then,
sharp fronts in the solution cannot be resolved properly by conventional numerical
schemes, which typically produce solutions that are polluted by spurious oscilla-
tions. To circumvent this, various approaches with different strengths and weaknesses
were proposed in the literature. One of the most widely used techniques to handle
advection dominance is upwinding, which is easy to implement and which preserves
monotonicity well at the cost of introducing additional diffusion to the problem. It
relies on the simple idea of discretizing the advection term as a function of the flow
direction.

In this work, we compare a novel upwind stabilization of a mixed hybrid finite
element scheme, which was studied numerically in [8] and analytically in [4] with
a linear finite element scheme that uses an upwind finite volume approximation of the
advective term. The latter was used in [5] to incorporate upwinding into an existing
linear finite element code and thus to recover the discrete maximum principle, which
is violated if linear finite elements are applied to advection-dominated transport
problems.

By means of two test scenarios, we demonstrate that the upwind-mixed hybrid
method is competitive with the finite volume upwind method with respect to robust-
ness, monotonicity properties, and the amount of artificial numerical diffusion intro-
duced by the schemes.

The rest of the work is organized as follows. In Sect. 2, the basic notation and
the most important functional spaces are introduced. In Sect. 3, the discretization
of problem {(1), (2)} with the two schemes under consideration is briefly sketched.
Finally, Sect. 4 contains the description and the results of the test scenarios.

2 Notation and Problem Statement

Let the boundary ∂Ω decompose into a Dirichlet part ∂ΩD, a Neumann part ∂ΩN,
and a flux part ∂Ωflux with outward unit normal n. In order to obtain a well-posed
problem, Eq. (1) is supplemented by the following initial and boundary conditions:

u = uD on J × ∂ΩD, (2a)

−D∇u · n = 0 on J × ∂ΩN, (2b)

−D∇u · n + u Q · n = 0 on J × ∂Ωflux, (2c)

u = u0 on {0} × Ω (2d)

with uD and u0 given. All coefficients are assumed to be sufficiently smooth.
Let the time interval J be decomposed into N subintervals of equal length and let

Δt := tend/N denote the time step size. Let Th be a regular family of decomposi-
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tions into closed triangles T of characteristic size h such that Ω = ∪T . We denote
byPk(T ) the space of polynomials of degree at most k on a triangle T ∈ Th and define
by RT0(T ) := {v : T → R2 | v(x) = ax + b, a ∈ R, b ∈ R2} the local Raviart–
Thomas space. Moreover, let Pk(Th) := {wh : Ω → R | ∀T ∈ Th, wh |T ∈ Pk(T )}
denote the (discontinuous) global polynomial space on the triangulation Th and
let Pc

1(Th) := C(Ω) ∩ P1(Th). The set of edges of Th is denoted by E and that
of T ∈ Th by E (T ), where we omit the index h here. Finally, let the space H1(Ω)

contain those functions of L2(Ω) which have a weak derivative in L2(Ω), and let
H1

0,D(Ω) denote the subspace of H1(Ω) consisting of functions with vanishing trace
on ∂ΩD.

3 Numerical Schemes

The two numerical schemes under consideration are outlined in the following. The
first one is a linear finite element scheme that uses an upwind finite volume approx-
imation of the advective term (LFEMstab) as presented in [5]. The second one is
a mixed hybrid finite element scheme combined with an upwind-weighting formula
based on the Lagrange multipliers (MHFEMstab), which are introduced into the for-
mulation by hybridization; cf. [2, 4]. For ease of presentation, we assume that uD = 0
and we use full upwinding in the sequel. However, the schemes can be easily extended
to inhomogeneous Dirichlet data and to more sophisticated upwind formulas, e.g.,
partial upwinding [6].

3.1 Scheme: LFEMstab

The discretization of {(1), (2)} with piecewise linear, globally continuous finite
elements in space and with the implicit Euler method in time yields the following
discrete problem.

Let n ∈ {1, . . . , N } and let un−1
h ∈ Pc

1(Th) ∩ H1
0,D(Ω) be given. Find un

h ∈
Pc

1(Th) ∩ H1
0,D(Ω) such that

1

Δt

∫

Ω

(un
h − un−1

h )zh +
∫

Ω

D∇un
h · ∇zh +

∫

Ω

zh∇ · (Qun
h) = 0

for all zh ∈ Pc
1(Th) ∩ H1

0,D(Ω).
Let ϕk be the basis function of Pc

1(Th) that is associated with node ak , i.e.,
ϕk(a j ) = δk j holds. Since ϕk has a local support on the triangles around ak , the
advection term can be approximated by
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Fig. 1 Control volume Ωk
associated with the node ak
according to the Voronoi
diagram of Th . The support
of ϕk ∈ Pc

1(Th) is the union
of all triangles containing the
vertex ak

ak

Ωk

akl

Γkl

∫

Ω

ϕk∇ · (Qun
h) ≈

∫

Ωk

∇ · (Qun
h) =

∫

∂Ωk

un
h Q · n =

∑

j

∫

Γk j

un
h Q · n ,

where Ωk is the Voronoi cell around ak , the boundary of which decomposes into line
segments Γkl , l ∈ {1, 2, . . .}, cf. Fig. 1. The boundary integral on Γkl can now be
treated with a finite volume upwind scheme:

∫

Γkl

un
h Q · n ≈ |Γkl | αkl(u

n
h) Q

(
ak + akl

2

)
· n

with n still denoting the unit normal pointing outward of Ωk and with akl denoting
the reflection of node ak across Γkl . The function α for a full upwind scheme reads

αkl(u
n
h) :=

{
un

h(ak) if Q · n ≥ 0 at (ak + akl)/2 (outflow of Ωk) ,

un
h(akl) otherwise (inflow into Ωk) .

Using Voronoi cells as control volumes, for nonobtuse triangular meshes, LFEM-
stab is equivalent to the classical cell centered finite volume method if diffusion is
cellwise constant, cf. [6]. Therefore, LFEMstab is locally mass conservative and pro-
vides formally first order accurate approximations of the scalar unknown u in L2(Ω).

3.2 Scheme: MHFEMstab

In this section, the discretization of {(1), (2)} using the upwind-stabilized mixed
hybrid finite element scheme of [4] is sketched. It relies on an Euler-implicit time
stepping scheme and lowest order Raviart–Thomas finite elements for the spatial
discretization. In contrast to non-hybrid schemes, the continuity constraints on the
normal fluxes are not incorporated into the function space, but are ensured by intro-
ducing additional variables—the Lagrange multipliers—along with additional equa-
tions. More precisely, the space
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Vh := {v ∈ (L2(Ω))2 | ∀T ∈ Th, v|T ∈ RT0(T )}

is used as the ansatz space for the discrete approximation of the mass flux q :=
−D∇u + Qu . The Lagrange multipliers are taken from the space

Λh := {λ ∈ L2(E ) | ∀E ∈ E, λ|E ∈ P0(E); ∀E ∈ ED, λ|E = 0} ,

where E denotes the set of interior edges and ED the set of Dirichlet edges. Finally,
the scalar unknown is approximated in the space Wh := P0(Th).

The definition of the upwind-mixed hybrid scheme involves the discrete velocity
field Qn

h := ΠhQn , where Πh denotes the usual Raviart–Thomas projection opera-
tor. We assume that Qn

h has the representation Qn
h = ∑

T ∈Th

∑
E∈E (T ) Qn

T E vT E in
a basis {vT E }T ∈Th ,E∈E (T ) of Vh . Basis functions of Wh and Λh are given by char-
acteristic functions {χT }T ∈Th and {μE }E∈E , respectively. The scheme MHFEMstab
reads as follows.

Let n ∈ {1, . . . , N } and let un−1
h ∈ Wh be given. Find (qn

h, un
h, λn

h) ∈ Vh × Wh

×Λh with qn
h = ∑

T ∈Th

∑
E∈E (T ) qn

T E vT E , un
h = ∑

T ∈Th
un

T χT ,λn
h = ∑

E∈EΩ
λn

EμE

such that
∫

Ω

D−1 vh · qn
h −

∫

Ω

un
h∇ · vh

−
∑

T ∈Th

∑

E∈E (T )

Qn
T EαT E (un

T , λn
E )

∫

T

D−1 vh · vT E = −
∑

T ∈Th

∫

∂T

λn
h vh · n , (3a)

1

Δt

∫

Ω

(un
h − un−1

h )wh +
∫

Ω

wh ∇ · qn
h = 0 , (3b)

∑

T ∈Th

∫

∂T

μh qn
h · n = 0 (3c)

for all (vh, wh, μh) ∈ Vh × Wh × Λh , where the upwind weights are defined as

αT E (un
T , λn

E ) =
{

un
T if Qn

T E ≥ 0 ,

λn
E otherwise .

(4)

The function αT E takes the flow direction into account: If Qn
T E ≥ 0, i.e., if there is

an outflow across the edge E , the value un
T on the current triangle is used to discretize

the advective term. Otherwise, the Lagrange multiplier λn
E —which represents an

approximation of un on E—is used. Note that the definition (4) of αT E is slightly
different than that in [4, 8], where αT E (un

T , λn
E ) := 2λn

E − un
T was used if Qn

T E
< 0. This is because less numerical diffusion was observed using (4). The proof of
convergence in [4], however, applies to either choice.
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Since the basis functions of Vh can be chosen to have support only on a single
mesh element, static condensation is usually employed in standard cell-centered
mixed hybrid schemes in order to reduce the number of global unknowns by
local elimination. With the specific choice of αT E in the above scheme, Eq. (3a)
remains fully local and static condensation may be applied further on. Therefore, the
upwind-mixed hybrid scheme can be implemented more efficiently than standard
upwind-mixed schemes that use information from neighbor elements to discretize
the advection term, cf. [4].

4 Robustness of the Schemes

In the following, the schemes LFEMstab and MHFEMstab presented in Sect. 3
and their non-stabilized versions LFEM and MHFEM are compared with respect to
numerical attributes that are essential for reliable simulation of advection-dominated
flows, e.g., monotonicity and the amount of artificial diffusion they introduce.

4.1 Scenario: Pulse

We consider a time interval J := ]0, 1] using a time step size of Δt := 5E−3 and
a rectangular domain Ω := ]0, 2[× ]0, 1[ with ∂ΩN = {2} × [0, 1] and ∂Ωflux
= ∂Ω \ ∂ΩN, which is triangulated by an unstructured grid containing 2, 704 tri-
angles. We choose the following data in {(1), (2)}: D := 2E−4, Q := (1, 0)T, and
u0 := 1 on [1/4, 3/4]2 and zero elsewhere.

The center of mass of the initial (quadratic) distribution u0 should be transported
to x = (1.5, 0.5)T by advection and be slightly smeared by diffusion. Figure 2 shows
the distribution of uh at tend for the four schemes under investigation. The non-
stabilized schemes LFEM and MHFEM produce oscillations that reach negative
values. Although the MHFEM solution at tend is closer to the expected one, the
oscillations are stronger and lead to non-convergence shortly after tend, which is not
the case with LFEM. Both of the stabilized schemes LFEMstab and MHFEMstab
conserve the nonnegativity of u0, however, MHFEMstab adds less artificial diffusion
to the solution.

4.2 Scenario: Contaminant Biodegradation

As a second example, we consider the simulation of contaminant biodegradation
according to a simplified Monod model. This nonlinear test problem was used by
several authors, cf. [1, 3, 7], to compare different numerical schemes with respect to
the numerical diffusion they introduce. It illustrates that prognoses of methods with
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LFEM uh ∈ [−0.229,1.17] MHFEM uh ∈ [−63.7,58.4] (1.08 at peak)

LFEMstab uh ∈ [0,0.722] MHFEMstab uh ∈ [0,0.889]

Fig. 2 The distribution of uh at tend for the different schemes under investigation. The color scaling
is fixed from zero (blue) to one (red); the global minima and maxima are listed below each plot

large artificial diffusion can be completely wrong. Precisely, a degradation reaction
between an electron donor udon (e.g. a contaminant) and an electron acceptor uacc
(e.g. oxygen) is considered, which is catalyzed by a bio species ubio. As a simplifi-
cation, biomass growth is neglected and the process is modeled by the equations

∂t (θui ) − ∇ · (θ D ∇ui − Qui ) = αi μ , i ∈ {don, acc}

with the Monod reaction rate μ = −ubioudon(Kdon + udon)
−1uacc(Kacc + uacc)

−1.
For the simulation the following data are used: Ω =]0, 0.5[× ]0, 1[ , θ = 0.2,
D = 10E−4, Q = (0,−1)T, αdon = 5, αacc = 0.5, Kdon = 0.1, Kacc = 0.1,
ubio = 1. As initial conditions, u0

don = 0 and u0
acc = 0.1 are chosen in Ω . The electron

donor is injected at the middle part of the upper boundary and transported toward
the lower boundary by advection. The stationary Dirichlet boundary conditions are
given by udon = 1 and uacc = 0 on ]0.225, 0.275 [×{1} and udon = 0 and uacc =
0.1 elsewhere on the upper boundary, respectively. The degradation reaction takes
place only in those parts of the domain where the concentrations of both species
are sufficiently large, which is the case at the interface between the electron donor
and the surrounding area, where still enough electron acceptor is available. Thus,
numerical methods introducing much artificial diffusion lead to an overestimation
of the mixing zone of the two species, and the contaminant is degraded too fast in
this case.

Figure 3 shows the predicted contaminant concentrations using LFEMstab and
MHFEMstab on a locally preadapted unstructured grid with 1, 988 elements at tend,
where a steady state has been reached. For both schemes, Newton’s method was used
for the linearization of the nonlinear reaction terms. We observe that both methods
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Fig. 3 Locally preadapted grid (left) and computed concentration profiles for udon,h using LFEM-
stab (center) and MHFEMstab (right). The values of udon,h are in [0, 1] for both methods

produce nonnegative solutions. On this relatively coarse grid, LFEMstab predicts
a complete degradation of the contaminant within the computational domain, which
is incorrect and may have serious consequences in practice. The contaminant plume
computed by MHFEMstab, however, covers the full length of the domain and reaches
the outflow boundary. This is in accordance with a reference solution we computed
on a grid with 250,000 elements.

5 Conclusion

We conclude that the upwind-mixed hybrid method provides a suitable scheme
for simulating advection-driven transport problems. Compared to the finite volume
method the amount of artificial diffusion appears to be lower, which is important in
applications where the dominating processes take place in small interaction regions.
Moreover, similarly to the classical cell-centered mixed method, it is fully hybridiz-
able, and the incorporation of upwinding does not increase the computational costs
in contrast to standard upwind-mixed methods.
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Entropy-Diminishing CVFE Scheme
for Solving Anisotropic Degenerate
Diffusion Equations

Clément Cancès and Cindy Guichard

Abstract We consider a Control Volume Finite Elements (CVFE) scheme for solv-
ing possibly degenerated parabolic equations. This scheme does not require the intro-
duction of the so-called Kirchhoff transform in its definition. The discrete solution
obtained via the scheme remains in the physical range whatever the anisotropy of the
problem, while the natural entropy of the problem decreases with time. Moreover,
the discrete solution converges towards the unique weak solution of the continuous
problem. Numerical results are provided and discussed.

1 The Continuous Problem and Objectives

Let ∂ be a polygonal open bounded and connected subset of R2, and let tf > 0 be a
finite time horizon. We aim to approximate the solution of the (possibly) degenerate
parabolic equation






ρt u − ≥ · (ω(u)π≥ p(u)) = 0 in Qtf := ∂ × (0, tf),

ω(u)π≥ p(u) · n = 0 on ρ∂ × (0, tf),

u|t=0 = u0 in ∂.

(1)
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In (1), π : ∂ ∼ M2(R) should be a measurable function, and we assume that there
exists 0 < Γ ∇ Γ such that

π(x) = π(x)T , Γ|v|2 ∇ π(x)v · v ∇ Γ|v|2 for all v ≡ R
2 and a.a.x ≡ ∂.

The function ω is assumed to be continuous, to be such that ω(s) > 0 if s ≡ (0, 1) and
ω(s) = 0 otherwise. The function p belongs to C1((0, 1);R)∩ L1(0, 1), is supposed
to be increasing, and to be such that lims∼{0,1} ω(s)p(s) = 0. Note that p is not
necessarily bounded in the vicinity of 0 and 1. We also assume that

⇒
ωp′ belongs

to L1(0, 1), so that the Kirchhoff transforms

σ : u ∪∼
∫ u

0
ω(s)p′(s)ds and ξ : u ∪∼

∫ u

0

√
ω(s)p′(s)ds

are continuous and increasing on [0, 1]. The initial data u0 is assumed to belong to
L∗(∂), and to be such that 0 ∇ u0(x) ∇ 1 for a.a. x ≡ ∂ .

Using the Kirchhoff transform σ, the problem (1) can be rewritten as





ρt u − ≥ · (π≥σ(u)) = 0 in Qtf ,

π≥σ(u) · n = 0 on ρ∂ × (0, tf),

u|t=0 = u0 in ∂.

(2)

Following [1, 10], there exists a unique weak solution to the problem (2). Moreover,
the monotonicity of the problem ensures that

0 ∇ u(x, t) ∇ 1 for a.a. (x, t) ≡ Qtf . (3)

Considering formally p(u) − p(1/2) as a test function in (2) yields, for all
t ≡ [0, tf ],

∫

∂

H(u(x, t))dx +
∫∫

Qt

π≥ξ(u) · ≥ξ(u)dxdβ =
∫

∂

H(u0(x))dx < ∗, (4)

where H(u) = ∫ u
1/2(p(s) − p(1/2))ds is a nonnegative convex entropy to the prob-

lem (1), which is supposed to physically meaningful. As a consequence of (4), the
function ξ(u) belongs to L2((0, T ); H1(∂)).

Since in many configurations like for example porous media flows, the physi-
cal meaning of the Kirchhoff transform σ is unclear (see e.g. [3, 11]), we aim to
discretize the problem in its form (1) rather than in its form (2). Moreover, we
aim to derive a method such that the L∗-estimate (3) remains true at the discrete
level despite the anisotropy of the problem, such that the discrete counterpart of the
entropy

∫
∂

H(u(x, t))dx decreases with time as prescribed by (4) in the continuous
setting, and such that the discrete solution converges towards the unique weak solu-
tion as the discretization steps tend to 0. Let us stress that the decay of the entropy∫
∂

H(u(x, t))dx plays an important role in the long-time behavior of the continuous
and discrete solutions [5, 6].
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2 The Implicit Nonlinear CVFE Scheme

Let T be a conforming triangulation of ∂ with size hT = maxT ≡T hT , where hT

is the diameter of T , and regularity ΨT = maxT ≡T hT
χT

where χT is the diameter
of the incircle of the triangle T . We denote by V the set of the vertices and by E
the set of the edges of T . For all K ≡ V (located at xK ), we denote by TK the set
of the triangles of T admitting K as a vertex, by VK the subset of V made of the
vertices connected to K via an edge, and by EK the set of the edges having xK as an
endpoint. The edge joining two vertices K and L is denoted by κK L . For all K ≡ V ,
the star-shaped open subset ζK of ∂ is delimited by the centers of gravity xT of the
triangles T ≡ TK and xκ of the edges κ ≡ EK , yielding the dual barycentric mesh
M . We denote by

VT = { f ≡ C(∂) | f|T ≡ P1(T ), ∈T ≡ T }

the usual P1-finite element space, and by (eK )K≡V the canonical basis of VT . We
also introduce the set

XM = { f ≡ L∗(∂) | f|ζK
≡ P0(K ), ∈K ≡ V }

of the piecewise constant functions on the dual cells. For the ease of notations, we
restrict our study to the case of uniform time discretizations with step τt = tf/N .
Setting tn = nτt for 0 ∇ n ∇ N , we introduce the discrete functional sets

VT ,τt ={ f ≡ L∗(Qtf ) | f (·, t) = f (·, nτt) ≡ VT , ∈t ≡ (tn−1, tn], 1 ∇ n ∇ N },
XM ,τt ={ f ≡ L∗(Qtf ) | f (·, t) = f (·, nτt) ≡ XM , ∈t ≡ (tn−1, tn], 1 ∇ n ∇ N }.

Hence, given
(
ϑn

K

⎪
K≡V ,1∇0∇N , there exist two reconstructions ϑT ,τt ≡ ϑT ,τt and

ϑM ,τt ≡ XM ,τt such that

ϑT ,τt (xK , tn) = ϑM ,τt (xK , tn) = ϑn
K , for all K ≡ V and n ≡ {1, . . . , N }.

For K ≡ V , we set mK = ∫
ζK

dx = ∫
∂

eK (x)dx. The initial data u0 is discretized

by u0
M ≡ XM , where

u0
K = 1

mK

∫

ζK

u0(x)dx, ∈K ≡ V . (5)

We introduce now the so-called implicit nonlinear CVFE scheme [2], which is closely

related to P1-finite elements with mass lumping. Let n ∩ 1, then for
⎛

un−1
K

⎝

K≡V in

[0, 1]#V , we look for
(
un

K

⎪
K≡V such that
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un
K − un−1

K

τt
mK +

⎞

L≡VK

aK Lωn
K L

(
p(un

K ) − p(un
L)

⎪ = 0, ∈K ≡ V . (6)

In (6), we have set aK L = − ∫
∂

π≥eK · ≥eL dx = aL K and

ωn
K L =

⎠
maxs≡I n

K L
ω(s) if aK L > 0,

mins≡I n
K L

ω(s) if aK L ∇ 0,
with I n

K L = ⎧
min(un

K , un
L), max(un

K , un
L)

⎨
.

Setting Fn
K L = aK Lωn

K L

(
p(un

K ) − p(un
L)

⎪
, it is easy to check that for all n ∩ 1,

⎠
Fn

K L + Fn
L K = 0, ∈κK L ≡ E ,

un
K −un−1

K
τt mK + ⎩

L≡VK
Fn

K L = 0, ∈K ≡ V ,

leading naturally to the following statement.

Proposition 1 The scheme (6) is locally conservative on the dual mesh M .

As usually in CVFE schemes, the accumulation term is obtained thanks to mass-
lumping. The originality here comes from the treatment of the diffusion term. The
flux Fn

K L is obtained as the flux across the interface x = 0 corresponding to the
simili Riemann problem






ρt v + ρx
(
ω(v)qn

K L

⎪ = 0, in R × R
≤+,

v|t=0 = un
K 1x<0 + un

L1x>0 in R,

qn
K L = aK L(p(un

K ) − p(un
L)).

3 Discrete Estimates and Convergence of the Scheme

All the numerical analysis results stated in this section are thoroughly justified in the
forthcoming paper [4]. First, let us give some a priori estimates.

Proposition 2 For all n ∩ 1, one has

⎞

K≡V
H(un

K )mK + τt
⎞

κK L≡E
aK L

(
ξ(un

K ) − ξ(un
L)

⎪2

∇
⎞

K≡V
H(un

K )mK + τt
⎞

κK L≡E
aK Lωn

K L

(
p(un

K ) − p(un
L)

⎪2 ∇
⎞

K≡V
H(un−1

K )mK .

(7)

Sketch of the proof. In order to prove the second inequality of (7), multiply the
scheme (6) by τt

(
p(un

K ) − p(1/2)
⎪

and to sum over K ≡ V . The inequality
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(un
K − un−1

K )
(

p(un
K ) − p(1/2)

⎪ ∩ H(un
K ) − H(un−1

K )

stems from the definition and the convexity of H .
The first inequality of (7) is a consequence of the definitions of ξ and ωn

K L , which
ensure that

aK Lωn
K L

(
p(un

K ) − p(un
L)

⎪2 ∩ aK L
(
ξ(un

K ) − ξ(un
L)

⎪2
,

for all κK L ≡ E and all n ∩ 1.

Denoting by ξn
T the function of VT with nodal values

(
ξ(un

K )
⎪

K≡V , and by un
M

the function of XM with nodal values
(
un

K

⎪
K≡T , then Proposition 2 implies that

∫

∂

H(un
M )dx +

∫ tn

tn−1

∫

∂

π≥ξn
T · ≥ξn

T dxdt ∇
∫

∂

H(un−1
M )dx,

ensuring that the entropy is dissipated at each time step.
The discrete diffusion operator appearing in the scheme (6) can be split into two

parts:

• a monotone part

(
un

K

⎪
K ∪∼



⎜
⎞

L≡VK

(aK L)+ ωn
K L

(
p(un

K ) − p(un
L)

⎪
⎟



K

whose contribution preserves the maximum principle. This contribution consists
also in a diffusion operator, but it is not a consistent discretization of the continuous
operator u ∪∼ −≥ · (πω(u)≥ p(u));

• a correcting part

(
un

K

⎪
K ∪∼



⎜−
⎞

L≡VK

(aK L)− ωn
K L

(
p(un

K ) − p(un
L)

⎪
⎟



K

that ensures the consistency of the scheme. Due to the definition of ωn
K L , this

contribution is continuous and vanishes where ω(un
K ) = 0, i.e.,

⎞

L≡VK

(aK L)− ωn
K L

(
p(un

K ) − p(un
L)

⎪ = 0 if un
K ≡ {0, 1}.

Therefore, the scheme preserves the natural L∗ bounds 0 and 1. This is the purpose
of Proposition 3 (the proof is given in [4]), that moreover ensures that all the terms
in (6) are finite.
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Proposition 3 For all n ∩ 1 and for all K ≡ V , 0 ∇ un
K ∇ 1. Moreover, if there exist

Kθ (resp. K θ) in V such that u0
Kθ

> 0 (resp. u0
K θ < 1), and if lims∼0 p(s) = −∗

(resp. lims∼1 p(s) = +∗), then for all K ≡ V and all n ∩ 1, one has

un
K ∩ c(u0

Kθ
,T ,τt, n,π) > 0 (resp. un

K ∇ 1 − c(u0
K θ ,T ,τt, n,π) < 1).

(8)

All these a priori estimates allow us to prove the existence of a discrete solution(
un

K

⎪
K≡V ,n∩0 to the scheme (5)–(6).

Proposition 4 For all n ≡ {1, . . . , N }, there exists a solution
(
un

K

⎪
K≡V to the

scheme (5)–(6).

The proof of Proposition 4 is inspired from the existence proof given in [7]
and relies on a topological degree argument. Nevertheless, in the case where p is
unbounded, the application

(
un

K

⎪
K≡V ∪∼ ⎩

L≡VK
aK Lωn

K L

(
p(un

K ) − p(un
L)

⎪
is not

continuous on [0, 1]#V . Therefore, the enhanced L∗-estimates (8) are mandatory to
restrict the study on a smaller domain [υ, 1 − υ]#V on which the discrete operator is
uniformly continuous.

In what follows, we denote by uM ,τt the unique element of XM ,τt such that

uM ,τt (xK , tn) = un
K , ∈K ≡ V , ∈n ≡ {1, . . . , N }. (9)

The convergence of the discrete solution uM ,τt as the space and time discretization
steps tend to 0 towards the unique weak solution u of the continuous problem is the
purpose of the following theorem, whose proof is contained in [4].

Theorem 1 Let (Tm)m∩1 be a sequence of conforming triangulations of ∂ such
that hTm ∼ 0 as m ∼ ∗, and such that ΨTm ∇ Ψθ < ∗, and let (τtm)m∩1 be a
sequence of time steps such that τtm ∼ 0 as m ∼ ∗, then, for all q ≡ [1,∗), the
discrete solution uMm ,τtm converges in Lq(Qtf ) towards the unique weak solution
u of the problem (2) as m ∼ ∗.

The proof of Theorem 1 follows (with some additional technical difficulties) the
path proposed in §4.3 of [8], that consists in first proving some compactness on
the family of discrete solutions

(
uMm ,τtm

⎪
m∩1, and then to identify any limit value

(up to a subsequence) u = limm∼∗ uMm ,τtm as the unique weak solution to the
problem (2). The uniqueness of the limit ensures the convergence of the whole
sequence.

Remark 1 The choice of homogeneous Neumann boundary condition is not manda-
tory. A similar convergence result can be obtained in the case where an inhomoge-
neous Dirichlet condition u D is imposed on a part of the boundary as long as u D and
p(u D) are sufficiently regular. In this case, the entropy of the system if not necessar-
ily decreasing (but it remains bounded) because of a contribution coming from the
boundary.



Entropy-Diminishing CVFE Scheme for Solving Anisotropic Diffusion Equations 193

4 Numerical Illustration

This section illustrates the numerical behavior of the scheme (6). In order to com-
pare the numerical solution with an analytical solution, we apply our discretization
strategy on a test case that does not fully fits with our assumptions. Indeed, Dirichlet
boundary conditions are prescribed. But as mentioned in Remark 1, the convergence
of the scheme can be proved also in this case. The meshes used for the discretization
of the domain ∂ = (0, 1)2 are issued from a 2D benchmark on anisotropic diffu-
sion problem [9]. These triangle meshes show no symmetry which could artificially
increase the convergence rate, and all angles of triangles are acute. This allows to
compare situations where all coefficients aK L defined previously are positive, with
situations where some of them are negative by introducing anisotropic permeability
tensors. This family of meshes is built through the same pattern, which is reproduced
at different scales.

In the following numerical experiments, we consider a diagonal permeability
tensor π = diag(lx , ly). A first constant time step, denoted by τt1, is associated to
the coarsest mesh and then between two successive meshes, the time step is divided
by four since the mesh size is divided by two, so that the error due to the implicit
Euler-time discretization remains negligible compared to that issued from the space
discretization. The nonlinear systems obtained at each time step are solved by a
Newton-Raphson algorithm.

The test case deals with a degenerate parabolic equation with a Dirichlet boundary
condition. The functions involved in (1) are defined by ωn�(u) = 2 min(u, 1 − u)

and pn�(u) = u. Since the continuous solution and the discrete one computed with
the nonlinear scheme (6) remain bounded between 0 and 0.5 (cf. Tables 1 and 2), this
amounts to consider the porous medium equation

ρt u − ≥ ·
⎛
π≥u2

⎝
= 0,

and we compare the results with the scheme obtained by taking the following func-
tions p�(u) = u2 and ω�(u) = 1 where the subscript � has been added for this
formulation called the quasilinear one. The numerical convergence of both schemes
has been studied through the following analytical solution,

ũ((x, y), t) = max(2lx t − x, 0),

for (x, y) ≡ ∂ , t ≡ (0, tf), and where the final time tf has been fixed to 0.25 s and
the first time step is given by τt1 = 0.01024 s. The values of ũ on ρ∂ × (0, tf)
are prescribed as Dirichlet boundary condition. Two permeability tensors have been
tested : the isotropic one lx = ly = 1 (cf. Table 1) and an anisotropic one lx = 1,
ly = 102 (cf. Table 2). For all tests we have computed the errors in the classical
discrete L1(Qtf ) and L∗(Qtf ) norms. Each table provides the mesh size h, the
discrete errors and the associated convergence rate, and finally the minimum and
maximum values of the discrete solutions.
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Fig. 1 2nd mesh. Discrete unknown u and its iso-values, for each scheme (right: quasilinear
diffusion scheme, left: nonlinear scheme), with an anisotropic tensor at the end of the simulation

We observe that, as expected, the convergence rates of the linear implementation
are better. Nevertheless, in the anisotropic case, the magnitude of the undershoots
(illustrated by Fig. 1) is such that the absolute value of the observed error is lower
in the nonlinear implementation than in the quasilinear one for the coarsest meshes,
which are currently used in industrial applications.
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A Finite Volume Scheme with the Discrete
Maximum Principle for Diffusion Equations
on Polyhedral Meshes

Alexey Chernyshenko and Yuri Vassilevski

Abstract We present a cell-centered finite volume (FV) scheme with the compact
stencil formed mostly by the closest neighboring cells. The discrete solution satisfies
the discrete maximum principle and approximates the exact solution with second-
order accuracy. The coefficients in the FV stencil depend on the solution; therefore,
the FV scheme is nonlinear. The scheme is applied to the steady state diffusion
equation discretized on a general polyhedral mesh.

1 Introduction

We present a new monotone FV method for the 3D diffusion equation with anisotropic
coefficients based on a nonlinear multi-point flux approximation scheme. It satisfies
the discrete maximum principle (DMP), works for full anisotropic diffusion tensors
and on polyhedral meshes, provides the second order accuracy and has a compact
stencil. The basic idea of our approach belongs to LePotier [7] who proposed a
monotone FV scheme with a nonlinear two-point flux approximation for the dis-
cretization of parabolic equations on triangular meshes. The method was extended
to steady-state diffusion problems with full anisotropic tensors on general meshes
[4, 8, 11]. For a comprehensive review of nonlinear FV methods we refer to [5].
Recently a new cell-centered minimal stencil FV method with DMP was proposed
for full diffusion tensors and unstructured conformal polygonal 2D meshes [9]. The
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3D extension of the method was proposed in [3], the similar algorithm was proposed
independently in [6]. In this paper, we demonstrate the properties of the 3D method
from [3] on the set of benchmark problems [1]. The FV scheme works on general
polyhedral meshes and satisfies DMP in contrast to nonlinear two-point FV scheme
from [4], which provides only non-negativity of the discrete solution.

2 Steady State Diffusion Equation

Let ∂ be a three-dimensional polyhedral domain with boundary ρ .We consider a
model diffusion problem for unknown concentration c:

−div(K≥c) = g in ∂

c = gD on ρD

−n · K≥c = gN on ρN ,

(1)

where ρ = ρD ∼ ρN , ρD ∇= ≡, K(x) = K
T (x) > 0 is a diffusion tensor, g is a

source term and n is the exterior normal vector.
We consider a conformal polyhedral mesh T composed of shape-regular cells

with planar faces. We assume that each cell is a star-shaped 3D domain with respect
to its barycenter. For simplicity, we assume that the diffusion tensor K(x) is constant
inside each cell; however it may jump across mesh faces as well as may change
orientation of principal directions.

We denote by FI , FB disjoint sets of interior and boundary faces, respectively.
The subset FJ ⊂ FI collects faces with jumping tensor. Let FT denote the sets of
faces of polyhedron T . The set FB is further split into subsets F D

B and F N
B where

the Dirichlet and Neumann boundary conditions, respectively, are imposed.

3 Nonlinear FV Scheme

The FV scheme uses one degree of freedom, CT , per cell T collocated at xT , the
barycenter of the cell. For every face f ⇒ FI ∼ FB , we denote the face barycenter
by x f and associate a collocation point with x f for f ⇒ FB .

We shall refer to collocation points on faces as the auxiliary collocation points.
They are introduced for mathematical convenience and will not enter the final alge-
braic system although will affect system coefficients. In contrast, we shall refer to
the other collocation points as the primary collocation points whose discrete concen-
trations form the unknown vector in the algebraic system.

For every cell T we define a set ωT of nearby collocation points. First, we add to
ωT the collocation point xT . Then, for every face f ⇒ FT \ (FJ ∼FB), we add the
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collocation point xT ′
f
, where T ′

f is the cell sharing f with T . Finally, for boundary

faces f ⇒ FT ∪ FB , we add the collocation point x f .
Let q = −K≥c denote the flux which satisfies the mass balance equation:

div q = g in ∂. (2)

A cell-centered FV scheme is derived by integrating Eq. (2) over a polyhedral cell T
and using the Green’s formula:

∫

πT
q · nT ds =

∫

T
g dx, (3)

where nT denotes the external unit normal to πT . Let f denote a face of cell T and n f

be the corresponding normal vector. It will be convenient to assume that |n f | = | f |,
where | f | denotes the area of face f . The Eq. (3) becomes

∑

f ⇒πT

q f · n f =
∫

T
g dx, (4)

where q f is the average flux density for face f .

3.1 Diffusive Flux in Homogeneous Anisotropic Medium

Let us first consider a homogeneous medium. We assume that for every cell-face pair
Ti ⇒ T , f ⇒ FTi , there exist three points x f, j , x f,k , and x f,l in set ωTi such that
the following condition holds: the co-normal vector � f = K(x f )n f started from xTi

belongs to the trihedral corner formed by vectors

ti j = x f, j − xTi , tik = x f,k − xTi , til = x f,l − xTi , (5)

and
Γ f = σi j ti j + σiktik + σil til , (6)

where σi j > 0, σik ∗ 0, σil ∗ 0. We assume that the first point, x f, j , belongs to
the cell Tj which shares f with Ti . If ωTi does not contain the desired points, one
can extend ωTi with other neighbors of Ti . This extension leads to increasing the
minimal stencil. The algorithm of a search of such points is described in [4].

Recalling the definition of the diffusive flux and using finite differences to approx-
imate directional derivatives, we obtain:

q · n f = −≥c · (KTi n f ) = −σi j≥c · ti j − σik≥c · tik − σil≥c · til

= −σi j (CTj − CTi ) − σik(CTk − CTi ) − σil(CTl − CTi ) + O(| f |). (7)
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Fig. 1 Co-normal vector Γ f
belongs to the trihedral corner
formed by t12, t13, t14
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f
1
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13
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The numerical diffusive flux is obtained by dropping out the term O(| f |).
Setting i = 1, j = 2, k = 3, l = 4 in (7) (see Fig. 1) we obtain a numerical

diffusive flux q(1)
f from cell T1 to cell T2 through their common face f . Similarly,

setting i = 2, j = 1, k = 5, l = 6 in (7) and assuming that −Γ f started from xT2

belongs to the trihedral corner formed by vectors t21, t25, t26, we obtain a different
numerical flux, q(2)

f , in the opposite direction. The final numerical flux is a linear
combination of these two fluxes:

q f = μ1q(1)
f + μ2(−q(2)

f )

= μ1(σ12(CT1 − CT2) + σ13(CT1 − CT3) + σ14(CT1 − CT4))

− μ2(σ21(CT2 − CT1) + σ25(CT2 − CT5) + σ26(CT2 − CT6)).

(8)

In [4] the weights μ1 and μ2 are selected to obtain the two-point discretization. In
this work they are selected to balance the relative contribution of the left and the
right fluxes to the final flux. The second requirement is to approximate the true flux.
These requirements lead us to the following system

q(1)
f μ1 + q(2)

f μ2 = 0,

μ1 + μ2 = 1. (9)

If |q(1)
f | + |q(2)

f | = 0, the solution of these two equations is not unique and we

set μ1 = μ2 = 1/2. Otherwise, we have |q(1)
f | + |q(2)

f | ∇= 0 and must consider two

cases. In the first case q(1)
f q(2)

f ∈ 0 and the solution is

μ1 = |q(2)
f |

|q(1)
f | + |q(2)

f |
, μ2 = |q(1)

f |
|q(1)

f | + |q(2)
f |

. (10)

Thus,

q f = 2q(1)
f |q(2)

f |
|q(1)

f | + |q(2)
f |

= − 2q(2)
f |q(1)

f |
|q(1)

f | + |q(2)
f |

(11)
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and the diffusive flux has two equivalent algebraic representations:

q f = 2μ1(σ12(CT1 − CT2) − σ13(CT1 − CT3) − σ14(CT1 − CT4))

= A12(CT1 − CT2) + A13(CT1 − CT3) + A14(CT1 − CT4)
(12)

and

−q f = 2μ2(σ21(CT2 − CT1) − σ25(CT2 − CT5) − σ26(CT2 − CT6))

= A21(CT2 − CT1) + A25(CT2 − CT5) + A26(CT2 − CT6)
(13)

with non-negative coefficients A12, A13, A14, A21, A25 and A26. Note that these coef-
ficients depend on the fluxes and hence on the concentrations at neighboring cells.
The second case q(1)

f q(2)
f > 0 leads to a potentially degenerate diffusive flux. In order

to avoid this degeneracy, we re-group the terms in (8) following [11]

q f = μ1q̃(1)
f + μ2(−q̃(2)

f ) + (μ1σ12 + μ2σ21)(CT1 − CT2), (14)

where q̃(1)
f = σ13(CT1 −CT3)+σ14(CT1 −CT4), q̃(2)

f = σ25(CT2 −CT5)+σ26(CT2 −
CT6). The coefficients μ1 and μ2 are computed by balancing the modified numerical
fluxes

q̃(1)
f μ1 + q̃(2)

f μ2 = 0

and using the convexity condition. Again, if the solution is not unique, we set
μ1 = μ2 = 1/2. For the case q̃(1)

f q̃(2)
f ∈ 0 we obtain

q f = 2μ1q̃(1)
f + (μ1σ12 + μ2σ21)(CT1 − CT2)

= A13(CT1 − CT3) + A14(CT1 − CT4) + A12(CT1 − CT2)

= −2μ2q̃(2)
f − (μ1σ12 + μ2σ21)(CT2 − CT1)

= −A25(CT2 − CT5) − A26(CT2 − CT6) − A21(CT2 − CT1),

(15)

where A12 = A21 = μ1σ12 + μ2σ21. For the case q̃(1)
f q̃(2)

f > 0, we obtain

q f = (μ1σ12 + μ2σ21)(CT1 − CT2) = A12(CT1 − CT2). (16)

The coefficients A12, A13, A14, A21, A25 and A26 in (15), (16) are non-negative by
construction and depend on the concentrations.

We use the Dirichlet boundary data on faces f ⇒ F D
B , C f = ∫

f gDds/| f | as
the known values of the concentration at points x f . For the Neumann boundary data
on faces f ⇒ F N

B we calculate the diffusive flux as q f = gN , f , where gN , f is the
average value of gN on f .
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3.2 Diffusive Flux in Heterogeneous Anisotropic Medium

Let us consider a heterogeneous medium. Let a face f ⇒ FJ be shared by cells T1
and T2. We denote the plane containing f by p f and consider a continuous piecewise
linear function R(x) such that

R(xT1) = CT1 , R(xT2) = CT2 , (17)

and the diffusive flux of R(x) is continuous:

KT1≥R(x)|T1 · n f = KT2≥R(x)|T2 · n f . (18)

Then, there exists a harmonic averaging point y f ⇒ p f and a coefficient 0 ∈ σ f ∈ 1
independent of R such that [2]:

C f ∩ R(y f ) = σ f CT1 + (1 − σ f )CT2 , (19)

where

σ f = d2, f n f · (KT1 n f )

d2, f n f · (KT1 n f ) + d1, f n f · (KT2 n f )
, (20)

and di, f is the distance from point xTi to plane p f .
The scheme can be adjusted to discontinuous tensors by using harmonic averaging

points. The approximation of the directional derivative ≥c · ti j is accurate only inside
each material. This limits significantly the number of admissible directions ti j to the
point that expansion (6) does not exist. The additional vectors from collocation
points xTi and xTj to the harmonic point y f can be used to find the expansion.

The formula for the final diffusive flux q f involves both CTi and C f , but the latter
can be eliminated using the convex combination (19) without increasing the stencil
size and preserving the DMP. For example, formula (12) is modified as follows:

q f = A12(CT1 − C f ) + A13(CT1 − CT3) + A14(CT1 − CT4)

= A12(1 − σ f )(CT1 − CT2) + A13(CT1 − CT3) + A14(CT1 − CT4).
(21)

The other formulas are modified similarly.

3.3 Solution of the System

Let C be the vector of all cell-centered unknowns. Replacing the fluxes in Eq. (4) by
their numerical approximations, we obtain a system of nonlinear equations

M(C)C = F(C). (22)
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with a square M-matrix M and a right hand side vector F. The entries of M are
defined by formulas (12), (13), (15), (16) and (21) and depend on C. We note that
coefficients from (12) and (13) are landed into the rows of M corresponding the cells
T1 and T2, respectively. The matrix M has diagonal dominance in rows, which leads
to the DMP. The system is solved by the Picard method or Anderson method [10].
The DMP holds for both the converged solution and each Picard iterate.

4 Numerical Experiments

We verify the convergence and monotonicity properties of the proposed nonlinear
FV scheme with a few numerical experiments. We consider 3D benchmark problems
from FVCA-6 [1] with corresponding notations.

• Test 1: Mild anisotropy, c(x, y, z) = 1+sin(ξx) sin
(
ξ

(
y + 1

2

))
sin

(
ξ

(
z + 1

3

))
,

min = 0, max = 2, Tetrahedral meshes (B),Voronoi meshes (C), Kershaw
meshes(D), Checkerboard meshes (I)

Mesh i nu nmat umin umax normg erl2 ratiol2 ergrad ratiograd

2 3898 23300 0.003 1.986 1.764 6.23e−03 1.399 2.06e−01 0.872
3 7711 44504 0.004 1.997 1.771 3.69e−03 2.303 1.67e−01 0.923

B 4 15266 86993 0.002 1.997 1.780 2.81e−03 1.197 1.31e−01 1.066
5 30480 169809 1e−04 1.998 1.785 1.67e−03 2.258 1.06e−01 0.919
6 61052 334864 3e−05 1.998 1.789 1.15e−03 1.611 8.66e−02 0.873
2 66 1159 0.045 1.925 1.627 7.50e−02 −0.054 5.70e−01 1.695
3 130 2241 0.020 1.967 1.608 3.92e−02 2.871 4.23e−01 1.320

C 4 228 3875 0.020 1.965 1.689 2.56e−02 2.275 3.13e−01 1.608
5 356 6100 −0.002 1.991 1.689 2.05e−02 1.496 2.50e−01 1.513
2 4096 33832 0.002 2.000 1.693 6.73e−02 0.398 5.55e−01 0.115

D 3 32768 250058 −0.002 1.996 1.723 4.95e−02 0.443 4.00e−01 0.472
4 262144 1810432 0.003 1.997 1.761 3.02−03 0.713 2.31e−01 0.792
2 288 3240 0.050 1.960 1.761 3.32e−02 1.060 3.16e−01 0.989

I 3 2304 23376 0.001 1.995 1.770 9.35e−03 1.828 1.37e−01 1.206
4 18432 176544 0.002 1.998 1.789 2.79e−03 1.745 5.90e−02 1.215
5 147456 1369920 1e−04 2.000 1.796 9.23e−04 1.596 2.72e−02 1.117

• Test 2: Heterogeneous anisotropy, c(x, y, z) = x3 y2z + x sin(2ξxz) sin(2ξxy)

sin(2ξ z), min = −0.862, max = 1.0487, Prism meshes

i nu nmat umin umax normg erl2 ratiol2 ergrad ratiograd

1 1210 14275 −1.006 1.006 3.035 3.36e−02 3.14e−01
2 8820 92696 −0.971 0.971 3.388 8.29e−03 2.114 1.17e−01 1.491
3 28830 289232 −1.000 1.000 3.492 3.68e−03 2.057 6.07e−02 1.662
4 67240 658039 −0.998 0.998 3.534 2.07e−03 2.038 3.67e−02 1.782
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The differential problems of Test 1 and Test 2 do not satisfy the maximum principle
since the exact solution has local extrema. Therefore, no numerical scheme can
guarantee DMP.

• Test 4: Flow around a well, min = 0, max = 5.415, Well meshes

i nu nmat umin umax normg erl2 ratiol2 ergrad ratiograd

3 5016 40585 0.172 5.329 1581.870 1.92e−03 2.765 7.22e−02 2.207
4 11220 87248 0.128 5.330 1603.979 1.18e−03 1.814 4.79e−02 1.529
5 23210 175975 0.097 5.339 1612.048 6.86e−04 2.239 3.20e−02 1.665
6 42633 318146 0.075 5.345 1615.236 4.78e−04 1.782 2.21e−02 1.826
7 74679 551433 0.058 5.361 1617.424 3.39e−04 1.839 1.69e−02 1.436

• Test 5: Discontinuous permeability, c(x, y, z) = ai sin(2ξx) sin (2ξy) sin
(2ξ z), min = −100, max = 100, Locally refined meshes

i nu nmat umin umax normg erl2 ratiol2 ergrad ratiograd

1 22 124 −209.045 209.045 442.542 1.09e+00 1.00e+00
2 176 1112 −43.618 43.618 58.442 2.23e−01 2.289 1.80e+00 −0.848
3 1408 9376 −83.042 83.042 89.814 5.76e−02 1.953 3.16e−01 2.510
4 11264 76928 −95.567 95.567 97.224 1.36e−02 2.082 1.53e−01 1.046

The proposed 3D nonlinear FV scheme for the diffusion equation satisfies the
discrete maximum principle and has a compact stencil. The scheme provides asymp-
totic second order accuracy for concentrations except for extremely irregular Kershaw
meshes.
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Continuous Finite-Elements on Non-Conforming
Grids Using Discontinuous Galerkin
Stabilization

Andreas Dedner, Robert Klöfkorn and Mirko Kränkel

Abstract In this paper we present a new idea to stabilize Continuous Galerkin
Schemes on grids with hanging nodes by using Discontinuous Galerkin (DG) approx-
imations. We derive an a posteriori error estimate for a class of DG schemes including
the CDG and CDG2 methods and apply this to standard test cases for CG methods
such a the reentrant corner.

1 Introduction

Adaptive conforming Finite Element (FE) discretizations have been successfully
utilized for nearly 3 decades now [6]. For some applications or for parallelism it
might be favorable to use non-conforming mesh refinement. This conflicts with the
use of conforming FE and various techniques to overcome this issue have been devel-
oped. Conforming mesh refinement techniques can be used. For example bisection
of simplicial grids [7] but especially in 3d this approach is extremely cumbersome.
A further approach is red-green refinement (e.g. [3]) using non-conforming refine-
ment in general and resolving hanging nodes by so called green closure. An issue is
that starting with a grid containing only cube elements, the resulting grids become
hybrid and in 3D will contain pyramid type elements which are difficult to handle
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within an FE discretization. Also both approaches can create elements with small
angles degrading the quality of the resulting FE scheme. Another strategy to resolve
hanging nodes is to add constraints to the system that relate a hanging node to its
surrounding nodes (e.g. [2]). A benefit of this technique is that it can also be used
with hp-refinement where hanging nodes appear, even if the grid is conforming. But
the implementation of this approach especially for higher order elements on general
non-conforming meshes is quite challenging.

In this paper we present another strategy to deal with hanging nodes on non-
conforming grids or hp-refinement. We will alter the standard FE discretization such
that for hanging nodes we switch to a Discontinuous Galerkin (DG) discretization
which works on general unstructured grids. We compare the conforming FE-DG
method with a conforming FE method used on red-green refined grids as well as a
regular DG method. One advantage of this approach is the ease with which existing
FE discretizations can be extended to work on non-conforming grids while avoiding
the increase in the number of DoFs associated with the DG method. In fact since
we are avoiding closure our approach can even lead to fewer DoFs compared to a
standard FE approach using for example red-green closure. We will demonstrate the
effectiveness of the approach based on 2d and 3d Poisson problems and a Stokes
problem. To construct the grid we first present an a-posteriori error estimate which
can be applied to a very general class of DG discretizations. We conclude with
numerical results based on the CDG2 method introduced in [4].

2 Discontinuous Galerkin Discretization

2.1 Elliptic problem

To derive the discontinuous Galerkin method we consider the following elliptic
problem in R

d , d = 2 of the form

−≥ · (K (x)≥u(x)) = f (x) , x ∼ ∂ , u = gD , on ρ∂, (1)

where ∂ ∇ R
d is a bounded polygonal area, K ∼ W 1≡(∂) a positive definite

diffusion matrix, and f ∼ L2(∂). Given the weak formulation a(u, ω) :=∫
∂

K≥u ·
≥ω=∫

∂
f ω we are interested in a discrete primal formulation of the form

B(uh, ω) =
∫

∂

f ω ∀ ω ∼ Vh . (2)

The discrete solution uh is in the piecewise polynomial space Vh = V 1
h with (with

l ∼ N) V l
G = {v ∼ L2(∂,Rl) : v|E ∼ [Pk(E)]l} defined for a given partition

G = {E} of ∂ into polygons E . We also use the abbreviation πG = V d
h in the
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following. For later a-posteriori analysis we also need the space V (G )l := [H1(∂)]l
+ V l

G where we use the abbreviations V (G ) = V (G )1 and π(G ) = V (G )d .
To derive the bilinear form B we need to introduce some standard notation

(see [1]). By Γi we denote the family of all interior intersections e of grid ele-
ments E+

e , E−
e ∼ G where e = E−

e ⇒ E+
e and positive measure in R

d−1. Let Γ be
the family of all edges e ∇ ρ E , where E ∼ G . For each intersection e we define the

local mesh width h=
e

min{|E−
e |,|E+

e |}
|e| . Let σ ∼ V (G ) and τ ∼ π(G ) then for e ∼ Γi

we introduce jump [·]e, [[·]]e, and average operators {·}e, {{·}}e in the usual way
(see [1, 4]).

Following the derivation found in [1] we obtain, for given numerical fluxes û and
K̂ , both mapping uh to [L2(Γ )]d , the flux based bilinear form:

B(uh, ω) :=
∑

E

∫

E
(K≥uh) · ≥ω −

∑

e∼Γ

∫

e

({{K≥ω}}e · [[uh]]e + K̂ (uh, ≥uh) · [[ω]]e
)

+
∑

e∼Γi

∫

e
[K≥ω]e {̂u(uh) − uh}e. (3)

The method is completely described once the physical parameter functions K and
f are known and appropriate numerical fluxes have been chosen. To define the numer-
ical diffusion fluxes, let us define two kinds of lifting operators re : [L2(e)]d → πG
and le : L2(e) → πG , for every e ∼ Γ , with

∫

∂

re(ξ) · Kτ = −
∫

e
ξ · {{Kτ }}e,

∫

∂

le(σ) · Kτ = −
∫

e
σ[Kτ ]e, (4)

for all τ ∼ πG , ξ ∼ [L2(e)]d , and σ ∼ L2(e).
For our convenience we define Le(u) := re([[u]]e) + le(ξe · [[u]]e) on e ∼ Γ . The

parameter β (in the literature frequently C12) is called the switch function.
We consider the Compact Discontinuous Galerkin 2 (CDG2) method [4], where

û(u) = {u}e and K̂ (u,≥hu) = {{K≥hu}}e + 2βe
(
Kre([[u]]e)

)|E−
e

. However, the
following a-posteriori error estimate does not depend on the choice of the scheme
and also works for the other methods presented in [4].

2.2 Stokes Problem

We consider the Stokes problem in R
d , d = 2:

−≥ · (K (x)≥u(x)) + ≥ p(x) = f (x) x ∼ ∂,

≥ · u(x) = 0 x ∼ ∂,

u = gD on ρ∂,
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and DG discretizations of the form

B(uh, ph; vh, qh) : = B(uh, vh) + D(ph, vh) + D̃(qh, uh)

=
∫

∂

f (x) · vh (vh, qh) ∼ V d
h × Qh

with solutions (uh, ph) ∼ V d
h × Qh of B(uh, vh) is defined as for the elliptic problem

taking into account that uh has values in R
d and the bilinear forms D, D̃ : Vh ×

Qh → R are chosen for example using IP fluxes [5].

3 A Posteriori Error Estimate

3.1 Elliptic Problem

Consider a bilinear form on Vh × Vh given by

B(uh, ω) =
∫

∂

KΨh(uh) · ≥hω −
∑

e∼Γ

∫

e
K̂ (uh,≥huh) · [[ω]]e

where we used the abbreviation

σ h(uh) := ≥huh +
∑

e∼Γ

(
re([[uh]]e) + ξ1le(ξe · [[uh]]e)

)
. (5)

with suitable values for ξ1, ξe depending on the scheme considered. Using the lifting
operators this can be extended to the space V (G ) × V (G ):

A(u, ω) :=
∫

∂

KΨh(u) · ≥hω +
∑

e∼Γ

∫

∂

(
K≥hu

) · (
re([[ω]]e)

+ ξ1le(ξe · [[ω]]e)
) −

∑

e∼Γ

∫

e
δe(u) · [[ω]]e (6)

where δe(u) is the stabilization term, i.e. all terms from K̂ not involving ≥hu. For
example for CDG2 δe(u) := βe

({{Le(u)}}e + ξe[Le(u)]e
)
, [4].

The bilinear form A from (6) can be evaluated on the space V (G ) × V (G ) and
satisfies A(v, w) = a(v, w) on H1 × H1 since re([[v]]e) and le(ξe · [[v]]e) vanish as
does [[v]]e which holds for v, w ∼ H1, respectively. Furthermore, for u ∼ VG and
ω ∼ V (G ) we find A(u, ω) = B(u, ω).
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Using the perturbed bilinear form A we start with the dual problem with a given
functional J that is defined for v ∼ V (G ) and J |H1 ∼ H−1 such that the dual problem

A(v, z) = J (v) for all v ∼ H1

has a solution z ∼ H1 (note that also a(v, z) = J (v)).
Following [5] we decompose the error e = u − uh using uh = uc

h + u∪
h with

uc
h ∼ H1. Thus χc = u − uc

h ∼ H1 and with a few simple steps we arrive at

J (χ) =
∫

∂
f (z − zh) − A(uh , z − zh) + A(u∪

h , z) − J (u∪
h ) =: ∗R, z − zh∈ + ∗R∪, z∈ .

Remark 1 Note that due to the definition of the dual solution and the decomposition
of uh we have ∗R∪, z∈ = A(u∪

h , z) − J (u∪
h ) = A(uh, z) − J (uh) .

Lemma 1 (Estimate for Error) Define for all elements E ∼ G the local grid width

hE := |E | 1
d and RE,1(uh) := ∑

e∇ρ E ∩(K̂ (uh,≥huh) − (KΨh(uh))|E
) · ne∩2

e

RE,2(uh) := ∩ f + ≥ · KΨh(uh)∩2
E , RE,∪(uh) := ∑

e∇ρ E h−1
e ∩[[uh]]e∩2

e .

Then we can bound the error χ := u − uh ∩χ∩DG ≤ Cκh(uh) with

κh(uh) =
{ ∑

E∼G

(
h2

E RE,2(uh) + hE RE,1(uh) + RE,∪(uh)
)} 1

2
.

The DG norm is given by

|[[v]]|2Γ :=
∑

e∼Γ

h−1
e ∩[[v]]e∩2

e, |v|21 :=
∑

E∼G
|v|21,E , ∩v∩2

DG := |v|21 + |[[v]]|2Γ . (7)

Proof First one has to bound the residual R for the perturbed bilinear form using the
standard integration by parts formula on DG spaces []. |∗R, v∈| ≤ ∣∣∑

E∼G RE (v)
∣∣

with

RE (v) := ∩ f + ≥ · KΨh(uh)∩E ∩v∩E +
∑

e∇ρ E

∥∥(
K̂ (uh,≥huh)

− (KΨh(uh))|E
) · nE∩e ∩v|E∩e

for all v ∼ V (G ). Next consider the functional

J (v) := 1

∩χ∩DG

(∫

∂

≥hχ · ≥hv +
∑

e∼Γ

h−1
e

∫

e
[[χ]]e · [[v]]e

)

. (8)

Using boundedness estimates from [1] for the integral terms in (8), stability estimates
for the dual solution z and interpolation estimates one arrives at the stated estimate.
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(a) lag-red (b) lag-green (c) lag-red (d) lag-green

Fig. 1 Refined grids after 9 iterations algorithm for different versions of the discrete spaces using
k = 4

3.2 The Stokes problem

Using the same ideas outlined in the previous section, we can derive an a-posteriori
estimate for quite general DG methods for the Stokes equation, which we simply
state in the following:

Lemma 2 (Estimate for Error) Define for all E ∼ G

RE,2 := ∩ f + ≥ · (KΨh − phI)∩2
E . RE,1 :=

∑

e∼ρ E

∩(K̂ p − (KΨh − phI)|E ) · nE∩2
e ,

RE,∪ :=
∑

e∼ρ E

h−1
e ∩[[uh]]e∩2

e . RE,div := ∩≥ · uh∩2
E .

Then using κ2
E := h2

E RE,2 + hE RE,1 + RE,∪ + RE,div the error is bounded by

∩(χu, χp)∩DG ≤ Cκh with κh = (∑

E

κ2
E

) 1
2 .

4 Numerical Results

4.1 The L-Shaped Laplace Problem

We use the 270∀ reentrant corner problem to compare three approaches: full DG
(dg-lag), DG with conforming Lagrange basis functions (lag-red), and continuous
FE based on red-green closure (lag-green). Marking of elements for refinement is
performed in the same way in all cases based on our a-posteriori estimator. Examples
of the refinement near the corner on simplex and cube grids are shown in Fig. 1.

For a first comparison of the different methods we compare in this paper only the
number of degrees of freedom (DOFs) versus the H1-error for polynomial degrees
k = 2 and k = 4 (see Fig. 2). It can be clearly seen that the method using a conforming
Lagrange space with DG closure (lag-red) is the most efficient approach, especially
in the case of quadrilaterals requiring about 60 % of the number of DOFs compared
to using green closure to reach the same H1-error.
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(c) H1-error per DOFs (k = 2)
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(d) H1-error per DOFs (k = 4)

Fig. 2 For polynomial orders k = 2, 4 the H1-error per number of DOFs on triangular meshes
(top) and perturbed quadrilateral meshes is shown

Fig. 3 Left, the computed
solution uh at iteration 11 of
the adaptive algorithm. Right,
the corresponding refined
hexahedral grid with non-
affine geometry mapping

(a) uh (k = 4) (b) grid

4.2 3d Problem: The Fichera Corner

We now study the Fichera corner problem in 3d comparing the dg and the lag-red
method which both work on non conforming grids. We also added a DG approach
using orthonormalized monomial basis functions reducing the number of DoFs per
element required compared to the DG approach with Lagrange shape functions.
Again the gradient of the solution has a singularity in x = 0. In Fig. 3 the numerical
solution and the adaptive grid after 11 refinement cycles is presented. Here, the
vertices of the domain have been perturbed resulting in hexahedrons with a non-
affine geometry mapping.
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Fig. 4 For polynomial orders k = 2, 4 the H1-error per number of DOFs is plotted
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Fig. 5 For polynomial orders k = 2, 4 the L2-error of the pressure per number of DOFs on
quadrilateral (left) and perturbed quadrilateral meshes (right) is shown

In Fig. 4 we present the comparison of the different schemes for k = 2, 4 in
terms of DOFs versus H1-error. Using the orthonormal basis (ONB) does not lead
to the desired improvement, since on non-affine grids the method does not converge
optimaly. The DG approach using the conforming Lagrange basis functions (lag-red)
again seems to be the best approach (Fig. 5).

4.3 The Stokes Problem

We present brief results for the Stokes problem in [5, Example 2] and compare the
L2-error for the pressure for three approaches: full DG with Legrendre basis (dg-leg),
full DG with orthonormal basis (dg-onb), and DG with conforming Lagrange basis
functions (lag (red)). The results confirm the tendencies we observed for the Poisson
equation.
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A Well-Balanced Scheme for the Euler Equation
with a Gravitational Potential

Vivien Desveaux , Markus Zenk , Christophe Berthon
and Christian Klingenberg

Abstract The aim of this work is to derive a well-balanced numerical scheme to
approximate the solutions of the Euler equations with a gravitational potential. This
system admits an infinity of steady state solutions which are not all known in an
explicit way. Among all these solutions, the hydrostatic atmosphere has a special
physical interest. We develop an approximate Riemann solver using the formalism
of Harten, Lax and van Leer, which takes into account the source term. The result-
ing numerical scheme is proven to be robust, to preserve exactly the hydrostatic
atmosphere and to preserve an approximation of all the other steady state solutions.

1 Introduction

We consider the Euler equations with a gravity source term
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∂tρ + ∂xρu = 0,

∂tρu + ∂x
(
ρu2 + p

) = −ρ∂xω,

∂t E + ∂x (u(E + p)) = −ρu∂xω,

(1)

where ρ > 0 denotes the density, u ≥ R the velocity, E > 0 the total energy and
p > 0 the pressure. We assume the system is closed by the ideal gas law

p = (π − 1)(E − ρu2/2), with π ≥ (1, 3].

Concerning the gravity source term, we assume it derives from a gravitational poten-
tial ω(x), which is a given smooth function. The unknown vector w = (ρ, ρu, E)T

is assumed to belong to the set of physical admissible states

Γ =
{

w ≥ R
3 : ρ > 0, E − ρu2/2 > 0

}
.

Following the arguments stated in [9], when dealing with simulations of near
equlibrium states of (1), well-balanced numerical schemes are expected to perform
better than fractional splitting methods. It means that they should accurately capture
the steady state solutions of the system, which is not neccesaraly true for general
splitting methods. For the Euler equations with gravity, the steady state solutions at
rest are characterized as follows:

u = 0, ∂x p = −ρ∂xω. (2)

We can exhibit a specific steady state solution of (1) which is of particular physical
interest, namely the hydrostatic atmosphere defined for σ > 0 and ξ > 0 by

u(x) = 0, ρ(x) = σe−ξω(x), p(x) = σ

ξ
e−ξω(x). (3)

In the well-known shallow-water model, the lake at rest is the unique steady state
at rest (up to a constant) and it finds an explicit definition. In the last decade, numerous
numerical schemes were developed to preserve the lake at rest in the shallow-water
equations. The reader is referred for instance to [1, 5, 6].

For the Euler equations with gravity (1), the main discrepancy lies in the fact there
are an infinity of solutions of (2) and we cannot explicit all of them. Therefore it is
very difficult to derive numerical schemes which accurately capture all the solutions
of (2). In a recent work [2], Chalons et al. succeeded to do so, but only in the case of
a constant gravity field. We also mention the work of Käppeli and Mishra [8] where
they manage to preserve all the isentropic solutions of (2).

Our aim is thus to derive a numerical scheme which captures exactly the hydro-
static atmosphere (3) and which preserves approximately all the solutions of (2). To
address such an issue, we propose to build an approximate Riemann solver, following
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Fig. 1 Structure of the
approximate Riemann solver
⎪W (x/t, wL , wR)

λL 0 λR

ρL

uL

pL
ρR

uR

pR

ρL

uL

pL

ρR

uR

pR

the formalism of Harten, Lax and van Leer [7] and the extensions introduced by Gal-
lice [4].

The paper is organized as follows. Section 2 is devoted to the derivation of a
simple approximate Riemann solver which takes into account the definition of the
steady states (2). In Sect. 3, we present the associated numerical scheme and we
establish that it is positive preserving and well-balanced, since it preserves exactly
the steady state (3). The relevance of this approach is illustrated in Section 4 with
some numerical experiments.

2 The Approximate Riemann Solver

We now derive an approximate Riemann solver ⎪W (x/t, wL , wR) made of three waves
with speeds βL , 0 and βR separating two intermediate states wΨ

L and wΨ
R (see Fig. 1).

In order to enforce enough numerical viscosity, these speeds are assumed to satisfy
βL < 0 < βR . As a consequence, this approximate Riemann solver will be fully
characterized as soon as the intermediate values ρΨ

L ,R , uΨ
L ,R and pΨ

L ,R are given
suitable definitions.

According to the work by Harten, Lax and van Leer [7], the approximate solver
must satisfy the consistency relation

1

χx

χx/2⎛

−χx/2

⎪W
⎝ x

χt
, wL , wR

⎞
dx = 1

χx

χx/2⎛

−χx/2

WR

⎝ x

χt
, wL , wR

⎞
dx, (4)

where WR(x/t, wL , wR) denotes the exact solution of the Riemann problem for
(1). If the CFL restriction χt

χx max(|βL |, |βR |) ∼ 1
2 is satisfied, we can compute the

average of the approximate Riemann solver ⎪W to get an equivalent formulation to
(4):
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⎠
1

2
+ βL

χt

χx

⎧
wL − βL

χt

χx
wΨ

L + βR
χt

χx
wΨ

R +
⎠

1

2
− βR

χt

χx

⎧
wR

= 1

χx

χx/2⎛

−χx/2

WR

⎝ x

χt
, wL , wR

⎞
dx . (5)

First, we deal with the momentum equation by integrating the momentum compo-
nent of the Riemann solution W ρu

R associated to (1). Provided that the wave velocities
involved in the exact Riemann solution WR stay within (βL , βR), we get

1

χx

χx/2⎛

−χx/2

(ρu)R

⎝ x

χt
, wL , wR

⎞
dx =ρL uL + ρRu R

2
− χt

χx
(ρRu2

R + pR

− ρL u2
L − pL ) − 1

χx

χx/2⎛

−χx/2

χt⎛

0

ρR

⎝ x

t
, wL , wR

⎞
∂xωdtdx .

(6)

For the sake of simplicity in the notations, we set

⎨q = βRρRu R − βLρLuL

βR − βL
− 1

βR − βL
(ρRu2

R + pR − ρLu2
L − pL).

Plugging (6) into relation (5) gives

βRρΨ
RuΨ

R − βLρΨ
LuΨ

L

βR − βL
= ⎨q − 1

(βR − βL)χt

χx/2⎛

−χx/2

χt⎛

0

ρR

⎝ x

t
, wL , wR

⎞
∂xωdtdx

The integral of the source term is usually difficult to compute exactly, so we propose
the following approximation:

1

χt

χx/2⎛

−χx/2

χt⎛

0

ρR

⎝ x

t
, wL , wR

⎞
∂xωdtdx ∇ ρ(ωR − ωL). (7)

Here, ρ represents an average between ρL and ρR that will be defined later in order
to preserve the steady states. Finally, we get the equation

βRρΨ
RuΨ

R − βLρΨ
LuΨ

L

βR − βL
= ⎨q − 1

(βR − βL)
ρ(ωR − ωL). (8)

We adopt the same strategy for the total energy. We introduce the intermediate
total energy as follows:
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⎨E = βR ER − βL EL

βR − βL
− 1

βR − βL
(u R(ER + pR) − uL(EL + pL)).

Then, an integration of the E-component of the Riemann solution associated to (1)
leads to the following relation:

βR EΨ
R − βL EΨ

L

βR − βL
= ⎨E − 1

(βR − βL)χt

⎛ χx/2

−χx/2

⎛ χt

0
(ρu)R

⎝ x

t
, wL , wR

⎞
∂xωdtdx .

According to (7), we approximate the integral of the source term by

1

χt

χx/2⎛

−χx/2

χt⎛

0

(ρu)R

⎝ x

t
, wL , wR

⎞
∂xωdtdx ∇ ρ

uL + u R

2
(ωR − ωL). (9)

It is worth noticing that we could replace (uL + u R)/2 by any consistent average
between uL and u R , like we did for ρ. However this choice will not intervene into the
preservation of the steady states, so for the sake of simplicity, we use the arithmetic
mean value. We finally obtain the equation

βR EΨ
R − βL EΨ

L

βR − βL
= ⎨E − 1

(βR − βL)
ρ

uL + u R

2
(ωR − ωL). (10)

Concerning the density, we suggest the three following Rankine-Hugoniot jump
relations through the waves of speed βL , 0 and βR :

ρΨ
LuΨ

L − ρLuL = βL(ρΨ
L − ρL), (11)

ρΨ
RuΨ

R = ρΨ
LuΨ

L , (12)

ρRu R − ρΨ
RuΨ

R = βR(ρR − ρΨ
R). (13)

Let us notice that the consistency relation (5) for the density component is automat-
ically satisfied as soon as the three relations (11), (12) and (13) hold.

To complete the solver, there is one missing equation. We decide to choose a
linearization of the equation (2) describing the steady states:

pΨ
R − pΨ

L = −ρ(ωR − ωL). (14)

The system formed by equations (8), (10), (11), (12), (13) and (14) is easily solved
to find

ρΨ
L ,R = ρL ,R + 1

βL ,R
(qΨ − ρL ,RuL ,R), uΨ

L ,R = qΨ

ρΨ
L ,R

,
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EΨ
L = ⎨E + βR

βR − βL

⎩
ρΨ

L (uΨ
L )2

2
− ρΨ

R(uΨ
R)2

2

)

+ ρ(ωR − ωL )

βR − βL

⎠
βR

π − 1
− uL + u R

2

⎧
,

EΨ
R = ⎨E + βL

βR − βL

⎩
ρΨ

L (uΨ
L )2

2
− ρΨ

R(uΨ
R)2

2

)

+ ρ(ωR − ωL )

βR − βL

⎠
βL

π − 1
− uL + u R

2

⎧
,

where we have set

qΨ = ⎨q − 1

βR − βL
ρ(ωR − ωL).

The characterisation of the approximate Riemann solver will be achieved as soon
as the density average ρ will be stated. The precise definition of ρ will be given in
the next section, accordingly to the well-balanced property.

3 The Numerical Scheme

Now, we describe the numerical scheme associated with the approximate Riemann
solver ⎪W . We consider a mesh of R made of cells [xi−1/2, xi+1/2) for i ≥ Z, with
constant size χx = xi+1/2 − xi−1/2. We search an update wn+1

i of the solution at
time tn+1, knowing an approximation wn

i at time tn and on the cell [xi−1/2, xi+1/2).
We also introduce a discretization of the gravitational potential ω as follows:

ωi = 1

χx

⎛ xi+1/2

xi−1/2

ω(x)dx .

To evolve this approximate solution from tn to tn +χt , we consider the juxtaposition
of Riemann problems located at the interfaces xi+1/2. We denote by β

L ,R
i+1/2 the left

and right speed and by ρn
i+1/2 the average value of the density which appear in the

approximate Riemann solver ⎪W
⎝

x−xi+1/2
t−tn , wn

i , wn
i+1

⎞
. To ensure that the approxi-

mate Riemann solvers do not interact, we enforce the CFL condition

χt

χx
max
i≥Z

⎜⎜⎜βL ,R
i+1/2

⎜⎜⎜ ∼ 1

2
.

Next, we follow the classical procedure for Godunov-type schemes to obtain a numer-
ical scheme. It consists of a step of evolution using the approximate Riemann solver,
followed by a step of projection on the space of piecewise constant functions. The
update approximation at time tn+1 = tn + χt is thus given by

wn+1
i = 1

χx

⎛ 0

−χx/2

⎪W
⎝ x

χt
, wn

i−1, wn
i

⎞
dx + 1

χx

⎛ χx/2

0

⎪W
⎝ x

χt
, wn

i , wn
i+1

⎞
dx .
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After straightforward computations, the numerical scheme associated with the
approximate Riemann solver developed in the Section 2 can be written as follows:

ρn+1
i =ρn

i − χt

χx

⎝
Fρ

i+1/2 − Fρ
i−1/2

⎞
,

ρn+1
i un+1

i =ρn
i un

i − χt

χx

⎝
Fρu

i+1/2 − Fρu
i−1/2

⎞

− χt

2

⎠
ρi−1/2

ωi − ωi−1

χx
+ ρi+1/2

ωi+1 − ωi

χx

⎧
,

En+1
i =En

i − χt

χx

⎝
F E

i+1/2 − F E
i−1/2

⎞

− χt

2

⎩

ρi−1/2
un

i−1 + un
i

2

ωi − ωi−1

χx
+ ρi+1/2

un
i + un

i+1

2

ωi+1 − ωi

χx

)

,

(15)

where the numerical flux is defined by

⎝
Fρ

i+1/2, Fρu
i+1/2, F E

i+1/2

⎞
=

⎝
Fρ, Fρu, F E

⎞
(wn

i , wn
i+1), (16)

Fρ(wL , wR) = ρL uL + ρRu R

2
+ βL

2
(ρΨ

L − ρL) + βR

2
(ρΨ

R − ρR), (17)

Fρu(wL , wR) = ρLu2
L + pL + ρRu2

R + pR

2
+ βL

2
(qΨ − ρLuL) + βR

2
(qΨ − ρRu R),

(18)

F E (wL , wR) = uL(EL + pL) + u R(ER + pR)

2
+ βL

2
(EΨ

L − EL)+ βR

2
(EΨ

R − ER).

(19)
Now, we present the properties satisfied by the scheme (3). The first two results

deal with the well-balanced properties and are straightforward according to the
derivation of the scheme. The last result concerns the robustness of the scheme.
The proof is more technical and the reader is referred to [3] for the details.

Theorem 1 Assume there are positive constants σ and ξ such that the initial data
satisfies for all i ≥ Z:

u0
i = 0, ρ0

i = σe−ξωi , p0
i = σ

ξ
e−ξωi .

Assume the ρ-average is defined by ρ =
⎟

ρR−ρL
ln(ρR)−ln(ρL )

if ρL ≡= ρR,

ρL if ρL = ρR .

Then the approximation given by (3) stays at rest: wn
i = w0

i , for all n ≥ N and i ≥ Z.
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Fig. 2 Pressure perturbation
for the hydrostatic atmosphere
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Theorem 2 Assume the initial data satisfies the following approximation of (2) for
all i ≥ Z:

u0
i = 0,

pi+1 − pi

χx
+ ρi+1/2

ωi+1 − ωi

χx
= 0. (20)

Then the approximation given by (3) stays at rest: wn
i = w0

i , for all n ≥ N and i ≥ Z.

We underline that this result holds true independently of the definition of ρ. In fact,
Theorem 2 states a preservation of approximations of the solutions of (2), according
to the discretization (20).

Finally, we establish the robustness of the scheme (3).

Theorem 3 For all i ≥ Z, assume |βL
i+1/2| and βR

i+1/2 are large enough such that

• ⎜⎜βR
i+1/2/β

L
i+1/2

⎜⎜ is large enough if ωi+1 > ωi ;

• ⎜⎜βL
i+1/2/β

R
i+1/2

⎜⎜ is large enough if ωi+1 < ωi .

Then the scheme (3) preserves the set Γ: ∀i ≥ Z, wn
i ≥ Γ ⇒ wn+1

i ≥ Γ .

4 Numerical Results

We present now two numerical experiments to underline the relevance of the designed
scheme.

The first experiment is taken from [10]. We consider here a constant gravity field
given by the potential ω(x) = x . We start with a hydrostatic atmosphere with a
perturbation in pressure:

ρ0(x) = e−x , u0(x) = 0, p0(x) = e−x + 0.01e−100(x−0.5)2
.

This initial data is evolved on the computational domain [0, 1] using 100 cells until
time t = 0.25. The obtained perturbation in pressure is presented in Fig. 2, where it
is compared to a reference solution computed using 30.000 cells.

The second test is devoted to illustrate the behaviour of the scheme (3) around
a non-hydrostatic steady state. Moreover, this experiment also emphasizes that the
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Table 1 L1 error and convergence rates for the density and the velocity

N Density Velocity

100 2.68E-05 – 2.11E-05 –
200 6.05E-06 2.15 5.40E-06 1.97
400 1.09E-06 2.47 1.36E-06 1.99
800 2.20E-07 2.31 3.39E-07 2.00
1600 4.86E-08 2.18 8.46E-08 2.00
3200 1.14E-08 2.09 2.11E-08 2.00

scheme can deal with more complex gravitational fields than the constant one. Indeed,
we consider a gravitational potential given by ω(x) = − sin(2κx) on the domain
[0, 1] with periodic boundary conditions. We can easily check that the solution

ρ(x) = 3+2 sin(2κx), u(x) = 0, p(x) = 3+3 sin(2κx)−0.5 cos(4κx) (21)

is a non-hydrostatic steady state of (1). We evolve the initial data given by (21) until
time t = 1 for different values of the number of cells N . The L1 errors in density
and velocity are shown in Table 1 and we observe that although this steady state is
not exactly preserved, a second-order convergence is achieved. Let us notice that the
scheme (3) is first-order, but this particular steady state is captured up to second-order.
This is due to the fact that equation (14) is a second-order approximation of (2).
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An Explicit Staggered Finite Volume
Scheme for the Shallow Water Equations

D. Doyen and P. H. Gunawan

Abstract We propose an explicit finite volume scheme for the shallow water
equations. The different unknowns of the system are approximated on staggered
meshes. The numerical fluxes are computed with upwind and centered discretiza-
tions. We prove a number of properties of the scheme: positivity preserving, well-
balanced, consistent with the global entropy inequality. We compare it with collocated
schemes, using approximate Riemann solvers, on various problems.

1 Introduction

The shallow water equations are a nonlinear hyperbolic system of conservation laws
with a source term due to the topography. In the one-dimensional case, they read

∂t h + ∂x (hu) = 0, (1)

∂t (hu) + ∂x

(
hu2 + 1

2
gh2

)
+ gh∂x z = 0, (2)

where t denotes the time variable, x denotes the space variable, h is the water height,
u is the velocity, g is the gravitational constant, and z is the topography of the bottom.

For such a problem, where shocks can form in the solution, finite volume meth-
ods have proved to be very effective. Generally, all the unknowns of the system
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are approximated on the same mesh and the numerical fluxes are computed with
an approximate Riemann solver. We refer to [1, 6] for a thorough description and
analysis of this approach. Staggered finite volume discretizations for solving non-
linear hyperbolic system of conservation laws have been investigated more recently
(see, e.g., [3–5]). In contrast to the collocated discretization described above, the dif-
ferent unknowns of the system are approximated on staggered meshes. The numer-
ical fluxes can then be computed simply componentwise, using upwind or centered
approximations.

In the present paper, we propose an explicit staggered finite volume scheme for
the shallow water equations. The scheme is identical to the one in [4] when the
topography is flat. We prove a number of properties of the scheme: preservation
of the water height positivity, preservation of some particular discrete steady states
(well-balanced property), consistency with the entropy inequality. The preservation
of the water height positivity is physically relevant and is crucial for the stability,
the occurrence of negative quantities leading rapidly to the computation failure. We
obtain this positivity for the staggered scheme under a CFL-like condition. The steady
states of the shallow water equations are the states (h, u) such that hu = cst and
1
2 u2 + g(h + z) = cst . In particular, the steady states at rest, that is the steady states
such that u = 0, satisfy h + z = cst . The preservation of these steady states at rest
at the discrete level is important since many practical problems are perturbations of
such states. With approximate Riemann solvers, this preservation is quite involved
[1], whereas it is straightforward in the staggered framework (on uniform grids).
The entropy η for the shallow water equations is the sum of the kinetic energy, the
potential energy and a term stemming from the topography:

η(h, hu) := 1

2
hu2 + 1

2
gh2 + ghz. (3)

The entropy inequality reads

∂tη(h, hu) + ∂x G(h, hu) ≤ 0, (4)

where the entropy flux G is defined by

G(h, hu) :=
(

1

2
hu2 + gh2

)
u + ghzu (5)

The staggered scheme does not satisfy a discrete entropy inequality. However, we
prove that it is consistent with the global entropy inequalitiy, which guarantees that
the discontinuities computed by the scheme are admissible discontinuities.

Finally, we test the staggered scheme on various problems with analytical
solutions: a dam break on a wet bed, oscillations in a parabola and a transcriti-
cal flow with shock [2]. The results are compared with those of two approximate
Riemann solvers (Suliciu/HLLC and kinetic solvers [1]).
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The paper is organized as follows. Section 2 describes the staggered scheme and
its first properties. Section 3 presents the entropy consistency theorem and Sect. 4 the
numerical tests. A brief comparison between the staggered and collocated schemes
is made in conclusion.

2 Description of the Scheme

For sake of brevity, we only describe the staggered scheme in the one-dimensional
case. The extension to the two-dimensional case is discussed in Remark 2 below. We
consider the time interval (0, T ) and the space domain Ω := (0, L) with solid wall
boundary conditions (i.e., u = 0 at each end of the domain Ω). The time interval
is divided into Nt time steps of length Δt and, for all n ∈ {0, . . . , Nt }, tn := nΔt .
The domain Ω is divided into Nx cells of length Δx . The left end, the center and
the right end of the i-th cell are denoted by xi− 1

2
, xi and xi+ 1

2
, respectively. We set

M := {1, . . . , Nx }, Eint := {1, . . . , Nx − 1}, Eb := {0, Nx }, and E := Eint ∪ Eb.
The water height h and the topography z are discretized at the center of the cells. The
approximation of h at point xi and at time tn is denoted by hn

i . The approximation of
z at point xi is denoted by zi . The velocity u is discretized at the interfaces between
the cells. The approximation of u at point xi+ 1

2
and at time tn is denoted by un

i+ 1
2
.

The mass conservation equation is discretized with an explicit upwind scheme:

hn+1
i − hn

i + Δt

Δx

(
qn

i+ 1
2

− qn
i− 1

2

)
= 0, ∀i ∈ M , (6)

where

qn
i+ 1

2
:= ĥn

i+ 1
2
un

i+ 1
2
, ĥn

i+ 1
2

:=





hn
i if un

i+ 1
2

≥ 0

hn
i+1 if un

i+ 1
2

< 0
, ∀i ∈ E .

The momentum balance equation is discretized with explicit upwind fluxes for the
convection term and implicit centered fluxes for the pressure term and topography
term:

hn+1
i+ 1

2
un+1

i+ 1
2

− hn
i+ 1

2
un

i+ 1
2

+ Δt

Δx

[
qn

i+1ûn
i+1 − qn

i ûn
i + 1

2
g

[
(hn+1

i+1 )2 − (hn+1
i )2

]

+ ghn+1
i+ 1

2
(zi+1 − zi )

]
= 0, ∀i ∈ Eint , (7)

where

hn
i+ 1

2
:= 1

2

(
hn

i + hn
i+1

⎪
, ∀i ∈ Eint ,
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qn
i := 1

2

(
qn

i− 1
2

+ qn
i+ 1

2

)
, ûn

i :=





un
i− 1

2
if qn

i ≥ 0

un
i+ 1

2
if qn

i < 0
, ∀i ∈ M .

The discrete boundary conditions are

un+1
i+ 1

2
= 0 ∀i ∈ Eb. (8)

The computation of the discrete unknowns at each time step is completely explicit.
First the discrete water heights {hn+1

i } are computed with (6), then the discrete
velocities {un+1

i+ 1
2
} are computed with (7) (if hn+1

i+ 1
2

= 0, by convention, un+1
i+ 1

2
is set

to zero). We see immediately that this scheme conserves the mass and, for a flat
topography, the total momentum. It is easy to verify that the water height remains
nonnegative at time tn+1 under the CFL-like condition

Δt ≤ Δx

(−un
i− 1

2
)+ + (un

i+ 1
2
)+

, ∀i ∈ M , (9)

where, for any a ∈ R, (a)+ := max(a, 0) (similarly, the notation (a)− := min(a, 0)

will be used in the next section). The steady states at rest are also preserved. Indeed,
if un

i+ 1
2

= 0 and hn
i +zi = cst for all i ∈ {0, . . . , N }, then un+1

i+ 1
2

= 0 and hn+1
i +zi =

cst . At each time step, the Courant number is defined by

ν := Δt

Δx
max
i∈M

(
⎛⎛qn

i+ 1
2

+ qn
i− 1

2

⎛⎛

2hn
i

+
⎝

ghn
i

)
. (10)

The numerical simulations show that the staggered scheme is stable under the CFL
condition ν < 1.

Remark 1 It is essential to make an implicit discretization of the pressure term in (7).
With an explicit discretization (

⎞
(hn

i+1)
2 − (hn

i )2
⎠

instead of
⎞
(hn+1

i+1 )2 − (hn+1
i )2

⎠
),

the scheme would not be consistent with the entropy inequality. As a consequence,
non-entropic shocks might occur in the numerical simulations (see Fig. 2).

Remark 2 The extension of the scheme (6)–(8) to the two-dimensional case is direct
with a Cartesian grid. The water height h and the topography z are discretized at the
center of the cells. The velocity in the x-direction is discretized at the center of the
edges normal to the x-direction, while the velocity in the y-direction is discretized
at the center of the edges normal to the y-direction.

Remark 3 The upwind fluxes and the Euler-like time-integration limit the scheme
(6)–(8) to first-order accuracy in space and time. Second-order accuracy can be
achieved with usual techniques: MUSCL or ENO flux reconstruction, second-order
time-integration scheme (for instance, a scheme mixing Heun and Crank-Nicolson
discretizations).
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Remark 4 Source terms are often added to the momentum equation to model friction
phenomena. For instance, the Manning friction term is Cu|u|/h1/3, where C is a
given coefficient. In the staggered framework, such a term can be approximated with
Cun+1

i+ 1
2
|un

i+ 1
2
|/(hn+1

i+ 1
2
)1/3.

3 Consistency with the Entropy Inequality

We first establish a balance on the kinetic energy and a balance on the potential and
topography energy.

Proposition 1 The discrete solution of the scheme (6)–(7) satisfies, for all i ∈ Eint

and all n ∈ {0, . . . , Nt }, the balance

1

2

Δx

Δt

(
hn+1

i+ 1
2
(un+1

i+ 1
2
)2 − hn

i+ 1
2
(un

i+ 1
2
)2

)
+ 1

2

⎧
qn

i+1(û
n
i+1)

2 − qn
i (ûn

i )2
⎨

+ 1

2
g

⎧
(hn+1

i+1 )2 − (hn+1
i )2

⎨
un+1

i+ 1
2

+ ghn+1
i+ 1

2
un+1

i+ 1
2
(zi+1 − zi ) = −Rn+1

i+ 1
2

(11)

with

Rn+1
i+ 1

2
:=1

2

Δx

Δt
hn+1

i+ 1
2

(
un+1

i+ 1
2

− un
i+ 1

2

)2

+ 1

2

⎩

(qn
i+1)

−
(

un
i+ 3

2
− un

i+ 1
2

)2

− (qn
i )+

(
un

i− 1
2

− un
i+ 1

2

)2
)

−
⎜
(qn

i+1)
−

(
un

i+ 3
2

− un
i+ 1

2

)

− (qn
i )+

(
un

i− 1
2

− un
i+ 1

2

)⎟ (
un+1

i+ 1
2

− un
i+ 1

2

)
, (12)

and, for all i ∈ M and all n ∈ {0, . . . , Nt }, the balance

Δx

Δt

(
1

2
g(hn+1

i )2 − 1

2
g(hn

i )2
)

+
(

1

2
g(ĥn

i+ 1
2
)2un

i+ 1
2

− 1

2
g(ĥn

i− 1
2
)2un

i− 1
2

)

+ 1

2
g(hn

i )2
(

un
i+ 1

2
− un

i− 1
2

)
= −Rn+1

i (13)
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Fig. 1 Dam break on a wet bed. Water height (left) and velocity (right) around the shock at time
t = 0.1. The number of cells is N x = 1000

with

Rn+1
i :=1

2
g
Δx

Δt

⎧
hn+1

i − hn
i

⎨2 + 1

2

(
hn

i+1 − hn
i

⎪2
(un

i+ 1
2
)−

− 1

2

(
hn

i−1 − hn
i

⎪2
(un

i− 1
2
)+ + g

⎧
hn+1

i − hn
i

⎨ (
qn

i+ 1
2

− qn
i− 1

2

)
. (14)

Using the above balances we can deduce the following global consistency result.

Theorem 1 Let QT := (0, T ) × Ω . Let (h(k), u(k))k∈N be a sequence of discrete
solutions. If the sequence satisfies some estimates (that we do not specify here) and
converges in L p(QT ) × L p(QT ), with p ∈ [1,+∞), then its limit (h, u) satisfy

∫

QT

⎧
η(h, hu)∂tϕ + G(h, hu)∂xϕ

⎨
dxdt ≥ 0, (15)

for all nonnegative test functions ϕ ∈ C∞
c (QT ).

Remark 5 A similar consistency study in the case of a flat topography can be found
in [4].

4 Numerical Tests

4.1 Dam Break on a Wet Bed

The domain is Ω = [0, 1] and the topography is flat. The initial velocity is zero
and the initial water height is hini(x) = 1x<0.5 + 0.21x≥0.5. The solution of this
problems consists of a shock and a rarefaction wave. The numerical solution obtained
with the staggered scheme is in very good agreement with the exact solution (see
Fig. 1). The staggered scheme yields a sharper shock than the kinetic and Suliciu
schemes. However, a small overshoot in the water height and the velocity can be
observed upstream from the shock for the staggered scheme. This overshoot does
not occur in the kinetic and Suliciu schemes. The numerical convergence rate of



An Explicit Staggered Finite Volume Scheme for the Shallow Water Equations 233

Fig. 2 Dam break on a wet bed. Water height (left) and velocity (right) at time t = 0.1. The number
of cells is N x = 1000

Fig. 3 Oscillations in a parabola. Water level h + z at time t = 2.7. The right figure is a zoom of
the left figure. The number of cells is N x = 200

the staggered scheme in L1-norm is slightly less than 0.8 for h and about 0.8 for
u. These convergence rates are comparable to those obtained with the kinetic and
Suliciu schemes.

The staggered scheme with an explicit pressure, discussed in Remark 1, has also
been tested on the dam break problem. The non-entropic character of this variant is
confirmed by the simulations; see the occurrence of a non-entropic shock at the left
end of the rarefaction wave in Fig. 2.

4.2 Oscillations in a Parabola

The domain is Ω = [−2, 2]. The topography is a parabola z(x) = 0.5
(
x2 − 1

⎪
.

The initial velocity is zero and the initial water height is hini(x) = −z(x +
0.5)1−1.5<x<0.5. The solution is periodic in time: the water oscillates in the parabola,
the surface remaining planar. The numerical simulations show that the staggered
scheme is able to treat accurately dry-wet transitions (see Fig. 3). For this problem,
the staggered scheme is even more accurate than the collocated schemes. The numer-
ical convergence rate of the staggered scheme in L1-norm is very close to 1 for both
h and hu and seems slightly better than the kinetic and Suliciu schemes.
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Fig. 4 Transcritical flow with shock. Water level h + z at time t = 200. The right figure is a zoom
of the left figure. The number of cells is N x = 200

4.3 Transcritical Flow with Shock

This problem simulates a flow over a bump. The domain is Ω = [0, 25] and the
topography is z(x) = 0.2 − 0.05(x − 10)218<x<12. The initial conditions are hini =
0.33 − z and uini = 0.18/0.33. At the upstream end of the domain, the discharge
is enforced (hu(x = 0) = 0.18), while, at the downstream end, the water height
is prescribed (u(x = 25) = 0.33). After a time long enough (t ≥ 100), the flow
reaches a steady state. Upstream from the top of the bump, the flow is subcritical;
downstream, it becomes supercritical, then, after a hydraulic jump, it is subcritical
again. The staggered scheme reproduces quite accurately the final steady state and
captures well the location of the shock. (see Fig. 4). The kinetic and Suliciu schemes
seem to yield a slightly better shock profile than the staggered scheme. The numerical
convergence rate of the staggered scheme in L1-norm is close to 1 for both h and u,
which is comparable to the kinetic and Suliciu schemes.

5 Conclusion

The staggered scheme is an alternative to the collocated schemes for solving the
shallow water equations. The numerical tests demonstrate that the staggered scheme
is as accurate and robust as the collocated schemes. The staggered scheme presents
the same mathematical guarantees as the collocated schemes. In particular, the stag-
gered scheme is consistent with the global entropy inequality. The componentwise
computation of numerical fluxes is simpler than the approximate Riemann solvers
and the well-balanced discretization of the topography source term is straightforward
on uniform grids.
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A Uniformly Converging Scheme
for Fractal Conservation Laws

Jérôme Droniou and Espen R. Jakobsen

Abstract The fractal conservation law ∂t u + ∂x ( f (u)) + (−Δ)α/2u = 0 changes
characteristics as α ≥ 2 from non-local and weakly diffusive to local and strongly
diffusive. In this paper we present a corrected finite difference quadrature method
for (−Δ)α/2 with α ∼ [0, 2], combined with usual finite volume methods for the
hyperbolic term, that automatically adjusts to this change and is uniformly convergent
with respect to α ∼ [η, 2] for any η > 0. We provide numerical results which illustrate
this asymptotic-preserving property as well as the non-uniformity of previous finite
difference or finite volume type of methods.

1 Introduction

We consider the following fractional conservation law

∂t uα + ∂x ( f (uα)) + Lα[uα] = 0 , t > 0 , x ∼ R ,

uα(0, x) = uini(x) , x ∼ R ,
(1)

where α ∼ [0, 2], Lα = (−Δ)α/2,

uini ∼ L∇(R) ≡ BV (R) and f : R ≥ R is locally Lipschitz-continuous. (2)
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Such models appear for example in mathematical finance, gas detonation or
semiconductor growth [1, 11, 23, 26]. The fractional Laplacian Lα = (−Δ)α/2 can
be defined e.g. as a Fourier multiplier, but for our purpose the following equivalent
definition, valid for any ϕ ∼ C∇

c (R) (set of smooth compactly supported functions),
is more useful:






L0[ϕ](x) = ϕ(x), α = 0,

Lα[ϕ](x) = −cα

∫

R

ϕ(x+z)−ϕ(x)−ϕ′(x)z1[−1,1](z)
|z|1+α dz, α ∼ (0, 2),

L2[ϕ](x) = −Δϕ(x), α = 2,

(3)

where 1[−1,1] is the characteristic function of [−1, 1], cα = (2π)α
αΓ ( 1+α

2 )

2π
1
2 +α

Γ (1− α
2 )

and

Γ is the Euler function [15].
As α ≥ 2, the operator Lα changes nature and properties. For α ∼ (0, 2),

Lα is a non-local pseudo-differential operator of order <2, and it has relatively
weak diffusive properties since the decay at infinity of the fundamental solution of
∂t u +Lα[u] = 0 is polynomial. At α = 2, Lα = −Δ is a local operator with strong
diffusive properties and a fundamental solution with super-exponential decay. When
α vary over [0, 2], the qualitative behaviour of the solution uα of (1) also changes. In
the case that α = 2, it is well-known that uα becomes instantly smooth for t > 0 even
when the initial data is discontinuous. On the contrary, for α = 0, the solution may
develop shocks and uniqueness of the solution requires additional entropy conditions
and the corresponding notion of entropy solution [22]. The study of the fractional case
α ∼ (0, 2) dates back to [6], with some restrictions on α and f . The first complete
study in the case α > 1 for any locally Lipschitz f and bounded initial data uini can
be found in [14]. Here it is proved that the solution becomes instantly smooth even
if uini is only bounded (see also [15]). If α < 1, then the solution can develop shocks
[4] and the weak solution need not be unique [3]. The notion of entropy solution of
[2] is therefore required to obtain a well-posed formulation.

There exists a vast literature on the numerical approximation of scalar conserva-
tion laws (i.e. (1) without Lα), see e.g. [17–19] and references therein. The study
of numerical methods for fractal conservation laws is much more recent with a
corresponding less extensive literature. Probabilistic methods have been studied in
[21, 24], but must be applied to the equation satisfied by ∂x uα in order to avoid noisy
results, and recovering from this a numerical approximation of uα may be challeng-
ing in dimension greater than 1. Deterministic methods for (1) like finite difference,
volume, and element methods (discontinuous Galerkin) are given in [8, 10, 13],
while a high order spectral vanishing viscosity method is introduced in [9]. The lat-
ter method and its analysis is very different from the former three methods, with
convergence and (non-optimal) error estimates that are independent of α ∼ (0, 2).
As opposed to the spectral method, the other methods are monotone or have low
order monotone variants.
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Surprisingly, for all the non-spectral monotone methods the convergence
deteriorates as α ≥ 2, and the schemes themselves are not even defined in the limit
α = 2. The purpose of this paper is to present an asymptotic-preserving monotone
scheme for (1) defined for any α ∼ [0, 2], i.e. a scheme that provides a monotone
approximation of uα which is uniform with respect to α ∼ [0, 2]. In particular, our
scheme naturally adapts to the change of behaviour of Lα as α ≥ 2 and α ≥ 0 and
its convergence properties do not deteriorate in these extreme cases. The idea behind
our scheme is to add a correction term in the form of a suitably chosen vanishing
local viscosity term. Similar ideas have been used for other equations before, see
e.g. [12] for linear equations and [20] for fully nonlinear equations. A stochastic
interpretation can be found in [5].

This paper is organised as follows. The numerical method is presented in Sect. 2,
and its asymptotic-preserving characteristics are discussed. Due to lack of space and
the technical nature of the proofs, we skip them and refer instead to [16]. In Sects. 3
and 4, we define precisely what asymptotic preserving means and the we give a
couple numerical simulations to illustrate this property of the method.

2 The Scheme

The new scheme is based on monotone conservative finite difference approximations
of the local terms combined with quadrature, truncation of 1

|z|1+α near the singularity,
and a second order correction term (vanishing viscosity) for the non-local term.
Except for the correction term, the scheme is similar to the schemes of [8, 13] and of
[10] with P0-elements. It is monotone, conservative, and converges in L1

loc uniformly
in α ∼ [η, 2] for all η > 0.

For given space and time steps δx, δt > 0, we introduce the grid tn := nδt and
xi := iδx + δx

2 for n ∼ N0 and i ∼ Z. We identify sequences (ϕi )i∼Z of numbers
with piecewise constant functions ϕδx : R ≥ R equal to ϕi on [iδx, (i +1)δx) for all
i ∼ Z. Similarly, (ϕn

i )n⇒0 , i∼Z is identified with ϕδx,δt : [0,∇) × R ≥ R equal to
ϕn

i on [nδt, (n + 1)δt) × [iδx, (i + 1)δx) for all n ⇒ 0 and i ∼ Z. The discretisation
of (1) can then we written as: find uα,δx,δt = (un

i )n⇒0 , i∼Z such that

u0
i = 1

δx

∫

[iδx,(i+1)δx)

u0(x) dx for all i ∼ Z, (4)

un+1
i − un

i

δt
+ Fδx (u

n)i + Lα,δx [un+1]i = 0 for all n ⇒ 0 and all i ∼ Z, (5)

where Fδx is any monotone consistent and conservative discretization of ∂x ( f (u))

(see e.g. [17–19]), and Lα,δx is a monotone discretisation of Lα to be defined. Note
that the scheme has explicit convection and implicit diffusion terms.
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The first and simplest idea to obtain a monotone discretization ofLα for α ∼ (0, 2)

is to discretize the integral in (3) using a simple (weighted) midpoint type quadrature
rule, see e.g. [8, 10, 13]. For ϕ ∼ C∇

c (R) and letting ϕl = ϕ(xl) if l ∼ Z, this leads to

Lα[ϕ](xi ) ≈ L̃α,δx [ϕ]i := −
∑

j∼Z\{0}

(
ϕi+ j − ϕi

) ∫

( jδx− δx
2 , jδx+ δx

2 )

cα

|z|1+α
dz.

(6)

However, as α ≥ 2 we have cα ≥ 0 and therefore L̃α,δx ≥ 0 for fixed δx . In the
limit α ≥ 2 the scheme then converges to

un+1
i − un

i

δt
+ Fδx (u

n)i = 0 for all n ⇒ 0 and all i ∼ Z,

which is a discretisation of ∂t u + ∂x ( f (u)) = 0 and not ∂t u + ∂x ( f (u)) − Δu = 0.
Hence the limits α ≥ 2 and δx ≥ 0 do not commute and the scheme is not
asymptotic-preserving.

Note that L̃α,δx vanishes in the limit because the measure cα dz
|z|1+α concentrates

around 0 as α ≥ 2, while in the above midpoint rule the integral in (3) over (− δx
2 , δx

2 )

will always be zero by symmetry. We therefore need to replace the midpoint rule
on this interval by a more accurate rule based on the second order interpolation
polynomial Pi ofϕ around the node xi . We find that this polynomial satisfies Pi (xi+z)
− Pi (xi ) − P ′

i (xi )z = 1
2δx2

⎪
z2ϕi−1 − 2z2ϕi + z2ϕi+1

⎛
and the new discretization

therefore becomes

L̂α,δx [ϕ]i := −cα

∫ δx
2

− δx
2

P(xi + z) − P(xi ) − P ′(xi )z

|z|1+α
dz + L̃α,δx [ϕ]i

= ϕi+1 − 2ϕi + ϕi−1

δx2

∫

(− δx
2 , δx

2 )

cα|z|1−α

2
dz + L̃α,δx [ϕ]i .

We can check that the new approximation has the following truncation error [16]:

|Lα[ϕ](xi ) − L̂α,δx [ϕ]i |
∪ C

(
∗ϕ(4)∗L∇δx4−α + ∗ϕ′′∗L∇cα( 1

α
+ 1

|1−α| )δxmin(1,2−α) + ∗ϕ′∗L∇δx
)
,

which is O(δx) + oα(1) as α ≥ 2 and therefore does not deteriorate in this limit.
Note that if α = 1, then 1

|1−α|δxmin(1,2−α) must be replaced with δx | ln(δx)|.
In order to obtain an approximation which uses only a finite number of discrete

values, we also truncate the sum in (6) as in [13] at some index Jδx > 0 (which
may depend upon α) where Jδxδx ≥ ∇ as δx ≥ 0. The final approximate operator
Lα,δx is therefore
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Lα,δx [ϕ]i = −
∑

0<| j |∪Jδx

W j
α,δx (ϕi+ j − ϕi ) − W Jδx +1

α,δx

⎪
ϕi−Jδx −1 − ϕi

⎛

−W Jδx +1
α,δx

⎪
ϕi+Jδx +1 − ϕi

⎛ − W 0
α,δx

ϕi+1 − 2ϕi + ϕi−1

δx2 ,

(7)

with weights

W 0
α,δx =

∫

(− δx
2 , δx

2 )

cα|z|1−α

2
dz ,

W j
α,δx =

∫

( jδx− δx
2 , jδx+ δx

2 )

cα

|z|1+α
dz for 0 < | j | ∪ Jδx , (8)

W Jδx +1
α,δx =

∫

z>Jδx δx+ δx
2

cα

|z|1+α
dz =

∫

z<−Jδx δx− δx
2

cα

|z|1+α
dz.

The last term in (7) contains the classical discretization of ϕ′′(xi ) and is the new
correction term compared with the discretisations of [8, 10, 13]. Discretisation (7),
(8) fits in the generic framework of [13] from which we can conclude:

Theorem 1 ([16]) Under a standard CFL condition for the convection term,

1. There is a unique solution uα,δx,δt of the scheme defined by (4), (5), (7) and
(8), satisfying ∗uα,δx,δt∗L∇ ∪ ∗uini∗L∇ and |uα,δx,δt (t, ·)|BV ∪ |uini |BV for all
t > 0.

2. For fixed α, uα,δx,δt converges in L1
loc([0,∇)×R) as (δx, δt) ≥ 0 to the unique

entropy solution uα of (1).

Remark 1 We set L2,δx [ϕ]i = −(ϕi+1 −2ϕi +ϕi−1)/δx2 and L0,δx [ϕ]i = ϕi . This
consists in fixing δx and sending α ≥ 2 or α ≥ 0 in (7). Taking the limits in the
scheme (5), we obtain the classical implicit scheme for the (1) with α = 2 or α = 0.

3 The Asymptotic-Preserving Property

The scheme is asymptotic-preserving if its solution uα,δx,δt satisfies the following
uniform approximation result away from α = 0 (see [16] for the case α = 0):

∈η > 0 , sup
α∼[η,2]

dL1
loc([0,∇)×R)(uα,δx,δt , uα) ≥ 0 as (δx, δt) ≥ 0 (9)

where dL1
loc([0,∇)×R)(u, v) = ⎝∇

n=1 2−n min(1, ||u − v||L1([0,n)×(−n,n))) is the usual

distance defining the topology of L1
loc([0,∇)×R). Here and elsewhere, the conver-

gence (δx, δt) ≥ 0 is always taken under a standard CFL condition depending on
the definition of the convective flux F in (5) (see e.g. [8, 10, 13]). This formulation
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of the asymptotic-preserving property is very general and does not require an explicit
error estimate independent on α. Such an estimate seems particularly challenging to
obtain in the absence of regularity of the solution as t ≥ 0.

Theorem 2 ([16]) Under a standard CFL for the convection part, the numerical
scheme defined by (4) (5), (7) and (8) is asymptotic-preserving.

Next we want to illustrate this property numerically. As it is formulated now, this
would require us to have access to the exact solution uα , which is not the case. We
overcome this difficulty by using instead the following equivalent reformulation of
(9) (see [16]), which can be checked by computing approximate solutions only:

∈α0 ∼ (0, 2] , for any sequence (δxk, δtk)k∼N converging to 0 :
sup
k⇒1

dL1
loc([0,∇)×R)(uα,δxk ,δtk , uα0,δxk ,δtk ) ≥ 0 as α ≥ α0. (10)

Remark 2 The matrix of Lα,δx defined by (7) is a semi-definite Toepliz matrix
as in [8, 10, 13]. Implementation of the scheme thus takes advantage of super-fast
multiplication and inversion algorithms for these matrices [7, 25]. Computing several
approximate solutions, as required in (10), is therefore not very expensive.

4 Numerical Results

In all these tests, we take the Burgers flux f (u) = u2

2 and Fδx given by a MUSCL
method. The final time is T = 1 and the spatial computational domain is [−1, 1].
We use the same truncation parameters (in particular Jδx ) as in [13, Sect. 4.1.2].

For each test, we choose the discretisation steps (δxk, δtk) = ( 1
2k×50

, 1
2k×100

)

for k = 1, . . . , 4, which all satisfy the CFL for (5). We also select four values
(αm)m=1,...,4 = (1.8, 1.9, 1.99, 1.999) which are near α0 = 2, the difficult case in
assessing the uniformity of the convergence in (10) and the reason why we introduced
the correction term in (7). We then indicate, for m = 1, . . . , 4, the value of

Em = max
k=1,...,4

sup
t∼[0,1]

∗uαm ,δxk ,δtk (·, t) − uα0,δxk ,δtk (·, t)∗L1([−1,1]),

that is max
k=1,...,4

the L∇(L1) norm of uαm ,δxk ,δtk − uα0,δxk ,δtk on the computational

domain. This is a stronger norm that the L1(L1) norm used in (10). Hence, Em

approaching 0 as m increases is an even better indication that the scheme is
asymptotic-preserving.

Test 1 (rarefaction): we select a Riemann initial condition, uini = −1 if x < 0
and uini = 1 if x > 0. In this case both convection and diffusion work to smooth out
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Table 1 Comparison between the uncorrected scheme of [13] and our corrected scheme, uini = −1
on (−∇, 0), uini = 1 on (0,∇)

E1 E2 E3 E4

Uncorrected scheme 1.8E-1 3E-1 8.8E-1 9.1E-1
Corrected scheme 5.1E-2 2.2E-2 1.7E-4 1.7E-5

Fig. 1 Approximate solutions
provided at T = 1 by the
corrected (continuous) and
uncorrected (dashed) schemes
for (1) with α = 1.99. The
dotted line is both the initial
condition and the solution to
∂t u + ∂x ( f (u)) = 0

−1 −0.5 0.5 1

−1

−0.5

0.5

1

Table 2 Comparison between the uncorrected scheme of [13] and our corrected scheme, uini = 1
on (−∇, 0), uini = −1 on (0,∇)

E1 E2 E3 E4

Uncorrected scheme 2.1E-1 3.9E-1 1.3 1.3
Corrected scheme 5.3E-2 2.3E-2 3.2E-4 4.2E-5

the initial data. Table 1 shows the values of (Em)m=1,...,4 for both the uncorrected
scheme from [13] based on (6) and our corrected scheme based on (7).

Test 2 (smooth shock): the initial condition is uini(x) = 1 if x < 0 and uini(x) =
−1 if x > 0. Here the hyperbolic and non-local terms in (1) compete to maintain or
diffuse the initial shock. Since αm is near 2 however, any solution is instantly smooth,
but has much larger gradients near x = 0 than the solution in Test 1 (Table 2).

Both tests confirm that the scheme defined by (4), (5), (7) and (8) is asymptotic-
preserving. They also confirm that, without the order 2 correction in (7), the scheme
deteriorates as α ≥ 2 and does not provide a correct numerical solution at any
reasonable resolution. This is also illustrated in Fig. 1, where we plot the solutions
of both schemes for α = 1.99 for the initial condition of Test 2 and (δx, δt) =
( 1

24×50
, 1

24×100
). Even at this very high resolution, the uncorrected scheme provides

an incorrect approximate solution which, as expected, is closer to the solution of
∂t u + ∂x ( f (u)) = 0 than to the solution of (1).
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5 Conclusion

We have presented a monotone numerical method for fractional conservation laws
which is asymptotic-preserving with respect to the fractional power of the Laplacian.
The scheme automatically adjusts to the change of nature of the equation as the
power of the Laplacian goes to 1 (i.e. α ≥ 2 in (1)) and therefore provides accurate
approximate solutions for any power of the fractional Laplacian. We have given
numerical results to illustrate the asymptotic-preserving property of our method, as
well as the necessity of modifying previously studied monotone methods to obtain
this property.

The complete theoretical study of such monotone asymptotic-preserving schemes
will be presented in the forthcoming paper [16]. Here a general class of fractional
degenerate parabolic equations are considered that include (1) as a special case.
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Uniform-in-Time Convergence of Numerical
Schemes for Richards’ and Stefan’s Models

Jérôme Droniou, Robert Eymard and Cindy Guichard

Abstract We prove that all Gradient Schemes—which include Finite Element,
Mixed Finite Element, Finite Volume methods—converge uniformly in time when
applied to a family of nonlinear parabolic equations which contains Richards and
Stefan’s models. We also provide numerical results to confirm our theoretical analysis.

1 Introduction

Let us consider the following generic nonlinear parabolic model

∂tρ(u) − ωπ(u) = f in Γ × (0, T),

ρ(u)(x, 0) = ρ(uini)(x) in Γ,

π(u) = 0 on ∂Γ × (0, T),

(1)

where ρ, π are non-decreasing. This model includes both Richards’ model (with
π(s) = s), which describes the flow of water in an underground medium, and Stefan’s
model (with ρ(s) = s), which arises in the study of the heat diffusion in a melting
medium. The numerical approximation of both Richards’ and Stefan’s models has
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been extensively studied in the literature (see the fundamental work on the Stefan
problem [13, 14] for a review of some numerical approximations, and see [12] for the
Richards problem), but the convergence analysis of the considered schemes received
a much reduced coverage and consists mostly in establishing space-time averaged
(e.g. in L2(Γ × (0, T)) results (in the case of finite volume schemes, see for example
[6, 9]). Yet, the quantity of interest is often not u on Γ × (0, T) but u at a given time,
for example t = T . Existing numerical analysis results therefore do not ensure that
this quantity of interest is really properly approximated by numerical methods.

The usual way to obtain pointwise-in-time approximation results for numerical
schemes is to prove estimates in L≥(0, T; L2(Γ)) on u − u, where u is the approx-
imated solution. Establishing such error estimates is however only feasible when
uniqueness of the solution u to (1) can be proved (which is the case for Richards’
and Stefan’s problem, but not for more complex non-linear parabolic problems) and
requires moreover some regularity assumptions on u. These assumptions clearly fail
for (1) for which, because of the possible plateaux of ρ and π , the solution can
develop jumps in its gradient.

The purpose of this article is to prove that, using Discrete Functional Analysis tech-
niques (i.e. the translation to numerical analysis of nonlinear analysis techniques),
one can establish an L≥(0, T; L2(Γ)) convergence result for numerical approxi-
mations of (1) without having to assume non-physical regularity assumptions on
the data. Note that, although Richards’ and Stefan’s models are formally equivalent
when ρ and π are strictly increasing (consider ρ = π−1 to pass from one model to
the other), they change nature when these functions are allowed to have plateaux.
Richards’ model can degenerate to an ODE (if π = 0 on the range of uini) and
Stefan’s model can become a non-transient elliptic equation (if ρ = 0). The tech-
nique we develop in this paper is however generic enough to work directly on (1),
as well as on a vast number of numerical methods.

That being said, we nevertheless require a particular numerical framework to work
in, in order to write precise equations and estimates. The framework we choose is
that of Gradient Schemes, which has the double benefit of covering a vast number of
numerical methods—Finite Element schemes, Mimetic Finite Difference schemes,
Finite Volume schemes, etc.—and of having already been studied for many models—
elliptic, parabolic, linear or non-linear, possibly degenerate, etc. We refer the reader
to [3–5, 8, 10] for more details.

The paper is organised as follows. In the next section, we present the assumption
and the notion of weak solution for (1). Section 3 presents the Gradient Schemes
for (1). In Sect. 4, we state our uniform convergence result and give a short proof of
it, based on the space-time averaged convergence results available in the literature.
Finally, Sect. 5 provides some numerical results to illustrate our uniform-in-time
convergence theorem.

Note that more complete proofs, as well as an entirely unified convergence analysis
(not relying on previous convergence results) of Gradient Schemes for a more general
and more non-linear model than (1), can be found in [2].
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2 Assumptions and Weak Solution for (1)

The notion of solution of (1) is that of a weak one in the following sense






u ∼ L2(Γ × (0, T)) , π(u) ∼ L2(0, T; H1
0 (Γ)) , ∂tρ(u) ∼ L2(0, T; H−1(Γ)),

ρ(u) ∼ C([0, T ]; L2(Γ)-w),

ρ(u)(·, 0) = ρ(uini) in L2(Γ),∫ T

0
∇∂tρ(u)(·, t), v(·, t)≡H−1,H1

0
dt +

∫ T

0

∫

Γ

∇π(u)(x, t) · ∇v(x, t)dxdt

=
∫ T

0

∫

Γ

f (x, t)v(x, t)dxdt , ⇒v ∼ L2(0; T; H1
0 (Γ))

(2)
where C([0, T ], L2(Γ)-w) is the set of functions [0, T ] → L2(Γ) which are con-
tinuous for the weak topology of L2(Γ). We assume throughout this paper that

ρ, π : R ∪→ R are non-decreasing and Lipschitz-continuous,
ρ(0) = π(0) = 0 and ∗A, B > 0 such that, for all s ∼ R, |π(s)| ∈ A|s| − B,

(3a)

ρ = Id or π = Id (we let σ = π if ρ = Id and σ = ρ if π = Id) (3b)

Γ is an open bounded subset of Rd, d ∼ N
ξ,

uini ∼ L2(Γ), f ∼ L2(Γ × (0, T)).
(3c)

Under these assumptions, the weak continuity of ρ(u) : [0, T ] ∪→ L2(Γ) is actually
a consequence of the other regularity properties on u, π(u), ρ(u) and of the equation,
see [2].

3 Gradient Scheme

The presentation of Gradient Schemes given here is minimal, we refer the reader
to [3, 4, 7] for more details. A gradient scheme can be viewed as a general for-
mulation of several discretisations of (1) which are based on approximations of the
weak formulation (2). These approximations are based on some discrete spaces and
mappings, the set of which we call a gradient discretisation.

Definition 1 We say that D = (XD ,0,βD ,∇D ,ID , (t(n))n=0,...,N ) is a gradient
discretisation for (1) if

1. XD ,0 is a finite dimensional real vector space (set of unknowns),
2. the linear mapping βD : XD ,0 → L≥(Γ) is a piecewise constant reconstruction

operator, that is there exists a set I of degrees of freedom such that XD ,0 = R
I

and there exists a family (Γi)i∼I of disjoint subsets of Γ such that Γ = ⋃
i∼I Γi

and, for all u = (ui)i∼I ∼ XD ,0 and all i ∼ I ,βDu = ui on Γi,
3. the linear mapping ∇D : XD ,0 → L2(Γ)d gives a reconstructed discrete

gradient.
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4. ID : L2(Γ) → XD ,0 is a linear interpolation operator,
5. t(0) = 0 < t(1) < t(2) < . . . < t(N) = T .

For any function Ψ : R ∪→ R and any u ∼ XD ,0, we denote by Ψ(u) ∼ XD ,0
the element defined by (Ψ(u))i = Ψ(ui) for any i ∼ I . Since βD is a piecewise
constant reconstruction, we then have βDΨ(u) = Ψ(βDu). It is also customary to
use the notations βD and ∇D for space-time dependent functions. We will also need
a notation for the jump-in-time of piecewise constant functions in time. Hence, if
(v(n))n=0,...,N ∩ XD ,0, we set

for a.e. x ∼ Γ, βD v(x, 0) = βD v(0)(x) and ⇒n = 0, . . . , N − 1 , ⇒t ∼ (t(n), t(n+1)] :
βD v(x, t) = βD v(n+1)(x) , ∇D v(x, t) = ∇D v(n+1)(x)

and χD v(t) = χ
(n+ 1

2 )

D v := v(n+1) − v(n)

t(n+1) − t(n)
.

With these notations, the gradient scheme corresponding to a given gradient discreti-
sation D is obtained by replacing the continuous functions and gradients in (2) with
their discrete counterpart and using an implicit-in-time discretisation. It is therefore
written: find (u(n))n=0,...,N ∩ XD ,0 such that






u(0) = IDuini and, for all v = (v(n))n=0,...,N ∩ XD ,0,∫ T

0

∫

Γ

[
βDχDρ(u)(x, t)βDv(x, t) + ∇Dπ(u)(x, t) · ∇Dv(x, t)

]
dxdt

=
∫ T

0

∫

Γ

f (x, t)βDv(x, t)dxdt.

(4)

As mentioned in the introduction, gradient schemes cover a wide number of well-
known numerical methods [3]. Their convergence analysis is moreover based on a few
(four, to be precise) properties that a gradient discretisation must satisfy: coercivity,
consistency, limit-conformity and compactness. As we will not directly make much
use of these properties but only of the following initial convergence result, we just
refer the reader to [3, 4] for their precise definition.

Theorem 1 ([5, 8]) Under Assumption (3a)–(3c), there exists a unique solution
to the gradient scheme (4). Moreover, if (Dm)m∼N is a coercive, consistent, limit-
conforming and compact sequence of gradient discretisations, if (um)m∼N are the
solutions to the corresponding gradient schemes and if u is the solution to (2) then,
as m → ≥, βDm um → u weakly in L2(Γ × (0, T)), βDmσ (um) → σ (u) in
L2(Γ × (0, T)) and ∇Dmπ(um) → ∇π(u) in L2(Γ × (0, T))d.
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4 Uniform Convergence Result

Our main result is the following. As mentioned in the introduction, we only sketch
its proof and refer the reader to [2] for the details.

Theorem 2 ([2]) Under the assumptions and notations of Theorem 1, βDmσ (um)

→ σ (u) strongly in L≥(0, T; L2(Γ)).

Proof The keys to this proof are the following integration-by-parts properties satis-
fied by the continuous and discrete solutions. Defining ρr(s) = closest z to 0 such
that ρ(z) = s (pseudo-inverse of ρ) and B(z) = ⎪ z

0 π(ρr(s))ds, we have, for any
T0 ∼ (0, T ],

∫

Γ

B(ρ(u)(x, T0))dx +
∫ T0

0

∫

Γ

∇π(u)(x, t) · ∇π(u)(x, t)dxdt

=
∫

Γ

B(ρ(uini(x)))dx +
∫ T0

0

∫

Γ

f (x, t)π(u)(x, t)dxdt (5)

and

∫

Γ

B(βDmρ(um)(x, T0))dx +
∫ T0

0

∫

Γ

∇Dmπ(um)(x, t) · ∇Dmπ(um)(x, t)dxdt

≤
∫

Γ

B(βDmρ(IDm uini)(x))dx +
∫ t(k)

0

∫

Γ

f (x, t)βDmπ(um)(x, t)dxdt, (6)

where k ∼ {1, . . . , N} is such that t(k−1) < T0 ≤ t(k). These formula are obtained
by plugging respectively v̄ = π(u) and v = um in (2) and (4). Properly justifying (5)
is however not straightforward because of the lack of regularity of u.

Let T0 ∼ [0, T ] and (Tm)m∼N which converges to T0. We apply (6) to T0 = Tm and
let m → ≥. The consistency of (Dm)m∼N ensures that IDm uini → uini in L2(Γ).
Hence, using the strong convergence in L2(Γ × (0, T))d of ∇Dmπ(um) to ∇π(u) and
(5), we find

lim sup
m→≥

∫

Γ

B(βDmρ(um)(x, Tm))dx ≤
∫

Γ

B(ρ(u)(x, T0))dx. (7)

Using the scheme (4), we easily obtain, for anyκ ∼ L2(Γ), estimates on the variations
of t ∪→ ∇βDmρ(um)(t), κ≡L2(Γ) which show that (βDmρ(um))m∼Dm is relatively
compact in L≥(0, T; L2(Γ)-w) and therefore converges uniformly in time for the
weak topology of L2(Γ). We deduce that βDmρ(um)(Tm) → ρ(ū)(T0) weakly in
L2(Γ) and the convexity of B therefore ensures that

∫

Γ

B(ρ(u)(x, T0))dx ≤ lim inf
m→≥

∫

Γ

B(βDmρ(um)(x, Tm))dx. (8)

Combining (7) and (8) we find that
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lim
m→≥

∫

Γ

B(βDmρ(um)(x, Tm))dx =
∫

Γ

B(ρ(u)(x, T0))dx. (9)

We also notice that, by weak convergence in L2(Γ) of βDmρ(um)(Tm) to ρ(u)(T0)

and the convexity of B,

∫

Γ

B(ρ(u)(x, T0))dx ≤ lim inf
m→≥

∫

Γ

B

⎛
βDmρ(um)(x, Tm) + ρ(u)(x, T0)

2

⎝
dx.

(10)
The definition of B ensures that, for all s, s∀ ∼ R,

(σ (s) − σ (s∀))2 ≤ C1

⎞
B(ρ(s)) + B(ρ(s∀)) − 2B

⎛
ρ(s) + ρ(s∀)

2

⎝⎠

where C1 only depends on the Lipschitz constants of ρ and π . We deduce that

⊂σ (βDm um)(·, Tm) − σ (u)(·, T0)⊂2
L2(Γ)

≤ C1

∫

Γ

⎧
B(ρ(βDm um)(x, Tm)) + B(ρ(u)(x, T0))

⎨
dx

− 2C1

∫

Γ

B

⎛
ρ(βDm um)(x, Tm) + ρ(u)(x, T0)

2

⎝
dx.

Taking the lim sup as m → ≥ of this relation and using (9) and (10), we find that
βDmσ (um(·, Tm)) → σ (u)(·, T0) in L2(Γ) as m → ≥. Since this is true for any
sequence Tm → T0, and since we can prove that σ (u) is continuous [0, T ] ∪→ L2(Γ),
this proves that βDmσ (um) → σ (u) uniformly on [0, T ] for the topology of L2(Γ).

5 Numerical Tests

In order to illustrate the uniform-in-time convergence properties, we first present
the gradient scheme which has been selected for running the test cases. The gradient
scheme is built on a conforming simplicial mesh of the polyhedral domain Γ (see [1]
for the precise definitions of such a mesh). The degrees of freedom of any u ∼ XD ,0
are the values us for all interior vertices s of the mesh. Then βDu is taken piecewise
constant in the regions Ks (see Fig. 1), whereas ∇Du is the gradient of the P1 finite
element function obtained from the values us.

For both following tests, the meshes used for the discretisation of the domain
Γ = (0, 1)2 come from from the FVCA5 2D benchmark on anisotropic diffusion
problem [11]. These triangle meshes show no symmetry which could artificially
increase the convergence rate, and all angles of triangles are acute. This family
of meshes is built using the same pattern reproduced at different scales: the first
(coarsest) mesh and the third mesh are shown in Fig. 2. We consider the two cases
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Fig. 1 Definition of Ks

s
Ks

∂Ω

Fig. 2 First mesh and approximate solution u at time 0.5 for the Stefan problem on the third mesh

Table 1 Data and numerical results for Stefan and Richards problems

of a Stefan problem and of a Richards problems, for which there exists an analytical
solution with f = 0. These analytical solutions show the regularity properties of
“natural” solutions on the time period [0, 1] during which a free boundary moves
from x1 = 0 to x1 = 1. In the Stefan problem, this free boundary is the surface
between two thermodynamical states of a material. In the Richards problem, it is the
limit between a fully saturated zone and a partially saturated zone. These test cases
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are built on 1D solutions, using fully 2D meshes, hence providing realistic conditions
(an example of a numerical solution is shown in the right part of Fig. 2). For both
of them, the corresponding data and numerical results are given in Table 1. The
convergence orders are computed from the values of h, and the constant time steps
have been taken proportional to h2. Note that in both cases, the proposed analytical
solution is a strong solution for x1 < t and x1 > t and the Rankine-Hugoniot
condition holds at the free boundary x1 = t. It is therefore a weak solution to
(2), extended to the case of non-homogeneous Dirichlet boundary conditions. These
results confirm our uniform-in-time convergence result (Theorem 2). We also observe
that in the Stefan case, where u is discontinuous and π(u) is only of class H1, the
convergence order remains close to 1 whereas in the Richards case, where u is of
class C1 in space, the convergence orders are greater.
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Comparison of Two Couplings of the Finite
Volume Method and the Boundary
Element Method

Christoph Erath

Abstract In many fluid dynamics problems the boundary conditions may be
unknown, or the domain may be unbounded. Also mass conservation and stability
with respect to dominating convection is substantial. Therefore, we test two coupling
methods to address these issues on the prototype of a flow and transport problem.
More precisely, we couple the vertex-centered and the cell-centered finite volume
method with the boundary element method, FVM-BEM and CFVM-BEM, respec-
tively. Also robust refinement indicators are considered which allow us to steer an
adaptive mesh-refinement algorithm to treat efficiently problems with singularities
or boundary/internal layers—shown on two examples.

1 Model Problem and Notation

Due to the conservation of mass property and a stable approximation for convection
dominated problems finite volume methods are well established in fluid dynamics.
Boundary element methods can be used if the fundamental solution of the problem is
known. Since they reduce the approximation problem from a domain to its boundary,
they can be employed for problems on unbounded domains (with radiation condi-
tions) without truncating the domain. In a sense they also feature local conservation.
Two coupling methods of both schemes are considered here to benefit and merge
their properties. In an interior domain ∂ ≥ R

d (d = 2, 3), which is a bounded
and simply connected domain with polygonal/polyhedral Lipschitz boundary ρ , we
consider the prototype of a flow and transport problem and discretize it with a FVM.
Whereas in the corresponding unbounded exterior domain ∂e = R

d\∂ we approx-
imate a diffusive process with the BEM. Special care has to be taken on the so called
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coupling boundary ρ = ∂∂ = ∂∂e, which is divided in an inflow and outflow part,
namely ρ in := {

x ∼ ρ
∣∣ b(x) · n(x) < 0

}
and ρ out := {

x ∼ ρ
∣∣ b(x) · n(x) ∇ 0

}
,

respectively. Here n is the normal vector on ρ pointing outward with respect to ∂ .
The mathematical formulation of our problem reads: Find u and ue such that

div(−α≡u + bu) + γu = f in ∂, (1a)

ωue = 0 in ∂e, (1b)

ue(x) = a∞ + b∞ log |x| + o(1) for|x| ⇒ ∞, d = 2, (1c)

ue(x) = O(|x|−1) for|x| ⇒ ∞, d = 3, (1d)

u = ue + u0 on ρ, (1e)

(α≡u − bu) · n = ∂ue

∂n
+ t0 on ρ in, (1f)

(α≡u) · n = ∂ue

∂n
+ t0 on ρ out . (1g)

In the two dimensional case we can fix either a∞ ∼ R or b∞ ∼ R; see [1]. The
given data satisfy f ∼ L2(∂), u0 ∼ H1/2(ρ ) and t0 ∼ L2(ρ ), where Lm(·) and
Hm(·), m > 0, denote the standard Lebesgue and Sobolev spaces equipped with
the usual norms ‖ · ‖L2(·) and ‖ · ‖Hm(·), respectively. The diffusion coefficient α is
positive, and there holds (div b)/2 + γ ∇ C1 ∇ 0 and ‖ div b + γ‖L∞(∂) ∪ C2C1
with the constants C1, C2 ∇ 0 for the convection vector function b ∼ W1,∞(∂)d

(vector of Lipschitz continuous functions) and the reaction function γ ∼ L∞(∂).
It is shown in [1] that in a weak sense there exists a unique solution u ∼ H1(∂) and

ue ∼ H1
πoc(∂e) (set of all local H1-functions) of the model problem (1). Although not

explicitly stated in [1] the result is also valid (verbatim) for the 3-D case. The proof
is based on the fact that we can transform the unbounded exterior problem (1b)–(1d)
into an integral equation—the exterior Calderón system—with the Cauchy data ξ :=
ue|ρ ∼ H1/2(ρ ) and φ := ∂ue/∂n|ρ ∼ H−1/2(ρ ). The weak form of this system and
the interior weak form are coupled through the conditions (1e)–(1g). For more details
we refer to [1] and only remark that the Calderón system is based on some bounded
and linear integral operatorsV ∼ L

(
Hs−1/2(ρ ); Hs+1/2(ρ )

)
(single layer op.),K ∼

L
(
Hs+1/2(ρ ); Hs+1/2(ρ )

)
(double layer op.), K ∗ ∼ L

(
Hs−1/2(ρ ); Hs−1/2(ρ )

)

(adjoint double layer op.) and W ∼ L
(
Hs+1/2(ρ ); Hs−1/2(ρ )

)
(hypersingular inte-

gral op.) for s ∼ [−1/2, 1/2]. These operators are based on the fundamental solution
− 1

2π log |x| for the 2-D case and 1
4π

1
|x| for the 3-D case of the exterior problem; for

more details see e.g. [1].

Triangulation: To simplify notation and the language we only note the construction
for the 2-D case. Throughout, T denotes a triangulation, the primal mesh, of ∂ ,
where N and E are the corresponding set of nodes and edges, respectively. The
notation in this work is consistent in the sense that NI and Nρ denote the set of
nodes in the interior and on the boundary, respectively,E in

ρ ≥ Eρ denotes all coupling
edges on ρ in, ET all edges of T , and so on. For brevity, the elements T ∼ T are
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non-degenerated triangles. The Euclidean diameter of T ∼ T is hT := supx,y∼T
|x − y| and hE denotes the length of an edge E ∼ E . The triangulation is regular,
i.e., the ratio hT of any element T ∼ T to the diameter of its largest inscribed
ball is bounded by a constant independent of hT . Additionally, we assume that the
triangulation T is aligned with the discontinuities (if any) of any given data, and n
denotes the unit normal vector to the boundary pointing outward the domain.

Dual mesh: If we connect the center of gravity of an element T ∼ T with the
midpoints of the edges E ∼ ET we get the dual mesh T ∗ with its boxes V ∼ T ∗. A
box associated with a vertex ai ∼ N (from the primal mesh, i = 1 . . . #N , which
lies in the box) is denoted by Vi ∼ T ∗. Note that this vertex is unique.

We denote by C (·) all continuous functions. The L2 scalar product is (·, ·)ω ,
ω ≥ ∂ . The duality between Hm(ρ ) and H−m(ρ ) is given by the extended L2-
scalar product ∈·, ·∩ρ . Moreover, we define the piecewise affine and globally contin-
uous function space onT byS 1(T ) := {

v ∼ C (∂)
∣∣ v|T affine for all T ∼ T

}
and

the piecewise constant space on T by P0(T ) := {
v ∼ L2(∂)

∣
∣ v|T const. for all

T ∼ T }. The spaces S 1(Eρ ), P0(Eρ ), and P0(T ∗) are equivalently defined as
above and S 1∗ (Eρ ) is S 1(Eρ ) with integral mean zero over Eρ .

2 FVM (Vertex-Centered) and BEM Coupling

A detailed description and motivation of this type of coupling can be found in [1].
The discrete system reads for a∞ = 0: Find a discrete solution uh ∼ S 1(T ),
ξh ∼ S 1∗ (Eρ ) and φh ∼ P0(Eρ ) of our model problem such that

AV (uh, v∗) − (
φh, v∗)

ρ
= F(v∗), (2a)

−∈uh,ψh∩ρ − ∈V φh,ψh∩ρ + ∈(1/2 + K )ξh,ψh∩ρ = −∈u0,ψh∩ρ , (2b)
〈
(1/2 + K ∗)φh, θh

〉
ρ

+ ∈W ξh, θh∩ρ = 0 (2c)

for all v∗ ∼ P0(T ∗) (v∗ := ∑
xi∼N v∗

i χ
∗
i , v∗

i ∼ R), θh ∼ S 1∗ (Eρ ), ψh ∼ P0(Eρ ).
The bilinear form AV and the right-hand side F(v∗) are defined as

AV (uh, v∗) :=
⎪

ai∼N
v∗

i

⎛ ⎝

∂Vi\ρ
(−α≡uh + buh) · n ds +

⎝

Vi

γuh dx +
⎝

∂Vi≤ρ out
b · n uh ds

⎞
,

F(v∗) :=
⎪

ai∼N
v∗

i

⎛ ⎝

Vi

f dx +
⎝

∂Vi≤ρ

t0 ds

⎞
.

Note that the discretization in the interior domain follows along the dual mesh T ∗,
uh approximates u, ξh ∀ ξ, and φh ∀ φ and the two are coupled through φh in (2a)
and uh in the Calderón system (2b)–(2c). See [1, Remark 3.1] why ξh has to be
the integral mean. If we want to apply a full upwind scheme for the finite volume
scheme, we replace buh in AV by its full upwind value buh,ij. Note that there exists
a τij = Vi ≤ Vj ⊂= ∃ for Vi, Vj ∼ T ∗, i.e., τij consists two straight lines and is a
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part of ∂Vi and ∂Vj. With βij := ( ⎠
τij

b · ni ds
)
/|τij| the upwind value is defined by

uh,ij := uh(ai) if βij ∇ 0, and uh,ij := uh(aj) otherwise. For a sufficient small mesh
size the discrete solution of system (2) and its upwind version exists, is unique, and
is of first order; see [1]. This result is also valid for three dimensions.

3 Cell-Centered FVM and BEM Coupling

The CFVM-BEM coupling reads for a∞ = 0: Find uh ∼ P0(T ), uh,ρ ∼ S 1(Eρ ),
ξh ∼ S 1∗ (Eρ ) and φh ∼ P0(Eρ ) such that

⎪

E∼ET \Eρ

FD
T ,E(uh) +

⎪

E∼ET \E in
ρ

FC
T ,E(uh) + FR

T (uh)

−
⎝

∂T≤ρ

φh ds =
⎝

T
f dx +

⎝

∂T≤ρ

t0 ds,

(3a)

−ua + ua + ςa,h = −ςa,t0 , (3b)

− 〈
uh,ρ ,ψh

〉
ρ

− ∈V φh,ψh∩ρ + ∈(1/2 + K )ξh,ψh∩ρ = −∈u0,ψh∩ρ , (3c)
〈
(1/2 + K ∗)φh, θh

〉
ρ

+ ∈W ξh, θh∩ρ = 0 (3d)

for all T ∼ T , a ∼ Nρ , θh ∼ S 1∗ (Eρ ) and ψh ∼ P0(Eρ ). A detailed description of
this coupling method can be found in [2]. Note that the discretization in the interior
domain follows along the primal mesh T , uh approximates u, ξh ∀ ξ, and φh ∀ φ.
To allow local mesh-refinement we approximate the diffusion flux FD

T ,E(uh) by the

diamond path method as in [4]. For the convection flux FC
T ,E(uh) we can choose

the full upwind scheme as described in Sect. 2 and FR
T (uh) is simply the integral of

γ over T . The approximation of ua is done by an interpolation value ua of certain
values uT of T ∼ T , see also [4], and a mean value ςa = ςa,h + ςa,t0 . The latter is the
approximated conormal of ue on ρ , which is given by the solution φh of the boundary
element method for the exterior problem and the jump term t0. The piecewise affine
discrete solution reads uh,ρ := ∑

a∼Nρ
uaηa(x) with the standard nodal linear basis

function ηa on Eρ . Note that the unknown ua on ρ is also needed for the diamond
path. CFVM and BEM are coupled through φh in (3a) and uh,ρ in the Calderón
system (3c)–(3d). We want to point out that there is neither an existence proof nor an
a priori result available for this type of coupling. Thus, we assume that this systems
is well-defined and gives a unique solution.

4 A Posteriori Error Estimator

For convection or reaction dominated problems robust a posteriori estimators are
essential. Therefore, we define βT := minx∼T

{
(div b(x))/2 + γ(x)

}
for all T ∼ T

and βE := min
{
βT1,βT2

}
for E ∼ EI with E ≥ T1 ≤T2 or βE := βT for E ∼ Eρ with
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E ∼ ET . Furthermore, we introduce the quantities μT := min
{
β

−1/2
T , hT α−1/2

}
and

μE := min
{
β

−1/2
E , hEα−1/2

}
. We provide an a posteriori estimator of residual type

for both coupling schemes, which is based on the primal mesh T . For the CFVM-
BEM the estimator post processes the original piecewise finite volume approximation
in the interior domain to a conforming finite element space which leads to the so
called Morley interpolant I uh; see [2]. Let us write uFVM = uh for FVM-BEM and
uFVM = I uh for CFVM-BEM. Then the residual reads R := f − div(−α≡uFVM +
buFVM) − γ uFVM and an edge-residual J : L2(E ) ⇒ R is given by

J|E :=

⎧
⎨⎩

⎨

(−α≡uFVM |T ′ + α≡uFVM |T ) · n for all E ∼ EI ,

(−α≡uFVM + buFVM) · n + φh + t0 for all E ∼ E in
ρ ,

−(α≡uFVM) · n + φh + t0 for all E ∼ E out
ρ ,

with E = T ≤ T ′, T , T ′ ∼ T for E ∼ EI and E ∼ ET otherwise, and n pointing
outward of T . First we define the refinement indicator for each element T ∼ T by

η2
T := μ2

T ‖R‖2
L2(T)

+ 1

2

⎪

E∼EI≤ET

α−1/2μE‖J‖2
L2(E)

+
⎪

E∼Eρ ≤ET

α−1/2μE‖J‖2
L2(E)

+
⎪

E∼Eρ ≤ET

hE‖∂uh,ρ /∂s − ∂/∂s (u0 − V φh + (1/2 + K )ξh) ‖2
L2(E)

+
⎪

E∼Eρ ≤ET

hE‖W ξh + (1/2 + K ∗)φh‖2
L2(E)

, (4)

where ∂/∂s denotes the arc length derivative. Note that uh,ρ will be replaced by uh
for FVM-BEM. For the upwind FVM-BEM, we additionally define

η2
T ,up := α

−1/2
T μT

⎪

τT
ij ∼DT

‖b · ni(uh − uT
h,ij)‖2

L2(τT
ij )

(5)

for T ∼ T , where DT :=
⎜
τT

ij

∣
∣ τT

ij = Vi ≤ Vj ≤ T ⊂= ∃ for Vi, Vj ∼ T ∗withVi

⊂= Vj
}

and uT
h,ij is the upwind value (see Sect. 2). The upper bound is proven in

[2, 3] (for FVM-BEM even for the 3-D case) and reads

C−2
rel

(|||u − uFVM |||∂ + ‖ξ − ξh‖H1/2(ρ ) + ‖φ − φh‖H−1/2(ρ )

)2

∪ η2 :=
⎪

T∼T

(
η2

T (+η2
T ,up)

)
. (6)

The constant Crel depends only on the shape of the elements T but not on the size,
the number of elements or the model data, and



260 C. Erath

|||v|||2∂ := ‖α1/2≡v‖2
L2(∂)

+ ⎟
⎟(

(div b)/2 + γ
)1/2

v
⎟
⎟2

L2(∂)
for all v ∼ H1(∂)

defines the energy (semi)norm. In [2] robustness is also shown against a piecewise
constant α. Furthermore, one can also find a proof for a local lower bound of (6)
in [2, 3], where the constant additionally depends on the local Péclet number.

5 Numerical Experiments

With the refinement indicators of (4) (plus (5) for FVM-BEM upwinding), we run
a standard refinement algorithm with the following criterion: construct a minimal
subset M (k) of T (k) at step k such that

θ
⎪

T∼T (k)

(
η2

T (+η2
T ,up)

) ∪
⎪

T∼M (k)

(
η2

T (+η2
T ,up)

)

and mark all elements in M (k) for refinement. We use θ = 1/2 for adaptive mesh-
refinement. The shape regularity constant is bounded in all our examples which can
be guaranteed by a red-green-blue refinement strategy.

5.1 The Classical L-Shaped Laplace Problem

The Laplace problem with ∂ = (−1/4, 1/4)2\([0, 1/4] × [−1/4, 0]) can be seen
as a benchmark problem to test discrete systems, especially with adaptive mesh
refinement techniques. The given exact solutions read: u(x1, x2) = r2/3 sin(2ϕ/3)

with (x1, x2) = r(cos ϕ, sin ϕ) (r ∼ R
+
0 ,ϕ ∼ [0, 2π[) for (1a) and for (1b) and

(1c) ue(x1, x2) = log
√

(x1 + 0.125)2 + (x2 − 0.125)2 with a∞ = 0 and b∞ = 1.
The right-hand side is f = 0 if we choose α = 1, b = (0, 0)T and γ = 0 for
our model problem. The jumps u0 and t0 are calculated appropriately. We stress
that u has a generic singularity at the reentrant corner (0, 0). It is well known that
a first order scheme leads to a suboptimal O(N−1/3) order of convergence with
respect to the number of elements N := #T , or O(h2/3) if h denotes the uniform
mesh-size. An adaptive refinement algorithm may give us back the optimal order
of O(N−1/2). Table 1 shows the energy norm errors starting with a uniform mesh
#T (0) = 12. Note that the (not computable) BEM norms are estimated up to a
constant because of ‖ξ − ξh‖2

H1/2(ρ )
∅ |||ξ − ξh|||2W := ∈W (ξ − ξh), ξ − ξh∩ρ and

‖φ − φh‖2
H−1/2(ρ )

∅ |||φ − φh|||2V := ∈V (φ − φh),φ − φh∩ρ . We stress that both

coupling schemes recover the optimal convergence rate O(N−1/2) in the sum of the
energy norms. However, the CFVM-BEM coupling has a stronger pre-refinement
phase in |||u − uFVM |||∂ , whereas all other norms are similar with respect to N .
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Table 1 Energy norms for different refinement levels k for both coupling systems for example 5.1

k Scheme N |||u − uFVM |||∂ |||ξ − ξh|||W |||φ − φh|||V ‖u − uFVM‖L2(∂)

8 FVM-BEM 1106 1.70e − 02 4.85e − 03 4.72e − 03 9.90e − 05
CFVM-BEM 256 2.96e − 02 2.83e − 02 2.41e − 02 9.67e − 04

12 FVM-BEM 11592 5.02e − 03 6.12e − 04 6.19e − 04 1.02e − 05
CFVM-BEM 1148 8.25e − 03 4.63e − 03 4.20e − 03 1.22e − 04

16 FVM-BEM 121544 1.54e − 03 1.00e − 04 9.59e − 05 1.34e − 06
CFVM-BEM 9983 2.39e − 03 1.03e − 03 8.13e − 04 1.28e − 05

20 CFVM-BEM 94008 7.44e − 04 1.74e − 04 1.69e − 04 1.61e − 06

# (11) = 6808. # (15) = 5633.

Fig. 1 Adaptively generated mesh for FVM-BEM (left) and CFVM-BEM (right) for example 5.1

Figure 1 shows adaptively refined meshes where we have chosen a mesh with almost
the same number of elements. Both look similar. As expected the refinement happens
around the singularity and a little bit on the coupling boundary.

5.2 A More Practical Example

Let us choose the same ∂ as above and α = 0.1, b = (15, 10)T and γ = 10−2. The
volume force f is in the lower square, i.e., f = 5 for −0.2 ∪ x1 ∪ −0.1,−0.2 ∪ x2 ∪
−0.05 and f = 0 elsewhere. This example describes the stationary concentration of a
chemical dissolved and distributed in a fluid, where we have a convection dominated
problem in ∂ and a diffusion distribution in ∂e. This is a prototype of a transport
problem but here without boundary conditions (which are “replaced” by the exterior
problem). We prescribe the jumps u0 = 0 and t0 = 0 and fix the radiation condition
b∞ = 0 and get additionally the constraint

⎠
ρ

φh ds = 2πb∞. Note that we have an
additional term ∈a∞,ψh∩ρ on the left-hand side of (2b) and (3c) with the unknown a∞
and an additional equation as the counterpart. In Fig. 2 we see that the refinement for
both schemes happens from f along the convection b and the layers at the boundary.
However, the CFVM-BEM refinement is more local. The contour lines are generated
at the same level and show the flow also into the unbounded domain and look very
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# (9) = 4879. Contour lines for (9). # (8) = 6613. Contour lines for (8).

Fig. 2 Adaptively generated mesh and contour lines for FVM-BEM (left) and CFVM-BEM (right)
for example 5.2

similar. The values in ∂e can be calculated by the representation formula from the
Cauchy data ξh and φh; see [1, 2].

6 Conclusions

We have illustrated on practical experiments the effectiveness of both conserva-
tive adaptive coupling methods. Contrary to FEM-BEM couplings FVM-BEM and
CFVM-BEM do not have a global Galerkin orthogonality which leads to some dif-
ficulties in their analysis. CFVM-BEM uses the primal mesh (local conservation of
the fluxes) for the (non conforming) interior piecewise constant numerical solution,
which could be an advantages for using meshes with hanging nodes. On the other
hand CFVM-BEM has an additional block compared to FVM-BEM and one should
do more tests to show the robustness of this additional interpolation. With an interior
piecewise affine and globally continuous solution FEM-BEM is closer to the spirit of
FEM-BEM but with the robustness of a finite volume scheme in the interior domain
and mass conservation (but local fluxes on the dual mesh). The a posteriori esti-
mation for CFVM-BEM is more complicated because it relies on a post processed
Morley-type interpolant. Both a posteriori estimates are of residual type and robust
and semi-robust in the upper and lower bound, respectively. More rigorous testing
has to be done to recommend one over the other for a particular problem.
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Gradient Schemes for Stokes Problem

Robert Eymard and Pierre Feron

Abstract We provide a framework which encompasses a large family of conforming
and nonconforming numerical schemes, for the approximation of the steady state
incompressible Stokes equations with homogeneous Dirichlet’s boundary conditions.
Three examples (Taylor-Hood, extended MAC and Crouzeix-Raviart schemes) are
shown to enter into this framework. The convergence of the scheme is proved by
compactness arguments, thanks to estimates on the discrete solution that allow to
prove the weak convergence to the unique continuous solution of the problem. Then
strong convergence results are obtained thanks to the limit problem. An error estimate
result is provided, applying on solutions with low regularity.

1 Incompressible Steady Stokes Problem

We consider the incompressible steady Stokes problem:






ηu − ∂u + ≥ p = f in ρ

divu = 0 in ρ

u = 0 on ∂ρ

(1)

where u represents the velocity field and p the pressure, under the following
hypotheses (called Hypotheses H in the following): ρ an open bounded Lipschitz
domain of Rd with d = 2 or 3, f ∼ L2(ρ)dand η ∼ [0,+∇).
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Definition 1 Under Hypotheses (H), denoting, for (ξ(i),χ(i))i=1,...,d with ξ(i),χ(i)

∼ R
d , by ξ : χ = ∑d

i=1 ξ(i) · χ(i), (u, p) is called a weak solution to (1) if






u ∼ H1
0 (ρ)d , p ∼ L2

0(ρ) where L2
0(ρ) = {q ∼ L2(ρ),

∫

ρ

qdx = 0},
η

∫

ρ

u · vdx +
∫

ρ

≥u : ≥vdx −
∫

ρ

pdivvdx =
∫

ρ

f · vdx , ≡v ∼ H1
0 (ρ)d ,

div(u) = 0 a.e. in ρ.

(2)

Theorem 1 (Existence and uniqueness [10]) Under Hypotheses (H), there exists
one and only one weak solution (u, p) to Problem (1) in the sense of Definition 1.

The aim of this paper is to provide a theoretical framework which includes several
useful schemes for the Stokes (and the Navier-Stokes) problems. This framework is
given in Sect. 2, as an extension of the notion of gradient schemes provided for scalar
elliptic problems [3–7]. Among the schemes which are included in this framework,
we briefly present in Sect. 3 the Taylor-Hood scheme, an extended version [1] of
the Marker-And-Cell (MAC) scheme [8, 9, 11] and the Crouzeix-Raviart scheme
[2] (these three schemes are useful in many industrial applications). In Sect. 4, we
provide the convergence result for this general framework, followed by an error
estimate result, also providing a proof for the convergence of the general scheme,
but needing slightly more regularity than the convergence result.

2 Gradient Scheme

Definition 2 (Gradient Discretisation for the Stokes problem) A gradient discreti-
sation D for the Stokes problem with homogeneous Dirichlet’s boundary conditions,
is defined by D = (XD,0,ωD,≥D, YD,χD, divD), with:

1. XD,0 is a vector space on R with finite dimension.
2. YD is a vector space on R with finite dimension.
3. The linear mapping ωD : XD,0 → L2(ρ)d is the reconstruction of the approx-

imate velocity field.
4. The linear mapping χD : YD → L2(ρ) is the reconstruction of the approximate

pressure, and must be chosen such that ⇒χD · ⇒L2(ρ) is a norm on YD. We then
denote YD,0 = {q ∼ YD,

∫
ρ

χDqdx = 0}.
5. The linear mapping ≥D : XD,0 → L2(ρ)d×d is the discrete gradient operator.

It must be chosen such that ⇒ · ⇒D := ⇒≥D · ⇒L2(ρ)d×d is a norm on XD,0.
6. The linear mapping divD : XD,0 → L2(ρ) is the discrete divergence operator.

Remark 1 (Boundary conditions) The definition of ⇒ · ⇒D depends on the considered
boundary conditions. Here for simplicity we only consider homogeneous Dirichlet’s
boundary conditions (leading to the notation XD,0) but other can easily be addressed.
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Definition 3 (Coercivity) Let D be a discretisation in the sense of definition 2. Let
CD and βD be defined by

CD = max
v∼XD,0,⇒v⇒D=1

⇒πDv⇒L2(ρ) + max
v∼XD,0,⇒v⇒D=1

⇒divDv⇒L2(ρ),

βD = min{ max
v∼XD,0,⇒v⇒D=1

∫

ρ

χDq divDv dx, q ∼ YD,0 such that ⇒χDq⇒L2(ρ) = 1}.

A sequence (Dm)m∼N of gradient discretisation is said to be coercive if there
exist CP ∼ R+ such that CDm ≤ CP (discrete Poincaré inequality and control of
discrete divergence) and if there exists β ∼ (0,+∇) such that βDm ∪ β (discrete
LBB condition), for all m ∼ N.

Definition 4 (Consistency) Let D be a gradient discretisation in the sense of defini-
tion 2, and let ID : H1

0 (ρ)d ∗→ XD,0, SD : H1
0 (ρ)d → [0,+∇), ĨD : L2

0(ρ) ∗→
YD,0 and S̃D : L2

0(ρ) → [0,+∇) be defined by

≡ϕ ∼ H1
0 (ρ)d , ≡v ∼ XD,0,

ED(v,ϕ) = ⇒πDv − ϕ⇒L2(ρ)d + ⇒≥Dv − ≥ϕ⇒L2(ρ)d×d + ⇒divDv − divϕ⇒L2(ρ),

≡ϕ ∼ H1
0 (ρ)d , ID(ϕ) = argmin

v∼XD,0

ED(v,ϕ), SD(ϕ) = ED(ID(ϕ),ϕ),

and

≡ψ ∼ L2
0(ρ) , ĨD(ψ) = argmin

z∼YD,0

⇒χDz − ψ⇒L2(ρ), S̃D(ψ) = ⇒χD ĨD(ψ) − ψ⇒L2(ρ).

A sequence (Dm)m∼N of gradient discretisation is said to be consistent if, for all
ϕ ∼ H1

0 (ρ)d , SDm (ϕ) tends to 0 when m → ∇ and for all ψ ∼ L2
0(ρ), S̃Dm (ψ)

tends to 0 as m → ∇.

Definition 5 (Limit-conformity) Let D be a gradient discretisation in the sense of
definition 2, and let WD : Hdiv(ρ)d → [0,+∇) and W̃D : H1(ρ) → [0,+∇)

be respectively defined by

≡ϕ ∼ Hdiv(ρ)d , WD(ϕ) = max
v∼XD,0,⇒v⇒D=1

⎪∫

ρ

(≥Dv : ϕ + πDv · divϕ) dx

⎛
,

≡ψ ∼ H1(ρ), W̃D(ψ) = max
v∼XD,0,⇒v⇒D=1

⎪∫

ρ

(πDv · ≥ψ + ψ divDv)dx

⎛
.

A sequence (Dm)m∼N of gradient discretisation is said to be limit-conforming if,
for all ϕ ∼ Hdiv(ρ)d , WDm (ϕ) tends to 0 when m → ∇ and if, for all ψ ∼ H1(ρ),
W̃Dm (ψ) tends to 0 as m → ∇.

Under Hypotheses (H), let D be a gradient discretisation of ρ in the sense of defin-
ition 2. The gradient scheme for the approximation of Problem (1) is given by
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(u, p) ∼ XD,0 × YD,0, ≡v ∼ XD,0,

η

∫

ρ

ωDu · ωDvdx +
∫

ρ

≥Du : ≥Dvdx −
∫

ρ

χD p divDvdx =
∫

ρ

f · ωDvdx,
∫

ρ

divDuχDq dx = 0, ≡q ∼ YD,0.

(3)

3 Examples of Gradient Schemes for the Stokes Problem

Conforming Taylor-Hood scheme

For this example, XD,0 (resp. YD) is the vector space of the degrees of freedom for
the velocity (resp. the pressure) in the Taylor-Hood element, πD and χD are obtained
through the finite element basis functions, and we define the conforming operators
≥D = ≥ ∈ πD and divD = div ∈ πD (this implies that WD and W̃D are identically
null).

The extended MAC scheme for non conforming meshes

This example is detailed in [1]. We consider 2D or 3D meshes of ρ , which are such
that all internal faces have their normal vector parallel to one of the basis vector e(k)

of the space R
d , for some k = 1, . . . , d (see an example at left part of Fig. 1). Note

that on the other hand, the external faces need not be aligned with the axes: they are
only assumed to be planar. Hence curved boundaries may be meshed with such grids,
by using local refinement close to the boundaries, such as in Fig. 1. These meshes
are used for the approximation of the pressure and of the divergence operator. Then
the gradient scheme is defined as follows.

1. XD,0 is the vector space on R of all families of normal velocities to all internal
edges of the mesh (see the left part of Fig. 1).

2. YD is the vector space on R of all families of values in the cells of the mesh.
3. The linear mapping ωD : XD,0 → L2(ρ)d is the reconstruction of the approx-

imate velocity field, defined as the piecewise constant value of each component
of the velocity in the corresponding Voronoï cells (the right part of Fig. 1 presents
the grid for the horizontal velocity).

4. The linear mapping χD : YD → L2(ρ) is the piecewise constant reconstruction
of the approximate pressure in the pressure mesh.

5. The linear mapping ≥D : XD,0 → L2(ρ)d×d is the discrete gradient opera-
tor, obtained as the gradient of the P1 reconstruction of each component of the
velocity in the corresponding triangular grid (the medium part of Fig. 1 shows this
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Fig. 1 Left pressure grid. Middle Zoom on the top right triangular velocity grid, used for the
gradient reconstruction of the horizontal velocity (pressure grid recalled by discontinuous lines).
Right Voronoï cells used for the velocity reconstruction

triangular grid for the horizontal velocity, joining the barycenters of the vertical
edges of the pressure grid).

6. The linear mapping divD : XD,0 → L2(ρ) is the discrete divergence operator,
simply computed as the piecewise constant value in the cells of the pressure grid
obtained through the balance of the normal velocities integrated over the faces of
the mesh.

The Crouzeix-Raviart Scheme

We consider 2D or 3D simplicial meshes of ρ (triangles in 2D, tetrahedra in 3D).
Then the Crouzeix-Raviart scheme [2] can be defined as a gradient scheme by the
following way:

1. XD,0 is the vector space on R of all families of vectors of Rd at the center of all
internal faces of the mesh.

2. YD is the vector space on R of all families of values in the simplices.
3. The linear mapping ωD : XD,0 → L2(ρ)d is the nonconforming piecewise

affine reconstruction of each component of the velocity.
4. The linear mapping χD : YD → L2(ρ) is the piecewise constant reconstruction

in the simplices.
5. The linear mapping ≥D : XD,0 → L2(ρ)d×d is the so-called “broken gradient”

of the velocity, defined as the piecewise constant field of the gradient of the affine
components of the velocity in all the simplices.

6. The linear mapping divD : XD,0 → L2(ρ) is the discrete divergence operator,
simply computed as the piecewise constant value in the cells of the pressure grid
obtained through the balance of the normal velocities integrated over the faces of
the mesh.
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4 Convergence Results

Lemma 1 (Estimates) Under Hypotheses (H), Let D a gradient discretisation of
ρ in the sense of definition 2 such that βD > 0 (see Definition 3). Let (u, p) be a
solution of (3). Then, there exists C1 ∪ 0, only depending on ρ , et d, η, and any
C ∪ CD + 1

βD
such that:

⇒u⇒D ≤ C1⇒ f ⇒L2(ρ)d and ⇒χD p⇒L2(ρ) ≤ C1⇒ f ⇒L2(ρ)d . (4)

As an immediate consequence, there exists one and only one (u, p), solution to (3).

Proof One first set v = u in (3). This immediately provides the left part of (4),
thanks to the Cauchy-Schwarz inequality and to Definition 3. Then one selects some
v ∼ XD,0 such that ⇒v⇒D = 1 and βD⇒χD p⇒L2(ρ) ≤ ∫

ρ
χD p divDv dx . Choosing

this v in (3) leads to the right part of (4). The existence and uniqueness of (u, p)

results from the fact that it is the solution of a square linear system, with kernel
reduced to (0, 0).

Theorem 2 (Convergence of the scheme) Under Hypotheses (H), Let (u, p) the
unique weak solution of the incompressible steady Stokes problem (1) in the sense of
definition 1 and let (D(m))m∼N be a sequence of gradient discretisation on ρ in the
sense of definition 2, which is consistent, limit-conforming and coercive in the sense
of the above definitions. Let (um, pm) be the unique solution of the scheme (3) for
D = Dm. Then, as m → ∇,

• ωD(m)um converges to u in L2(ρ)d ,
• ≥D(m)um converges to ≥u in L2(ρ)d×d ,
• χD(m) pm converges to p in L2(ρ).

Proof In the following proof, we use simplified notations for the integrals for short-
ness reasons, and we replace all indices D(m) by m, hence denoting by D(m) =
(Xm,ωm,≥m, Ym,χm, divm), and the values provided by Definition 3 are denoted
by Cm and βm ∪ β > 0. We first observe that, thanks to Lemma 1 and to the limit-
conformity property, up to a subsequence, there exists u ∼ H1

0 (ρ)d and p ∼ L2
0(ρ)

such that weak convergence properties hold for the discrete reconstructions of the
approximate velocity, its approximate gradient, its approximate divergence, and the
approximate pressure. Then, for any test function v ∼ H1

0 (ρ)d , we set in (3) v = Imv
and q = Ĩm(divu) (we have divu ∼ L2

0(ρ) since
∫
ρ

divu = ∫
∂ρ

u · n = 0, see Def-
inition 5). Then we pass to the limit m → ∇ in the scheme. We get, by weak/strong
convergence, that

∫
ρ

(divu)2 = 0 and that (2) holds. This proves that (u, p) is the
unique weak solution of the incompressible steady Stokes problem (1). The unique-
ness of the limit shows that the whole sequence converges.

Passing to the limit in the scheme with v = um shows the convergence of the norm
of the discrete velocity gradient ≥mum to its continuous counterpart ≥u. This shows
the strong convergence of the gradient. The coercivity property and interpolation of
the limit shows that the reconstruction of the velocity ωmum is strongly convergent.
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Let us now turn to the convergence of the approximate pressure in L2(ρ). We select
vm ∼ Xm such that ⇒vm⇒D(m) = 1 and

β⇒χm( Ĩm p − pm)⇒L2(ρ) ≤
∫

ρ

χm( Ĩm p − pm)divmvm .

Letting v = vm in the scheme, we get

η

∫

ρ

ωmum · ωmvm +
∫

ρ

≥mum : ≥mvm −
∫

ρ

χm pm divmvm =
∫

ρ

f · ωmvm .

Combining the two above relations and using the triangle inequality, we deduce

β⇒p − χm pm⇒L2(ρ) ≤ β⇒χm Ĩm p − p⇒L2(ρ) +
∫

ρ

f · ωmvm +
∫

ρ

χm Ĩm p divmvm

− η

∫

ρ

ωmum · ωmvm −
∫

ρ

≥mum : ≥mvm .

Up to the extraction of a subsequence, we may assume that there exists v ∼ H1
0 (ρ)d

such that the following weak convergences hold in L2: ωmvm to v, ≥mvm to ≥v
and divmvm to divv. Using the (already proved) strong convergence properties for
the velocity, we may now pass to the limit m → ∇, since all integrals involve
weak/strong convergence properties. We get

β lim sup
m→∇

⇒p − χm pm⇒L2(ρ) ≤
∫

ρ

f · v +
∫

ρ

p divv − η

∫

ρ

u · v −
∫

ρ

≥u : ≥v.

It now suffices to use the fact that we already proved that (u, p) is a weak solution to
the Stokes equation. We then get that the right hand side of the previous inequality
vanishes, which shows the convergence in L2 for this subsequence. Using a standard
uniqueness argument, we deduce that the whole sequence converges.

The following error estimate needs more regularity hypotheses than that which
have been done for the above convergence theorem.

Theorem 3 Under Hypotheses (H), Let (u, p) be the unique solution of the incom-
pressible steady Stokes problem (1) in the sense of definition 2 such that p ∼ H1(ρ)

(which implies that ≥u ∼ Hdiv(ρ)d). Let D be a gradient discretisation on ρ in the
sense of definition 1 such that βD > 0 (see Definition 3). Let (u, p) ∼ VD be the
unique solution of the scheme (3). Then there exists Ce, which increasingly depends
on only η, CD and 1

βD
, such that there holds

⇒u − ωDu⇒D + ⇒p − χD p⇒L2(ρ) ≤ Ce
⎝
WD(≥u) + W̃D(p) + SD(u) + S̃D(p)

⎞
.

Proof Under the hypotheses of the theorem, since −∂u = −div(≥u) = f −≥ p−ηu
a.e., we get that ≥u ∼ Hdiv(ρ)d . Using this expression in WD(≥u) and using (3),
we can write, for any v ∼ XD,0,



272 R. Eymard and P. Feron

∫

ρ

⎝
η(u − ωDuD) · ωDv + (≥u − ≥DuD) : ≥Dv + (χD pD divDv + ≥ p · ωDv)

⎞
dx

≤ WD(≥u)⇒v⇒D.

Then, introducing the expression of W̃D(p), we get

∫

ρ

⎝
η(u − ωDuD) · ωDv + (≥u − ≥DuD) : ≥Dv + (χD pD − p) divDv

⎞
dx

≤ (WD(≥u) + W̃D(p))⇒v⇒D.

We now use the values IDu and ĨD p introduced in Definition 3, and we denote by
εD(u, p) = WD(≥u) + W̃D(p) + SD(u) + S̃D(p). We can then write

∫

ρ

⎝
η(ωD IDu − ωDuD) · ωDv + (≥D IDu − ≥DuD) : ≥Dv

⎞
dx

+
∫

ρ

(χD pD − χD ĨD p) divDv ≤ (1 + η)εD(u, p)⇒v⇒D. (5)

Thanks to Definition 3, let us now take v ∼ XD,0 such that ⇒v⇒D = 1 and

∫

ρ

χD(pD − ĨD p) divDv dx ∪ βD⇒χD(pD − ĨD p)⇒L2(ρ).

We then get, from (5), and using Definition 3,

⇒χD(pD − ĨD p)⇒L2(ρ) ≤ 1 + η

βD
εD(u, p) + 1 + ηCD

βD
⇒IDu − uD⇒D. (6)

Now setting v = IDu − uD in (5) and using
∫
ρ

divDuD χDq = 0 for all q ∼ YD, we
can write

⇒IDu − uD⇒2
D +

∫

ρ

χD(pD − ĨD p) divD IDu dx ≤ (1 + η)εD(u, p)⇒IDu − uD⇒D,

which implies

⇒IDu − uD⇒2
D ≤ (1 + η)εD(u, p)⇒IDu − uD⇒D + SD(u)⇒χD(pD − ĨD p)⇒L2(ρ).

Thanks to (6) and to the inequality ab ≤ 1
2 a2 + 1

2 b2, the above inequality yields the
existence of C1, increasing function of 1/βD, CD and η, such that ⇒IDu − uD⇒D ≤
C1εD(u, p). The conclusion follows, thanks to the definitions of IDu and ĨD p, to
Definition 3, to the triangle inequality and to the use of (6).
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Uniform Estimate of the Relative Free Energy
by the Dissipation Rate for Finite Volume
Discretized Reaction-Diffusion Systems

André Fiebach and Annegret Glitzky

Abstract We prove a uniform Poincaré-like estimate of the relative free energy by
the dissipation rate for implicit Euler, finite volume discretized reaction-diffusion
systems. This result is proven indirectly and ensures the exponential decay of the
relative free energy with a unified decay rate for admissible finite volume meshes.

MSC2010: 65M08, 46E39, 35B40, 35K57, 35R05

1 Introduction

In a heterostructured domain Ω ≥ R
N , we consider m diffusing species Xi with

initial densities Ui which undergo a finite number of reversible chemical reactions.
Besides the densities ui of the species Xi we introduce their (dimensionless) chem-
ical potentials vi and chemical activities ai . According to Boltzmann statistics we
have ui = ui evi = ui ai , i = 1, . . . , m, where the reference densities ui express
the heterogeneity of the system. For the fluxes ji of the species Xi we make the
ansatz ji = −di ui∼vi = −di ui evi ∼vi = −di ui∼ai , i = 1, . . . , m, with diffusion
coefficients di . Let R ≥ Z

m+ ×Z
m+ be a finite subset. Each pair (α, β) ∇ R represents

the vectors of stoichiometric coefficients of a reversible reaction

α1X1 + · · · + αmXm � β1X1 + · · · + βmXm .
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According to the mass action law, the net rate of this pair of reactions is of the form
kαβ(aα − aβ), where kαβ is a reaction rate coefficient and aα := ∏m

i=1 aαi
i . The net

production rate of species Xi resulting from all reactions taking place is

Ri :=
∑

(α,β)∇R
kαβ(aα − aβ)(βi − αi ).

The problem under consideration consists of the m continuity equations

∂ui
∂t + ∼ · ji = Ri in R+ × Ω, ν · ji = 0 on R+ × ∂Ω,

ui (0) = Ui in Ω, i = 1, . . . , m.

}
(P)

The set S := span{α − β : (α, β) ∇ R} ≥ R
m represents the stoichiomet-

ric subspace defined by the reaction system. Our essential assumptions on the
data are

(A1) Ω is an open, bounded, polyhedral domain in R
N , N = 2, 3;

ui , Ui ∇ L≡+ (Ω), ui , Ui ≥ δ > 0, i = 1, . . . , m, R≥ Z
m+ × Z

m+ finite subset,
kαβ, di : Ω × R

m+ ⇒ R+ Carathéodory functions satisfying
di (x, a) ≥ δ, c ≥ kαβ(x, a) ≥ bαβ(x) f.a.a. x ∇ Ω , and all a ∇ R

m+,
where ‖bαβ‖L1 > 0 for all (α, β) ∇ R.
If N = 3 then max(α,β)∇R max

{ ∑m
i=1 αi ,

∑m
i=1 βi

} ∪ 3,
A ∗ ∂Rm+ = ∈, where
A := {

a ∇ R
m+ : aα = aβ for all (α, β) ∇ R,

∫
Ω

(ūa − U ) dx ∇ S
}
.

These assumptions allow us to handle a general class of reaction-diffusion systems,
including heterogeneous materials, reactions occurring in subdomains and diffusion
and reaction rate coefficients depending on the state variables, see [3, Remark 1].

The aim of the paper is to show for finite volume discretized versions of Prob-
lem (P) a Poincaré-like estimate of the discrete relative free energy by the discrete
dissipation rate uniformly for all meshes with (A2), see Theorem 1. The essential
new result is that our proof works without any restriction on the mesh size which is
needed in [4, Theorem 3.2]. Using discrete functional inequalities from [1] instead
of results in [5] the estimate is generalized from Voronoi meshes to admissible finite
volume meshes. More general reaction rate and diffusion coefficients are treated, too.
Finally, for Euler backward in time and finite volume in space discretization schemes,
the discretized free energy along the discrete solutions decays exponentially to its
equilibrium value with a uniform decay rate for all discretizations fulfilling (A2),
see Theorem 2. This gives the discrete counterpart to the behavior in the continuous
case characterized by [6, Theorem 4.3] in a more general setting.



Uniform Estimate of the Relative Free Energy 277

2 Discretization Scheme and Main Result

An admissible mesh of Ω (see [2]) denoted by M = (P,T ,E ) is formed by a
family of grid points P in Ω̄ , a family T of control volumes and a family E of parts
of hyperplanes in R

N (which represent the faces of the boxes). Let M be the number
of grid points xK ∇ P , M = #P . |K | denotes the measure of the box K ∇ T .
For K , L ∇ T with K ∩= L either the (N − 1) dimensional Lebesgue measure of
K̄ ∗ L̄ is zero or K̄ ∗ L̄ = σ̄ for some σ ∇ E . The symbol σ = K |L denotes the
surface between K and L . The set of interior surfaces is called Eint ≥ E . Moreover,
for σ ∇ E we denote by mσ the (N − 1) dimensional Lebesgue measure of the face
σ . For σ = K |L ∇ Eint let dσ be the Euclidean distance of xK and xL and σ is
assumed to be orthogonal to the line connecting xK and xL . EK is the subset of E
such that ∂K = K̄ \ K = ≤σ∇EK σ̄ . Concerning the discretization we suppose

(A2) Let M be an admissible finite volume mesh with
dist(xK , σ ) ≥ θdσ ∀K ∇ T ∀σ ∇ EK ∗ Eint (θ > 0).
Let Z = {t0, t1, . . . , tn, . . . } be a partition of R+ with t0 = 0, tn ∇ R+,
tn−1 < tn , n ∇ N, tn ⇒ +≡ as n ⇒ ≡, supn∇N(tn − tn−1) ∪ τ < ≡.

X (M ) represents the set of functions from Ω to R which are constant on each
box of the mesh. For wh ∇ X (M ) the value at the box K ∇ T is called wK . For
wh ∇ X (M ) the discrete H1 seminorm |wh |1,M and H1 norm ‖wh‖1,M are defined
by

|wh |21,M =
∑

σ=K |L∇Eint

mσ

dσ

|wK − wL |2, ‖wh‖2
1,M = |wh |21,M + ‖wh‖2

L2 . (1)

For K ∇ T we denote by ui K (tn) the constant density on K at tn . Associated to
the grid points we have chemical potentials vi K (tn) and chemical activities ai K (tn),
i = 1, . . . , m. Moreover we work with the vectors u, v, a ∇ R

Mm and the vectors
on a box uK , vK , aK ∇ R

m . We introduce the mean values on the control volumes
K ∇ T ,

ui K = 1
|K |

∫

K
ui (x) dx, kαβK (·) = 1

|K |
∫

K
kαβ(x, ·) dx

and the corresponding piecewise constant functions ūih and kαβ h . The discrete ver-
sion of Problem (P) is

ui K (tn) −ui K (tn−1)

tn − tn−1
|K | −

∑

σ=K |L∇EK

Y σ
i (tn)

⎪
ai L (tn) − ai K (tn)

⎛mσ

dσ

= RK
i (tn),

ui K (tn) = ui K evi K (tn) = ui K ai K (tn), i = 1, . . . , m, n ≥ 1,

ui K (0) = Ui K := 1
|K |

∫
Ω

Ui dx, i = 1, . . . , m, K ∇ T ,

⎝
⎞⎞⎞⎠

⎞⎞⎞⎧

(PM )

where Y σ
i = Y σ

i (a) is a mean of di (x, a)ui (x) on the face σ and RK
i are given by
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RK
i = RK

i (aK ) =
∑

(α,β)∇R
(βi − αi )kαβK (aK )

⎨
aα

K − aβ
K

⎩
|K |.

We introduce the operator Ê : R
Mm ⇒ R

Mm , Êv = ⎪
(ui K evi K )K∇T

⎛
i=1,...,m and

Û =
⎜

u ∇ R
Mm : ⎪ ∑

K∇T
u1K |K |, . . . ,

∑

K∇T
umK |K |⎛ ∇ S

⎟
.

The discrete dissipation rate D̂ : R
Mm ⇒ R corresponding to Problem (PM ) and

the discrete free energy F̂ : R
Mm ⇒ R take the form

D̂(v) =
m∑

i=1

∑

σ=K |L∇Eint

Y σ
i (evi K − evi L )(vi K − vi L)

mσ

dσ

+
∑

(α,β)∇R

∑

K∇T
kαβK

⎨
eα·vK − eβ·vK

⎩
(α − β) · vK |K |,

F̂(u) =
m∑

i=1

∑

K∇T

⎨
ui K ln

ui K

ui K
− ui K + ui K

⎩
|K |.

Assuming (A1), Problem (P) has exactly one weak stationary solution (u⊂, v⊂) fulfill-
ing

∫
Ω

(u⊂ −U ) dx ∇ S , see [6, Theorem 3.2]. It is the thermodynamic equilibrium
and the corresponding constant vector of chemical activities a⊂ lies inA . Also the dis-
crete Problem (PM ) has a unique stationary solution (u ⊂, v ⊂)with u ⊂−U ∇ Û which
again represents the thermodynamic equilibrium of the discrete problem (PM ), see
[4, Theorem 3.1]. Let u⊂

h, v⊂
h, a⊂

h ∇ X (M ) be the piecewise constant functions cor-
responding to u ⊂, v ⊂, a ⊂. According to [4, Corollary 3.1] we have u⊂

ih = u⊂
i uih/ui ,

i = 1, . . . , m, v⊂
h = v⊂, and a⊂

h = a⊂. Both results from [4] hold true for admissible
meshes, too.

We now prove a Poincaré type inequality (similar to [6, Theorem 4.2] for the
continuous case) which gives for the discretized situation a uniform estimate of the
relative free energy F̂(u) − F̂(u ⊂) by the dissipation rate D̂ being independent on
the underlying mesh M . [4, Theorem 3.2] contains a proof for Voronoi meshes with
mesh sizes less than some constant depending on the data of the problem. Here we
establish a uniform estimate for all admissible finite volume meshes fulfilling (A2).

Theorem 1 We assume (A1) and (A2). Let (u ⊂, v ⊂) be the thermodynamic equilib-
rium of (PM ). Then for every ρ > 0 there is a constant cρ > 0 such that

F̂(Êv) − F̂(u ⊂) ∪ cρ D̂(v) (2)

for all v ∇ N̂ρ :=
⎜

v ∇ R
Mm : F̂(Êv) − F̂(u ⊂) ∪ ρ, u = Êv ∇ U + Û

⎟
,

uniformly for all admissible finite volume meshes.
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Proof In this proof we denote by c (possibly different) positive constants depending
only on the data but not depending on the mesh. Let ρ > 0 be arbitrarily given.

1. Let u = Êv ∇ U + Û . By [4, Lemma 3.1] there exist constants c1, c2 > 0 not
depending on the mesh M such that

c1

m∑

i=1

‖∃uih −
√

u⊂
ih‖2

L2 ∪ F̂(u) − F̂(u ⊂) ∪ c2

m∑

i=1

‖uih − u⊂
ih‖2

L2 . (3)

Using (A1) and the inequality (x − y) ln x
y ≥ |∃x −∃

y|2 for x, y > 0, we estimate

D̂(v) ≥ c
m∑

i=1

∑

σ∇Eint

|∃evi K − ∃
evi L |2 mσ

dσ

+ c
∑

(α,β)∇R

∫

Ω

bαβh

⎨
e vh ·α/2 − e vh ·β/2

⎩2
dx =: D1(v), v ∇ R

Mm .

Therefore it suffices to prove the inequality

F̂(u) − F̂(u ⊂) ∪ C D1(v) ∀v ∇ N̂ρ (4)

with some constant C > 0 not depending on the mesh M .
2. If (4) would be false, then there would be a sequence of admissible meshes Mn

and corresponding vn ∇ N̂ρ , un = Êvn ∇ Un + Û , n ∇ N, such that

F̂(un) − F̂(u ⊂
n ) = Cn D1(vn) > 0, (5)

and limn⇒≡ Cn = +≡. Clearly, for each Mn we have to use the corresponding
quantities M , Ê , F̂ , D1,... and setsEint , Û , N̂ρ . But we don’t write them with an index
Mn . Let ani K = evni K , K ∇ Tn . By unih, vnih, anih, ... ∇ X (Mn), i = 1, . . . , m,
we denote the corresponding piecewise constant functions. From (3) we obtain

‖∃anih −
√

a⊂
nih‖2

L2 ∪ c‖∃unih −
√

u⊂
nih‖2

L2 ∪ c

c1

⎪
F̂(un) − F̂(u⊂

n)
⎛ ∪ c(ρ). (6)

Thus by assumption and because of a⊂
nih = a⊂

i we find a suitable c̃(ρ) < ≡ with

‖∃anih‖L2 ∪ c̃(ρ), i = 1, . . . , m, for all n. (7)

3. The definition of D1 and (4) gives
∑m

i=1 |∃anih |21,Mn
∪ cD1(vn) ⇒ 0. Apply-

ing the discrete Poincaré inequality for functions with general boundary values (see
[1, Theorem 5]) we find for

∃
anih ∇ X (Mn), i = 1, . . . , m,

∃
anih − mΩ(

∃
anih) ⇒ 0 in L2(Ω), where mΩ(

∃
anih) := 1

|Ω|
∫

Ω

∃
anih dx .
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The discrete Sobolev-Poincaré inequality (see [1, Theorem 3]) gives for q ∇
[1,≡) if N = 2 and for q ∇ [1, 6] if N = 3 the estimate‖∃anih − mΩ(

∃
anih)‖Lq ∪

cq‖∃anih − mΩ(
∃

anih)‖1,Mn ∪ c̃q(|∃anih |1,Mn + ‖∃anih − mΩ(
∃

anih)‖L2)

⇒ 0.
Since mΩ(

∃
anih) |Ω| = ‖∃anih‖L1 ∪ c‖∃anih‖L2 ∪ c(ρ) by (7) for allMn we

find (for a subsequence, and we restrict our further investigations to this subsequence)
mΩ(

∃
anih) ⇒ ∃

âi in R. Using that |∃anih − ∃
âi | ∪ |∃anih − mΩ(

∃
anih)| +

|mΩ(
∃

anih) − ∃
âi | we conclude

∃
anih ⇒ √

âi in Lq(Ω), i = 1, . . . , m, (8)

for q ∇ [1,≡) if N = 2 and for q ∇ [1, 6] if N = 3. From

anih − âi = (
∃

anih −√
âi )(

∃
anih +√

âi ) = (
∃

anih −√
âi )

2 +2
√

âi (
∃

anih −√
âi )

we find that

‖anih − âi‖L2 ∪ ‖∃anih − √
âi‖2

L4 + 2
√

âi‖∃anih − √
âi‖L2 ⇒ 0. (9)

4. Let rαβ(ah) := (aα/2
h −aβ/2

h )2. Using ‖bαβ‖L1 = ‖bαβ h‖L1 , taking into account
the restriction of the reaction order if N = 3 and (8) we have for all (α, β) ∇ R

0 ∪ ‖bαβrαβ (̂a)‖L1 = ‖bαβ hrαβ (̂a)‖L1

∪ ‖bαβ hrαβ(anh) − bαβ hrαβ (̂a)‖L1 + ‖bαβ hrαβ(anh)‖L1

∪ ‖bαβ h‖L≡‖rαβ(anh) − rαβ (̂a)‖L1 + cD1(vn) ⇒ 0.

Therefore, with ‖bαβ‖L1 > 0 we find necessarily that

âα = âβ ∀(α, β) ∇ R. (10)

5. We introduce û := (̂u1, . . . , ûm), ûi := ui âi , and show
∫
Ω

(̂u − U ) dx ∇ S .
Let γ ∇ S ⊥ (orthogonal complement of S in R

m) be arbitrarily given. Then

∣∣∣γ ·
∫

Ω

(uâ − U ) dx
∣∣∣ ∪

∣∣∣γ ·
∫

Ω

(̂a − anh)unh dx
∣∣∣ +

∣∣∣γ ·
∫

Ω

(anhunh − Unh) dx
∣∣∣.

By (9) the first integral on the right hand side tends to zero, the second is zero since
un − Un ∇ Û . Thus, together with (10) we find â ∇ A , and according to (A1) we
obtain that â = a⊂. By the definition of û this yields û = u⊂.

6. Because of (3) and (9) we have

λ2
n := F̂(un) − F̂(u ⊂

n ) ∪ c2

m∑

i=1

‖ui‖L≡‖anih − a⊂
nih‖2

L2 ⇒ 0 (11)
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as n ⇒ ≡. Additionally (according to (5)) we find

1

Cn
= 1

λ2
n

D1(vn) ⇒ 0 as n ⇒ ≡. (12)

7. For all n we introduce

bnih := 1

λn

⎨√
anih

âi
− 1

⎩
∇ X (Mn), i = 1, . . . , m.

Because of (bni K − bni L)2 ∪ 1
λ2

n âi
(
∃

ani K − ∃
ani L)2 for all σ = K |L ∇ Eint

it results
∑m

i=1 |bnih |21,Mn
∪ cD1(vn)/λ2

n ⇒ 0. As demonstrated in Step 3 (for∃
anih), the discrete Poincaré and Sobolev-Poincaré inequality ensure for bnih the

convergence ‖bnih − mΩ(bnih)‖Lq ⇒ 0, i = 1, . . . , m, for q ∇ [1,≡) if N = 2
and for q ∇ [1, 6] if N = 3. Using âi = a⊂

i = a⊂
nih , (6) and (11) we obtain

|mΩ(bnih)| |Ω| ∪ 1

λn
∃

âi

∫

Ω

|∃anih − √
âi | dx ∪ 1

λn
√

a⊂
i

‖∃anih −
√

a⊂
nih‖L1

∪ c

λn
‖∃anih −

√
a⊂

nih‖L2 ∪ c

λn
(F̂(un) − F̂(u ⊂

n ))1/2 ∪ c

λn
λn = c

for all Mn . Thus we find (for a subsequence) mΩ(bnih) ⇒ b̂i in R. By |bnih − b̂i | ∪
|bnih − mΩ(bnih)| + |mΩ(bnih) − b̂i | we conclude for i = 1, . . . , m that

bnih ⇒ b̂i in Lq(Ω) for q ∇ [1,≡) if N = 2 and for q ∇ [1, 6] if N = 3. (13)

8. We define ŷ = (ŷ1, . . . , ŷm), ŷi := 2b̂i u⊂
i = 2b̂i âi ui and show

∫
Ω

ŷ dx ∇ S .
Let γ ∇ S ⊥. Since 2bnihâi unih = (unih − u⊂

nih)/λn + bnih(
∃

âi − ∃
anih)

∃
âi unih

it results

∣∣
∣γ ·

∫

Ω

ŷ dx
∣∣
∣ = 2

∣∣
∣

m∑

i=1

∫

Ω

b̂i âi unihγi dx
∣∣
∣ = 2

∣∣
∣

m∑

i=1

∫

Ω

⎪
bnih âi unihγi + (̂bi − bnih )̂ai unihγi

⎛
dx

∣∣
∣

∪
∣
∣
∣γ ·

∫

Ω

unh−u⊂
nh

λn
dx

∣
∣
∣ + c‖bnh‖L2 ‖

√
âh − ∃

anh‖L2 + c‖bnh − b̂‖L2 ‖̂a‖L2 ,

where the first term on the last line is zero since un, u⊂
n ∇ Û + Un and the last two

terms tend to zero as n ⇒ ≡by (8) and (13), respectively. This leads to
∫
Ω

ŷ dx ∇ S .
9. By the definition of rαβ(anh) and bnih we obtain for all (α, β) ∇ R,

â −αrαβ(anh) =
⎨ m∏

i=1

(λnbnih + 1)αi −
m∏

i=1

(λnbnih + 1)βi
⎩2

=
⎨
λn

m∑

i=1

bnih(αi − βi )
⎩2 + Qn, (14)
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where |Qn| ∪ cλ3
n(|bnh | + 1)p0 with 0 ∪ p0 ∪ 2 max(α,β)∇R max

{ ∑m
i=1 αi ,∑m

i=1 βi
}
. (A1) ensures p0 ∪ 6 if N = 3. Since λn ⇒ 0 as n ⇒ ≡ (see (11)), we

find 1
λ2

n
‖Qn‖L1 ∪ cλn

∫
Ω

(|bnh | + 1)p0 dx ⇒ 0 as n ⇒ ≡. This together with (12)

and (14) gives

lim
n⇒≡

∫

Ω

bαβh

⎨ m∑

i=1

bnih(αi − βi )
⎩2

dx = 0 ∀(α, β) ∇ R.

Therefore, from (A1) we conclude b̂ = (̂b1, . . . , b̂m) ∇ S ⊥. This together
with the definition of ŷ and

∫
Ω

ŷ dx ∇ S (see Step 8) leads to b̂ · ∫
Ω

ŷ dx =∑m
i=1

∫
Ω

2u⊂
i b̂2

i dx = 0 which ensures b̂ = 0 and ŷ = 0.
10. Using the definition of λn (see (11)), (3), bnih ⇒ 0 in L4(Ω) and (8) we find

1 = 1
λ2

n

⎨
F̂(un) − F̂(u ⊂

n )
⎩

∪ c
m∑

i=1

‖unih‖L≡‖ anih−âi
λn

‖2
L2

∪ c
m∑

i=1

∫

Ω

(
∃

anih−∃
âi )

2

λ2
n

⎨∃
anih + √

âi

⎩2
dx ∪ c

m∑

i=1

b2
nih âi

⎨
âi + |∃anih − √

âi |2
⎩

dx

∪ c
m∑

i=1

‖bnih‖2
L4

⎨
1 + ‖∃anih − √

âi ‖2
L4

⎩
⇒ 0.

This contradiction shows that the assumption made at the beginning of Step 2 of the
proof was wrong, i.e., (4) holds, and the proof is complete. ∅�

3 Conclusions

Since F̂(U) − F̂(u ⊂) ∪ c(U, u⊂, u) =: ρ uniformly for all discretizations we have
v(tn) ∇ N̂ρ for n ≥ 1 for solutions (u, v) to (PM ). Following the proof of [4,
Theorem 3.3], but now using the improved result of our Theorem 1, we can choose
in step 3 of that proof one λ > 0 such that λeλ τ cρ < 1 uniform for all M , see
(A2), too. Especially we do not have any upper restriction on the mesh size, can use
admissible finite volume meshes, and obtain

Theorem 2 We assume (A1) and (A2). Then there exists a universal λ > 0 such
that for all solutions (u, v) to (PM ) the estimate

F̂(u(tn)) − F̂(u ⊂) ∪ e−λtn
⎪
F̂(U) − F̂(u ⊂)

⎛ ∀n ≥ 1

holds uniformly for all discretizations, especially the scheme (PM ) is dissipative.
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Theorem 2 (as discrete version of [6, Theorem 4.3]) enables us to provide uniform
positive lower bounds for the particle densities for the solutions of (PM ) if the order
of all reactions is less or equal to two and N = 2, see [3, Lemma 4, Theorem 4].
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Modified Finite Volume Nodal Scheme
for Euler Equations with Gravity and Friction

Emmanuel Franck

Abstract In this work we present a new finite volume scheme valid on unstructured
meshes for the Euler equation with gravity and friction indeed the classical Godunov
type schemes are not adapted to treat the hyperbolic systems with source terms. The
new method is based on a finite volume nodal scheme modified to capture correctly
the behavior induced by the source terms.

1 Introduction

In many physical applications appear hyperbolic systems with source terms which
model the balance between the convective effects, acoustic effects and the external
forces. A classical example of this type of problem is the Euler equations with friction
and gravity given by






∂tρ + 1

ω
div(ρu) = 0

∂tρu + 1

ω
div(ρu ⊗ u) + 1

ω
∇ p = 1

ω
ρg − π

ω2 ρu

∂tρe + 1

ω
div(ρue) + 1

ω
div(pu) = 1

ω
ρ(g, u) − π

ω2 ρ||u||2
(1)

with g a vector of gravity and ω a small parameter which comes from to a rescaling
of the time and π . The limit ω tend to zero correspond to the limit in long time
for very large π . This model is used for the astrophysics applications (for example
atmospheric phenomena) and is an interesting model to begin the study of more
complicated multi-fluid and multi-phases flows [5, 6]. At the numerical level, it is
known that the classical Godunov and splitting schemes are not efficient to capture
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the behavior induced by the balance between source terms and hyperbolic part.
Since some years, specific numerical methods have been designed, in particular the
asymptotic preserving schemes (which capture the asymptotic limit independently
of the relaxation parameter ω) and well-balanced schemes which discretize the steady
states with a high accuracy. Our aim is to extend this type of method on unstructured
meshes to the Euler equations. Firstly we recall some properties at the analytical
level.

Proposition 1 The system (1) satisfies the following properties:

• The density and the energy are non negative
• The entropy inequality ∂t (ρS) + div(ρuS) ≥ 0 is satisfied for weak solutions
• When ω tends to zero the system tends to






∂tρ + div(ρu) = 0
∂tρe + div(ρue) + p div u = 0

u = 1

π
(g − 1

ρ
∇ p)

(2)

• The solutions of u = 0 and ∇ p = ρg are steady states (hydrostatic equilibrium)
of the system (1)

Proof The first property is a classical property of the Euler equations. The second
and fourth one are discussed in [5].
We give a proof of the asymptotic limit. To obtain this result, we use a Hilbert
expansion. Each variable is decomposed on the following form ρ = ρ0 + ωρ1 +
ω2ρ2 + o(ω2). Next we plug these definitions in the model.
The terms homogeneous to 1

ω2 are −ρ0u0 = 0 and − ρ0||u0||2 = 0. Since ρ is

strictly positive we obtain that u0 = 0.
The term homogeneous to 1

ω
is ∇ p0 = ρ0g − πρ0u1.

To finish we give the terms homogeneous to 1
ω0 , using u0 = 0 we have:

∂tρ
0 + div(ρ0u1) = 0,

∂tρ
0e0 + div(ρ0u1e0) + div(p0u1) = ρ0(g, u1) − πρ0||u1||2. (3)

Using the equation ∇ p0 = ρ0g − πρ0u1 we obtain

∂tρ
0 + div(ρ0u1) = 0,

∂tρ
0e0 + div(ρ0u1e0) + div(p0u1) − (u1,∇ p0) = 0.

(4)

with u1 = 1
π
(g − 1

ρ
∇ p0). To conclude we use div(pu) = (u,∇ p) + p div u. �

Now we propose to design a scheme which captures and preserves these properties
at the discrete level. To capture the diffusion limit system (2), we use asymptotic
preserving (AP) methods.
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Fig. 1 Notations for nodal
scheme. The corner quantity
C jr is equal to the orthogonal
vector to the half of the vector
that starts at xr−1 and finishes
at xr+1. The center of the cell
is an arbitrary point inside the
cell

For a relaxation model as the Euler equations with the friction terms which depends
of ω, the classical schemes like Godunov-type schemes admit a consistency error
homogeneous to O(Γx

ω
) and a CFL condition constrained by ω. However, for the AP

schemes the consistency error and the CFL condition are independent of ω [1, 2, 7].
Whereas the well-balanced methods are schemes which discretize exactly or with a
high accuracy the steady states [7, 8]. The idea to obtain good discretization is to
plug the source terms in the fluxes to capture correctly the effects of these terms.

2 Derivation of the Scheme and Asymptotic Properties

Some asymptotic preserving and well-balanced schemes for Euler equations have
been designed in 1D [5, 6]. However the situation is more complicated in 2D. Indeed
in [2] we show that the classical extension of the AP scheme for linear hyperbolic
systems with diffusion limit does not converge on unstructured meshes. In fact the
limit diffusion scheme called 5-points scheme is not consistent on unstructured
meshes. To treat this problem we have proposed new scheme based on a nodal
formulation (these schemes localize the fluxes at the corner) for different models
[2, 3]. Now extend these methods to solve the Euler equations. We use a modified
Lagrange+remap scheme (nodal scheme for the Lagrangian part defined in [4] and
a nodal advection scheme for the remap part).

Let us consider an unstructured mesh in dimension 2. The mesh is defined by a
finite number of vertices xr and cells σ j . We denote x j the center of the cell chosen
inside σ j . We also define the geometric quantity C jr = ∇xr σ j (Fig. 1).

Definition 1 The classical Lagrange+remap scheme (LP scheme) is






| σ j | ∂tρ j + 1
ω

(∑
R+ (C jr , ur )ρ j + ∑

R−(C jr , ur )ρk(r)

)
= 0

| σ j | ∂tρ j u j + 1
ω

(∑
R+ (C jr , ur )(ρu) j + ∑

R−(C jr , ur )(ρu)k(r) + ∑
r G jr

)
= 0

| σ j | ∂tρ j e j + 1
ω

(∑
R+ (C jr , ur )(ρe) j + ∑

R− (C jr , ur )(ρe)k(r) + ∑
r (G jr , ur )

)
= 0

(5)
with the fluxes defined by the problem
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{
G jr = p j C jr + c jr⎪ξ jr (u j − ur )⎛

j
c jr⎪ξ jr ur =

⎛

j
p j C jr +

⎛

j
c jr⎪ξ jr u j

(6)

The wave speed is defined by c jr = ρ j c j . The expression of the flux ur comes
from a classical relation of the GLACE scheme:

∑
j G jr = 0. For the advection

fluxes we define u jr = (C jr , ur ), R+ = (r/u jr > 0), R− = (r/u jr < 0) and

ρk(r) =
∑

j/u jr >0 u jr ρ j
∑

j/u jr >0 u jr
.

To obtain an AP scheme, we apply the Jin-Levermore procedure [9]. This method
consists to incorporate the steady state of the system into the fluxes. The balance
equation between source term and hyperbolic part is div(ρu⊗u)+∇ p = ρg− π

ω
ρu.

But the proof of the asymptotic limit shows that div(ρu⊗u) is negligible in the limit.
Indeed the previous equation shows that u = O(ω), consequently the important
relation for the diffusion regime is ∇ p + O(ω2) = ρg − π

ω
ρu. To incorporate this

relation into the fluxes we use a first order Taylor expansion p(x j ) = p(xr ) + (x j −
xr ,∇ p(xr )). Using the relation between ∇ p and the source term we obtain p(x j ) =
p(xr )+ π

ω
(x j − xr , ρ(xr )g − π

ω
ρ(xr )u(xr )). Now we use the the discrete equivalent

of the previous equation: p j = p jr + (x j − xr , ρr g − π
ω
ρr ur ). If we consider that

G jr is homogeneous to p jr C jr . We obtain G jr ≈ p j C jr + ⎪β jrρr (g − π
ω
)ur with

⎪β jr = C jr ⊗ (xr − x j ) then we obtain the new fluxes, we plug the previous relation
in the fluxes (6). To finish we use discretization localized to the interfaces of the
cells for the source term. To justify this discretization we use the following identity∑

r
⎪β jr =| σ j | ⎪Id introduced in [2].

Definition 2 The scheme LP-AP is





| σ j | ∂tρ j + 1
ω

(∑
R+ u jrρ j + ∑

R− u jrρk(r)

)
= 0

| σ j | ∂tρ j u j + 1
ω

(∑
R+ u jr (ρu) j + ∑

R− u jr (ρu)k(r) + ∑
r G jr

)

= 1
ω

∑
r ρr ⎪β jr

⎝
g − π

ω
ur

⎞

| σ j | ∂tρ j e j + 1
ω

(∑
R+ u jr (ρe) j + ∑

R− u jr (ρe)k(r) + ∑
r (G jr , ur )

)

= 1
ω

⎝∑
r ρr ⎪β jr g − π

ω

∑
r (ur , ⎪β jr ur )

⎞

(7)

with the fluxes





G jr = p j C jr + c jr⎪ξ jr (u j − ur ) + ρr ⎪β jr (g − π
ω

ur )
(∑

j c jr⎪ξ jr + π
ω
ρr

∑
j
⎪β jr

)
ur = ∑

j p j C jr + ∑
j c jr⎪ξ jr u j + ρr (

∑
j
⎪β jr )g

(8)

Proposition 2 If the local matrices are invertible and the density is positive then the
scheme LP-AP tends formally to the following diffusion scheme
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| σ j | ∂tρ j +
(∑

R+ u jrρ j + ∑
R− u jrρk(r)

)
= 0

| σ j | ∂tρ j e j +
(∑

R+ u jr (ρe) j + ∑
R− u jr (ρe)k(r) + p j

∑
r (C jr , ur )

)
= 0

(∑
j πrρr ⎪β jr

)
ur = ∑

j p j C jr + ρr

(∑
j
⎪β jr

)
g

(9)

Proof To obtain this result, we plug the Hilbert expansion in the scheme (7)–(8).
We begin by simplify the source terms with the last part of the fluxes

∑
r G jr and∑

r (G jr , ur ). After we plug these definitions in the model.
The term homogeneous to 1

ω
is

⎝∑
r πrρ

0
r
⎪β jr

⎞
u0

r = 0. Since the density is positive
and the matrix is invertible [2] then u0

r = 0. The term in the second equation homo-
geneous to 1

ω
is

∑
r p0

j C jr + ∑
r c0

jr⎪ξ jr (u0
j − u0

r ) = 0. Using ur = 0 and since
∑

r C jr = 0 (property of nodal schemes) this term gives
∑

r c0
jr⎪ξ jr u0

j = 0. The

matrix
∑

j c jr⎪ξ jr is invertible [4] and ρ j > 0 then u0
j = 0. To finish we study the

terms homogeneous to 1
ω0 using u0

r = 0 and u0
j = 0:

∂t | σ j | ρ0
j + ∑

R+ u1
jrρ

0
j + ∑

R− u1
jrρ

0
k(r) = 0

∂t | σ j | ρ0
j e0

j + ∑
r C jr (p0

j , u1
r ) + ∑

R+ u1
jrρ

0
j e0

j + ∑
R− u1

jr (ρe)0
k(r) = 0

(10)

and, since u0
r = 0 and u0

j = 0, we obtain

πrρ
0
r

(⎛

j
⎪β jr

)
u1

r =
⎛

j
p0

j C jr +
( ⎛

j
ρ0

r
⎪β jr

)
g (11)

To finish we couple (11) and (10). �

3 Discretization of the Steady States

For some applications as gravitational flows in astrophysics it is very important
to treat with a good accuracy the steady states and to initialize the computations
with such steady states, otherwise spurious velocity in the hydrostatic equilibrium
configuration (∇ p = ρg and u = 0) may disrupt the simulation. For nearly steady
flows numerical perturbations dominate the small physical perturbations. In this
section we show that the AP scheme is a well-balanced scheme [8] and is more
efficient to treat these configurations. For some equation as shallow water equations
a well balanced scheme is a method which preserve exactly the steady states. However
this definition is not adapted to study the Euler equations with gravity. Indeed the
steady state for the shallow water equations the steady states are algebraic unlike the
steady states of the Euler equations which are differential.
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Definition 3 (Well-balanced scheme) We assume that the initial data (ρ j , u j , e j )

satisfy the discrete steady state at the interface (∇r p = ρr g for Euler equations). A
scheme is well-balanced if the scheme is exact for the discrete steady state.

For the Shallow water equations the discrete steady state is an exact discretization of
the continuous steady states. This is not the case for the Euler equations. Consequently
for the Euler equations the numerical error given by a well-balanced scheme come
from only to the error between continuous and discrete steady state.

Lemma 1 Assume the initial data is given by u j = 0 and ∇r p = ρr g which is
equivalent to

∇r p = −
( ⎛

j
⎪β jr

)−1 ⎛

j
p j C jr = ρr g

with ρr a mean of ρ j around r. Then the scheme LP-AP is stationary for the hydro-
static equilibrium.

Proof We write the nodal solver

( ⎛

j
c jr⎪ξ jr + πr

ω
ρr

⎛

j
⎪β jr

)
ur =

⎛

j
p j C jr +

⎛

j
⎪ξ jr c jr u j +

( ⎛

j
⎪β jr

)
ρr g

Using the definition of u j and p j , we obtain that the right hand side term is equal to
zero. By uniqueness of the solution ur = 0. Since ur = 0 and u j = 0 then G jr =
p j C jr + ρr ⎪β jr g, ∂tρ j = 0, ∂tρ j e j = 0 and ∂tρ j u j + 1

ω

∑
r G jr = 1

ω

∑
r
⎪β jrρr g.

Next we use the property
∑

r C jr = 0 consequently we obtain that
∑

r G jr =
ρr

∑
r
⎪β jr g and we conclude that LP-AP scheme is a WB scheme. �

4 Numerical Results

Firstly we study the convergence of the LP and LP-AP schemes for two different
steady states where the density is constant or linear. In the two cases we define
g = (0,−1). The initial data for the first test case are defined by ρ j = 1, u j = 0 and
e j = 1

Ψ−1 (x j , g) + C with C a constant. The initial data for the second test case are

defined by ρ j (t, x) = y + b, u j = 0 and p j (t, x) = −(
y2

2 + by)g.
Now we propose two remarks about the numerical results given in Tables 1 and

2. For the constant density case, the AP scheme preserves exactly the steady state
unlike the classical scheme which converges with the first order. For the non constant
density case, we remark that the AP scheme is more accurate that the classical scheme.
Indeed the AP scheme converge with the second order (Table 2).

We also validate the AP property. For this we consider a Sod problem with π = 1
and ω = 0.005. We compare the classical scheme on fine grid (480 × 480 cells) and
coarse grid (60 × 60 cells) and the AP scheme on coarse grid.
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Table 1 L2 error for the first test case (constant density)

Schemes LP-AP LP
Meshes/cells 40 80 160 40 80 160

Cartesian 5.9 × 10−17 1 × 10−16 7.1 × 10−17 0.00470 0.00239 0.00121
Random 1.1 × 10−16 1.5 × 10−16 3 × 10−16 0.01519 0.00947 0.00526
Kershaw 1.4 × 10−16 2.2 × 10−16 3.2 × 10−16 0.08503 0.050 0.02908

Table 2 L2 error for the second test case (linear density)

Schemes LP-AP LP
Meshes/cells 80 160 320 80 160 320

Cartesian 2.3 × 10−15 9.4 × 10−15 3.4 × 10−14 0.0034068 0.0016984 0.0000848
Random 3.4 × 10−5 1 × 10−5 2.8 × 10−6 0.00967 0.00529 0.002823
Kershaw 1.1 × 10−6 1.8 × 10−7 2.6 × 10−8 0.03687 0.008363 0.00215

Fig. 2 Density (left) and energy (right) for the classical LP scheme. Coarse grid

Fig. 3 Density (left) and energy (right) for the LP AP scheme. Coarse grid

We observe that the AP scheme (Fig. 3) on coarse grid capture correctly the
behavior of the solution computed on the fine grid (Fig. 4) at least better than the
classical scheme on coarse grid (Fig. 2) which is more diffusive (the numerical
viscosity is homogeneous to Γx

ω
).
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Fig. 4 Density (left) and energy (right) for the classical LP scheme. Fine grid

5 Conclusion

In this paper we study a modified Lagrange+remap scheme in 2D to capture the
behavior induced by the source terms in the Euler equations. We obtain an AP scheme
which captures theoretically the diffusion limit independently of the parameter ω.
Moreover this scheme preserves experimentally the positivity of ρ and e. To finish,
this scheme is well-balanced and converges with the second order for the hydrostatic
equilibrium. This new scheme is more accurate than the classical one for these steady
states. Contrary to the Shallow water equations where the steady states are algebraic,
for the Euler equations the steady states are differential, consequently it is more
difficult to obtain a WB scheme exact for all steady states. In the future it will be
important to discuss the entropy property and semi-implicit time scheme with a CFL
independent of ω.
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A Linearity-Preserving Cell-Centered Scheme
for the Anisotropic Diffusion Equations

Zhi-Ming Gao and Ji-Ming Wu

Abstract In this paper a cell-centered discretization scheme for the heterogeneous
and anisotropic diffusion problems is proposed on general polygonal meshes. The
unknowns are the values at the cell center and the scheme relies on linearity-
preserving criterion and the use of the harmonic averaging points located at
the interface of heterogeneity. Numerical results show that our scheme is robust,
and the optimal convergence rates are verified on general distorted meshes in case
that the diffusion tensor is taken to be anisotropic, at times discontinuous.

1 Introduction

This paper is contributed to provide a new finite volume scheme for the diffusion
problem

− div(Λ≥u) = f in Ω, (1a)

u = gD on ΓD, (1b)

− Λ≥u · n = gN on ΓN , (1c)

where Λ(x) is a 2 × 2 diffusion tensor, f is the source term, Ω is an open bounded
connected polygonal subset of R2 with its boundary ∂Ω = Γ̄D ∼ Γ̄N , n denotes
the outward unit vector normal to the boundary ∂Ω and gD, gN are given scalar
functions which are almost everywhere defined on ΓD, ΓN respectively.
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In this paper, we shall relay on the linearity-preserving criterion [2] to derive a
new cell-centered finite volume scheme. The linearity-preserving criterion requires
that the derivation of a scheme is exact whenever the solution is a linear function
and the diffusion coefficient is a constant tensor on each mesh cell. The key point in
the construction of our scheme is the discretization of the flux across each cell edge.
We first construct the one-sided fluxes on each cell independently and then, integrate
the two one-sided fluxes on both edge sides to obtain the unique flux expression.
The harmonic averaging point suggested in [1] is another important factor in the
construction of the one-sided fluxes. Usually each cell edge has a harmonic averaging
point associated with it, which allows our one-side flux expression to process a small
stencil involving only the present cell and the cells having a common edge with
it. This nature makes it easy to implement our scheme on unstructured polygonal
meshes or to extend the scheme to polyhedral meshes.

Our scheme satisfies the following properties:

• it is locally conservative and has a local stencil;
• it allows heterogeneous full diffusion tensors and is reliable on unstructured

anisotropic meshes that may be severely distorted;
• it has higher than the first-order accuracy for smooth solutions.

2 Construction of the Scheme

In this paper, a finite volume discretization of Ω is defined as D = (M ,E ,O,P),
where (1) M = {K } is a finite family of disjoint open polygonal cells in Ω such
that Ω̄ = ∼K∇M K̄ . (2) E= {σ } is a finite family of disjoint edges σ in Ω̄ . Let
E int = E ≡ Ω and E ext = E ≡ ∂Ω . For K ∇ M , there exists a subset EK of E
such that ∂K = ∼σ∇EK σ̄ . nK ,σ denotes the unit vector normal to σ outward to K .
(3) O = {xK , K ∇ M } is a set of points, known as cell centers, where xK ∇ K . (4)
P = ∼K∇MPK , where PK = {xK ,σ , σ ∇ EK } consists of the interpolation points
and xK ,σ is associated with cell K and edge σ .

Approximation of the solution u at the cell center xK is known as the primary vari-
able and denoted as uK . The auxiliary variable uK ,σ is the approximation of u at the
interpolation point xK ,σ . FK ,σ denotes the approximation of − ∫

σ
(ΛK ≥u) · nK ,σ ds,

where we assume that Λ is constant on each cell K ∇ M with ΛK denoting the
restriction of Λ on K .

Now we will construct a new cell-centered finite volume scheme, which consists
of five steps.

Step 1. Definition of the primary and auxiliary variables
The primary variables are usually defined at the geometric center of K . The

auxiliary variables are defined at the interpolation points. For σ ∇ E , we associate
it with an interpolation point yσ . For the boundary edge σ ∇ E ext , let yσ be the
midpoint of σ ; for an interior edge σ ∇ EK ≡ EL , define
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yσ = dL ,σ λ
(n)
K xK + dK ,σ λ

(n)
L xL + dK ,σ dL ,σ

(
ΛT

K − ΛT
L

)
nK ,σ

dL ,σ λ
(n)
K + dK ,σ λ

(n)
L

, (2)

where λ
(n)
K = nT

K ,σ ΛK nK ,σ , λ
(n)
L = nT

L ,σ ΛLnL ,σ , and dK ,σ (resp., dL ,σ ) denotes
the orthogonal distance from xK (resp., xL ) to σ .

We assume that (Aσ ) for any σ ∇ EK ≡ EL ⊂ E , K (resp., L) is a star-shaped
polygonal cell with respect to xK (resp., xL ), and yσ ∇ σ̄ , then yσ coincides with
the harmonic averaging point [1, 4] and we have u(yσ ) = ωK ,σ u(xK )+ωL ,σ u(xL)

with the weights

ωK ,σ = dL ,σ λ
(n)
K

dK ,σ λ
(n)
L + dL ,σ λ

(n)
K

, ωL ,σ = dK ,σ λ
(n)
L

dK ,σ λ
(n)
L + dL ,σ λ

(n)
K

. (3)

Finally, we can choose the set of interpolation points PK = {yσ , σ ∇ EK }. Hence
we can always write uK ,σ = uL ,σ = uσ , if σ = EK ≡ EL , and uK ,σ = uσ , if σ ∇
EK ≡ E ext .

Remark 1 We point out that when the assumption (Aσ ) is violated, the harmonic
averaging point yσ , defined by (2), is still used as an interpolation point in the present
setting. It will be verified in the numerical section.

Step 2. Construction of one-sided flux
For K ∇ M , once the cell center xK and the set of interpolation points PK

are specified, we can establish the one-sided flux expressions through the linearity-
preserving approach. For σ ∇ EK , we choose xK ,i(σ ), xK , j (σ ) ∇ PK such that
ΛT

K nK ,σ is located within xK ,i(σ ) − xK and xK , j (σ ) − xK . Denote by θ1
K ,σ (resp.

θ2
K ,σ ) the angle between xK ,i(σ ) − xK (resp. xK , j (σ ) − xK ) and ΛT

K nK ,σ , we can
construct a linearity-preserving one-sided flux of the form [5]

FK ,σ = αK ,σ (uK − uK ,i(σ )) + βK ,σ (uK − uK , j (σ )), (4)

where

αK ,σ = ⇒ΛT
K nK ,σ ⇒|σ |

⇒xK ,i(σ ) − xK ⇒
sin θ2

K ,σ

sin θK ,σ

, βK ,σ = ⇒ΛT
K nK ,σ ⇒|σ |

⇒xK , j (σ ) − xK ⇒
sin θ1

K ,σ

sin θK ,σ

.

and θK ,σ = θ1
K ,σ + θ2

K ,σ .

Step 3. A unique definition of edge flux
For an internal edge σ ∇ EK ≡ EL , we define the unique edge normal flux

F̃K ,σ = ωL ,σ FK ,σ − ωK ,σ FL ,σ , F̃L ,σ = ωK ,σ FL ,σ − ωL ,σ FK ,σ , (5)
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Table 1 The notations for the schemes used in the numerical computation

Notation Algorithm description

LPS The linearity-preserving scheme LPEW2 in [2] with explicit vertex weight
MLPS A modified LPS obtained by replacing (2.14) in [4] with equal weights in Step 3
SLPS New linearity-preserving scheme suggested in this paper

where ωK ,σ and ωL ,σ are given by (3). For σ ∇ EK ≡ E ext , we simply set F̃K ,σ =
FK ,σ . Obviously we have the local conservation condition F̃K ,σ + F̃L ,σ = 0.

Step 4. Interpolation of the intermediate variables
To make the finite volume scheme a cell-centered one, we eliminate the auxiliary

variables in the flux expressions by an interpolation procedure. Since we have chosen
the harmonic averaging points as the interpolation points, we choose

uσ = ωK ,σ uK + ωL ,σ uL , ∀ σ ∇ EK ≡ EL , (6)

where ωK ,σ and ωL ,σ are defined by (3). For σ ∇ EK ≡ E ext , uσ is either directly
given by Dirichlet boundary data or determined by the expression of FK ,σ when the
flux or mixed boundary condition is imposed.

Step 5. Integration of the finite volume scheme
We formulate the general cell-centered finite volume scheme as follows: find

{uK , K ∇ M } such that

∑

σ∇EK

F̃K ,σ =
∫

K
f (x) dx, ∀ K ∇ M , (7)

where F̃K ,σ can be computed from (5), (4) and (6), and it should be noted that the
proposed scheme is not symmetric.

3 Numerical Experiments

The notations of the schemes investigated in this section are shown in Table 1.
We use discrete L2-norm to evaluate discretization errors for the solution:

Eu =



∑

K∇M
|K |(u(xK ) − uK )2



⎪

1
2

.
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(a) (b) (c)

(d) (e) (f)

Fig. 1 Samples of the meshes: each mesh was used with 5 successive levels, and the range of
associated mesh size hi (i = 1, . . . , 5) is shown in the bracket as (h1, h5). a Mesh1: triangu-
lar mesh (2.5 × 10−1, 1.56 × 10−2). b Mesh2: quadrilateral mesh(3.29 × 10−1, 6.72 × 10−2).
c Mesh3: Shestakov mesh (1.70 × 10−1, 4.27 × 10−2). d Mesh4: randomly perturbed mesh
(2.85 × 10−1, 1.91 × 10−2). e Mesh5: locally refined mesh (3.54 × 10−1, 2.21 × 10−2). f Mesh6:
polygonal mesh (2.29 × 10−1, 1.49 × 10−2)

Discrete L2-norm of the error on the solution gradient can be defined similarly and is
denoted by Eq . The rate of convergence Rα (α = u, q) is obtained by a least squares
fit on the ones computed on each two successive meshes.

3.1 Test 1: Mild Anisotropy

We consider the problem (1a) with full Dirichlet boundary condition (1b) and Ω =
[0, 1]2. A homogeneous tensor and the exact solution are given below:

Λ =
⎛

1.5 0.5
0.5 1.5

⎝
, u(x, y) = 1

2

⎞
sin((1 − x)(1 − y))

sin(1)
+ (1 − x)3(1 − y)2

⎠
,

where the exact solution is located in [0, 1]. This test can be found in FVCA V as a
benchmark with a slight modification for the exact solution, and we use a sequence
of six mesh types Mesh1–Mesh6 in this numerical test, and the mesh refinement
levels are also given in Fig. 1. The numerical results are presented on six mesh types
(Mesh1–Mesh6) in Table 2 which shows the following:
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Table 2 Results on various meshes Mesh1–Mesh6

Mesh Scheme umin umax itn Ru Rq

Mesh1 LPS 3.99 × 10−3 0.762 50 1.980 1.378
MLPS 4.24 × 10−3 0.763 51 1.977 1.228
SLPS 3.06 × 10−3 0.754 43 1.983 1.089

Mesh2 LPS 4.80 × 10−4 0.911 32 1.887 1.493
MLPS 4.49 × 10−4 0.911 32 1.917 1.488
SLPS 3.56 × 10−4 0.910 32 1.925 1.496

Mesh3 LPS 1.72 × 10−3 0.830 39 2.452 1.229
MLPS 1.76 × 10−3 0.831 38 1.734 0.405
SLPS 1.28 × 10−3 0.827 37 2.484 1.267

Mesh4 LPS 2.63 × 10−3 0.814 38 2.005 1.070
MLPS 2.40 × 10−3 0.813 38 1.957 0.927
SLPS 1.93 × 10−3 0.810 37 1.984 1.030

Mesh5 LPS 9.65 × 10−3 0.906 63 1.852 1.318
MLPS 9.67 × 10−3 0.906 66 1.865 1.274
SLPS 6.66 × 10−3 0.905 55 2.005 1.502

Mesh6 LPS 7.10 × 10−4 0.908 36 1.735 1.304
MLPS −2.54 × 10−4 0.907 36 1.749 1.273
SLPS 4.42 × 10−4 0.906 36 1.809 1.235

Table 3 Proportion of the edges that violate (Aσ ) in SLPS

Mesh h1 (%) h2 (%) h3 (%) h4 (%) h5 (%)

Mesh3 0 0.18 0.19 0.18 0.15
Mesh4 0 1.84 2.79 0.02 0.03
Mesh5 0 0 0 0 0
Mesh6 8.61 10.71 7.56 5.44 3.36

• The minimum and maximum solutions umin and umax are obtained on the coars-
est meshes which are exactly those in Fig. 1, and we find that LPS, MLPS and SLPS
satisfy the discrete extremum principle except MLPS on Mesh6.

• All schemes show a second order convergence rate with respect to the discrete L2
norm of the solution on the six types of meshes.

• All schemes have first order convergence rate for the solution gradient with respect
to the discrete L2 norm except schemes MLPS on Mesh3.

• Number of linear iterations itn is presented in the fifth row. Number of linear
iterations with respect to three schemes are nearly in the same level.

For the scheme SLPS, the proportions of the edges that violate (Aσ ) on five successive
mesh levels h1–h5 are given in Table 3 for Mesh3–Mesh6. It verifies that when the
harmonic averaging point does not exist, we can use the harmonic averaging point
(2), the resulting scheme can also have expected accuracy.
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Fig. 2 L2 errors of the solution and its gradient versus mesh size h on Mesh1. a Solution, b gradient

3.2 Test 2: Discontinuous Anisotropy

We solve the problem (1a) with the full Dirichlet boundary condition (1b) and Ω =
[0, 1]2. We choose the following diffusion tensor

Λ =

⎧
⎨⎨⎩

⎨⎨

⎛
10 2
2 5

⎝
, x ∪ 0.5,

⎛
1 0
0 1

⎝
, x > 0.5,

and exact solution

u(x, y) =
⎜

[1 + (x − 0.5) (0.1 + 8π(y − 0.5))] exp
(−20π(y − 0.5)2

)
, x ∪ 0.5,

exp(x − 0.5) exp
(−20π(y − 0.5)2

)
, x > 0.5.

The numerical tests are performed on Mesh1 and Mesh4 with a slight modification
that vertices on the line x = 0.5 is not disturbed. Firstly in Fig. 2, we notice that on
Mesh1, the errors with SLPS are smaller than those with LPS and MLPS. Secondly
in Fig. 3, We find that three schemes perform very well on the discontinuous case.
In both figures, the expected convergence rates are observed.

3.3 Test 3: Heterogeneous Rotating Anisotropy

In this test, problem (1a)–(1b) is defined on Ω = [0, 1]2 with the following rotating
anisotropic tensor:

Λ = 1

x2 + y2

⎛
10−3x2 + y2 (10−3 − 1)xy
(10−3 − 1)xy x2 + 10−3 y2

⎝
,
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Fig. 3 L2 errors of the solution and its gradient versus mesh size h on Mesh4. a Solution, b gradient

Table 4 Numerical results on various meshes

Mesh Scheme umin umax Ru Rq

Mesh1 LPS 5.71 × 10−2 1.002 1.684 0.595
MLPS 5.37 × 10−2 1.012 1.663 0.608
SLPS 4.58 × 10−3 0.974 1.534 0.545

Mesh5 LPS 2.73 × 10−2 1.105 1.807 1.383
MLPS 2.34 × 10−2 1.064 1.775 1.316
SLPS 3.95 × 10−2 0.964 1.371 0.670

and we consider the exact solution u(x, y) = sin πx sin πy in this test. This numer-
ical test can be found in the conference FVCA5 [3].

We present in Table 4 the minimum and maximum solutions umin and umax,
the convergence rates for the solution and its gradient on Mesh1 and Mesh5. We
find that the scheme SLPS satisfies the extremum principle on the three meshes, but
unfortunately, it has a little lower accuracy than LPS and MLPS in this test in case
of high anisotropy.

4 Conclusion

We considered a stationary diffusion problem with a full tensor coefficient and sug-
gested a new cell-centered finite volume scheme. The key ingredients in the construc-
tion of the scheme are the linearity preserving criterion and the harmonic averaging
point. The experiment results on a number of different meshes show that the scheme
maintains optimal convergence rates.
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Convergence of Finite Volume Scheme
for Degenerate Parabolic Problem with
Zero Flux Boundary Condition

Boris Andreianov and Mohamed Karimou Gazibo

Abstract This note is devoted to the study of the finite volume methods used
in the discretization of degenerate parabolic-hyperbolic equation with zero-flux
boundary condition. The notion of an entropy-process solution, successfully used
for the Dirichlet problem, is insufficient to obtain a uniqueness and convergence
result because of a lack of regularity of solutions on the boundary. We infer the
uniqueness of an entropy-process solution using the tool of the nonlinear semigroup
theory by passing to the new abstract notion of integral-process solution. Then, we
prove that numerical solution converges to the unique entropy solution as the mesh
size tends to 0.

1 Introduction

Our goal is to study convergence of a finite volume scheme for a degenerate parabolic
equation with zero-flux boundary condition in a regular bounded domain ∂ ≥ R

ρ

arising, e.g., in sedimentation and traffic models:






ut + div f (u) − ωπ(u) = 0 in Q = (0, T ) × ∂,

u(0, x) = u0(x) in ∂,

( f (u) − ∼π(u)).Γ = 0 on σ = (0, T ) × ξ∂.
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Here π is a non-decreasing Lipschitz continuous function, moreover, there exists
uc ≥ [0, umax] with umax > 0 such that π|[0,uc] ∇ 0 but π≡|[uc,umax] > 0. The case
uc = umax was understood in [7]. In the range [0, uc] of values of u, (P) degenerates
into a hyperbolic problem, and admissibility criteria of Kruzhkov type are needed
to single out the unique and physically motivated weak solution (see, e.g., [7, 13]).
We require that the flux function f is Lipschitz, genuinely nonlinear on [0, uc];
moreover, [0, umax] is an invariant domain for the evolution of (P) due to assumption

f (0) = f (umax) = 0, u0 ≥ L∞(∂; [0, umax]) (H1)

(the latter means the space of measurable on ∂ functions with values in [0, umax]).
In the work [4], inspired by [7] we proposed a new entropy formulation of (P)
saying that u ≥ L∞(Q; [0, umax]) is an entropy solution of (P) if u ≥ C([0, T ];
L1(∂)) with u(0) = u0, π(u) ≥ L2(0, T ; H1(∂)) and ⇒k ≥ [0, umax]

|u − k|t + div
(
sign(u − k)

[
f (u) − f (k) − ∼π(u)

]) ≤ | f (k).Γ| dH ρ (1)

in D ≡((0, T ) × ∂), where Γ is the exterior unit normal vector to the boundary
σ = (0, T ) × ξ∂ and the last term is taken with respect to the Hausdorff mea-
sure H ρ on σ . Contrary to the Dirichlet case (cf. [9]) where the boundary condition
is relaxed, (1) implies that zero-flux condition in (P) holds in the weak sense.

Existence of an entropy solution to (P) can be obtained by standard vanishing
viscosity method, relying in particular on the strong compactness arguments derived
from genuine nonlinearity of f |[0,uc] and non-degeneracy of π|[uc,umax ], see [12]. But
in order to prove uniqueness, one faces a serious difficulty (not relevant in the case
uc = umax , [7]) related to the lack of regularity of the flux F [u] := f (u) − ∼π(u)

and specifically, to the weak sense in which the normal component F [u].Γ of the
flux annulates on σ . Techniques of nonlinear semigroup theory (see, e.g., [5, 6]) can
be used to circumvent this regularity problem in some cases (see [3, 4]) and to prove
well-posedness for (P) in the sense (1). Let us present the key arguments: indeed,
they are also important for study of convergence of the Finite Volume scheme for
(P), which is the goal of this note. The standard doubling of variables method based
upon formulation (1) readily leads to the uniqueness and L1 contraction property

⇒t ≥ [0, T ] ∪u(t, ·) − û(t, ·)∪L1 ≤ ∪u0 − û0∪L1 (2)

if we compare two solutions u, û such that the strong (in the sense of L1 convergence,
see [11, 13]) trace of the normal flux F [u].Γ at the boundary exists. In the sequel,
we call such solutions trace-regular. Every entropy solution is a trace-regular in the
case of the pure hyperbolic problem (case uc = umax, see [7, 11, 13]). The idea
of symmetry breaking in the doubling of variables (see [3]) permits an extension
of (2) to a kind of weak-strong comparison principle where u is a general solution
and û is a trace-regular solution. When a sufficiently large family of trace-regular
solutions is available, uniqueness of a general solution and principle (2) may follow
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by density arguments. A closely related technique consists in exploiting the above
weak-strong comparison arguments using the idea of integral solution and somewhat
stronger regularity properties of stationary solutions. E.g., for the pure parabolic one
(uc = 0, see [3]) every entropy solution of the stationary problem

û + div f (û) − ωπ(û) = g in ∂, ( f (û) − ∼π(û)).Γ = 0 on ξ∂ (S)

with g ≥ L∞(∂) is trace-regular if f ∗π−1 ≥ C0,β , β > 0 (see [3]). This observation,
in conjunction with the use of integral solutions [6] of abstract evolution problem

u≡ + Au ∈ h, u(0) = u0 (3)

for suitably defined operator A = A f,π (problem (S) taking the form (Id + A f,π)

u ∈ g) permits to get uniqueness of entropy solution in [3], for the parabolic case
uc = 0. Let us stress that the question of uniqueness for (P) with uc /≥ {0, umax }
and ρ > 1 remains open. The one-dimensional hyperbolic-parabolic case (ρ = 1,
∂ = (a, b) with arbitrary uc ≥ [0, umax]) has been treated by the authors in [4],
using the above abstract approach along with the elementary observation that yields
trace-regularity:

(
f (û)−π(û)x

)
x = g−u ≥ L∞((a, b)) ∩ F [u] = (

f (û)−π(û)x
) ≥ C([a, b]).

Another essential aspect of the study of (P) is to justify convergence of numer-
ical approximations. The difference with the existence proof is that, for numerical
approximations, the use of strong compactness arguments is very technical, and
weak compactness methods are often preferred. Such study relying on nonlinear
weak-≤ compactness technique of [8, 9] is our goal in this note. We study a finite
volume scheme discretization in the spirit of [9] for (P) on a family of admissible
meshes (Oh)h with implicit time stepping. According to the standard weak compact-
ness estimates, as for the Dirichlet problem [9] approximate solutions uh := uOh ,Ψth
converge up to a subsequence, as the discretization size h goes to zero, towards an
entropy-process solution χ. This notion closely related to Young measures’ tech-
niques (see [8] and references therein) incorporates dependence on an additional
variable κ ≥ [0, 1] which may represent oscillations in the family (uh)h . It remains
to prove the uniqueness of an entropy-process solution which implies the indepen-
dence of χ(t, x, κ) on κ so that u(t, x) ∇ χ(t, x, κ) is an entropy solution of (P).
As for the proof of uniqueness of an entropy solution discussed above, we face the
major difficulty due to the lack of regularity of F [u].Γ. Hence, we found it useful
to define the new notion of integral-process solution in the framework of abstract
problem (3). Following the pattern of the uniqueness proofs in [3, 4], we compare
an entropy-process solution of (P) and a trace regular solution of (S), then we prove
that an entropy-process solution of (P) is an integral-process solution of (3) defined
for an appropriate m-accretive operator A f,π . The convergence result holds due to
the fact that the integral-process solution coincides with the unique integral solution
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of (3); and the latter one coincides with the unique entropy solution of (P) in the
sense (1).

The remainder of this note is organized as follows. In Sect. 2 we present our
scheme. In Sect. 3 we present the standard steps of convergence arguments for the
problem (P), obtained as for Dirichlet problem [9]. In Sect. 4, we achieve the con-
vergence result using classical and new tools of the nonlinear semigroup theory. In
Remark 1, we sketch a convergence argument for Finite Volume schemes based upon
a direct use of integral-process solutions, bypassing the entropy-process ones.

2 Description of the Finite Volume Scheme for (P)

Let us begin with considering an admissible mesh O of ∂ (see [8, 9]) for space
discretization and using the conventional notation present in the main literature.
Because we consider the zero-flux boundary condition, we don’t need to distinguish
between interior and exterior control volumes K , only inner interfaces ζ between
volumes are needed in order to formulate the scheme. For K ≥ O and ζ ≥ τK , we
denote by ϑK ,ζ the transmissivity coefficient. For the approximation of the convec-
tive term, we consider the numerical convection fluxes FK ,ζ : R2 −∀ R that are
consistent with f , monotone, Lipschitz regular, and conservative (see [8, 9]).

The values of the discrete unknowns un+1
K for all control volume K ≥ O , and

n ≥ N are defined thanks to the following relations: first we initialize the scheme by

u0
K = 1

m(K )

∫

K
u0(x)dx ⇒K ≥ O, (4)

then, we use the implicit scheme for the discretization of problem (P):
⇒n > 0, ⇒K ≥ O ,

m(K )
un+1

K −un
K

Ψt
+

⎪

ζ≥τK

⎛
FK ,ζ (un+1

K , un+1
K ,ζ ) − ϑK ,ζ

(
π(un+1

K ,ζ )−π(un+1
K )

)⎝ = 0.

(5)

If the scheme has a solution (un
K )K ,n , we will say that the approximate solution to

(P) is the piecewise constant function uO,Ψt (t, x) defined by:

uO,Ψt (t, x) = un+1
K for x ≥ K and t ≥ (nΨt, (n + 1)Ψt]. (6)

A weakly consistent discrete gradient ∼Oπ(uO,Ψt ) is defined “per diamond”; we refer
to [10] for details. Let us stress that the zero-flux boundary condition is included in
the scheme, since the flux terms on ξK ⊂ ξ∂ are set to be zero in Eq. (5).
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3 Analysis of the Approximate Solution: Classical Arguments

Following the guidelines of [8, 9], we can justify uniqueness of discrete solutions,
obtain several uniform estimates (confinement of values of uO,Ψt in [0, umax ], weak
BV estimate for uO,Ψt , discrete L2(0, T ; H1(∂)) estimate of π(uO,Ψt )), and derive
existence of uO,Ψt . We refer to the PhD thesis [10] of the second author for details,
with a particular emphasis on the treatment of boundary volumes. It follows that the
discrete solution uO,Ψt satisfies the approximate continuous entropy formulation.

Theorem 1 Let uO,Ψt be the approximate solution of the problem (P) defined by
(4),(5),(6). Then the following approximate entropy inequalities hold:
for all k ≥ [0, umax], for all θ ≥ C∞([0, T ) × R

ρ), θ ∃ 0,

∫ T

0

∫

∂

⎞
|uO,Ψt − k|θt + sign(uO,Ψt − k)

⎠
f (uO,Ψt ) − f (k) − ∼Oπ(uO,Ψt )

⎧
.∼θ

⎨
dxdt

+
∫ T

0

∫

ξ∂

| f (k).Γ(x)| θ(t, x)dH ρ−1(x)dt +
∫

∂

|u0 − k|θ(0, x)dx ∃ −υO,Ψt (θ),

(7)

where ⇒θ ≥ C∞([0, T ) × R
ρ), υO,Ψt (θ) ∀ 0 when h ∀ 0.

In order to pass to the limit in (7) using only the L∞ bound on uO,Ψt , one can adapt
the notion of an entropy-process solution to problem (P) in the entropy sense (1).

Definition 1 Let μ ≥ L∞(Q × (0, 1)). The function μ = μ(t, x, κ) is called an
entropy-process solution to the problem (P) if⇒k ≥ [0, umax],⇒θ ≥ C∞([0, T )×R

ρ),
with θ ∃ 0, the following inequalities hold:

∫ T

0

∫

∂

∫ 1

0

⎞
|μ − k|θt + sign(μ − k)

⎠
f (μ) − f (k)

⎧
.∼θ

⎨
dxdtdκ

−
∫ T

0

∫

∂

∼|π(u) − π(k)|.∼θdxdt +
∫ T

0

∫

ξ∂

| f (k).Γ(x)| θ(t, x)dH ρ−1(x)dt

+
∫

∂

|u0 − k|θ(0, x)dx ∃ 0, where u(t, x) :=
∫ 1

0
μ(t, x, κ)dκ.

From Theorem 1 we derive the following result which, however, will not be
conclusive. In the sequel, we will upgrade (or circumvent, see Remark 1) this claim.

Proposition 1 Let uO,Ψt be the approximate solution of the problem (P) defined by
(4), (5). There exists an entropy-process solution μ of (P) in the sense of Definition
1 and a subsequence of (uO,Ψt )O,Ψt , such that:
• The sequence (uO,Ψt )O,Ψt converges to μ in the nonlinear weak-≤ sense.
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• Moreover, (π(uO,Ψt ))O,Ψt converges strongly in L2(Q) to π(u), u = ⎩ 1
0 μ(t, x, κ)

dκ, and (∼Oπ(uO,Ψt ))O,Ψt ⇀ ∼π(u) in (L2(Q))ρ weakly, as h, Ψt ∀ 0.

Proof The proof is essentially the same as in main reference papers dealing with
finite volume scheme for degenerate parabolic equations (see [2, 9]). �∅

4 Reduction of Entropy-Process Solution: Semigroup Arguments

In the context of the Dirichlet problem (see [8, 9]) there holds the uniqueness and
reduction result stating that an entropy-process solution μ is κ-independent, so that
it reduces to an entropy solution. The lack of regularity of the fluxes at the boundary
makes it difficult to prove the analogous result with zero-flux conditions. Here, we
show how this difficulty can be bypassed, using classical tools and a new notion of
integral-process solution in the abstract context of nonlinear semigroup theory [6].

4.1 Notion of Integral-Process Solution and Equivalence Result

Given a Banach space X and an accretive operator A ⊂ X × X , u ≥ C([0, T ]; X) is
called integral solution (see Bénilan et al. [5, 6]) of the abstract evolution problem
(3) if, ∪ · ∪ being the norm and [u, v] := limλ↓0

∪u+λv∪−∪u∪
λ

the bracket on X , one
has u(0) = u0 and the following family of inequalities holds:

⇒(û, ẑ) ≥ A ∪u(t)−û∪ − ∪u(s)−û∪ ≤
∫ t

s
[u(ϑ )−û, h(ϑ )− ẑ], 0 ≤ s ≤ t ≤ T .

For m-accretive operators the classical in the nonlinear semigroup theory notion of
mild solution coincides with the notion of integral solution, so that we have

Proposition 2 Assume that A is m-accretive, with Dom(A)
∪·∪X = X. Then for any

h ≥ L1((0, T ); X), u0 ≥ X there exists a unique integral solution of (3).

We refer to [6] for the proof of uniqueness of an integral solution and to [5] for a
generalization relevant to our case: continuity of u : [0, T ] ∀ X can be relaxed,
cf. (9). We propose a variant of the above notion that we call integral-process solution.
This notion is motivated by an application in the setting where X is a Lebesgue space
on ∂ ⊂ R

ρ and χ is a nonlinear weak-≤ limit (see [8]) of approximate solutions.

Definition 2 Let A be an accretive operator on X , h ≥ L1(0, T ; X) and u0 ≥ X .
An X -valued function χ of (t, κ) ≥ [0, T ] × [0, 1] is an integral-process solution
of abstract problem u≡ + Au ∈ h on [0, T ] with datum χ(0, ·, κ) ∇ u0(·), if for all
(û, ẑ) ≥ A
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∫ 1

0

⎛
∪χ(t, κ)− û∪ − ∪χ(s, κ)− û∪

⎝
dκ≤

∫ 1

0

∫ t

s

⎠
v(ϑ, κ) − û, h(ϑ ) − ẑ

⎧
dϑdκ (8)

for 0 < s ≤ t ≤ T and the initial condition is satisfied in the sense

ess- limt↓0
⎩ 1

0 ∪χ(t, κ) − u0∪dκ = 0. (9)

The main fact concerning integral-process solutions is the following result [10].

Theorem 2 Assume that A is m-accretive in X and u0 ≥ D(A). Then χ is an
integral-process solution of (3) if and only if χ is independent on κ and for all κ,
χ(., κ) coincides with the unique integral and mild solution u(·) of (3).

4.2 Convergence of the Scheme

Let us define the operator A f,π on L1(∂; [0, umax]) ⊂ X = L1(∂) endowed with
∪ · ∪1:

(v, z)≥ A f,π ={
v such that v is a trace regular solution of (S), with g = v + z

⎜

(instead of L1(∂) we can work in L1(∂; [0, umax]) due to the confinement principle
for solutions of (S)). The main result of this paper is the following theorem.

Theorem 3 Assume operator A f,π on L1(∂; [0, umax]) is m-accretive densely
defined, then any entropy-process-solution of (P) is its unique entropy solution. In
particular, the scheme (4),(5) for discretization of (P) in the sense (1) is convergent:

⇒p ≥ [1,+∞) uO,Ψt −∀ u in L p(0, T × ∂) as max(Ψt, h) −∀ 0.

Proof First, in Proposition 1 we prove that the approximate solutions uO,Ψt con-
verge towards an entropy-process solution μ. Then, with the technique of [3, 4] we
compare the entropy-process solution μ and a trace-regular solution û of stationary
problem (S). We find that μ is also an integral-process solution. By Theorem 2, μ is
independent on the variable κ. Therefore μ(·, κ) coincides with the unique integral
solution of the abstract evolution problem (3) governed by operator A f,π ; we know
from the analysis of [3, 4] that it is also the unique entropy solution of (P). �∅
Theorem 3 is applicable in the following three cases where trace-regularity for the
solutions of (S) can be justified, at least for a dense set of source terms.

Proposition 3 Assume that ρ ∃ 1, and uc = umax (i.e., (P) is purely hyperbolic).
Then A f,π is m-accretive densely defined on L1(∂; [0, umax]).
Proposition 4 Assume that ρ ∃ 1 and uc = 0 ( i.e. (P) is non-degenerate parabolic).
Then A f,π is m-accretive densely defined on L1(∂; [0, umax]) if f ∗ π−1 ≥ C 0,β ,

β > 0.



310 B. Andreianov and M. K. Gazibo

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

x

u
(t
,x
)

Hyperbolic case with (H1)

t=0

t=0.025

t=0.2

t=0.4

t=0.8

0 0.5 10

1

2

3

4

x

u(
t,x

)

Hyperbolic case without (H1)

t=0
t=0.025
t=0.15

0 0.3 0.4 0.5 1
0

0,6

0,9

1

u(
t,x

)

Degenerate case with (H1)

t=0

t=0.002

t=0.04
t=0.12

t=0.16

Fig. 1 a f (u) = u(1 − u), π ∇ 0, b f (u) = u2

2 , π ∇ 0, c f (u) = u(1 − u), π(u) = (u − 0.6)+

Proposition 5 Assume that ∂ = (a, b) (thus, ρ = 1). Then A f,π is m-accretive
densely defined on L1(∂; [0, umax]).
Prop. 3 follows by the strong trace results of [11, 13] (cf. [7]), Prop. 4 is justified
like in [3], while Prop. 5 was an ingredient of the uniqueness proof in [4].

Remark 1 Actually, the use of entropy-process solutions can be circumvented.
Observe that the stationary problem (S) can be discretized with the scheme anal-
ogous to the time-implicit scheme used for the evolution problem (P). Consider the
situation where strong compactness (and convergence to û ≥ Dom(A f,π)) can be
proved for approximate solutions ûO of (S) but only nonlinear weak-≤ compactness
for approximate solutions uO,Ψt of (P) is known (this occurs when ρ = 1, where
compactness of ûO (xi ), for all xi ≥ Q, is immediate: see the arguments developed
in [1]). Then convergence of the stationary scheme is easily proved, moreover, one
infers inequalities (8) for the limit χ(·, κ) of uO,Ψt . Then, the result of Theorem 2
proves convergence of the scheme for the evolution problem. In a future work, this
argument will be applied to a large variety of one-dimensional degenerate parabolic
conservation laws with boundary conditions or interface coupling conditions.

5 Numerical Experiments

We conclude with 1D numerical illustrations presented in Fig. 1a, c obtained with
the explicit analogue of the scheme (4),(5) under the ad hoc CFL restrictions. On this
occasion, we use the scheme to highlight the importance of hypothesis (H1). In the
test of Fig. 1b assumption (H1) fails, and a boundary layer appears. If one refines the
mesh one observes convergence of uOh ,Ψth towards a function bounded by ∪u0∪∞
while the sequence (uOh ,Ψth )h seems unbounded. However, the condition of zero flux
imposed in (5) is relaxed in the limit, making formulation (1) inappropriate outside
the framework (H1). Introduction of appropriate boundary formulation satisfied by
the limit of the scheme, in absence of (H1), is postponed to future work.
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On Aposteriori Error Analysis of DG
Schemes Approximating Hyperbolic
Conservation Laws

Jan Giesselmann and Tristan Pryer

Abstract This contribution is concerned with aposteriori error analysis of discon-
tinuous Galerkin (dG) schemes approximating hyperbolic conservation laws. In the
scalar case the aposteriori analysis is based on the L1 contraction property and the
doubling of variables technique. In the system case the appropriate stability frame-
work is in L2, based on relative entropies. It is only applicable if one of the solutions,
which are compared to each other, is Lipschitz. For dG schemes approximating hyper-
bolic conservation laws neither the entropy solution nor the numerical solution need
to be Lipschitz. We explain how this obstacle can be overcome using a reconstruction
approach which leads to an aposteriori error estimate.

1 Introduction

We investigate numerical approximations of systems of hyperbolic conservation
laws. The problem has the general form

ut + div(f(u)) = 0, (1)

where u(t, x) ≥ U, for some state space U ∼ R
d and we assume the flux function

satisfies f ≥ C2(U,Rd). We study semi-discretisations of (1) by the discontinuous
Galerkin (dG) method and derive an aposteriori error estimate. The discretisation of

J. Giesselmann (B)

Institute for Applied Analysis and Numerical Simulation, University of Stuttgart,
Pfaffenwaldring 57, 70569 Stuttgart, Germany
e-mail: giesselmann@ians.uni-stuttgart.de

T. Pryer
Department of Mathematics and Statistics, Whiteknights, University of Reading,
Reading PO Box 220, GB-RG6 6AX, UK
e-mail: t.pryer@reading.ac.uk

J. Fuhrmann et al. (eds.), Finite Volumes for Complex Applications VII - Methods 313
and Theoretical Aspects, Springer Proceedings in Mathematics & Statistics 77,
DOI: 10.1007/978-3-319-05684-5_30, © Springer International Publishing Switzerland 2014



314 J. Giesselmann and T. Pryer

(1) by finite volume and dG schemes is standard, as it is well known that solutions
may develop discontinuities in finite time. However, the aposteriori analysis has been
only developed for special cases. In [9] aposteriori error estimates (in L1) are derived
in the scalar case. These arguments were generalized to fully applicable Runge–Kutta
dG schemes in the scalar case in [4]. As pointed out in [12] these estimates are based
on exploiting the L1-contraction property of scalar hyperbolic conservation laws and
the doubling of variables technique. The work [8], which establishes aposteriori error
estimates for Friedrichs systems, is in the same spirit, but replaces the L1 contraction
framework by the relative entropy technique, which dates back to [2, 5].

A different approach is the construction of localized aposteriori error estimates
via adjoint problems for space-time dG schemes in [7]. Nodal super-convergence of
dG schemes was investigated in a sequence of works by Adjerid and coworkers, see
[1] and references therein.

All the estimates mentioned before restrict themselves to one of the following two
cases:

1. Equation (1) is required to be a scalar equation or a Friedrichs system.
2. Only continuous solutions u of (1) are considered.

In case of the estimates using adjoint problems the latter restriction is introduced via
the stability assumptions on the solutions of the adjoint problems.

The main difficulty in constructing error estimates in the spirit of [4, 8, 9]
for (multidimensional) systems of hyperbolic conservation laws without assuming
(Lipschitz) continuity of solutions is encapsulated by the following: The appropriate
stability theory for this class of PDE is the relative entropy technique. It has certain
features (in contrast to the L1-contraction stability theory available for scalar con-
servation laws, see [3, Chap. 6.2]) which make its use for constructing aposteriori
error estimates more difficult:

1. It cannot be used to compare two discontinuous solutions but it can only compare
a Lipschitz continuous solution to another (possibly discontinuous) one. At the
same time the numerical solution obtained from a finite volume or dG scheme will
be discontinuous and the exact (entropy) solution might also be discontinuous,
even for smooth initial data.

2. It leads to an L2-stability framework which is difficult to use with measure valued
residuals, which may not belong to L2.

We will sketch how to overcome these difficulties for dG spatial discretisations
in one space dimension by a reconstruction technique. The details of our arguments,
in particular the proofs of Lemma 1 and Theorem 1, can be found in [6]. Our error
estimate is expected to be of optimal order (determined by the order of the dG
scheme and the regularity of the solution) in the case the entropy solution is Lipschitz
continuous. In the case the entropy solution is not Lipschitz the error estimate is not
expected to converge, see Remark 7, but in that case uniqueness of the entropy
solution cannot be guaranteed anyway.
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To avoid any difficulties introduced by boundary conditions, we consider the
following version of (1):

ut + (f(u))x = 0 in (0,∇) × S1, (2)

for some initial data u0 ≥ L∇(S1, U ), where S1 denotes the periodic unit interval
with the endpoints being identified with each other. We will assume that (2) is
endowed with (at least) one convex entropy/entropy flux pair (η, q), i.e. q, η ≥
C1(U,R), η is strictly convex and

D η D f = D q, (3)

where D denotes the Jacobian/gradient. For systems of hyperbolic conservation laws
there is (usually) only one (physical) entropy/entropy flux pair, while in the scalar
case every convex function is an entropy. Equation (3) gives rise to the additional
conservation law

η(u)t + q(u)x = 0 in (0,∇) × S1, (4)

for every strong solution u of (2). This is crucial for defining entropy solutions:

Definition 1 (entropy solution) A function u ≥ L∇([0,∇) × S1, U ) is called
an entropy solution of the initial boundary value problem (2), with respect to the
entropy/entropy-flux pair (η, q), if

∫ ∇

0

∫

S1
u·φt+f(u)·φx d x d t+

∫

S1
u0·φ(0, ·) d x = 0 ≡φ ≥ C∇

c ([0,∇),Rd) (5)

and
∫ ∇

0

∫

S1
η(u)φt + q(u)φx d x d t +

∫

S1
η(u0)φ(0, ·) d x ≥ 0

≡φ ≥ C∇
c ([0,∇) × S1, [0,∇)).

(6)

We consider approximations of (2) by a class of semi-discrete dG schemes using
Godunov type numerical fluxes in Sect. 2. In Sect. 3 we will introduce an explicitly
computable reconstruction û of the numerical solution uh . The reconstruction û is
continuous and satisfies a perturbed version of (2) with residuals in L2. We state an
aposteriori estimate, based on the relative entropy framework, of the error between
the exact solution u and the reconstruction û in Sect. 4. This implies an explicitly
computable estimate for the difference of the entropy solution u and the numerical
solution uh , see Theorem 1. We will compare this result to the result from [4] in the
scalar case.
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2 Semi-Discrete Discontinuous Galerkin Schemes

Before we state the dG schemes under consideration, let us fix some notation. We
will discretise (2) in space using a consistent dG scheme. Let I := [0, 1] be the
unit interval and choose 0 = x0 < x1 < · · · < xN = 1. By In = [xn, xn+1] we
denote the n–th sub-interval and by hn := xn+1 − xn its size. Let Pp(I ) be the
space of polynomials of degree less than or equal to p on I , then we denote

Vp :=
{

g : I ⇒ R
d : (gi )|In ≥ Pp(In) for i = 1, . . . , d, n = 0, . . . , N − 1

}
,

(7)
where g = (g1, . . . , gd)T , is the usual space of piecewise p–th degree polynomials
for vector valued functions over I . In addition, we define jump operators such that

[g]n := g(x−
n ) − g(x+

n ) := lim
s↘0

g(xn − s) − lim
s↘0

g(xn + s). (8)

We will examine the following class of semi-discrete numerical schemes where
uh ≥ C1([0, T ),Vp) is determined such that

0 =
N−1∑

n=0

∫

In

((uh)t ·φ−f(uh)·φx ) d x+
N−1∑

n=0

F(uh(x−
n ), uh(x+

n ))·[φ]n ≡φ ≥ Vp. (9)

In the sequel we will assume that (9) has a solution and, in particular, that uh takes
values in U . We also set

[uh]0 := uh(x−
N ) − uh(x+

0 ) (10)

to account for the periodic boundary conditions. In (9) F : U 2 ∼ R
2d ⇒ R

d is a
numerical flux function. We restrict our attention to a certain class of numerical flux
functions. We impose that there exists a function

w : U × U ⇒ U such that F(u, v) = f(w(u, v)) (11)

and that there exists a constant L > 0 such that w satisfies

|w(u, v) − u| ∪ L|u − v|, |w(u, v) − v| ∪ L|u − v| ≡ u, v ≥ R
d . (12)

Remark 1 The restriction of the flux functions, in general, restricts our analysis
to fluxes of Godunov type. Still, fluxes of Roe or Osher-Solomon type fall into
this framework in some situations. We need this restriction in order to define the
reconstructions in Sect. 3. If we do not have this restriction we may still define
reconstructions but the error estimate will no longer be of optimal order for smooth
solutions of (2).
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3 Reconstructions

In order to derive error estimates for the scheme (9) we introduce reconstructions,
which are similar to those used for dG schemes in time in [11], denoted by û and f̂ .
For brevity we will omit the time dependency of all quantities in this section.

Definition 2 (Reconstruction of uh) The reconstruction û is the unique element of
Vp+1 such that

N−1∑

n=0

∫

In

û · φ d x =
N−1∑

n=0

∫

In

uh · φ d x ≡ φ ≥ Vp−1 (13)

and

û(x+
n ) = w(uh(x−

n ), uh(x+
n ))

û(x−
n+1) = w(uh(x−

n+1), uh(x+
n+1))

≡ n ≥ {0, . . . , N − 1} (14)

recalling that uh(x−
0 ) := uh(x−

N ), and uh(x+
N ) := uh(x+

0 ).

Definition 3 (Reconstruction of f (uh)) The reconstruction f̂ is the unique element
of Vp+1 such that

N−1∑

n=0

∫

In

f̂x · φ d x = −
N−1∑

n=0

∫

In

f(uh) · φx d x

+
N−1∑

n=0

f(w(uh(x−
n ), uh(x+

n ))) · [φ]n ≡ φ ≥ Vp

(15)

and

f̂(x+
n ) = f(w(uh(x−

n ), uh(x+
n ))) ≡ n ≥ {0, . . . , N − 1}. (16)

Lemma 1 (Properties of the reconstruction) The reconstructions û and f̂ are
uniquely defined and continuous. Moreover, the reconstructions are explicitly and
locally computable.

Proof The proof of uniqueness and continuity of û is straightforward. To assert the
continuity of f̂ , we use an analagous argument to that of [11, Lemma 2.1] by testing
(15) with piecewise constant functions.

Using the specific reconstruction (15) and (9) we see that

0 =
N−1∑

n=0

∫

In

((uh)t · φ − f̂x · φ) d x ≡ φ ≥ Vp. (17)
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As (uh)t and f̂x are piecewise polynomials of degree p this implies the pointwise
equation

(uh)t + f̂x = 0 a.e. in S1 (18)

which is equivalent to

ût + f(û)x = Rh := ût − (uh)t + f(û)x − f̂x . (19)

Remark 2 Equation (19) shows that û solves a perturbed version of (1). As f(û)

and f̂ are continuous and piecewise polynomial, Rh(t, ·) ≥ L2(S1) for all t > 0. In
addition Rh is explicitly computable.

Remark 3 The reconstruction û is Lipschitz continuous because it is piecewise poly-
nomial and continuous. However, it must be noted that it is not clear whether the
Lipschitz constant of û is uniformly bounded if h goes to zero.

Remark 4 It might be expected that the x-derivatives appearing in the definition of
Rh in (19) might lead to a suboptimal order of the error estimate. This is precisely
the point at which we need assumption (11) in order to obtain an error estimate of
optimal order. For details we refer to [6].

Due to Remarks 2 and 3 the relative entropy framework can be used to estimate
the difference between û and the entropy solution u in terms of Rh and û even if u is
discontinuous. Once we obtained such an estimate we can estimate the error of the
numerical scheme by

∗u − uh∗L∇(0,T ;L2(S1)) ∪ ∗u − û∗L∇(0,T ;L2(S1)) + ∗û − uh∗L∇(0,T ;L2(S1)). (20)

4 The Aposteriori Error Estimate

In the remainder of this paper we make the following assumption on the flux and the
entropy which is standard in relative entropy arguments. We will assume that there
are constants 0 < Cf < ∇ and 0 < Cη < Cη < ∇ such that

|vT H[f(u)]v| ∪ Cf |v|2, Cη|v|2 ∪ vT H[η(u)]v ∪ Cη|v|2 ≡ v ≥ R
d , u ≥ U,

(21)
where | · | is the Euclidean norm for vectors, and H[·] denotes the Hessian of a
function or vector field.

Using an analogous argument to [3, Theorem: 5.3.1] we infer

Theorem 1 (Aposteriori error estimate) Let f ≥ W ∇
2 (U,Rd) satisfy (21). Let u be

an entropy solution of (2) with periodic boundary conditions. Then, for 0 ∪ t ∪ T
the error between the numerical solution uh, given by (9), and u satisfies
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∗u(t, ·) − uh(t, ·)∗2
L2(S1)

∪ ∗û(t, ·) − uh(t, ·)∗2
L2(S1)

+ C−1
η

(
∗Rh∗2

L2((0,t)×S1)
+ Cη∗u0 − û0∗2

L2(S1)

)

× exp
( ∫ t

0

CηCf∗ûx (s, ·)∗L∇(S1) + C2
η

Cη

d s
)
,

(22)

where û is the reconstruction of uh given in Definition (2) and Rh is defined in (19).

Remark 5 Note that all the terms on the right hand side of (22) are explicitly com-
putable. Provided ∗ûx (s, ·)∗L∇(S1) is uniformly bounded in h the right hand side
of (22) is expected to be of optimal order. This is expected in case of an at least
Lipschitz continuous entropy solution. This is also confirmed by numerical experi-
ments, see [6].

Remark 6 In [6] it is shown that ∗Rh∗2
L2((0,t)×S1)

can be estimated without explicitly

computing û. The estimate [6, Lemma 5.6] is rather technical but it shows that for
every t ≥ (0, T )

∗Rh∗L2(S1) � C
∑N−1

n=0 hn

(∣∣[uh]n
∣∣2+ ∣∣[uh]n+1

∣∣2
)

×
(∣∣[uh ]n

∣∣+
∣∣[uh ]n+1

∣∣
hn

+ ∗(uh)x∗L∇(In)

)
,

(23)
where C > 0 is a computable constant and the “�” in (23) should indicate that there
are additional terms needed to estimate ∗Rh∗L2(S1) which are of the same order as
the right hand side of (23).

Remark 7 Let us compare the estimate which is obtained by combining Theorem 1
and (23) to the estimate which is obtained if the arguments from [4] are applied to
our scheme (9) in the scalar case:

∗u(t, ·) − uh(t, ·) ∗L1(S1) ∪ ∗u(0, ·) − uh(0, ·)∗L1(S1)

+
√

K1
∫ t

0

∑
n

(
hn Rn + hn+ 1

2
Rn+ 1

2

)

+
√

K2
∫ t

0

∑
n

(∗ūh − uh∗L∇(In) Rn + ∣
∣ūh(x+

n ) − uh(x+
n )

∣
∣Rn+ 1

2

)
,

(24)
where ūh is the intervalwise mean of uh, hn+ 1

2
= 1

2 (hn + hn+1) and

Rn(t) := ∫
In

|(uh)t (t, x) + f (uh)x (t, x)| d x
Rn+ 1

2
:= ∣∣[uh(t, ·)]n + [uh(t, ·)]n+1

∣∣ (25)

where K1, K2 are computable constants. In this comparison obviously the two
estimators are rather different. The two most important differences making (24)
preferable in the scalar case are the following:
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1. The estimator in (24) is proportional to
∈

t while the estimator in (22) depends
exponentially on time.

2. The estimator in (24) is expected to converge even for discontinuous entropy solu-
tions. In contrast the estimator in (22) depends exponentially on ∗ûx∗L∇([0,t]×S1).

For discontinuous entropy solutions ∗ûx∗L∇([0,t]×S1) will be of order h−1. Thus,
for discontinuous entropy solutions, the right hand of side (22) will (at best)
behave like h2p+2e−1/h which blows up for h ⇒ 0. Therefore, while (22) indeed
holds even for discontinuous u, the estimator will not converge for h ⇒ 0 and
its practical use is limited in that case.

Both of these observations are consequences of the use of the relative entropy. We
see that it provides a much weaker kind of stability that the L1-contraction property
does for scalar equations.

Remark 8 (Higher space dimensions and time-discretisation) There are two imme-
diate directions for generalisation of the results stated here. The first direction is
to derive aposteriori error estimates for fully discrete Runge-Kutta-discontinuous
Galerkin schemes. We are optimistic that similar methods to those used in [10] will
permit us to obtain such estimates. A special emphasis in this analysis should be put
on considering explicit discretisations in time as they are most commonly used in
practice.

The second direction is the generalisation to several space dimensions. The cru-
cial issue there is to find appropriate reconstructions of the numerical solution as
well as of the numerical fluxes. This is the subject of ongoing research. Once such
reconstructions are determined the other arguments presented here can immediately
be applied, as they are by no means restricted to the one dimensional case.

References

1. Baccouch, M., Adjerid, S.: Discontinuous Galerkin error estimation for hyperbolic problems
on unstructured triangular meshes. Comput. Methods Appl. Mech. Eng. 200(1–4), 162–177
(2011)

2. Dafermos, C.M.: The second law of thermodynamics and stability. Arch. Ration. Mech. Anal.
70(2), 167–179 (1979)

3. Dafermos, C.M.: Hyperbolic conservation laws in continuum physics, Grundlehren der Math-
ematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 325.
Springer, Berlin (2010)

4. Dedner, A., Makridakis, C., Ohlberger, M.: Error control for a class of Runge-Kutta discontin-
uous Galerkin methods for nonlinear conservation laws. SIAM J. Numer. Anal. 45(2), 514–538
(2007)

5. DiPerna, R.J.: Uniqueness of solutions to hyperbolic conservation laws. Indiana Univ. Math.
J. 28(1), 137–188 (1979)

6. Giesselmann, J., Makridakis, C., Pryer, T.: Aposteriori analysis of discontinuous Galkerin
schemes for systems of hyperbolic conservation laws. In preparation

7. Hartmann, R., Houston, P.: Adaptive discontinuous Galerkin finite element methods for nonlin-
ear hyperbolic conservation laws. SIAM J. Sci. Comput. 24(3), 979–1004 (electronic) (2002)



On Aposteriori Error Analysis of DG Schemes 321
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Estimating the Geometric Error of Finite
Volume Schemes for Conservation Laws on
Surfaces for Generic Numerical Flux Functions

Jan Giesselmann and Thomas Müller

Abstract This contribution is concerned with finite volume schemes approximating
scalar hyperbolic conservation laws on evolving hypersurfaces of R3. Theoretical
schemes assuming knowledge of all geometric quantities are compared to (practi-
cal) schemes defined on moving polyhedra approximating the surface. For the for-
mer schemes error estimates have already been proven, but the implementation of
such schemes is not feasible for complex geometries. The latter schemes, in con-
trast, only require (easily) computable geometric quantities and are thus more use-
ful for practical computations. In (Giesselmann and Müller Number. Math. 2014,
doi:10.1007/s00211-014-0621-5) an estimate for the difference between solutions
of both classes of schemes is proven. This estimate relies on an estimate for the
geometric error of the numerical fluxes, which will be investigated in more detail in
this contribution.

1 Introduction

Hyperbolic conservation laws serve as models for a wide variety of applications
in continuum dynamics. In many applications the problems are posed on (moving)
hypersurfaces. Examples include geophysical flows [16], transport processes on cell
surfaces [14], surfactant flow on interfaces in multiphase flow [3] and petrol flow on
a time dependent water surface. The numerical approximation of such problems was
investigated by many groups in recent years, the shallow water equations on a rotating
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sphere for example were simulated in [4, 10, 15]. As we are interested in numerical
analysis we restrict ourselves to the scalar case as a model problem. Well-posedness
analysis can be found in [2, 6, 12] and the convergence of appropriate finite volume
schemes was investigated in [1, 7, 9, 11].

The hitherto error analysis studied schemes defined on the curved surface assuming
exact knowledge of all geometric quantities, e.g. areas and conormals. For engineer-
ing applications posed on hypersurfaces of R3 the geometric quantities are usually
not known exactly but need to be approximated. In particular for moving surfaces for
which the geometric quantities need to be computed in each time step it is desirable
to reduce the computational effort needed to compute the geometric quantities.

In this situation it is important to know to which extent an approximation of the
geometry influences the order of convergence.

We consider the following initial value problem, posed on a family of closed,
smooth hypersurfaces Γ = Γ (t) ≥ R

3. For a derivation cf. e.g. [6]. For some
T > 0, find u : GT := ⋃

t∼[0,T ] Γ (t) × {t} ∇ R with

u̇ + u≡Γ · v + ≡Γ · f (u, ·, ·) = 0 in GT , (1)

u(·, 0) = u0 on Γ (0), (2)

where ν is the velocity of the material points of the surface and u0 : Γ (0) ∇ R are
initial data. For every ū ∼ R, t ∼ [0, T ] the flux f (ū, ·, t) is a smooth vector field
tangential to Γ (t), which depends Lipschitz on ū and smoothly on t . We impose the
following growth condition

|≡Γ · f (ū, x, t)| ≤ c + c|ū| ⇒ ū ∼ R, (x, t) ∼ GT (3)

for some constant c > 0. By u̇ we denote the material derivative of u, given by

u̇(Φt (x), t) := d

dt
u(Φt (x), t),

where Φt : Γ (0) ∇ Γ (t) is a family of diffeomorphisms depending smoothly
on t , such that Φ0 is the identity on Γ (0). Obviously this excludes changes of the
topology of Γ. We will assume that the movement of the surface and also the family
Φt is prescribed. In [8] two approximations of u are considered. They are called
the flat approximate and the curved approximate solution, respectively. The curved
approximate solution is determined by a finite volume scheme defined on the curved
surface, while the flat approximate solution is determined by a finite volume scheme
defined on a polyhedron approximating the surface. We will explain these definitions
in more detail in Sect. 2. In [8] an estimate for the difference of the curved and the flat
approximate solution was obtained. For completeness we will state it as Theorem 1.
In [8] it turned out that while the numerical fluxes of the curved scheme need to satisfy
the classical consistency, conservation and monotonicity conditions, the fluxes of the
flat scheme need to satisfy a geometric error estimate, cf. (9). The main contribution
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of this work is a rather generic framework showing that standard numerical fluxes
satisfy this condition in Sect. 4.

2 The Finite Volume Schemes

For our analysis the family of triangulationsTh(t) of the surfaces needs to be suitably
linked to polyhedral approximations Γh(t) of the surfaces.

The triangulation and the definition of the finite volume scheme on Γh are in the
same spirit as the one in [13], developed for the diffusion equation on evolving sur-
faces. They are detailed in [8]. Let us simply mention that a triangulation T̄h(t) of the
polyhedral Γh(t) is given by its decomposition into faces. Note that in what follows
we will consider all faces and edges to be closed sets. We define the triangulation
Th(t) on Γ (t) as the image of T̄h(t) under a projection in normal direction from
Γh(t) to Γ (t). We denote curved cells with K (t) and the curved faces with e(t). A
flat quantity corresponding to some curved quantity is denoted by the same letter
and a bar, e.g. let K (t) ≥ Γ (t) be a curved cell then K̄ (t) is the corresponding flat
cell. In order to reflect the fact that all triangulations share the same grid topology we
introduce the following notation. We denote by K the family of all curved triangles
relating to the same triangle K̄ (0) on Γh(0). We do the same for e, K̄ , ē. Analogously
by Th we denote the family of such families of triangles K .

We will use the following notation. By hK (t) := diam(K (t)) we denote the diam-
eter of each cell, furthermore h := maxt∼[0,T ] maxK (t) hK (t) and |K (t)|, |∂K (t)| are
the Hausdorff measures of K (t) and the boundary of K (t) respectively. When we
write e(t) ≥ ∂K (t) we mean e(t) to be a face of K (t).

In addition, we need to impose the following assumption uniformly on all flat
triangulations T̄h(t). There is a constant number α > 0 such that for each flat cell
K̄ (t) ∼ T̄h(t) we have

αh2 ≤ |K̄ (t)| and α|∂ K̄ (t)| ≤ h. (4)

In [8] it was shown that this implies the respective estimate for the curved triangula-
tion.

2.1 The Finite Volume Scheme on Curved Elements

Let us briefly review the notion of finite volume schemes on moving curved surfaces.
We consider a sequence of times 0 = t0 < t1 < t2 < . . . and set In := [tn, tn+1].
We assign to each n ∼ N and K ∼ Th the term un

K approximating the mean value
of u on

⋃
t∼In

K (t) × {t} and to each K ∼ Th and face e ≥ ∂K a numerical flux
function f n

K ,e : R2 ∇ R, which should approximate
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1

|In| |e(tn)|
∫

In

∫

e(t)
〈 f (u(x, t), x, t), μK (t),e(t)(x)∪ de(t) dt, (5)

where de(t) is the line element, μK (t),e(t)(x) is the unit conormal to e(t) pointing
outwards from K (t) and 〈·, ·∪ is the standard Euclidean inner product. Please note
that μK (t),e(t)(x) is tangential to Γ (t). Then the “curved” finite volume scheme is
given by

u0
K :=

∫

K (0)

u0(x)dΓ (0),

un+1
K := |K (tn)|

|K (tn+1)|un
K − |In|

|K (tn+1)|
∑

e≥∂K

|e(tn)| f n
K ,e(u

n
K , un

Ke
), (6)

uh(x, t) := un
K for t ∼ [tn, tn+1), x ∼ K (t),

where Ke denotes the cell sharing face e with K and dΓ (0) is the surface element. We
assume the numerical fluxes to be consistent, conservative, monotone, and uniformly
Lipschitz continuous, which is standard in the error analysis of the curved schemes.
Let L denote the Lipschitz constant of the numerical fluxes, then additionally the
CFL condition

tn+1 − tn ≤ α2h

8L
(7)

has to be imposed to ensure stability. Note, that the right hand side of (7) is related
to the minimal diameter of inner circles of cells through the constant α2.

2.2 The Finite Volume Scheme on Flat Elements

In this section we define finite volume schemes on T̄h which are in the spirit of (6)
but only rely on easily accessible geometrical information. We like to point out that
the calculation of areas and lengths is straightforward for flat elements. As well, the
approximation of integrals can be achieved using quadrature formulas by mapping
cells and edges to a standard triangle and the unit interval, respectively, using affine
linear maps. In this fashion we obtain for every time t ∼ [0, T ] quadrature operators
QK̄ (t) on flat cells and Qē(t) on flat edges of order p1, p2 ∗ 1, respectively. In
addition for any compact interval I ≥ [0, T ] the term QI denotes a quadrature
operator of order p3 ∗ 1 on I. For Lipschitz continuous numerical flux functions
f̄ n
K̄ ,ē

: R × R ∇ R we define the finite volume scheme on flat elements by
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ū0
K̄

:= 1

|K̄ (0)| QK̄ (0)(u0(a(·, 0))),

ūn+1
K̄

:= |K̄ (tn)|
|K̄ (tn+1)|

ūn
K̄

− |In|
|K̄ (tn+1)|

∑

ē≥∂ K̄

|ē(tn)| f̄ n
K̄ ,ē

(ūn
K̄
, ūn

K̄ē
), (8)

ūh(x, t) := ūn
K̄
, for t ∼ [tn, tn+1), x ∼ K (t),

where a in (8)1 is the projection map in normal direction from Γh to Γ, see [5, e.g.].
Note that by (8)3 the function ūh is defined on GT . For the numerical analysis in [8]
the following estimate for the (geometric) error between the numerical fluxes f n

K ,e

and f̄ n
K̄ ,ē

ist crucial:

∣∣∣ f n
K ,e(u, v) − f̄ n

K̄ ,ē
(u, v)

∣∣∣ ≤ Ch2 ⇒ (u, v) ∼ K , K ∼ Th, e ≥ ∂K , (9)

where K is a compact subset of R2 and C a constant depending only on GT , f
and K . In particular, C depends on the curvature of the surface, which is bounded,
as we consider closed surfaces and finite times. The dependence on the curvature is
rather complex and is related to the approximation of all geometric quantities, see
[8, Lemma 2, 3 and 4] for details. The compact set K is due to L∈-estimates for
the finite volume schemes, cf. [8, Lemma 7 and 9], and allows the control of f and
its derivatives. It was shown in [8] that (9) holds for the Lax-Friedrichs flux, in case
the flat and the curved scheme use the same amount of numerical viscosity.

3 Error Estimate

The main upshot of [8] is the following theorem.

Theorem 1 For initial data u0 ∼ L∈(Γ (0)), let uh denote the solution of the curved
finite volume scheme (6) and let ūh denote the solution of the flat finite volume scheme
(8). Let the quadrature operators QK̄ (0) and the initial data u0 be such that

∩uh(0) − ūh(0)∩L1(Γ (0)) ≤ C h (10)

for some constant C. Let the curved numerical flux functions be consistent, conser-
vative and monotone and let the time step satisfy (7). Let, additionally, (9) hold for
the flat numerical flux functions. Then, for fixed T > 0, the difference between uh

and ūh satisfies
∩uh(T ) − ūh(T )∩L1(Γ (T )) ≤ C h, (11)

for some constant C depending on GT , f, u0.

Remark 1 Note that the arising geometry errors can be neglected compared to the
error between the curved approximate solution and the exact solution, i.e. both
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approximate solutions converge to the entropy solution with the same convergence
rate O(h1/4), see [9, 11]. Numerical examples in [8] show that the proven conver-
gence rate (11) is optimal under the assumptions for the numerical analysis. However,
for most numerical experiments higher orders of convergence are observed.

The analysis indicates that the geometry error poses an obstacle to the construction
of higher order schemes. Numerical experiments in [8] show that this is indeed the
case. Therefore, to obtain higher order convergence, also the geometry of the curved
surface has to be approximated sufficiently accurate. One could think of extending
this work to the case of higher order schemes, Discontinuous Galerkin or higher order
finite volume schemes e.g., defined on higher order approximations of the moving
surface.

In what follows we will present a generic framework to investigate whether flux
functions satisfy (9).

4 Determining Which Numerical Fluxes Satisfy (9)

In order to construct numerical fluxes for the curved scheme from standard numerical
flux functions, originally developed for equations posed in R, we define, for every
n ∼ N, K ∼ Th, e ∼ ∂K , the function

cn
K ,e(u) := 1

|In| |e(tn)|
∫

In

∫

e(t)
〈 f (u, x, t), μK (t),e(t)(x)∪de(t)dt ⇒u ∼ R,

that can be interpreted as an approximation of the flux accross the edge e during the
time interval In .

For a function f̃ : R ∇ R, let G[ f̃ ] : R × R ∇ R be a one-dimensional
numerical flux function that is consistent with f̃ , monotone, conservative, i.e.

G[ f̃ ](u, ν) = −G[− f̃ ](ν, u) ⇒u, ν ∼ R,

and Lipschitz-continuous. From G : C1(R) ∇ C1(R2) we derive a generic family
of corresponding numerical flux functions

f n
K ,e(u, ν) := G[cn

K ,e](u, ν) for all u, ν ∼ R (12)

for the curved scheme. Note that monotonicity, conservation, Lipschitz-continuity
and consistency for the surface numerical fluxes are inherited from the 1-D numerical
fluxes. The Lax-Friedrichs flux from [8] for the curved scheme on moving surfaces
can be recovered by LF f n

K ,e(u, ν) = LFG[cn
K ,e](u, ν) with the one-dimensional Lax-

Friedrichs flux

LFG[ f̃ ](u, ν) := 1

2

(
f̃ (u) + f̃ (ν)

)
+ λ(u − ν),
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for a sufficiently large diffusion coefficient λ ∗ 0. The flat scheme from [8] can be
recovered by replacing cn

K ,e accordingly, i.e.

LF f̄ n
K̄ ,ē

(u, ν) = LFG[c̄n
K̄ ,ē

](u, ν)

with

c̄n
K̄ ,ē

(u) := 1

|In| QIn

[
1

|ē(tn)| Qē(·)
(
〈 f (u, ·, ·), μ̄K̄ (·),ē(·)∪

)]
.

In this manner we can also construct Godunov numerical fluxes on moving surfaces
with the help of the one-dimensional Godunov numerical flux functions

GVG[ f̃ ](u, v) :=
{

minw∼I (u,ν) f̃ (w) if u ≤ ν,

maxw∼I (u,ν) f̃ (w) if ν ≤ u.

In order to show that (9) holds for the (geometric) error between flat and curved
numerical fluxes that are based on the same one-dimensional flux functions, we
recall from [8, Proof of Lemma 5] that for every compact K ≥ R there exists
c = c(K ) > 0 such that

|cn
K ,e(u) − c̄n

K̄ ,ē
(u)| =: |En

K ,e(u)| ≤ ch2 ⇒u ∼ K . (13)

This estimate at hand it is an easy exercise to show that both, the Lax-Friedrichs and
the Godunov scheme satisfy (9), as for any compact K ≥ R

∩iG[ f̃1] −i G[ f̃2]∩L∈(K 2) ≤ ∩ f̃1 − f̃2∩L∈(K ) i = LF, GV. (14)

For the Engquist-Osher flux the situation is slightly different. However, it can be
shown analogously to the derivation of (13) that

∣
∣∣
d cn

K ,e

d u
(u) −

d c̄n
K̄ ,ē

d u
(u)

∣
∣∣ ≤ ch2. (15)

Moreover, the Engquist-Osher numerical flux operator

EOG[ f̃ ](u, v) = f̃ (0) +
∫ u

0
max{ f̃ ≤(s), 0} d s +

∫ v

0
min{ f̃ ≤(s), 0} d s

safisfies
∩EOG[ f̃1] −EO G[ f̃2]∩L∈(K 2) ≤ C(K )∩ f̃ ≤

1 − f̃ ≤
2∩L∈(K ) (16)

for any compact K ≥ R. Thus, the Engquist-Osher flux satisfies (9).
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(a) t = 0. (b) t = 1.57. (c) t = 4.00.

Fig. 1 Flat approximate solution for (1)–(2) at three different times with Godunov numerical flux
functions for the following problem, which was originally studied in [8]: A deforming torus is
considered as computational domain Γ and T = 4 as final time. Within the time interval [0, 2] the
left half of the torus undergoes compression whereas the right half is stretched, while Γ (t) remains
constant for t ∼ [2, 4]. A Burgers-type flux function f = f (u, x) = 1

2 u2(x2,−x1, 0)T and constant
initial values u0 ∀ 1 are chosen. The time step size is chosen dynamically for each time step in
order to guarantee stability. In spite of the constant initial values, a shock wave is induced due to the
change of geometry (compression and rarefaction) and the nonlinearity of the flux function. Note
that the actual computation was performed on a deforming polyhedron approximating the deforming
torus. All simulations have been performed within the DUNE-FEM module using AluGrid as grid
implementation. Confer [8] for implementation references and more detailed simulations
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Semi-implicit Alternating Discrete Duality
Finite Volume Scheme for Curvature Driven
Level Set Equation

Angela Handlovičová and Peter Frolkovič

Abstract Linear semi-implicit Alternating Discrete Duality Finite Volume (ADDFV)
numerical scheme for the solution of regularized curvature driven level set equation
is presented. The scheme requires in each time step to solve algebraic system with
a half number of unknowns than necessary in standard DDFV scheme. The stability
estimations are proved and comparisons for one numerical experiment are provided.

1 Introduction

The curvature driven level set equation [11]

ut − |≥u|≥ ·
( ≥u

|≥u|
)

= 0 (1)

and its non-trivial generalizations are used in many applications, see the references
in the quoted papers. In this paper we are mainly interested in numerical schemes
for the regularized form of (1) as introduced in e.g. [4, 5]. Namely we study the
following equation:

ut − f (|≥u|)≥ ·
( ≥u

f (|≥u|)
)

= 0, (2)

A. Handlovičová (B) · P. Frolkovič
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where the function f is of the form

f (z) = min(
√

z2 + ε2, b). (3)

The fixed regularization parameter ε > 0 in (3) is chosen as in [4] and another real
fixed parameter b, ε < b, as in [5] that represents the upper bound of regularized
function which is necessary from the numerical analysis point of view. The unknown
function u(t, x) in (2) is defined in I × Ω , where Ω ∼ ∇2 is a rectangular domain,
I = [0, T ], T > 0 is a time interval. We consider zero Dirichlet boundary conditions
and prescribed initial condition,

u(t, x) = 0 on I × ∂Ω, u(0, x) = u0(x), u0 ≡ H1
0 (Ω). (4)

There are several approaches to numerical solutions of (1) and (2) that are based
either on finite difference method [11], finite element method [2] or finite volume
method [7, 9]. The Discrete Duality Finite Volumes (DDFV) scheme for elliptic
problems is studied in [1, 3, 8]. Recently we have used DDFV for solving the
proposed problem, see [6]. Here we study a new approach based on the DDFV method
which we call Alternating Discrete Duality Finite Volumes (ADDFV) scheme. We
prove the stability estimates for this scheme as it is done in [6] for DDFV scheme.
We compare the ADDFV scheme with standard one using numerical example with
known analytical solution.

2 Numerical Scheme

First we briefly recall the DDFV numerical scheme proposed in [6]. We choose
a uniform discrete time step τ = T

NT
and replace the time derivative in (2) by the

backward finite difference. The nonlinear coefficients in the scheme will be evaluated
at previous time step, while the linear ones will be considered at the current time
level. In this sense we will use a semi-implicit type of time discretization.

Our primal finite volume mesh Th consists of squared cells Vi j ≡ Th with the
edge of length h, see the dashed lines grid in Fig. 1. The cells are associated with their
barycenters xi j ≡ Vi j for i = 1, . . . , N1, j = 1, . . . , N2. The value of numerical
solution associated with xi j and tn = nτ is denoted by un

i j , see Fig. 2.

The dual finite volume mesh T h is obtained by shifting the primal mesh in the
north-east direction, see the solid lines rectangles in Fig. 1. The mesh consists of cells
V i j ≡ T h associated with their barycenters xi j for i = 0, . . . , N1, j = 0, . . . , N2
that are at the same time the corners of Vi j ≡ Th . Analogously to the primal mesh
we denote un

i j ≈ u(xi j , tn), see Fig. 2. Note that the cells V i j at the boundary ∂Ω

are cut in a natural way so that Ω = ⋃
V i j ≡T h

V i j = ⋃
Vi j ≡Th

Vi j , see Fig. 1.
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Fig. 1 Primal (dashed lines
rectangles) and dual (solid
lines rectangles) mesh

Fig. 2 Values of u in the
primal mesh and the values of
u in the dual mesh

Let m(Vi j ) = h2 denote the measure of Vi j . The edges of Vi j are denoted by
epq

i j for p, q = −1, 0, 1 and |p| + |q| = 1 and m(epq
i j ) = h. The line segments

connecting the point xi j with its neighbors xi+p, j+q ≡ D are denoted by σ
pq

i j and

m(σ
pq

i j ) = h. Analogous notations using a “bar” is used for the terms related to the

cells V i j ≡ T h .
For the approximation of gradients we use a diamond mesh which is the union of

Dh and Dh such that

Dh =
(N1,N2)⋃

(i, j)=(0,1)

Di j , Dh =
(N1,N2)⋃

(i, j)=(1,0)

Di j .

The diamond cell Di j has the vertices {xi j , xi, j−1, xi+1, j , xi j , } for (i, j) =
(1, 1), . . . , (N1 − 1, N2), while for i = 0 and i = N1 the diamonds are cut so
that D0 j ∼ Ω and DN1 j ∼ Ω . Analogously, the diamond cell Di j has the vertices
{xi j , xi j , xi, j+1, xi−1, j } with the cut diamonds for j = 0 and j = N2 such that
Di0 ∼ Ω and Di N2 ∼ Ω and that Ω = Dh ⇒ Dh .

Having the diamond mesh one can define the approximative gradients ≥un
i j , resp.

≥un
i j that are constant on Di j , resp. on Di j as follows:
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≥un
i j = 1

h

(
un

i+1, j − un
i j , un

i j − un
i, j−1

)
, ≥un

i j = 1

h

(
un

i j − un
i−1, j , un

i, j+1 − un
i j

)
.

(5)

The approximations (5) require additional values that are defined using the zero
Dirichlet boundary conditions and eventually the linear extrapolation,

un
0 j = −un

1 j , un
N1+1 j = −un

N1−1 j , un
i0 = −un

i1, un
i N2+1 = −un

i N2−1, (6)

un
i0 = un

i N2
= un

0 j = un
N1 j = 0. (7)

Using (5) one can define the averaged gradients ≥̃un
i j , resp. ≥̃un

i j that are constant

on Vi j , resp. V i j computed as the arithmetic average of corresponding four diamond
gradients. Finally we define the discrete initial values in the standard way:

u0
i j = 1

m(Vi j )

∫

Vi j

u0(x) dx ∀Vi j ≡ Th, u0
i j = 1

m(V i j )

∫

V i j

u0(x) dx ∀V i j ≡ Th .

(8)

The DDFV scheme can be now obtained using the backward Euler scheme for
time derivative and integrating the resulting equation over every Vi j and V i j . After
using the divergence theorem and the central finite difference approximation for the
directional derivatives we obtain the scheme of the form:

Definition 1 ( Fully-discrete semi-implicit DDFV scheme).
Let i = 1, . . . , N1, j = 1, . . . , N2 and u0

i j , u0
i j be given discrete initial values as

defined in (8). Then we search the unknown values un
i j , un

i j , with n = 1, . . . , NT

satisfying

un
i j − un−1

i j

f (|≥̃un−1
i j |)

h2

τ
=

⎪

p=±1

⎛
un

i+p, j − un
i j

f (|≥un−1
i+γ, j |)

+ un
i, j+p − un

i j

f (|≥un−1
i j+γ |)

⎝

,

⎞
γ = 0 if p = 1
γ = −1 if p = −1

(9)

un
i j − un−1

i j

f (|≥̃un−1
i j |)

h2

τ
=

⎪

p=±1

⎛
un

i+p, j − un
i j

f (|≥un−1
i+β, j |)

+ un
i, j+p − un

i j

f (|≥un−1
i j+β |)

⎝

,

⎞
β = 1 if p = 1
β = 0 if p = −1

(10)

using also the definitions (5)–(7).

This scheme must compute in every time step two coupled linear algebraic systems
having each N1 × N2 unknowns. To avoid this we propose the Alternating DDFV
scheme with the basic idea to solve (9) only for n = 2k + 1 and (10) only for
n = 2k + 2, where in what follows we use always k = 1, . . . , m = NT /2 − 1. Note
that the schemes (9) and (10) are coupled only through the nonlinear coefficients
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that are evaluated in an explicit way as usual for semi-implicit type of numerical
schemes.

We study two variants of ADDFV. In both variants we compute the unknowns u1
i j

from (9) with the time step τ and the unknowns u2
i j from (10) with the time step 2τ

so the nonlinear coefficients in (9) and (10) are always evaluated from u0
i j and u0

i j .
The first variant we call Variant A. It is obtained in a natural way by replacing the

dependence of nonlinear coefficients as in (9) and (10) with the dependence on the
approximations of≥u at time level n−2. For that purpose one defines the intermediate
missing values by linear interpolation in time, i.e. u2k

i j = (u2k+1
i j + u2k−1

i j )/2 and

u2k−1
i j = (u2k

i j + u2k−2
i j )/2.

The disadvantage of Variant A is that the nonlinear coefficients in the modified
schemes (9) and (10) are evaluated in different time levels. Therefore we propose also
the second variant of ADDFV that does not have this disadvantage, and, moreover,
it allows to prove stability estimates following the approach of [6].

The Variant B will use instead of (5) the following approximations of ≥u:

≥u
2k− 1

2
i j = 1

h

(
u2k−1

i+1, j − u2k−1
i j , u2k

i j − u2k
i, j−1

)
on Di j , (11)

≥u
2k− 1

2
i j = 1

h

(
u2k

i j − u2k
i−1, j , u2k−1

i, j+1 − u2k−1
i j

)
on Di j . (12)

Analogously we define ≥̃u
2k− 1

2
i j and ≥̃u

2k− 1
2

i j .
The Variant B of ADDFV can be defined for k = 1, . . . , m and i = 1, . . . , N1, j =

1, . . . , N2 as follows

u2k+1
i j − u2k−1

i j

f (|≥̃u
2k− 1

2
i j |)

h2

2τ
=

⎪

p=±1

⎠

⎧
u2k+1

i+p, j − u2k+1
i j

f (|≥u
2k− 1

2
i+γ, j |)

+ u2k+1
i, j+p − u2k+1

i j

f (|≥u
2k− 1

2
i, j+γ |)

⎨

⎩ , (13)

u2k+2
i j − u2k

i j

f (|≥̃u
2k− 1

2
i j |)

h2

2τ
=

⎪

p=±1

⎠

⎧
u2k+2

i, j+p − u2k+2
i j

f (|≥u
2k− 1

2
i j+β |)

+ u2k+2
i+p, j − u2k+2

i j

f (|≥u
2k− 1

2
i+β, j |)

⎨

⎩ . (14)

Remark 1 L∪ stability for the numerical solution of scheme (13), (14) can be shown
in similar way as in [5] so we omit it here.

Theorem 1 For the solution of the discrete scheme (13), (14) the following stability
results holds:

m∑

k=1

⎠

⎧ ∑

Vi j ≡Th

(
u2k+1

i j −u2k−1
i j

)2

f (|≥̃u
2k− 1

2
i j )

h2

2τ
+ ∑

V i j ≡T h

(
u2k+2

i j −u2k
i j

)2

f (|≥̃u
2k− 1

2
i j |)

h2

2τ

⎨

⎩
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+ 1
2b

m∑

k=1

⎠

⎧ ∑

Di j ≡Dh

(
|≥u

2k+ 3
2

i j | − |≥u
2k− 1

2
i j |

)2
h2 + ∑

Di j ≡Dh

(
|≥u

2k+ 3
2

i j | − |≥u
2k− 1

2
i j |

)2
h2

⎨

⎩

+ ∑

Di j ≡Dh

|≥u
NT − 1

2
i j |h2 + ∑

Di j ≡Dh

|≥u
NT − 1

2
i j |h2 ∗ C, (15)

where C is a constant and depends only on data of the problem, not on h or τ .

Proof Note that the index 2k + 3
2 in (15) is used in (11) and (12) as 2(k + 1) − 1

2 .
Analogously as in [5] and [6] we use a function F defined by

∀s ≡ R+, F(s) =
s∫

0

z

f (z)
dz, F(s) ≡

⎜
s2

2b
,

s2

2ε

⎟
. (16)

We use the following properties of F and f (see [5])

∀c, d ≡ R+,

d∫

c

z dz

f (z)
+ (d − c)2

2 f (c)
∗ d

f (c)
(d − c). (17)

First we multiply (13) and (14) with the term u2k+1
i j − u2k−1

i j and u2k+2
i j − u2k

i j ,

respectively, and sum them for Vi j ≡ Th and V i j ≡ T h . By rearranging terms in
both equations and using some standard procedures in finite volume methods [5, 6]
together with the fact that the gradients on Di j and Di j are constant, we obtain:

⎪

Vi j ≡Th

(
u2k+1

i j − u2k−1
i j

)2

f (|≥̃u
2k− 1

2
i j |)

h2

2τ
+

⎪

Di j ≡Dh

(u2k+1
i j − u2k+1

i+1, j )
2 − (u2k+1

i j − u2k+1
i+1, j )(u

2k−1
i j − u2k−1

i+1, j )

f (|≥u
2k− 1

2
i j |)

+
⎪

Di j ≡Dh

(u2k+1
i j − u2k−1

i, j+1)
2 − (u2k+1

i j − u2k+1
i+1, j )(u

2k−1
i j − u2k−1

i+1, j )

f (|≥u
2k− 1

2
i j |)

= 0

and

⎪

V i j ≡T h

(
u2k+2

i j − u2k
i j

)2

f (|≥̃u
2k− 1

2
i j |)

h2

2τ
+

⎪

Di j ≡Dh

(u2k+2
i j − u2k+2

i, j−1)
2 − (u2k+2

i j − u2k+2
i, j−1)(u

2k
i j − u2k

i, j−1)

f (|≥u
2k− 1

2
i j |)

+
⎪

Di j ≡Dh

(u2k
i j − u2k

i−1, j )
2 − (u2k

i j − u2k
i−1, j )(u

2k−2
i j − u2k−2

i−1, j )

f (|≥u
2k− 1

2
i j |)

= 0.



Semi-implicit Alternating Discrete Duality 339

We sum the both equations and rewrite the result into the form

⎪

Vi j ≡Th

(
u2k+1

i j − u2k−1
i j

)2

f (|≥̃u
2k− 1

2
i j |)

h2

2τ
+

⎪

V i j ≡T h

(
u2k+2

i j − u2k
i j

)2

f (|≥̃u
2k− 1

2
i j |)

h2

2τ
+

⎪

Di j ≡Dh

(≥u
2k+ 3

2
i j )2 − ≥u

2k+ 3
2

i j · ≥u
2k− 1

2
i j

f (|≥̃u
2k− 1

2
i j |)

h2+
⎪

Di j ≡Dh

(≥u
2k+ 3

2
i j )2 − ≥u

2k+ 3
2

i j · ≥u
2k− 1

2
i j

f (|≥̃u
2k− 1

2
i j |)

h2 = 0.

From (3) and (16) we have (and similarly for the terms with "bar")

F(|≥u
2k+ 3

2
i j |) − F(|≥u

2k− 1
2

i j |) =
∫ |≥u

2k+ 3
2

i j |

|≥u
2k− 1

2
i j |

z dz

f (z)
.

Using the property (17) we obtain

F(|≥u
2k+ 3

2
i j |) − F(|≥u

2k− 1
2

i j |) + 1

2b
(|≥u

2k+ 3
2

i j | − |≥u
2k− 1

2
i j |)2

∗ |≥u
2k+ 3

2
i j |

f (|≥u
2k− 1

2
i j |)

(|≥u
2k+ 3

2
i j | − |≥u

2k− 1
2

i j |) ∗ (≥u
2k+ 3

2
i j )2 − ≥u

2k+ 3
2

i j · ≥u
2k− 1

2
i j

f (|≥u
2k− 1

2
i j |)

and analogously for |≥u
2k+ 3

2
i j | etc. Using the above estimates we have

⎪

Vi j ≡Th

(
u2k+1

i j − u2k−1
i j

)2

f (|≥̃u
2k− 1

2
i j |)

h2

2τ
+

⎪

V i j ≡T h

(
u2k+2

i j − u2k
i j

)2

f (|≥̃u
2k− 1

2
i j |)

h2

2τ
+

1

2b

⎪

Di j ≡Dh

(
|≥u

2k+ 3
2

i j | − |≥u
2k− 1

2
i j |

)2

h2 + 1

2b

⎪

Di j ≡Dh

(
|≥u

2k+ 3
2

i j | − |≥u
2k− 1

2
i j |

)2

h2+

⎪

Di j ≡Dh

(F(|≥u
2k+ 3

2
i j |)−F(|≥u

2k− 1
2

i j |))h2+
⎪

Di j ≡Dh

(F(|≥u
2k+ 3

2
i j |)−F(|≥u

2k− 1
2

i j |))h2 ∗ 0.

Summing the last inequalities over k = 1, . . . , m we obtain
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m⎪

k=1

⎠


⎧

⎪

Vi j ≡Th

(
u2k+1

i j − u2k−1
i j

)2

f (|≥̃u
2k− 1

2
i j |)

h2

2τ
+

⎪

V i j ≡T h

(
u2k+2

i j − u2k
i j

)2

f (|≥̃u
2k− 1

2
i j |)

h2

2τ

⎨


⎩ +

1

2b

m⎪

k=1

⎠


⎧

⎪

Di j ≡Dh

(
|≥u

2k+ 3
2

i j | − |≥u
2k− 1

2
i j |

)2

+
⎪

Di j ≡Dh

(
|≥u

2k+ 3
2

i j | − |≥u
2k− 1

2
i j |

)2

⎨


⎩ h2+

⎪

Di j ≡Dh

F(|≥u
NT − 1

2
i j |)h2 +

⎪

Di j ≡Dh

F(|≥u
NT − 1

2
i j |)h2 ∗

⎪

Di j ≡Dh

F(|≥u0
i j |)h2 +

⎪

Di j ≡Dh

F(|≥u0
i j |)h2.

Using (16) and the properties of u0(x) we obtain the desired estimate (15) . �

3 Numerical Experiments

To study the Experimental Order of Convergence (EOC) for two variants of ADDFV
scheme and to compare it with standard DDFV we use the solution of (1) presented in
[10] of the following form u(x, y, t) = min{0.5(x2 + y2 − 1) + t, 0}. The problem
is solved on Ω = [−1, 25, 1.25]2 and [0, T ] = [0, 0.3125]. The regularization
parameter is chosen ε = h2 where h = 2.5/n, n = 10, 20, 40, . . . , 320.

We denote en
i j = h2

(
un

i j − u(tn, xi j )
)2

and en
i j = h2

(
un

i j − u(tn, xi j )
)2

to

define two discrete L2 errors

E2 =
⎠


⎧τ

NT⎪

n=1

1

2

⎠


⎧

⎪

Vi j

en
i j +

⎪

V i j

en
i j

⎨


⎩

⎨


⎩

1
2

, E B
2 =

⎠


⎧τ

m⎪

k=1

⎠


⎧

⎪

Vi j

e2k−1
i j +

⎪

V i j

e2k
i j

⎨


⎩

⎨


⎩

1
2

.

The error E2 is used for DDFV scheme and for variant A, the error E B
2 is used for

the Variant B. The results for the fixed definition of time step τ = h2 are presented
in Table 1. Note that the solution contains flat regions and a singular circular curve
with a gradient jump, therefore we can not expect second order accuracy as it can be
observed also for other FV schemes in [5] and [9]. However the numerical schemes
converge also in this singular case and the EOCs are close to 1.

From Table 1 one can see that the ADDFV schemes performs faster than the
DDFV scheme for particular n, but the pay off is lower accuracy. In the current
version the implemented ADDFV scheme does not perform better than the DDFV
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Table 1 The comparison of errors, EOCs, and CPU times for the DDFV and ADDFV schemes

n E2 E OC C PU E2 E OC E B
2 E OC C PU

10 5.52e-02 – 1.50e-02 6.08e-02 – 6.78e-02 – 1.50e-02
20 3.17e-02 0.79 4.70e-02 3.99e-02 0.61 4.63e-02 0.55 4.60e-02
40 1.68e-02 0.91 6.55e-01 2.23e-02 0.83 2.24e-02 0.97 5.15e-01
80 8.69e-03 0.95 9.27e+00 1.18e-02 0.92 1.20e-02 0.96 7.30e+00
160 4.42e-03 0.97 1.53e+02 6.12e-03 0.96 6.15e-03 0.97 1.12e+02
320 2.23e-03 0.98 2.05e+03 3.11e-03 0.98 3.11e-03 0.99 1.47e+02

Fig. 3 The plot of E2 over
logarithm of CPU times for the
DDFV and ADDFV scheme

1 1 2 3
Log cpu

0.01

0.02

0.03

0.04

0.05

0.06
Error

DDFV

ADDFV

scheme when comparing the errors with respect to the logarithm of CPU times as it
can be seen in Fig. 3. This issue will be further investigated.
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5. Eymard, R., Handlovičová, A., Mikula, K.: Study of a finite volume scheme for the regularized
mean curvature flow level set equation. IMA J. Numer. Anal. 31(3), 813–846 (2011)
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Convergence of the MAC Scheme
for the Steady-State Incompressible
Navier-Stokes Equations on Non-uniform Grids

R. Herbin, J.-C. Latché and K. Mallem

Abstract We prove in this paper the convergence of the Marker and cell (MAC)
scheme for the discretization of the steady-state incompressible Navier-Stokes equa-
tions in primitive variables on non-uniform Cartesian grids, without any regularity
assumption on the solution. A priori estimates on solutions to the scheme are proven;
they yield the existence of discrete solutions and the compactness of sequences of
solutions obtained with family of meshes the space step of which tends to zero. We
then establish that the limit is a weak solution to the continuous problem.

1 Introduction

Let Ω be an open bounded domain of Rd with d = 2 or d = 3. We consider the
steady-state incompressible Navier-Stokes equations, which read:

div(u) = 0 in Ω, (1a)

−Δu + (u · ≥)u + ∇ p = f in Ω, (1b)

u = 0 on ∂Ω, (1c)

where u stands for the (vector-valued) velocity of the flow, p for the pressure and f
is a given field of L2(Ω)d . The weak formulation of the problem reads:
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Find (u, p) ∼ H1
0 (Ω)d × L2

0(Ω) such that, ∇(v, q) ∼ H1
0 (Ω)d × L2(Ω),∫

Ω

≥u : ≥v dx +
∫

Ω

((u · ≥)u) · v dx −
∫

Ω

p div(v) dx =
∫

Ω

f · v dx,

∫

Ω

q div(u) dx = 0,

(2)

where L2
0(Ω) stands for the subspace of L2(Ω) of zero mean-valued functions. The

aim of this paper is to show, under minimal regularity assumptions on the solution,
that sequences of approximate solutions obtained by the discretization of Problem
(1) by the Marker-And-Cell (MAC) scheme converge to a solution of (2) as the mesh
size tends to 0.

The Marker-And-Cell (MAC) scheme, introduced in the middle of the sixties [5],
is one of the most popular methods [8, 9] for the approximation of the Navier-Stokes
equations in the engineering framework, because of its simplicity, its efficiency and its
remarkable mathematical properties. In the case of uniform meshes, finite difference
techniques allow to obtain error estimates [7] for the vorticity-pressure formulation
of (1) with some regularity conditions on the exact solution (H2 regularity for the
pressure) that are stronger than the natural conditions. Here, we give a convergence
result with respect to the discretization of the Navier-Stokes equations in primitive
variables on a non-uniform rectangular mesh, thanks to a finite volume expression
of the scheme (see [1] for a first result in this direction in the case of the Stokes
equations), and without regularity assumptions on the solutions. An essential feature
of the studied scheme is that the (discrete) kinetic energy remains controlled. In
particular, the velocity convection operator is approximated so as to be compatible
with a discrete continuity equation on the dual cells; this discretization coincides
with the usual discretization on uniform meshes [8], contrary to the scheme of [2].
Velocity and pressure estimates are thus obtained, which lead to the compactness
of sequences of approximate solutions. We then show that the prospective limit is
a weak solution of the Navier-Stokes equations. For short, we focus here on the
analysis of the stability and consistency of the velocity convection operator, which is
non-standard, while the study of (linear) diffusion, gradient and divergence operators
is more classical. We can then conclude that the approximate solutions obtained with
the MAC scheme converge (up to a subsequence since no uniqueness result is known
for the continuous problem) to a weak solution of the Navier-Stokes equations. The
present work is the first step in a project which consists in the mathematical study of
the MAC scheme on non-uniform grids for the steady and time-dependent Navier-
Stokes equations in primitive variables, and its extension to the variable density
Navier-Stokes equations. Because of space restrictions, we only sketch the proofs
here and refer to [6] for full details.
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Dσ

K

L

σ = K|Lε2 ε3

σ

ε1 =σ |σ

∂Ω

dε3dε2

dε1

Fig. 1 Notations for control volumes and dual cells (for the second component of the velocity)

2 The MAC Scheme

We assume that the domain Ω is a union of rectangles (d = 2) or orthogonal
parallelepipeds (d = 3). Let us introduce the MAC grids, namely

• the pressure (or primal) grid denoted by M, which consists of a union of possibly
non uniform rectangles; a generic cell of this grid will be denoted by K , and a
generic face of such a cell by σ ∼ E , where E denotes the set of all faces of the
mesh. The set of faces that are orthogonal to the i th unit vector ei of the canonical
basis of Rd is denoted by E (i), for i = 1, . . . , d.

• the velocity (or dual) grids denoted byM(i): one grid for each component u(i), i =
1, . . . , d. A cell Dσ of the mesh M(i) is associated to a face σ ∼ E (i). For an
internal face σ = K |L , it is defined as the union of two rectangles DK ,σ and
DL ,σ , where DK ,σ (resp. DL ,σ ) is the half-part of K (resp. L) adjacent to σ (see
Fig. 1 for the 2D case); for an external face σ adjacent to the cell K , Dσ = DK ,σ .
A dual face separating two dual cells Dσ and Dσ ≡ is denoted by ε = σ |σ ≡. To any
dual face ε, we associate a distance dε as sketched on Fig. 1.

Hereafter, | · | stands indifferently for the d- or (d − 1)-dimensional measure of a
subset of Rd or Rd−1 respectively.

We define the discrete pressure space LM which stands for piecewise constant
functions over each of the grid cells K ofM, and H (i)

M which stands for the piecewise
constant functions over each of the grid cells Dσ of M(i), with σ ∼ E (i). As in
the continuous case, the Dirichlet boundary conditions are (partly) incorporated in
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the definition of the velocity spaces, and, to this purpose, we introduce H (i)
M,0 ⊂

H (i)
M, i = 1, . . . , d, defined as follows:

H (i)
M,0 =

{
u ∼ H (i)

M, u(x) = 0 ∇x ∼ Dσ , σ ∼ E (i)
ext

}
, i = 1, . . . , d.

where E (i)
ext is the subset of E (i) of faces that lie on the boundary ∂Ω of the domain.

We then set HM,0 = ∏d
i=1 H (i)

M,0.

Discrete divergence operator—We are now in position to define the discrete
divergence operator divM from HM,0 to LM by

divMu(x) = 1

|K |
∑

σ∼E(K )

FK ,σ (u), ∇x ∼ K ,

where FK ,σ (u) is the mass flux through a face σ of the set E(K ) of faces of K , which
reads, for σ ∼ E (i):

FK ,σ (u) = |σ | uσ ei · nK ,σ ,

where nK ,σ denotes the unit normal vector to σ outward K . Note that we have the
usual finite volume property of local conservativity of the flux through an interface
σ = K |L between the cells K , L ∼ M, i.e. FK ,σ (u) = −FL ,σ (u).

Discrete gradient—The gradient in the discrete momentum balance equation is
built as the dual operator of the discrete divergence, and reads:

∇M : LM −⇒ HM,0
p �−⇒ ∇M p(x) = (ð1 p, . . . ,ðd p)t ,

where ði p ∼ H (i)
M,0 is the discrete derivative of p in the i-th direction, defined by:

ði p(x) = |σ |
|Dσ | (pL − pK ) nK ,σ ·ei , ∇x ∼ Dσ , for σ = K |L ∼ E (i)

int , i = 1, . . . , d.

Note that the definition of the operator is complete, since the functions of HM,0
vanish on the dual cells associated to external faces.

Discrete Laplace operator—For i = 1 . . . , d, we classically define the i th com-
ponent −Δ

(i)
M of the discrete Laplace operator from H (i)

M,0 to H (i)
M,0 by:

−ΔMu(i)(x) = 1

|Dσ |
∑

ε∼E(Dσ )

|ε|
dε

[u(i)]σ,ε, ∇x ∼ Dσ , for σ ∼ E (i).

where the sum in the right-hand-side is over the set E(Dσ ) of (dual) faces of
the dual cell Dσ , and where [u(i)]σ,ε = u(i)

σ − u(i)
σ ≡ if ε is an internal dual face
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separating Dσ and Dσ ≡ and [u(i)]σ,ε = u(i)
σ if ε is included in the boundary

∂Ω . Then the discrete Laplace operator −ΔM, HM,0 −⇒ HM,0, is given by

−ΔMu = (−Δ
(1)

Mu(1), . . . ,−Δ
(d)

Mu(d))t .

Discrete convection operator—Let us consider the momentum equation (1b)
for the i th component of the velocity, based on its associated dual mesh M(i)

and integrate it on a cell Dσ , σ ∼ E (i). By the Stokes formula we then need to
discretize

∑
ε⊂∂ Dσ

∫
ε

u(i)u · nε,σ , where nε,σ denotes the unit normal vector to ε

outward Dσ . For ε = σ |σ ≡, the convection flux
∫
ε

u(i)u · nε,σ is approximated by

|ε| Fσ,ε(u)u(i)
ε , u(i)

ε = (u(i)
σ + u(i)

σ ≡ )/2, where Fσ,ε(u) is the numerical mass flux
through ε outward Dσ which we now define. We distinguish two cases:

• First case—The vector ei is normal to ε , and ε is included in a primal cell K .
Then the mass flux through ε = Dσ |Dσ̃ is given by:

Fσ,ε(u) = 1

2
(−FK ,σ (u) + FK ,̃σ (u)).

• Second case—The vector ei is tangent to ε, and ε is the union of the halves of two
primal faces σ ≡ and σ ≡≡ such that σ = K |L with σ ≡ ∼ E(K ) and σ ≡≡ ∼ E(L). Then
we write ε = σ ≡σ ≡≡

K |L . The mass flux through ε is then given by:

Fσ,ε(u) = 1

2
(FK ,σ ≡(u) + FL ,σ ≡≡(u)).

Note that, with this definition, Fσ,ε(u) = 0 if ε ⊂ ∂Ω , which is consistent with
the boundary conditions (1c).

We can now define the operator C (i)
M from H (i)

M,0 to H (i)
M,0 by

C (i)
Mu(i)(x) = 1

|Dσ |
∑

ε∼E(Dσ )
ε=σ |σ ≡

|ε| Fσ,ε(u)
u(i)

σ + u(i)
σ ≡

2
, ∇x ∼ Dσ , for σ ∼ E (i)

int .

Then the discrete convection operator CM from HM,0 to HM,0 is defined by CMu =
(C (1)

Mu(1), . . . , C (d)

Mu(d))t .

The scheme—With these notations, the discrete scheme reads:

u ∼ HM,0, p ∼ LM,

∫

Ω

p dx = 0, (3a)

− ΔMu + CMu + ∇M p = f M, (3b)

divMu = 0, (3c)

where f M stands for the projection of f onto HM,0 obtained by taking the mean
value over each cell.
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3 Variational form of the Scheme and Stability

We first recall the definition of the discrete H1 inner product [3]. To this purpose,
we multiply the discrete Laplace operator by u and integrate over the computational
domain. A simple reordering of the sums, which may be seen as a discrete integration
by parts, yields:

∇(u, v) ∼ HM,0
2,

∫

Ω

−ΔMu · v dx = [u, v]1,M,0 =
d∑

i=1

[u(i), v(i)]1,M(i),0,

with:

[u(i), v(i)]1,M(i),0 =
∑

ε=σ |σ ≡∼E (i)

|ε|
dε

[u(i)]σ,ε [v(i)]σ,ε,

where E (i) denotes the set of faces of the dual mesh M(i), i = 1, . . . , d. We may
also define the discrete H1-norms:

∪u(i)∪2
1,M,0 = [u(i), u(i)]1,M(i),0, for i = 1, . . . , d, and ∪u∪2

1,M,0 = [u, u]1,M,0.

Let us now define the weak form of the nonlinear convection operator, which we
denote by CM:
∇(u, v) ∼ HM,0

2, CM(u, v) =
d∑

i=1

C(i)
M(u(i), v(i)) =

d∑

i=1

∫

Ω

C (i)
M(u(i)) v(i) dx.

Then the weak formulation of the scheme reads:

Find (u, p) ∼ HM,0 × LM such that
∫

Ω

p dx = 0 and, ∇(v, q) ∼ HM,0 × LM,

[u, v]1,M,0 + CM(u, v) −
∫

Ω

p divM(v) dx =
∫

Ω

f M · v dx, (4a)
∫

Ω

divM(u) q dx = 0. (4b)

In order to prove the convergence of the scheme, we introduce an alternate con-
vection form C̃, defined on the pressure grid and easier to manipulate in the proofs;
it is also defined component by component, i.e. it may be written as

C̃M(u, v) =
d∑

i=1

C̃(i)
M(u(i), v(i)),∇(u, v) ∼ HM,0

2.
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The following lemma defines C̃(i) and provides a bound for C̃(i) − C(i).

Lemma 1 (Alternate convection term) Let u ∼ HM,0, let i ∼ {1, . . . , d} and let

u, v ∼ H (i)
M,0. For σ ∼ E , let us define ûσ by:

ûσ = uσ if σ ∼ E (i), ûσ = 1

card(Nσ )

∑

σ ≡∼Nσ

uσ ≡ otherwise,

where, for any σ ∼ E \ E (i), Nσ = {σ ≡ ∼ E (i), Dσ ∗ σ ≡ ∈= ∩}. For K ∼ M, we
denote by vK the quantity vK = 1

2

∑
σ∼E (i)(K ) vσ . Let C̃(i)

M be the nonlinear form
defined by:

C̃(i)
M(u, v) =

∑

K∼M
vK

∑

σ∼E(K )

FK ,σ (u)̂uσ ,

and let R(i)(u, v) = C(i)
M(u, v)− C̃(i)

M(u, v). Then there exists C ≤ 0 depending only
on the regularity ηM of the mesh defined by

ηM = max

{ |K |
|L| , (K , L) ∼ M2; K |L ∼ Eint

}
, (5)

such that :

|R(i)(u, v)| ∀ C hα ∪u∪1,M,0 ∪u∪1,M(i),0 ∪v∪1,M(i),0,

with α < 1 if d = 2 and α = 1/2 if d = 3.

Lemma 2 (Estimate on the convection term) There exists C > 0, depending only
on the regularity ηM of the mesh (5), such that:

∇(u, v) ∼ HM,0
2, |CM(u, v)| ∀ C ∪u∪2

1,M,0 ∪v∪1,M,0. (6)

In addition:
∇u ∼ HM,0, CM(u, u) = 0. (7)

Essential arguments of the proof—The estimate (6) follows from Lemma 1 and a
bound on C̃M obtained with some simple algebra. The relation (7) relies on the fact
that ∑

ε∼E(Dσ )

Fσ,ε(u) = 0.

thanks to the definition of the dual mass fluxes Fσ,ε(u). �
The following stability result is a consequence of the above lemma, together

with the duality of the discrete gradient and divergence operators, and the fact that
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the MAC discretization satisfies the so-called inf-sup condition (see e.g. [4]). The
existence of a solution then follows by a topological degree argument.

Proposition 1 (Existence and estimates) There exists a solution to (4), and there
exists C > 0 depending only on the regularity ηM of the mesh, such that any
solution of (4) satisfies the following stability estimate:

∪u∪1,M,0 + ∪p∪L2(Ω) ∀ C ∪ f ∪(L2(Ω))d . (8)

4 Convergence Analysis

The convergence of the scheme is stated in the following theorem.

Theorem 1 (Convergence of the scheme) Let (Mn)n∼N be a sequence of meshes
such that maxK∼Mn diam(K ) ⇒ 0 as n ⇒ +⊂; assume that there exists η > 0
such that ηMn ∀ η for any n ∼ N (with ηMn defined by (5)). Let (un, pn) be a
solution to (4) for M = Mn. Then there exists ū ∼ H1

0 (Ω)d and p̄ ∼ L2(Ω) such
that, up to a subsequence:

• the sequence (un)n∼N converges to ū in L2(Ω)d ,
• the sequence (pn)n∼N weakly converges to p̄ in L2(Ω),
• (ū, p̄) is a solution to the weak formulation (2).

Main steps of the proof—The existence of a limit for the velocity in L2(Ω)d and
the pressure in L2(Ω) and the convergence of the sequence of discrete solutions
follow from a compactness argument thanks to the estimates of Proposition 1. We
then obtain that ū belongs to H1

0 (Ω)d thanks to the estimate (8).
Finally, it remains to pass to the limit in the scheme, i.e., in other words, to prove

its (weak) consistency. For the diffusion and divergence operators, the proof is rather
standard [3]. The consistency of the discrete gradient is readily obtained thanks to
the fact that this operator is dual with the divergence. For the convection operator,
essential difficulties are solved by switching from the nonlinear form C to C̃, thanks
to the control on the error between C and C̃ given in Lemma 1. �
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Stochastic Modeling for Heterogeneous
Two-Phase Flow

M. Köppel, I. Kröker and C. Rohde

Abstract The simulation of multiphase flow problems in porous media often
requires techniques for uncertainty quantification to represent parameter values
that are not known exactly. The use of the stochastic Galerkin approach becomes
very complex in view of the highly nonlinear flow equations. On the other hand
collocation-like methods suffer from low convergence rates. To overcome these dif-
ficulties we present a hybrid stochastic Galerkin finite volume method (HSG-FV) that
is in particular well-suited for parallel computations. The new approach is applied to
specific two-phase flow problems including the example of a porous medium with a
spatially random change in mobility. We emphasize in particular the issue of parallel
scalability of the overall method.

1 Introduction

We consider the influence of stochastic effects on a two-phase flow model, that
governs the infiltration of a wetting fluid into a porous medium which is initially
filled by a nonwetting fluid. Let us assume that both fluids are immiscible and incom-
pressible, and let us neglect gravitational forces. The fractional flow formulation of
the capillarity-free case for some domain D ≥ R

2 and time T > 0 leads to the
following problem [5]:
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v = −Kλ(S) ∼ p and div(v) = q in D × (0, T ), (1)

φSt + div (v f (x, S)) − q = 0 in D × (0, T ). (2)

The unknowns are the saturation of the wetting fluid S = S(x, t) ∇ [0,1], the global
pressure p = p(x, t) ∇ R, and the total velocity field v = v(x, t) ∇ R

2. The total
mobility λ = λ(S) and the fractional flow function f = f (x, S) are given nonlinear
functions of the saturation and additionally of space for the flux. Furthermore K =
K(x) stands for the intrinsic permeability, φ = φ(x) for the porosity, and q = q(x, t)
for a source or sink. Appropriate initial and boundary conditions have to be added.

Uncertainty can effect solutions of (1), (2) through e.g. given parameter functions,
initial and boundary data. In this case the unknowns depend also on corresponding
random variables. Let us first assume that the velocity field v is given and it remains to
solve the hyperbolic transport equation for the saturation. Under generic conditions a
representation in the form of a polynomial chaos expansion (PCE) exists. Restriction
of a (stochastically) weak formulation to a finite number of modes leads to the
stochastic Galerkin method. Combined with a finite volume discretization in space
the PCE approach yields a coupled deterministic system to be solved. The degree
of coupling increases with the non-linearity of the considered equations and with
the order of polynomial expansion. This fact increases the computational effort and
significantly reduces the scalability in parallelisation. We have suggested a hybrid
stochastic Galerkin finite volume method (HSG-FV) in [2], that extends the methods
presented in [8, 11], for general transport equations and will develop it here for
the two-phase problem. Together with a review on the stochastic setting the new
method is formulated in Sect. 2. We stress that the HSG-FV relies on an adaptive
combination of PCE with a multi-element decomposition of the stochastic domain. It
leads to a deterministic system that is significantly weaker coupled than the pure PCE
approach. Therefore, the HSG-FV method allows for more efficient parallelization. In
Sect. 3 we apply the HSG-FV to the two-phase flow problem (1), (2) with a nonlinear
continuous flux function, present the finite volume method and numerical examples.
Moreover the computational effort of the HSG-FV method is discussed at the end of
the section. At last we briefly present the application of the HSG-FV method to the
two-phase flow problem in a heterogeneous porous medium with randomly disturbed
discontinuous flux function in Sect. 4.

2 Hybrid Stochastic Galerkin Representation

Polynomial Chaos Let θ = θ(ω) be a random variable on the probability space
(Ω,F ,P), which satisfies θ ∇ L2(Ω). We assume that the distribution of θ is known
and the probability density function (PDF) ρ is given. In this case the expectation of
the random variable θ can be computed by E[θ ] := ∫

Ω
θ(ω) dP(ω) = ∫

θ dρ(θ).

Then there exists a family
{
φp(θ)

}
p∇N0

of L2(Ω)-orthonormal polynomials with

respect to the PDF ρ. This means that
{
φp(θ)

}
p∇N0

satisfies
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〈
φp(θ), φq(θ)

〉
L2(Ω)

:=
∫

I
φp(θ)φq(θ) dρ(θ) = δpq for p, q ∇ N0.

Here δpq denotes the Kronecker delta and I is the support of φp, for p ∇ N0. The
choice of the polynomial basis depends on the PDF ρ. For example the Hermite
polynomials could be used for the stochastic discretization of the Gauss distributed
random variables, and Legendre polynomials allow the discretization of uniformly
distributed random variables. Let w = w(x, t, θ(ω)), (x, t) ∇ D × [0, T ], ω ∇ Ω

be a second order random field. Then w can be represented by the infinite series

w(x, t, θ(ω)) =
∑≡

p=0
wp(x, t)φp(θ(ω)), (x, t, ω) ∇ D × [0, T ] × Ω.

The coefficients wp = wp(x, t), (x, t) ∇ D × [0, T ] are defined by wp :=〈
w, φp

〉
L2(Ω)

for p ∇ N0. The expectation of the random field w is given by w0,

and the variance is given by the series
∑≡

p=1(w
p)2. The truncation up to polynomial

order No ∇ N yields a finite sum

Π No [w] (x, t, θ(ω)) :=
∑No

p=0
wp(x, t)φp(θ(ω)), (x, t, ω) ∇ D × [0, T ] × Ω.

(3)

The Cameron-Martin theorem [3] shows the convergence of (3). For more explana-
tions we refer to [4, 12].

Extension to the Hybrid stochastic Galerkin discretization For the sake of brevity
we assume that θ is uniformly distributed on the interval [0,1], (θ ∼ U (0, 1)). The
main idea of the presented method is the dyadical decomposition of the stochas-
tic domain [0,1] and the appropriate rescaling of the polynomial basis

{
φp

}
p∇N0

.
Due to θ ∼ U (0, 1) we consider orthonormal Legendre polynomials. For No ∇ N0

and Nr ∇ N0 we define the stochastic element by INr
l := [2−Nr l, 2−Nr (l + 1)],

for l = 0, . . . , 2Nr − 1, and a space of the piecewise polynomials SNo, Nr :={
w : [0, 1] ⇒ R | w|INr

l
∇ QNo

[θ ],∀l ∇ {0, . . . , 2Nr − 1}
}

, where QNo
[θ ] denotes

the space of real polynomials with degree ∪ No. The basis of SNo, Nr is spanned by
the polynomials φ

Nr
p,l defined by

φ
Nr
i,l (ξ) =

{
2Nr/2φi (2Nrξ − l), ξ ∇ INr

l ,

0, else,
i = 0, . . . , No, l = 0, . . . , 2Nr − 1.

The polynomials φ
Nr
0,0, . . . , φ

Nr
No,2Nr −1

satisfy the orthogonality relation

〈
φ

Nr
i,k , φ

Nr
j,l

〉

L2(Ω)
= δi jδkl , (4)
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and their support is given by the appropriate stochastic element supp(φ
Nr
i,l ) = INr

l . The

projection Π No,Nr : L2(Ω) ⇒ SNo, Nr of a second order random field w(x, t, ·) ∇
L2(Ω) is defined by Π No,Nr [w] (x, t, θ) := ∑2Nr −1

l=0
∑No

i=0 wNr
i,l (x, t)φNr

i,l (θ), where

the coefficients wNr
i,l are defined by wNr

i,l (x, t) :=
〈
w(x, t, ·), φ

Nr
i,l

〉

L2(Ω)
, for 0 ∪ p ∪

No and 0 ∪ l ∪ 2Nr − 1. The convergence of Π No,Nr [u] for Nr, No ⇒ ≡ is
discussed in [1]. The expectation and variance of the projection Π No,Nr [w] can be
computed by the following formulae:

E[Π No,Nr [w] (x, t)] =
∑2Nr −1

l=0

∑No

p=0
wNr

p,l(x, t)
〈
φ

Nr
p,l , φ0

0,0

〉

L2(Ω)
, (5)

Var[Π No,Nr [w] (x, t)] =
∑2Nr −1

l=0

∑No

p=0

∑No

q=0
wNr

p,l (x, t)wNr
q,l(x, t)

〈
φ

Nr
p,lφ

Nr
q,l , φ0

0,0

〉

L2(Ω)

−
(
E[Π No,Nr [w] (x, t)]

)2
. (6)

Together with the orthogonality relation (4) of φ
Nr
q,l for q = 0, . . . , No, l =

0, . . . , 2Nr − 1 and the fact φ0
0,0 ∗ 1 for U (0, 1) we obtain

Var[Π No,Nr [w] (x, t)] =
∑2Nr −1

l=0

∑No

p=0

(
wNr

p,l(x, t)
)2 −

(
E[Π No,Nr [w] (x, t)]

)2
.

3 Hybrid Stochastic Galerkin for the Two-Phase
Flow Problem with Continuous Flux Function

In the deterministic case the continuous fractional flux function is defined as equiva-
lent to f (x, S) ∗ fw(S). f (x, S) ∗ fw(S). The fractional flux of the wetting phase
fw : [0, 1] ⇒ R is given by fw(S) = fw(S, Se) := λw(S,Se)

λw(S,Se)+λo(S,Se)
. Here the mean

mobility λ is given by λ(S, Se) = λo(S, Se)+λw(S, Se), where λw denotes the total
mobility of the wetting phase and λo the total mobility of the non-wetting phase.
The effective saturation Se is defined by Se(S) := (S − Swc)/(1 − Sor − Swc), with
the connate saturation Swc ∇ [0,1] and the irreducible saturation Sor ∇ [0,1]. If the
condition

λ(S, Se) = const (7)

is fulfilled, then the total velocity field v does not depend on the change of the
saturation S. We use this property of v to stress the influence of the random distur-
bance.
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In this section we consider the application of the HSG discretization to the two-
phase flow problem with a given randomly disturbed velocity field. For this sake
we replace v = (vx , vy) in (1) by vs given by vs = (vx + cθ, vy), for c ∇ R and
θ ∼ U (0, 1). Further we replace vs and S in the Eq. (2) by their HSG representations
Π No,Nr [vs] and Π No,Nr [S] and obtain

v = −Kλ(S) ∼ p and div(v) = q, (8)

Π No,Nr [S]t + div
(
Π No,Nr [vs] f

(
Π No,Nr [S]

))
− q = 0, (9)

S(·, 0) = S0. (10)

We test the Eq. (9) with φ
Nr
p,l for p = 0, . . . , No and l = 0, . . . , 2Nr − 1, that is

∫

Ω

(
Π No,Nr [S]t + div

(
Π No,Nr [vs] f

(
Π No,Nr [S]

))
− q

)
φ

Nr
p,l dP(ω),

and obtain the system

∂t SNr
α + div

〈
Π No,Nr [vs] f

(
Π No,Nr [S]

)
, φNr

α

〉

L2(Ω)
−

〈
q, φNr

α

〉

L2(Ω)
= 0, (11)

with initial values

SNr
α (·, 0) =

〈
S0, φNr

α

〉

L2(Ω)
(12)

for the multi-index α = (p, l), p = 0, . . . , No and l = 0, . . . , 2Nr − 1. The HSG
system (11) is symmetric hyperbolic [2].

Finite volume method For the computation of the numerical solution of the hyper-
bolic system (11), (12) the semi-discrete central-upwind scheme introduced by
Kurganov and Petrova in [7] is applied. This central-upwind method allows to
work with larger systems with a minimum of requirements on the eigenvalues.
Together with the HSG discretization we obtain the following numerical scheme
on the triangulation T = ⋃

Tj of D = (−1, 1) × (−1, 1), consisting of triangular
cells Tj

d

dt
S̄ j := − 1

|Tj |
∑3

k=1
h jk

(
ain

jkF(S̃ jk, M j (k), t) + aout
jk F(S̃ j , M j (k), t)

ain
jk + aout

jk

)

· n jk

+ 1

|Tj |
∑3

k=1
h jk

ain
jkaout

jk

ain
jk + aout

jk

[
S̃ jk(M j (k)) − S̃ j (M j (k))

]
+ q j

for α = 0, . . . , P = (No + 1)2Nr − 1. Here S̄ j = (
S̄0, . . . , S̄ P

)
is the cell average

on the triangle Tj ∇ T . The flux vector is given by F = (F0, . . . , F P )T , where
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(a) (b)

Fig. 1 a Expectation, b Variance for the problem (8)–(10) with a randomly perturbed velocity
field and non-linear flux function. Computed with Nr = 5, No = 4, T = 6, spatial adaptivity with
maximal refinement level 4

Fα(S, x, t) :=
〈

f

(∑P

β=0
Sβ(x, t)φNr

β

)
Π No,Nr [vs ] (x, t), φNr

α

〉

L2(Ω)

for α = 0, . . . , P.

The initial values are given by S̄α,0
j := 1

Tj

∫
Tj

S0

〈
φ0

0,0, φ
Nr
α

〉

L2(Ω)
for α = 0, . . . , P.

For the triangle Tj ∇ T , h jk with k = 1, 2, 3 denotes the length of the k-th edge. The
point M j (k) is the midpoint of the k-th edge and n jk is the outer normal on the k-th
edge, ain

jk and aout
jk are the so-called directional local speeds associated with the k-th

edge. We use the Runge-Kutta method for the time discretization, the CFL-condition
depends on the Jacobian of F. For the computation of the reconstructions S̃ j and S̃ jk

we refer to the work of Kurganov and Petrova [7].

Remark 1 The velocity field v is computed with the Taylor-Hood FEM approach,
respective CG-solver, implemented in the FEM-toolbox Alberta [9]. The initial
Delaunay triangulation is generated below the mesh generator Triangle [10]. We
use an adaptive dynamic mesh refinement and coarsening, which uses discrete gra-
dient heuristics and hierarchical refinement given by the bisection of the triangle on
the longest edge. We perform our computation on the domain D = (−1, 1)×(−1, 1)

with the initial edge-length 0.1 and max. refinement level 4.

Numerical experiments Let us apply the previously introduced numerical flux to
(9), (10). We define mean mobility functions of the wetting λw and non-wetting λo

phase by λw(S, Se) := (Se(S))2

μw(Se(S)2+(1−Se(S))2)
and λo(S, Se) := (1−Se(S))2

μo(Se(S)2+(1−Se(S))2)
.

Then the condition (7) is satisfied for μw = μo = 0.3 ·10−3. Therefore we can again
use the velocity field v = (vx , vy) computed with the FEM framework Alberta at the
first time-step during the computation. The randomly perturbed velocity field vs is
given by vs = (vx + cθ, vy), where c = 0.1 and θ ∼ U (0, 1). The irreducible and
connate saturations are again given by Sor = 0.3 and Swc = 0.1. Figure 1 shows the
expectation and variance computed with (5), (6) at T = 6.
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Table 1 (a) L1-error for the problem (8)–(10) with a randomly perturbed velocity field and non-
linear flux function, at T = 6

(a) (b)
No Nr = 2 Nr = 3 Nr = 4 Nr = 5 No Nr = 2 Nr = 3 Nr = 4 Nr = 5

2 2.74e-2 1.89e-2 1.10e-2 1.11e-3 2 18.5 21.2 17.8 19.6
3 2.54e-2 1.79e-2 1.0e-2 1.01e-3 3 48.4 56.2 46.2 49.7
4 2.34e-2 1.74e-2 1.10e-2 1.1e-3 4 109.9 129.3 107.3 114.3

(b) Computation time (in hours) for the problem (8)–(10) with a randomly perturbed velocity field
and nonlinear flux function, at T = 6 computed on 2Nr CPU’s

Up to our knowledge there is no analytical solution of the problem. A comparable
simulation with the Monte Carlo finite volume (MC-FV) method in two space dimen-
sions is not possible with nowadays computer power. Therefore we compare our
numerical results with the most fine HSG-FV solution we could realize, that means
Nr = 6 and No = 4. Due to the accuracy tests in one space dimension in comparison
with a MC-solution, considered in [2], we can expect that this comparison represents
the behaviour of the method correctly. Table 1 shows the L1-error and computing
times for Nr = 1, . . . , 5 and No = 1, . . . , 4. These results seem to indicate that
the overall approach leads to convergence for increasing Nr and No. The computing
times show, that the computational effort per node does not change significantly for
increasing Nr and a constant number of stochastic elements INr

l per node.

4 HSG for Two-Phase Flows in a Heterogeneous Porous Media

Now we focus on two-phase flow problems with a non-linear, spatially discontinuous
flux function. A specific application is a heterogeneous porous medium characterised
by two different materials. In the deterministic case the considered spatial domain
D is decomposed such that D = D1 ∈ D2. Within one subdomain Di , i = 1, 2, the
medium is supposed to be homogeneous. Hence, the descriptive parameters depend
on the spatial position. By the introduction of a discontinuity function γ : D ⇒
[0, 1], in order to determine the location, and a uniformly distributed random variable
θ , we define the randomly perturbed discontinuous fractional flux

fw(x, γ, S, θ) := γ (x + cθ, y) f 1,w(S) + (1 − γ (x + cθ, y)) f 2,w(S), x ∇ D,

(13)

where c ∇ R. The related HSG of the randomly perturbed problem (1), (2) is
(non-strictly) hyperbolic (cf. [2, 6] for details). Figure 2 shows expectation and vari-
ance of the numerical solution of the problem (1), (2) with a randomly perturbed
discontinuous flux (13) and deterministic velocity field v for No = 3 and Nr = 3
at T = 15. Computed with S1

wc = 0.1, S1
or = 0.3 and S2

wc = 0.4, S2
or = 0.2,

μo = 3 · 10−3, μw = 3 · 10−3, θ ∼ U (0, 1) and coefficient c = 0.4.
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(a) (b)

Fig. 2 a Expectation, b Variance for the quarter five-spot problem with random perturbed discon-
tinuous flux. Computed with Nr = 3, No = 3 at T = 15

The numerical results show a realistic behaviour close to the discontinuity, in
particular the variance shows the expected dependence of the uncertainty.

5 Outlook

In the future work we intend to develop an appropriate stochastic representation of the
total velocity field v in the elliptic equation (1), and apply the developed numerical
scheme to more general heterogeneous two-phase flow problems.
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A New Discretization Method for the Convective
Terms in the Incompressible Navier-Stokes
Equations

N. Kumar, J. H. M. ten Thije Boonkkamp and B. Koren

Abstract In this contribution we present the use of local one-dimensional boundary
value problems (BVPs) to compute the interface velocities in the convective terms
of the incompressible Navier-Stokes equations. This technique provides us with a
better estimate for the interface velocities than linear interpolants.

1 Introduction

We present an accurate method to compute the interface velocities needed in the
convective terms of the momentum equations by solving local one-dimensional
BVPs. This method can be used as an improvement to a second-order accurate finite
volume method on a staggered grid, with central difference discretization for the vis-
cous and convective terms. Such a setup gives us an energy conserving discretization
method for the incompressible Navier-Stokes equations [2]. The standard method for
computing the interface velocities makes use of linear interpolation, i.e., by taking
the average values, or alternatively, the upwind values. In this paper, we will solve a
reduced form of the momentum equations, locally over a grid cell, in order to com-
pute the interface velocities. The idea is inspired by the complete flux scheme for the
advection-diffusion-reaction equation as presented in [3]. In this paper we consider
the two-dimensional incompressible Navier-Stokes equations, the proposed method
can be extended to the three-dimensional case.
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In Sect. 2 of this paper, we outline the finite volume method for the incompressible
Navier-Stokes equations. In Sect. 3 we describe the methods for solving the one-
dimensional nonlinear BVPs. The computed interface velocities are then compared
with highly accurate numerical solutions in Sect. 4. We conclude with results in
Sect. 5.

2 Finite volume method

Consider the dimensionless incompressible Navier-Stokes equations, i.e.,

≥ · u = 0, (1a)

∂u
∂t

+ ≥ · (uu) = −≥ p + 1

Re
≥2u, (1b)

where u = (u, v) is the velocity of the fluid, p the pressure and Re the Reynolds
number. We use the second-order finite volume method to discretize the above system
of equations, as discussed in [1]. The spatial discretization is done using a staggered
Cartesian grid, with the pressure and the velocity components defined at different
locations, see Fig. 1. The semi-discrete form of Eq. (1a) and (1b) then reads:

Du(t) = r1(t),

|Ω|u∼(t) = −C(u, v) + 1

Re
Lu(t) − Gp(t) + r2(t),

where D, C , L and G represent the discrete divergence, convection, diffusion and
gradient operators, respectively, and where |Ω| represents the measure of the control
volumes [1]. The terms r1(t) and r2(t) give the boundary conditions for the system
of equations. In two dimensions, |Ω| can be expressed as |Ω| = diag(|Ωu

i, j |, |Ωv
i, j |),

with |Ωu
i, j | = |Ωv

i, j | = ΔxΔy. Let us consider the convective discretization for the
u-component, i.e.,

(
Cu(u, v)

)
i, j = Δy

(
u2

i + 1/2, j − u2
i − 1/2, j

) + Δx
(
vi + 1/2, j ui, j + 1/2

− vi + 1/2, j − 1 ui, j − 1/2
)
. (2)

For computing (Cu(u, v))i, j , we need methods to compute the interface veloci-
ties ui + 1/2, j , vi + 1/2, j and ui, j + 1/2. In this paper we focus on the computation of
ui + 1/2, j . The velocity ui + 1/2, j can be simply taken as the average

ui + 1/2, j = ui, j + ui + 1, j

2
.
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Fig. 1 Staggered grid
structure for spatial
discretization
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In this paper, we aim to compute ui + 1/2, j by solving a reduced form of the
u-momentum equation locally. The u-momentum equation reads

ut + (uu)x + (uv)y = −px + 1

Re

(
uxx + uyy

)
.

Let us assume that the flow is locally steady and one-dimensional. Moreover, we
ignore all terms involving y. Then the previous equation is reduced to

uux − εuxx = −px , (3)

where ε = 1/Re. Thus, we are left with a nonlinear differential equation. In the
following we ignore the y-dependence of u and we simply write u = u(x). We
denote u(xi ) as ui . In order to get the interface velocity ui + 1/2 located at xi + 1 we
solve Eq. (3) for x ∇ (

xi + 1/2, xi + 3/2
)

subject to the boundary conditions

u(xi + 1/2) = ui , u(xi + 3/2) = ui + 1. (4)

The following section details the computation of ui + 1/2, j and briefly outlines the
computation of ui, j + 1/2 and vi + 1/2, j .

3 Computing the Interface Velocities

The BVP (3)–(4) is difficult to solve due to the nonlinear term uux and the pres-
sure gradient px . We simplify this by first solving a linearized problem without the
pressure gradient and subsequently solving the linearized problem along with the
pressure term.

Let U be in between ui and ui + 1, or equal to either ui or ui + 1. We linearize the
nonlinear term of Eq. (3), to get
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Uux − εuxx = −px .

In the derivation that follows, it is convenient to introduce the following notation,
a = U/ε and (.)∼ = ∂/∂x . We define the local mesh Péclet number (P) as

P = UΔx

ε
= aΔx, (5)

and the normalized coordinate by

σ(x) = x − xi + 1/2

Δx
for x ∇ [

xi + 1/2, xi + 3/2
]
.

So the linearized equation can now be written as,

ε
(
u∼ − au

)∼ = p∼. (6)

The problem given by Eq. (6) with boundary conditions (4), can now be split in two
cases, the homogeneous case, having p∼ = 0, and the inhomogeneous case, in which
we assume a piecewise linear pressure. We first consider the homogeneous case.

Homogeneous case. Using u∼ − au = eax
(
e−ax u

)∼ and integrating Eq. (6) (with
the assumption p∼ = 0), from xi + 1/2 to x ∇ [xi + 1/2, xi + 3/2], and applying the
boundary condition u(xi + 1/2) = ui , gives

e−ax u(x) − e−axi + 1/2 ui = C1

a

(
e−axi + 1/2 − e−ax), (a ≡= 0).

Formulating in terms of σ and P, and imposing the other boundary condition
u(xi + 3/2) = ui + 1, gives

u(x) = e−P(1−σ(x)) − 1

e−P − 1
ui + ePσ(x) − 1

eP − 1
ui + 1. (7)

We assume that the grid is equidistant. Then putting σ(x) = 1
2 in the above expression

gives
ui + 1/2 = A(−P/2)ui + A(P/2)ui + 1, (8)

where A(z) = (
ez + 1

)−1
. Alternatively, ui + 1/2 can also be expressed as the sum

of the average value and a correction term, as

ui + 1/2 = (ui + ui + 1)

2
+

(
A(P/2) − 1

2

)
(ui + 1 − ui ). (9)

From Eq. (8), we see that ui + 1/2 is a weighted average of ui and ui + 1. It can be
observed that in the limit P → 0, we recover the average value. For P = 0, we
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have a = 0, implying εu∼∼ = 0, which gives u(xi+1) = (ui + ui+1)/2. In the limit
|P| → ⇒, we get A(|P/2|) = 0, thereby giving ui+1/2 = ui or ui+1, depending on
the direction of the flow.

We compute the velocity ui+1/2 iteratively, by initializing U = (ui + ui+1)/2
and P as given in Eq. (5) and then compute ui+1/2 using Eq. (8). For the next itera-
tion, we take U to be the computed value of ui+1/2 and update P accordingly, and
then compute a new value of ui+1/2 using Eq. (8). We continue this procedure until
the values of ui+1/2 computed after each iteration have converged, i.e., when the
absolute difference between the values of ui+1/2 computed at consecutive iterations
has dropped below a fixed tolerance.

Inhomogeneous case In this case we solve the linearized boundary value problem
given by Eq. (6), under the assumption that the pressure p is piecewise linear. We
initially proceed as we did in the homogeneous case, so we have

eax(e−ax u
)∼ = 1

ε
I(x) + C1, I(x) =

∫ x

xi+1

p∼(ξ)dξ, (10)

and Eq. (10) then becomes

(
e−ax u

)∼ = 1

ε
e−ax I(x) + C1e−ax . (11)

The value I(x) can be calculated as

I (x) =
{

1
Δx (pi+1 − pi )(x − xi+1) = (pi+1 − pi )(σ (x) − 1

2 ), for 0 ≤ σ(x) ≤ 1
2 .

1
Δx (pi+2 − pi+1)(x − xi+1) = (pi+2 − pi+1)(σ (x) − 1

2 ), for 1
2 ≤ σ(x) ≤ 1.

Integrating Eq. (11) from xi+1/2 to x ∇ [
xi+1/2, xi+3/2

]
and using the boundary

condition u(xi+1/2) = ui , we get

u(x) − ePσ(x)ui = 1

ε

∫ x

xi+1/2

ea(x−ξ)I(ξ)dξ + C1

a
(ePσ(x) − 1).

We define

J(x) ∪
∫ x

xi+1/2

ea(x−ξ)I(ξ)dξ,

and use the boundary condition u(xi+3/2) = ui+1 to get the solution

u(x) = e−P(1−σ(x)) − 1

e−P − 1
ui + ePσ(x) − 1

eP − 1
ui+1 + 1

ε

(
J(x) − ePσ(x) − 1

eP − 1
J(xi+3/2)

)
.

(12)
We now express the velocity u(x) as the sum of a homogeneous part uh(x) and an
inhomogeneous part ui (x) as
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u(x) = uh(x) + ui (x).

The homogeneous part uh(x) of the velocity, as given by Eq. (7), depends on the
convection-diffusion operator, whereas the inhomogeneous part, ui (x), depends on
the pressure gradient. Computing the values of the integrals J(xi+1) and J(xi+3/2),
and introducing

F(z) ∪ ez − 1 − z

z2(ez + 1)
,

gives us

u(xi+1) = uh(xi+1) + ui (xi+1), (13a)

uh(xi+1) = A(−P/2)ui + A(P/2)ui+1, (13b)

ui (xi+1) = − (Δx)2

4ε

[
F(−P/2)

pi+1 − pi

Δx
+ F(P/2)

pi+2 − pi+1

Δx

]
. (13c)

In this case also the computation of u(xi+1) is iterative, where we begin by taking U =
uh = (ui, j + ui+1, j )/2 and ui = 0 and compute u(xi+1) using the above equations.
Now proceed as in case of the homogeneous case, until the values converge.

Till now we have discussed the computation of the interface velocity ui+1/2, j

but for computing the convective term as given by Eq. (2), we also require ui, j+1/2
and vi+1/2, j . These velocities can also be computed using local BVPs. The interface
velocity ui, j+1/2 is computed from the BVP

V uy − εuyy = 0, y j < y < y j+1, (14a)

u(y j ) = u j , u(y j+1) = u j+1, (14b)

and vi+1/2, j , from

Uvx − εvxx = 0, xi < x < xi+1, (15a)

v(xi ) = vi , v(xi+1) = vi+1. (15b)

These velocities are also computed iteratively. We begin the iterations by defining
V = (vi, j + vi+1, j )/2 and Pv = V Δy/ε for BVP (14a) and (14b) and U = (ui, j +
ui, j+1)/2, Pu = UΔx/ε for BVP (15a) and (15b). We then compute ui, j+1/2 and
vi+1/2, j using an equation analogous to (8). For the next iteration, we assign V the
value of vi+1/2, j computed in the previous iteration and U the value of ui, j+1/2
computed in the previous iteration. With the new values of V and U we update Pv

and Pu and recompute ui, j+1/2 and vi+1/2, j . We continue this procedure until the
values converge. Computing the interface velocities in this manner results in the
coupling between u and v interface velocities. The next section gives a validation of
the method presented above.
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Table 1 Validation for the homogeneous case, ui+1/2, j according to Eq. (8), (Δx = 10−3)

Re ui+1/2, j unum duavg duup # iterations

10 1.1749 1.1749 0.012 4.432 2
102 1.1735 1.1735 0.125 4.314 3
103 1.1609 1.1608 1.201 3.189 4
104 1.1254 1.1253 4.225 0.032 4
105 1.1250 1.1250 4.255 0 2
106 1.1250 1.1250 4.255 0 2

Table 2 Validation for inhomogeneous case, ui+1/2, j according to Eq. (13a)–(13c), (Δx = 10−3)

Re uh(xi+1) ui (xi+1) u(xi+1) unum # iterations

10 1.1749 1.47×10−5 1.1749 1.1749 2
102 1.1735 1.47×10−4 1.1737 1.1738 3
103 1.1609 1.43×10−3 1.1623 1.1637 4
104 1.1253 5.16×10−3 1.1305 1.1356 4
105 1.1250 5.19×10−3 1.1302 1.1354 4
106 1.1250 5.19×10−3 1.1302 1.1354 4

4 Numerical Validation

In order to check the accuracy of the computed interface velocity ui+1/2, j , we com-
pare it with the value obtained by computing a very accurate numerical solution of
the local boundary value problem.

For the validation of our computed interface velocities, we take ui, j = 1.125 and
ui+1, j = 1.225. For this setup the value of ui+1/2, j obtained by central averaging
(uavg) is 1.175 and by taking the upwind value (uup) it is 1.125. Let unum denote
the highly accurate numerically computed value of ui+1/2, j . We next define the

relative absolute differences duavg = |uavg−ui+1/2, j |
|uavg| and dunum = |unum−ui+1/2, j |

|unum| . The
convergence criterion, i.e., the difference of the computed interface velocities from
two consecutive iterations, is taken to be 10−7. Table 1 gives the results obtained
for the homogeneous case. It can be observed that the computed interface velocity
is very accurate (when compared to unum) and attains the upwind value for higher
Reynolds numbers. Similarly, for the inhomogeneous case, let u(xi+1) be the velocity
computed using Eq. (13a)–(13c), as the sum of uh(xi+1) and ui (xi+1). Table 2 gives
the obtained results. For this case a constant pressure gradient of −0.01175 has
been assumed. The inhomogeneous part of the velocity increases with increasing
Reynolds number. The effect of adding a pressure gradient can be seen in Fig. 2,
where we have plotted the interface velocity with increasing Reynolds number. In
absence of a pressure gradient the computed interface velocity is almost equal to the
numerical solution see Fig. 2a. On adding the pressure gradient, the homogeneous
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Fig. 2 Effect of adding a pressure gradient to the BVP, ui = 1.125, ui+1 = 1.225, Δx = 10−2

a Interface velocities in absence of a pressure gradient. b Interface velocities with a negative pressure
gradient

part of the velocity remains the same, and the addition of the inhomogeneous part
corrects the interface velocity ui+1/2, j , in a physically proper way.

5 Conclusions

To compute interface velocities, we have proposed an iterative discretization method
that depends on the local mesh Péclet number, P. For increasing P, the homoge-
neous part of the velocity attains the upwind value, and for decreasing values of P,
it converges towards the average velocity. The pressure gradient plays an important
role in the determination of ui+1/2, j . For increasing pressure gradient, the differ-
ence between the approximations of ui+1/2, j , uh and uh + ui and the numerical
solution unum increases see Fig. 2b. For a negative pressure gradient, the interface
velocity increases, whereas for a positive pressure gradient it decreases. The incre-
ment/decrement grows with an increase in the absolute value of the pressure gradient.

We have applied the methods proposed in this paper to the two-dimensional flow
in a lid-driven square cavity. It was observed that the difference in the velocities
computed using the proposed iterative method and those computed using the average
method is very small for small values of Δx/ε but starts to increase as Δx/ε increases.
The gain of the present method is to be sought in the possibility to use much coarser
grids, with the same accuracy as standard methods.
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Mimetic Finite Difference Schemes
with Conditional Maximum Principle
for Diffusion Problems

Konstantin Lipnikov

Abstract Numerical schemes that satisfy the maximum principle play important
role in multiphysics codes. They reduce significantly various numerical artifacts. We
describe a novel inexpensive practical algorithm for building mimetic finite difference
schemes with conditional maximum principle on polygonal and polyhedral meshes
for diffusion problems.

1 Introduction

Numerical schemes that preserve important properties of underlying PDEs lead in
general to more robust computer simulations. These schemes reduce significantly or
eliminate totally various numerical artifacts. An important property of a diffusion
problem is the existence of the maximum principle (MP). In its simplest form, it states
that in absence of external sources, the continuum solution has no internal extrema.
This implies that physical quantities, such as temperature or chemical concentration,
are always bounded by the boundary data.

It is well known that the second-order linear schemes for the diffusion equation
satisfy the MP only under some conditions on the mesh and diffusion tensor. Analysis
of sufficient conditions for the MP on unstructured simplicial meshes started in 70th,
see e.g. [2]. For the mimetic finite difference (MFD) method, sufficient conditions
were formulated in [5]; however, algorithms for their verification were developed
for a limited class of meshes. Here, we propose a practical algorithm for verifying
the sufficient conditions and building mimetic schemes with the MP for meshes
with arbitrarily-shaped cells. The algorithm satisfies a few requirements of emerging
computer architectures: large flops per memory ratio and data locality.
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A detailed description of the MFD method can be found in the recently published
book [8] which focuses on numerical solution of elliptic PDEs. In general, the concept
of mimetic (or compatible in general) schemes can be applied to a greater variety
of PDEs (see [4] and references therein). The incomplete list of related compatible
discretization methods includes discrete duality finite volume (FV), hybrid FV and
mixed FV methods. For diffusion problems, the algebraic equivalence of the MFD,
mixed FV, and hybrid FV methods has been shown in [3].

The paper outline is as follows. In Sect. 2, we describe briefly the MFD method.
In Sect. 3, we formulate sufficient conditions for the MP and present a practical
algorithm for verifying them and selecting an optimal scheme. In Sect. 4, we analyze
numerically the complexity of the proposed algorithm.

2 A Family of Mimetic Finite Difference Schemes

Let ∂ ≥ ∼d , d = 2 or 3, be a bounded domain with a Lipschitz boundary ρ . We
consider the following mixed formulation of the elliptic equation:

u = −K∇ p and div u = b, (1)

where p is pressure, u is velocity, K is symmetric diffusion tensor, and b is source
term. To simplify the presentation, we assume that p = 0 on ρ .

Let ∂h be a conformal partition of ∂ into polyhedral (d = 3) or polygonal
(d = 2) cells c. We denote by |c| the volume (area in 2D) of cell c. For face f of
cell c, we denote by |f| its area (length in 2D) and by nf,c its exterior unit normal
vector. We assume that the diffusion tensor has constant value Kc in cell c.

The discrete pressure space Qh consists of one degree of freedom per cell, pc,
and one degree of freedom per face, pf , approximating the average pressure value in
c and f, respectively. Thus, the dimension of Qh equals to the number of mesh cells
plus the number of mesh faces.

The discrete velocity space Xh consists of one degree of freedom, uf,c, per face
f of cell c, which approximates the average flux u · nf,c across face f. Thus, the
dimension of Xh equals to the number of boundary faces plus twice the number of
interior faces. For each vector uh ≡ Xh , we denote by uh,c its restriction to cell c,
i.e. uh,c = {uf,c}f≡ωc. The mass conservation law implies the following condition:

uf,c1 = −uf,c2 , (2)

for each face f shared by cells c1 and c2.
Integrating the second equation in (1) over cell c, we obtain:

divhuh,c = bc, divhuh,c = 1

|c|
∑

f≡ωc

|f| uf,c, bc = 1

|c|
∫

c
bdV . (3)

What is left is to discretize the first equation in (1).
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2.1 Consistency and Stability Conditions

The constitutive equation is discretized using the consistency and stability conditions.
The consistency condition is the exactness property and can be formulated in a variety
of ways. Here we use the FV viewpoint that is more appropriate for the practical
implementation of the MFD method; however, it hides its theoretical roots.

Let us consider a cell c with nc faces fi . We assume that there exists a linear
relationship between the discrete unknowns,







uf1,c
uf2,c

...

ufnc ,c







= −Wc







|f1| (pf1 − pc)

|f2| (pf2 − pc)
...

|fnc | (pfnc
− pc)







, (4)

with a symmetric and positive definite matrix Wc. Then, the mimetic scheme is
defined by collecting Eqs. (4), (2), (3) and imposing the homogeneous boundary
conditions, i.e. pf = 0 for all f ≡ ρ .

To define matrix Wc, we require that (4) is exact for any linear function p and the
corresponding constant vector function u. It is sufficient to consider d + 1 linearly
independent pressure functions: p0 = 1, p1 = x , p2 = y and p3 = z in 3D.
Obviously, formula (4) is trivial for p0 = 1 and u0 = 0. Taking pairs pi and
ui = −Kc∇ pi , calculating vectors of degrees of freedom and inserting them in (4),
we obtain d matrix equations:

Nc,i = WcRc,i , 1 ≤ i ≤ d, (5)

where Ni and Ri are nc ×1 vectors. These vectors can be calculated using only areas,
centroids and normals to faces of c which results in relatively simple calculations for
an arbitrary-shaped cell (see [8, Chap. 5] or [4] for more details).

Let us define nc × d matrices Nc = [Nc,1, . . . ,Nc,d ] and Rc = [Rc,1, . . . ,Rc,d ].
It has been proved in [1] that a particular solution to matrix Eq. (5) is

W
(0)
c = 1

|c|Nc K
−1
c N

T
c .

The rank of this matrix is d which is strictly less than nc. Thus, to build a positive
definite nc × nc matrix Wc, we have to add a stabilization term W

(1)
c such that

W
(1)
c Rc = 0. The stability condition imposes lower and upper bounds on this term.

More precisely, it requires the matrix Wc = W
(0)
c +W

(1)
c to be spectrally equivalent

to a scalar matrix:

aπ

1

|c| ⇒uh,c⇒2 ≤ uT
h,cWcuh,c ≤ aπ 1

|c| ⇒uh,c⇒2 ∀uh,c, (6)
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where aπ and aπ are mesh independent positive constants, and ⇒ · ⇒ denotes the
Eucleadian norm.

2.2 A Family of Stable Mimetic Schemes

Let us introduce a full rank matrix Dc such that its columns span the null space of
matrix R

T
c , i.e. RT

c Dc = O, where O denotes a generic zero matrix. We assume that
the columns of Dc are orthonormal vectors. Then,

W
(1)
c = Dc Pc D

T
c ,

wherePc is a symmetric positive definite matrix of parameters. The stability condition
does not allow Pc to have arbitrarily small or large eigenvalues. In practice, a good
choice for Pc is the scalar matrix ΓcI where Γc = 1

nc
trace(W(0)

c ). In this case, the
condition number of Wc depends only on the anisotropy of tensor Kc and the shape-
regularity constants of cell c.

3 Mimetic Schemes with the Maximum Principle

For a polyhedral mesh, a family of admissible mimetic schemes is quite large. Indeed
for each polyhedral cell with nc faces, we have (nc −d +1)× (nc −d)/2 parameters
forming the symmetric matrix Pc. Ideally, these parameters have to be selected to
enforce the MP.

3.1 Sufficient Conditions

We recall sufficient conditions for the MP proposed in [5]. Inserting (4) into (2) and
(3), we obtain a system of algebraic equations for the pressure unknown ph ≡ Qh :

Aph = bh, A =
∑

c≡∂h

Nc Ac N
T

c ,

where Nc is an assembling matrix with 0 and 1 entries. The sufficient conditions for
the MP are such that each cell matrix Ac is a singular M-matrix. If so, the global
matrixA is a singular M-matrix. Eliminating equations corresponding to the Dirichlet
boundary conditions, pf = 0 for f ≡ ρ, we obtain an M-matrix [5]. Hence, solution
ph satisfies the MP.
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Let us rewrite the mass balance equation (3) in the algebraic form B
T
c uh,c = |c| bc

where Bc is the column matrix, Bc = (|f1|, . . . , |fnc |)T. We define a square diagonal
matrix Cc such that Cc1 = Bc, where 1 is a generic vector with all entries equal to
1. According to [5], the cell-based matrix has the following structure:

Ac =
⎪

C
T
c Wc Cc −C

T
c Wc Bc

−B
T
c Wc Cc B

T
c Wc Bc

⎛
.

Lemma 1 ([5]). The matrix Ac is a singular M-matrix if Wc is an M-matrix and the
vector Wc Bc has non-negative entries.

3.2 Simplex Method for Matrix Wc

The simplex method is used twice in the construction of matrix Wc that satisfies the
conditions of Lemma 1. First, it answers the question of the existence of at least one
such matrix. Second, it finds an optimal (in some sense) matrix when a few matrices
satisfy Lemma 1. In this section, we drop out subscript ‘c’ from all matrices.

We illustrate this method for the quadrilateral cell, i.e. nc = 4, d = 2. Despite
its simple shape, the direct construction of an M-matrix W was an open problem
until now. The matrix of parameters is a 2 × 2 matrix characterized typically by
three parameters. However, since the simplex method requires all parameters to be
non-negative, we need four parameters to describe negative off-diagonal entries:

P =
⎪

a1 a3 − a4
a2 − a4 a2

⎛
, ai ∪ 0.

Unless we enforce somehow the positive definiteness of matrix P, we can only
guarantee the symmetry of W. Direct control of the properties of P is undesirable,
since it leads to a nonlinear optimization problem. Fortunately, the properties of a
M-matrix allow us to circumvent this problem. The first set of linear inequalities
enforces the Z-matrix property for W = W

(0) + W
(1):

a1D1iD1 j + a2D2iD2 j + (a3 − a4)
⎝
D1iD2 j + D2iD1 j

⎞ ≤ −W
(0)
i j ∀i < j.

Recall that a Z-matrix W is an M-matrix if there exists a vector v with non-negative
entries such that Wv ∪ σ > 0, i.e. all entries of this matrix-vector product are strictly
positive. We take v = B, so that the later property implies the second condition of
Lemma 1. Since W

(0)v = 0, the resulting set of inequalities reads:

nc∑

j=1

|f j |
⎠

a1D1iD1 j + a2D2iD2 j + (a3 − a4)
⎝
D1iD2 j + D2iD1 j

⎞⎧ ∪ σi ∀i,
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where σi > 0. In practice, we take σi = ξmin(Kc)/(10|c|). This choice leads to
mesh-independent coefficients aπ and aπ in the stability condition (6).

The objective functional that the simplex method maximizes is the sum of all
entries in W (this maximizes the diagonal dominance of W):

max
ai ∪0

β({ai }), β({ai }) =
nc∑

i, j=1

Wi j . (7)

Note that other linear objective functionals can be also admissible. The simplex
method requires to convert the inequality constraints to equality constraints. We
introduce the slack (or surplus, or logical) non-negative variables si j and si :

a1D1iD1 j + a2D2iD2 j + (a3 − a4)
⎝
D1iD2 j + D2iD1 j

⎞ + si j = −W
(0)
i j (8)

and

nc∑

j=1

|f j |
⎠

a1D1iD1 j + a2D2iD2 j + (a3 − a4)
⎝
D1iD2 j + D2iD1 j

⎞⎧ + si = σi . (9)

The total number of slack variables is nc(nc + 1)/2. The slack variables are treated
like the original parameters ai until the last moment when they are just ignored.
Each slack variable is the amount by which the original inequality is satisfied. The
optimization problem is now to find the maximum of functional β subject to the
equality constraints (8), (9) and the inequality constraints ai ∪ 0, si j ∪ 0, si ∪ 0.

To launch the simplex method, we need to prescribe valid (i.e. non-negative)
initial values for the variables ai , si j and si so that the above equalities are satisfied.
In general, finding such a guess is equally as difficult as finding an optimal solution.
Fortunately, computation of valid initial values can be done by the simplex itself.

Let us assume that the right-hand sides in (8) are non-negative which can be easily
achieved by multiplying the corresponding equations by −1. Then, we introduce
nc(nc − 1)/2 additional artificial (or logical) variables yi j such that

a1D1iD1 j + a2D2iD2 j + (a3 − a4)
⎝
D1iD2 j +D2iD1 j

⎞ + si j + yi j = −W
(0)
i j . (10)

This transformation gives equivalent equations only if yi j = 0. To find such non-
negative solution, we consider an auxiliary optimization problem:

max
ai , si j , si , yi j ∪0

Ψ, Ψ = −
∑

i< j

yi j

subject to constraints (9) and (10). The maximum of this functional on a set of non-
negative solutions is obviously zero. For this auxiliary functional it is easy to find a
valid initial guess by setting ai = si j = 0 and calculating yi j , si from (9) and (10).
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If the auxiliary problem does not have a solution, the original problem has no valid
initial guess and an M-matrix W does not exist.

Remark 1 In a computer program, the artificial variables yi j have to be introduced

only when W
(0)
i j > 0.

The simplex method performs linear operations on the set of linear constraints
(9), (10) plus the linear objective functional (first Ψ , then β) using certain rules [6].
Each transformation does not decrease the value of the objective functional.

Various generalizations. The simplex method can be also applied to the nodal
mimetic schemes [8, Chap. 6], In the case of parabolic equations, positive terms
from a time discretization relax the positive definiteness conditions of type (9) which
leads to a larger feasible set. Additional computational efficiency can be achieved by
combining the simplex method with the primal-dual interior point method [6].

4 Numerical Analysis

In the numerical experiments we used the algorithm simplx from [7] with a few
modifications that happened to be critical for meshes with flat cells typically used
in porous media applications. Specifically, we changed the pivot rule and enforced
stability with respect to round-off errors. We verified that the proposed algorithm
returns diagonal mass matrix Wc for a Voronoi cell and a scalar diffusion tensor.

For time-dependent simulations that require to generate matricesWc on each time
step, complexity of the numerical scheme cannot be ignored. In our experiments with
large physics codes, the simplex method has been reaching an optimal solution in
something between n2

c/2 and n2
c pivot steps. We have not yet met the worst-case

scenario shown in Fig. 1.
We illustrate complexity of the simplex method with two experiments. In the first

experiment, we take the unit square and the shape-regular pentagon with diameter
2.51 shown in Fig. 2 and change randomly positions of their vertices. This simulates
a mechanical deformation of porous media, e.g. due to a land subsidence. The per-
turbation changes each vertex coordinate by 0.2χ where −1 ≤ χ ≤ 1 is a random
function. In the second experiment, we fix the shape of cells shown in Fig. 2, plus
the unit square, and rotate gradually the anisotropic diffusion tensor Kc = diag{1, 3}
in 2D and Kc = diag{1, 2, 3} in 3D about the z-axis. This simulates a change of
dispersion tensor, e.g. due to pumping in or out of a subsurface reservoir.

In both experiments, the CPU times are averaged over 1000 different realiza-
tions. The results presented in Table 1 show that the calculation of an M-matrix
Wc is 3–6 times more expensive than the calculation based on the original formula
W

(1)
c = ΓcDcD

T
c . On the other hand, the optimal M-matrix contains on average

40 % zero entries which has a few interesting implications for multigrid solvers.
The performance of the multigrid solvers is near-optimal for M-matrices and our
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Table 1 Complexity of a single matrix generation in microseconds for random perturbation
(columns 2 and 3) and tensor rotation (columns 4 and 5)

Cell type Monotone MFD Original MFD Monotone MFD Original MFD

Quad 15.3 5.05 14.7 4.91
Pentagon 28.0 6.62 29.3 6.64
Hexahedron – – 48.7 8.92

Fig. 1 The worst-case
scenario. The set of feasible
solutions forms a Klee Minty
cube. The Dantzig’s sim-
plex method initialized at a
vertex of this cube passes
through all its vertices mak-
ing exponentially many pivot
steps

Fig. 2 The cells used in
the numerical experiments:
pentagon and hexahedron
with planar faces

preliminary experiments indicate reduction of the cost of one V-cycle which offsets
a bit the higher complexity of the proposed mimetic scheme.

Due to page limitation, experiments showing advantage of the simplex method in
modeling dispersive transport in porous media will be presented at the conference.
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Discrete Relative Entropy for the Compressible
Stokes System

Thierry Gallouët, David Maltese and Antonín Novotný

Abstract In this paper, we propose a discretization for the nonsteady compressible
Stokes Problem. This scheme is based on Crouzeix-Raviart approximation spaces.
The discretization of the momentum balance is obtained by the usual finite element
technique. The discrete mass balance is obtained by a finite volume scheme, with an
upwinding of the density. The time discretization will be implicit in time. We prove
the existence of a discrete solution. We prove that our scheme satisfies a discrete
version of the relative entropy. As a consequence, we obtain an error estimate for
this system. This preliminary work will be used in order to obtain a error estimate
for the compressible Navier-Stokes system and has to the author’s knowledge not
been studied previously.

1 Introduction

Let ∂ an open bounded domain with lipschitz boundary subset of Rd , d = 2, 3. We
consider the following system

ρtω + div(ωu) = 0, t ≥ (0, T ), x ≥ ∂ (1)

ρt u − μπu − (μ + Γ)∼ div u + ∼x p(ω) = 0, t ≥ (0, T ), x ≥ ∂ (2)
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supplemented with the following initial conditions and boundary condition

ω(0, x) = σ0(x), u(0, x) = u0, u|ρ∂ = 0. (3)

We suppose that the pressure satisfies p ≥ C(R+) ∇ C2(R≡+), p(0) = 0 and

lim+∞ p⇒(σ)

σξ−1 = p∞ > 0 for ξ ≥ 2. Moreover if ξ ≥ [ 6
5 , 2[ we suppose also

that lim inf0
p⇒(σ)

σβ−1 = p0 > 0, with β ∪ 0.

2 Weak Solutions, Relative Entropies

In this part, we give the definition of (finite energy) weak solutions for our system.
We give the definition of the relative entropy. In the following we denote H(ω) =
σ

∫ σ

1
p(t)
t2 dt. Let us denote C∞

c ([0, T ] × ∂,R3) the space of all smooth functions
on [0, T ] × ∂ compactly supported in [0, T ] × ∂ .

Definition 1 Let (ω0, u0) ≥ Lξ (∂) × H1
0 (∂) such that ω0 ≥ 0 a.e in ∂ . We shall

say that (ω, u) is a finite energy weak solution to the problem (1)–(3) emanating from
the initial data (ω0, u0) if

ω ≥ L∞(0, T ; Lξ (∂)) ∇ Cw([0, T ], Lξ (∂)), σ ≥ 0 p.p in (0, T ) × ∂,

u ≥ L2(0, T ; H1
0 (∂)) ∇ Cw([0, T ], L2(∂))

and :
– The continuity equation (1) is satisfied in the following weak sense

∫

∂

ω(Ψ, ·)χ(Ψ, ·) dx −
∫

∂

ω0χ(0, ·) =
∫ Ψ

0

∫

∂

ω(t, x)ρtχ(t, x) dx dt

+
∫ Ψ

0

∫

∂

ωu · ∼xχ dx dt, (4)

∗Ψ ≥ [0, T ], ∗χ ≥ C∞([0, T ] × ∂).

– The momentum equation (2) is satisfied in the following weak sense

∫

∂

u · κ(Ψ, x) dx −
∫

∂

u0 · κ(0, ·) dx

=
∫ Ψ

0

∫

∂

u · ρtκ + p(ω) divx κ − μ∼x u : ∼xκ − (μ + Γ) divx u divx κ dx dt,

(5)

∗Ψ ≥ [0, T ], ∗κ ≥ C∞
c ([0, T ] × ∂,R3).
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– The following energy inequality is satisfied

∫

∂

1

2
|u|2+H(ω) dx +

∫ Ψ

0

∫

∂

μ||∼x u||2 + (μ + Γ)(divx u)2 dx dt

∪
∫

∂

1

2
|u0|2 + H(ω0) dx, (6)

a.e Ψ ≥ [0, T ].

2.1 Relative Entropy Inequality, Weak-Strong Uniqueness

The method of relative entropy has been successfully applied to partial differential
equations of different types. Relative entropies are non-negative quantities that pro-
vide a kind of distance between two solutions of the same problem, one of which
typically enjoys some extra regularity properties (see [2] for more details)

Definition 2 We define the relative entropy of (σ, u) with respect to (r, U) by

E([ω, u], [r, U]) =
∫

∂

1

2
|u − U |2 + E(ω, r) dx (7)

where E(σ, r) = H(σ)−H⇒(r)(σ −r)−H(r). We also define a remainder, denoted
by R, as

R =
∫

∂

∼x U : ∼x (U − u) dx +
∫

∂

(r − ω)ρtH⇒(r) + ∼xH⇒(r) · (rU − ωu) dx

−
∫

∂

divx U(p(ω) − p(r)) dx +
∫

∂

ρt U · (U − u) dx . (8)

Theorem 1 Let (σ, u) be a weak solution of (1)– (3) in the sense of the definition 1
emanating from the initial condition (σ0, u0). Then (σ, u) satisfy the relative energy
inequality:

E([ω, u], [r, U])(Ψ )+
∫ Ψ

0

∫

∂

μ||∼x (u − U)||2 + (μ + Γ)(divx (u − U))2 dx dt

∪ E([ω0, u0], [r(0), U(0)]) +
∫ Ψ

0
R([ω, u], [r, U])(t) dt

(9)

a.e Ψ ≥ [0, T ], where r ≥ C∞([0, T ] × ∂,R≡+) and U ≥ C∞([0, T ] × ∂,R3).

Proof See [2].
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Remark 1 For the choice of r = σ and U = 0, the relative energy inequality (9)
reduces to the standard energy inequality.
Moreover, the relative energy inequality can be used to show that suitable weak
solutions comply with the weak-strong uniqueness principle, meaning, a weak and
strong solution emanating from the same initial data coincide as long as the latter
exists. This can be seen by taking the strong solution as the test functions r, U in the
relative entropy inequality (see [2]).

3 The Numerical Scheme

Now suppose that ∂ is a bounded open set of Rd , polygonal if d = 2 and polyhedral
if d = 3. Let T be a decomposition of the domain ∂ in simplices, which we call
hereafter a triangulation of ∂ , regardless of the space dimension. By E(K ), we
denote the set of the edges (d = 2) or faces (d = 3) ζ of the elements K ≥ T ;
for short, each edge or face will be called an edge hereafter. The set of all edges
of the mesh is denoted by E ; the set of edges included in the boundary of ∂ is
denoted by Eext and the set of internal edges (i.e E \ Eext) is denoted by Eint. The
decomposition T is assumed to be regular in the usual sense of the finite element
literature, and, in particular, T satisfies the following properties: ∂ = ∈K≥T K ; if
K , L ≥ T , then K ∇ L = ∩, K ∇ L is a vertex or K ∇ L is a common edge of K
and L , which is denoted by K |L . For K ≥ T and ζ ≥ E(K ), we define DK ,ζ as the
cone with basis ζ and with vertex the mass center of K . For each internal edge of
the mesh ζ = K |L , nK L stands for the unit normal vector of ζ , oriented form K to
L (so that nK L = −nL K ). By |K | and |ζ | we denote the (d and d − 1 dimensional)
measure, respectively, of an element K and of an edge ζ , and hK and hζ stand for the
diameter of K and ζ , respectively. We measure the regularity of the mesh through
the parameter τ defined by:

τ = inf{ ϑK

hK
, K ≥ T } (10)

where ϑK stands for the diameter of the largest ball included in K . The space dis-
cretization relies on the Crouzeix-Raviart element. The reference element is the unit
d-simplex and the discrete functional space is the space P1 of affine polynomials.
The degrees of freedom are determined by the following set of edge functionals:

{Fζ , ζ ≥ E(K )}, Fζ (v) = 1

|ζ |
∫

ζ

v dξ .

The mapping from the reference element to the actual one is the standard affine
mapping. Finally, the continuity of the average value of a discrete function v across
each edge of the mesh, Fζ (v), is required, thus the discrete space Vh is defined as
follows:
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Vh = {v ≥ L2(∂), ∗K ≥ T , v|K ≥ P1(K ) and ∗ζ ≥ Eint, ζ = K |L , Fζ (v|K )

= Fζ (v|L),∗ζ ≥ Eext, Fζ (v) = 0}.

The space of approximation for the velocity is the space Wh of vector-valued
functions each component of which belongs to Vh : Wh = (Vh)d . The pressure and
the density are approximated by the space Lh of piecewise constant functions:

Lh = {q ≥ L2(∂), q|K = constant,∗K ≥ T }.

We will also denote L+
h = {q ≥ Lh, qK ≥ 0, ∗K ≥ T } and L++

h = {q ≥ Lh, qK >

0, ∗K ≥ T }.
It is well-know that this discretization is nonconforming in H1(∂)d . We then

define, for 1 ∪ i ∪ d and u ≥ Vh , ρh,i u as the function of L2(∂) which is equal
to the derivative of u with respect to the i th space variable almost everywhere. This
notation allows us to define the discrete gradient, denoted by ∼h for both scalar and
vector-valued discrete functions and the discrete divergence of vector-valued discrete
functions, denoted by divh . We denote || · ||1,b the broken Sobolev H1 semi-norm,
which is defined for scalar as well as for vector-valued functions by

||v||21,b =
∑

K≥T

∫

K
|∼v|2 dx =

∫

∂

|∼hv|2 dx .

We denote by {ui,ζ , ζ ≥ Eint, 1 ∪ i ∪ d} the set of velocity degrees of freedom
We denote by χζ the usual Crouzeix-Raviart shape function associated to ζ ≥ Eint,
i.e. the scalar function of Vh such that Fζ (χζ ) = 1 and Fζ ⇒(χζ ) = 0, ∗ζ ⇒ ≤= ζ .

Similarly, each degree of freedom for the density is associated to a cell K , and
the set of density degrees of freedom is denoted by {σK , K ≥ T }. We define by rh

the following interpolation operator rh : H1
0 (∂) ∀ Vh by

rh(v) =
∑

ζ≥Eint

Fζ (v)χζ .

This operator naturally extends to vector-valued functions and we keep the same
notation rh for both the scalar and vector case.

Let us consider a partition 0 = t0 < t1 < ... < t N = T of the time interval
[0, T ], which, for the sake of simplicity, we suppose uniform. Let πt be the constant
time step πt = tn − tn−1 for n = 1, ..., N . Let (σ0, u0) ≥ Lh × Wh .

Following [6] we consider the following numerical scheme :
Find (ωn)1∪n∪N ⊂ Lh, (un)1∪n∪N ⊂ Wh such that ∗n = 1, ..., N

|K |ω
n
K − ωn−1

K

πt
+

∑

ζ≥E(K ),ζ=K |L
|ζ |

(
un

ζ · nK L

)+
σn

K − |ζ |
(

un
ζ · nK L

)−

σn
L = 0,∗K ≥ T (11)
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|Dζ |
πt

(un
i,ζ − un−1

i,ζ ) + μ
∑

K≥T

∫

K
∼un

i · ∼χζ dx +(μ + Γ)
∑

K≥T

∫

K
div(un) div(χζ ei ) dx

−
∑

K≥T

∫

K
pn

K div(χζ ei ) dx = 0, ∗ζ ≥ Eint , 1 ∪ i ∪ d (12)

with pn
K = p(σn

K ), a+ = max(a, 0), a− = − min(a, 0).
As usual, to the discrete unknowns, we associate piecewise constant functions on

time intervals and on primal or dual meshes, so the density σπt,h , the pressure pπt,h

and the velocity uπt,h are defined almost everywhere on (0, T ) × ∂ by

ωπt,h(t, x) =
N∑

n=1

∑

K≥T
ωn

K 1(tn−1,tn)1K , σπt,h(t, x) =
N∑

n=1

∑

K≥T
σn

K 1(tn−1,tn)1K ,

uπt,h(t, x) =
N∑

n=1

∑

K≥T
un

ζ 1(tn−1,tn)1Dζ .

3.1 Existence, Positivity and Stabilities Properties

Theorem 2 (Existence and positivity) Let (σ0, u0) ≥ L++
h × Wh. Then the problem

(11), (12) admits at least a solution (ωn)1∪n∪N ⊂ L++
h , (un)1∪n∪N ⊂ Wh.

Proof See [5].

Theorem 3 (Energy estimate) Let (ω0, u0) ≥ Lξ (∂) × H1
0 (∂,R3), such that

ω0 > 0 a.e x ≥ ∂ .
Let ω0

K = 1
|K |

∫
K ω0 dx and u0 = rh(u0).

Let (ωn, un) ≥ L++
h × Wh, n = 1, ..., N be a solution of (11), (12) emanating

from the initial data (ω0, u0). Then we have the following balance discrete energy

max
n=0,...,N

∑

K≥T
|K |H(ωn

K ) + max
n=0,...,N

∑

i,ζ≥Eint

1

2
|Dζ |(un

i,ζ )2 + μπt
N∑

n=0

||un||21,b

+ (μ + Γ)πt
N∑

k=0

|| divh un||2L2(∂)
∪ c(d, τ0, ω0, u0),

Proof See [5].
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3.1.1 Discrete Relative Entropy Inequality

The following result is crucial for the rest of the article. It can be seen as a discrete
balance version of (9).

Theorem 4 Let (ω0, u0) ≥ Lξ (∂) × H1
0 (∂,R3), such that ω0(x) > 0 a.e x ≥ ∂

and H(ω0) ≥ L1(∂).
Let ω0

K = 1
|K |

∫
K ω0 dx and u0 = rh(u0).

Let (ωn, un) ≥ Lh × Wh, n = 1, ..., N be a solution of (11), (12) emanating from
the initial data (σ0, u0). Let (r, U) ≥ C1([0, T ] × ∂) ∇ C2([0, T ] × ∂,R3) such
that r(t, x) > 0,∗(t, x) ≥ [0, T ] × ∂ and U(t)|ρ∂ = 0. Let Un

h = rh(U(tn)),
rn

K = 1
|K |

∫
K r(tn, x) dx Then we have the following inequality

∑

i,ζ≥Eint

1

2

|Dζ |
πt

(
(un

i,ζ − U n
i,ζ )2 − (un−1

i,ζ − U n−1
i,ζ )2

)

+
∑

K≥T

|K |
πt

(
E(ωn

K |rn
K ) − E(ωn−1

K |rn−1
K )

)

+ μ||un − Un||21,b + (μ + Γ)|| divh(un − Un
h )||2L2(∂)

∪
∑

i,ζ≥Eint

|Dζ |
πt

(U n
i,ζ − un

i,ζ )(U n
i,ζ − U n−1

i,ζ ) + μ
∑

K≥T

∫

K
∼Un

h : ∼(Un
h − un) dx

+ (μ + Γ)

∫

∂

divh Un
h divh(Un

h − un) dx +
∑

K≥T
divup

K (ωnun)H⇒(rn
K )

+
∑

K≥T

|K |
πt

(rn
K − σn

K )(H⇒(rn
K ) − H⇒(rn−1

K )) −
∫

∂

pn div Un
h dx +Rn,h (13)

where πt
∑N

n=1 |Rn,h | ∪ c(ω0, u0, r, U)πt .

The following result is the main result of our article and it is a consequence of the
previous. We give an error estimate for our system.

Theorem 5 Let (ω0, u0) ≥ Lξ (∂) × H1
0 (∂,R3), such that ω0(x) > 0 a.e x ≥ ∂

and H(ω0) ≥ L1(∂).
Let ω0

K = 1
|K |

∫
K ω0 dx and u0 = rh(u0).

Let (ωn, un) ≥ Lh × Wh, n = 1, ..., N be a solution of (11), (12) emanating
from the initial data (ω0, u0). Let (r, U) ≥ C1([0, T ] × ∂) ∇ C2([0, T ] × ∂,R3)

be a strong solution of (1)–(3) such that ∗(t, x) ≥ [0, T ] × ∂, r(t, x) > 0. Let
Un

h = rh(U(tn)), rn
K = 1

|K |
∫

K r(tn, x) dx . Then we have the following inequality
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∑

i,ζ≥Eint

1

2

|Dζ |
πt

(
(un

i,ζ − U n
i,ζ )2 − (un−1

i,ζ − U n−1
i,ζ )2

)

+
∑

K≥T

|K |
πt

(
E(ωn

K |rn
K ) − E(ωn−1

K |rn−1
K )

)

+ μ||un − Un||21,b + (μ + Γ)|| divh(un − Un
h )||2L2(∂)

∪
∑

K≥T
(rn

K − ωn
K )

∫

K

∼ p(rn)

rn
· (un − Un

h ) dx

−
∑

K≥T

∫

K

(
pn − p⇒(rn

K )(ωn
K − rn

K ) − p(rn
K )

)
div Un

h dx

+ Rn,h (14)

where πt
∑N

n=1 |Rn,h | ∪ C(τ0, ω0, u0)(hθ(ξ ) + πt) with θ(ξ ) = 1
2 for ξ ≥ 3

2
and θ(ξ ) = 5

2 − 3
ξ

for ξ ≥ [ 6
5 , 3

2 ], and we obtain the following estimation

||uυt,h −U ||2
L∞(0,T ;L2(∂))

+||ωυt,h −r ||ξL∞(0,T,Lξ (∂)) ∪ C(τ0, ω0, u0)(hθ(ξ ) +πt).

Proof We begin with a algebraic inequality whose straightforward proof is left to
the reader

Lemma 1 Let 0 < a < b < ∞. Then there exists c = c(a, b) > 0 such that for all
σ ≥ [0,∞[ and r ≥ [a, b] there holds

E(σ|r) ≥ c(a, b)
(

1[ a
2 ,2b] + σξ 1R+\[ a

2 ,2b] + (σ − r)21R+\[ a
2 ,2b]

)
. (15)

We return to (14). We set a = min[0,T ]×∂ r and b = max[0,T ]×∂ r . We write

∑

K≥T

∫

K

(
pn − p⇒(rn

K )(σn
K − rn

K ) − p(rn
K )

)
div Un

h dx

=
∑

K ,σn
K ≥[a/2,2b]

∫

K

(
pn − p⇒(rn

K )(σn
K − rn

K ) − p(rn
K )

)
div Un

h dx

+
∑

K ,σn
K ≥R+\[a/2,2b]

∫

K

(
pn − p⇒(rn

K )(σn
K − rn

K ) − p(rn
K )

)
div Un

h dx

Now using the behavior of p as σ goes to infinity and (15) we obtain

|
∑

K≥T

∫

K

(
pn−p⇒(rn

K )(σn
K −rn

K )−p(rn
K )

)
div Un

h dx | ∪ c(r, U)
∑

K≥T
|K |E(σn

K |rn
K )
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We write

∑

K≥T
(rn

K − σn
K )

∫

K

∼ p(rn)

rn
· (un − Un

h ) dx

=
∑

σn
K < a

2

(rn
K − σn

K )

∫

K

∼ p(rn)

rn
· (un − Un

h ) dx

+
∑

σn
K ≥[ a

2 ,2b]
(rn

K − σn
K )

∫

K

∼ p(rn)

rn
· (un − Un

h ) dx

+
∑

σn
K >2b

(rn
K − σn

K )

∫

K

∼ p(rn)

rn
· (un − Un

h ) dx .

Using (15) and Poincare’s inequality we obtain ∗υ > 0,

|
∑

σn
K < a

2

(rn
K − σn

K )

∫

K

∼ p(rn)

rn
· (un − Un

h ) dx |

∪ c(r, υ)
∑

K≥T
|K |E(σn

K |rn
K ) + υ||un − Un

h ||21,b,

|
∑

σn
K ≥[ a

2 ,2b]
(rn

K − σn
K )

∫

K

∼ p(rn)

rn
· (un − Un

h ) dx |

∪ c(r, υ)
∑

K≥T
|K |E(σn

K |rn
K ) + υ||un − Un

h ||21,b.

Now we have

∑

σn
K >2b

|K |(σn
K )ξ ∪ c

∑

K≥T
|K |E(σn

K |rn
K ),

∑

σn
K >2b

|K |(σn
K )ξ /2 ∪ c

∑

K≥T
|K |E(σn

K |rn
K )

Then,

|
∑

σn
K >2b

(rn
K − σn

K )

∫

K

∼ p(rn)

rn
· (un − Un

h ) dx |

∪ c(r)
∑

σn
K >2b

max(σn
K , (σn

K )ξ /2)

∫

K
||un − Un

h || dx

c(r)
∑

σn
K >2b

√|K |(σn
K )ξ /2||un − Un

h ||L2(K )

+ c(r)
∑

σn
K >2b

|K |1/ξ σn
K ||un − Un

h ||Lξ ⇒
(K )
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C(r, υ)
∑

K≥T
|K |E(σn

K |rn
K ) + υ||un − Un

h ||21,b

+ c(r, υ)
∑

K≥T
|K |E(σn

K |rn
K ) + υ||un − Un

h ||ξ ⇒
Lξ ⇒

(∂)

∪ C(r, υ)
∑

K≥T
|K |E(σn

K |rn
K ) + υ||un − Un

h ||21,b

+ c(r, υ)
∑

K≥T
|K |E(σn

K |rn
K ) + υ||un − Un

h ||6L6(∂)

∪ C(r, υ)
∑

K≥T
|K |E(σn

K |rn
K ) + υ||un − Un

h ||21,b

since ξ ≥ 6
5 . We obtain finally

∑

i,ζ≥Eint

1

2

|Dζ |
πt

(
(un

i,ζ − U n
i,ζ )2 − (un−1

i,ζ − U n−1
i,ζ )2

)

+
∑

K≥T

|K |
πt

(
E(σn

K |rn
K ) − E(σn−1

K |rn−1
K )

)

∪ c(r, U, μ)
( ∑

i,ζ≥Eint

|Dζ |(un
i,ζ − U n

i,ζ )2 +
∑

K≥T
|K |E(σn

K |rn
K )

)
+ Rn,h .
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A Mixed Explicit Implicit Time Stepping Scheme
for Cartesian Embedded Boundary Meshes

Sandra May and Marsha Berger

Abstract We present a mixed explicit implicit time stepping scheme for solving the
linear advection equationMay, Sandra on a Cartesian embedded boundary mesh.

The scheme represents a new approach for overcoming the small cell problem—that
standard finite volume schemes are not stable on the arbitrarily small cut cells. It
uses implicit time stepping on cut cells for stability. On standard Cartesian cells,
explicit time stepping is employed. This keeps the cost small and makes it possible
to extend existing schemes from Cartesian meshes to Cartesian embedded boundary
meshes. The coupling is done by flux bounding, for which we can prove a TVD
result. We present numerical results in one and two dimensions showing second-
order convergence in the L1 norm and between first- and second-order convergence
in the L∞ norm.

1 Cut Cells and the Small Cell Problem

Cartesian embedded boundary methods, also referred to as cut cell methods, have
been used increasingly in recent years to simulate flow around objects with compli-
cated geometry. They are an alternative to unstructured or body-fitted grids. Cut cell
methods cut the object out of a Cartesian background grid, resulting in irregular cells
around the object, the so-called cut cells. Most cells are Cartesian cells for which
standard methods can be used. Special methods must be developed for cut cells.
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Our goal is to extend a well-established, second-order projection method [2–4] for
simulating the incompressible Euler equations from Cartesian meshes to embedded
boundary meshes, to enable us to simulate flow around more complicated objects
than currently possible. This will require extensions to both steps of the projection
algorithm to account for the cut cells: Step 1, the update of the velocity field un to
un+1 without enforcing the incompressibility condition, and Step 2, the projection.
In Step 1, a MUSCL scheme [3, 9] is employed. Due to the specifics of this predictor-
corrector scheme, the equation that is solved is closer to the linear advection equation

st + ∇ · (us) = 0, ∇ · u = 0, (1)

than to the nonlinear, incompressible Euler equations. Therefore, an important inter-
mediate step consists in finding a solution to the small cell problem for the linear
advection equation, which is the focus of this contribution.

The small cell problem refers to this: for standard finite volume schemes, the time
step Δt depends on the size of the cell. One would like to choose the time step based
on the size of the regular Cartesian cells; cut cells, however, can be arbitrarily small.
Two methods for solving the small cell problem are the h-box method [6, 11] and the
flux redistribution method [8, 10, 14]. The first one is second-order at the boundary,
but has only been implemented in two dimensions due to its complexity. The latter
is only first-order at the boundary, but has been used successfully in two and three
dimensions.

Our main idea is to use an implicit time stepping scheme on cut cells for stability.
On standard Cartesian cells, we use the MUSCL scheme. This approach avoids
excessive cost and is compatible with our goal of extending an existing method to
cut cells. We have developed a suitable method of switching between explicit and
implicit time stepping, which we refer to as flux bounding. We will first focus on
one dimension and discuss theoretical results for flux bounding as well as present
numerical results. Then, we will briefly describe the extension of the scheme to
two dimensions and present numerical results for advection along a ramp and in the
interior of a circle.

Remark 1 The scheme presented in the following is not an IMEX-scheme. We use
implicit time stepping on cut cells, and explicit time stepping on most other cells.
This is different from the classical IMEX approach.

2 The Mixed Scheme in One Dimension

We consider the linear advection equation in one dimension given by

st + usx = 0, u > 0 constant, (2)

and we define the CFL number λ = uΔt
Δx . We will first describe how we switch

between the schemes and then which implicit scheme we use.
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As a model of the behavior of a cut cell grid in one dimension, we consider a
grid that contains equidistant cells of length Δx and one small cell of length αΔx ,
α ∈ (0, 1], in the middle. We use the index “0” for the small cell (see Fig. 1). For the
explicit scheme on the regular cells of the grid we use the MUSCL scheme

sn+1
i = sn

i −λ
(

sn+1/2,L
i+1/2 − sn+1/2,L

i−1/2

)
, with sn+1/2,L

i+1/2 = sn
i +(1−λ)sn

x,i
Δx

2
(3)

and sn
x,i ≈ ∂x s(xi , tn).

On the small cell, we want to use a fully implicit scheme for stability. Also, we
want to keep the region with implicit fluxes as small as possible. We have investigated
various ways of switching between the explicit and implicit scheme [13] that achieve
these goals and have found flux bounding to be the most suitable approach. The idea
is illustrated in Fig. 1: First, all cells with index less or equal to –2 or greater or
equal to 2 are updated using fluxes computed by the explicit MUSCL scheme (those
marked with E). This automatically prescribes the fluxes between cells –2 and –1
and between cells 1 and 2, F−3/2 and F3/2. In a second step, the fluxes between
cells –1 and 0 and cells 0 and 1 are determined. To guarantee stability on the small
cell, we use implicit fluxes (I) for F−1/2 and F1/2. As a consequence, cells –1 and
1 are transition cells, updated using both explicit and implicit fluxes. Note that this
approach is automatically conservative.

Example 1 Consider explicit Euler time stepping with piecewise constant data for
the explicit scheme and implicit Euler time stepping with piecewise constant data as
the implicit scheme. Using flux bounding, the update for cells –1, 0, and 1 is

sn+1
−1 = sn−1 − λ

(
sn+1
−1 − sn−2

)
, (4a)

sn+1
0 = sn

0 − λ

α

(
sn+1

0 − sn+1
−1

)
, (4b)

sn+1
1 = sn

1 − λ
(

sn
1 − sn+1

0

)
. (4c)

Then we have the following monotonicity/stability results for flux bounding:

Lemma 1 The scheme described in Example 1 is monotone for 0 ≤ λ ≤ 1.

Proof 1 We focus on cells –1, 0, and 1. We rewrite Eqs. (4a)–(4c) as

sn+1
−1 = 1

1 + λ
sn−1 + λ

1 + λ
sn−2,

sn+1
0 = 1

1 + λ
α

sn
0 +

λ
α

1 + λ
α

sn+1
−1 = 1

1 + λ
α

sn
0 +

λ
α

1 + λ
α

[
1

1 + λ
sn−1 + λ

1 + λ
sn−2

]
,

sn+1
1 = (1 − λ) sn

1 + λsn+1
0 ,

i.e., as convex combination of values at tn . This implies the claim.



396 S. May and M. Berger

E EE E E E

tn

tn+1

-3 -2 -1 0 1 2 3
(a) Update of explicitly treated cells

I IE E

tn

tn+1

-3 -2 -1 0 1 2 3
(b) Update of implicitly treated cells

Fig. 1 With flux bounding, first update all explicit cells (empty squares), then use the explicitly
computed fluxes F−3/2 and F3/2 and the implicitly computed fluxes F−1/2 and F1/2 to update the
values in cells –1, 0, and 1 (empty circles)

If instead we use the explicit MUSCL scheme, with implicit Euler time stepping
and piecewise constant data for the small cell, we have the following result [13]:

Lemma 2 Consider the MUSCL scheme with minmod slope limiter as explicit
scheme and implicit Euler time stepping with piecewise constant data as implicit
scheme. Also use piecewise constant data in the cells two away from the small cell. If
the mixed scheme uses flux bounding as described above, then the resulting scheme
is TVD for 0 ≤ λ ≤ 1.

Based on these results, we use flux bounding to switch between the explicit and
implicit scheme. We note that flux bounding generalizes to two and three dimensions
in a straightforward way.

Besides the question of how to switch between the schemes, we need to find a
suitable implicit scheme to be used with the MUSCL scheme. Implicit Euler time
stepping is unconditionally SSP (strong stability preserving), but only first-order
accurate. Our goal is to find a second-order implicit time stepping scheme that
possesses very good stability properties, and that is compatible with the MUSCL
scheme. Unfortunately, there is no second-order method that is unconditionally SSP
[12]. Most second-order implicit schemes only allow for a time step that corre-
sponds to a CFL of 2 or 4. Cut cells, however, can be arbitrarily small. We currently
use the trapezoidal rule with slope reconstruction for the implicit method, since
this is linearity preserving in combination with MUSCL. However the trapezoidal
rule is not zero stable, and it is possible to construct examples for which the mixed
method using the trapezoidal rule produces overshoots. It is not clear yet whether this
will be a problem in our intended applications. We are working on a FCT approach
[7, 15] for combining the trapezoidal rule with implicit Euler to preserve monotonic-
ity; for compressible flow applications this will definitely be necessary.
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Table 1 Numerical results in one dimension for the mixed scheme using implicit Euler and trape-
zoidal rule with unlimited slope reconstruction

Implicit method N L1 error L1 order L∞ error L∞ order

Implicit Euler 80 1.22e–03 – 1.38e–02 –
160 3.16e–04 1.95 6.66e–03 1.05
320 8.21e–05 1.95 3.30e–03 1.01

Trapezoidal 80 2.10e–04 – 1.58e–03 –
160 5.68e–05 1.89 3.51e–04 2.17
320 1.48e–05 1.94 7.41e–05 2.24

Numerical Results: We consider the mixed scheme consisting of

• MUSCL with unlimited slope reconstruction,
• either implicit Euler or trapezoidal rule, both with unlimited slope reconstruction,
• flux bounding to connect the explicit and implicit method.

The switch in schemes in the transition cells leads to a loss of cancellation of the
leading terms in the truncation error. Using implicit Euler in the small cell the one
step error is then first order, and using the trapezoidal rule the one step error is second
order, instead of the respective second and third order results when using the same
scheme everywhere. We want to test numerically whether this error accumulates. We
consider again the cut cell mesh shown in Fig. 1 on [0, 1+αΔx] with α = 10−4. We

use initial data sin
(

2πx
1+αΔx

)
, periodic boundary conditions, and solve st + sx = 0

with CFL number λ = 0.8. The final time is chosen such that the sinusoidal curve has
returned to its original position. The results are shown in Table 1. We observe second-
order convergence for both the L1 and the L∞ error for combining the MUSCL
scheme with the trapezoidal rule. For using implicit Euler time stepping, the method
converges with second order in L1 and with first order in L∞. Therefore, we do not
observe accumulation of the transition error for this test. The observation that errors
do not accumulate in the standard way on cut cell meshes has been noted before.

3 The Mixed Scheme in Two Dimensions

We again use flux bounding to connect the implicit and explicit scheme. Cartesian
cells next to cut cells act as transition cells: for these cells, both explicit and implicit
fluxes are used to update the cell values. This is sketched in Fig. 2a.

Since we are using an implicit scheme, we need to solve an implicit system in
each iteration. The number of unknowns corresponds to the number of cut cells plus
the number of transition cells. For using piecewise constant data or unlimited slope
reconstruction on the cut cells and transition cells, the system is a linear (sparse) sys-
tem. Inflow boundary conditions are prescribed at the appropriate locations in space
and time. Outflow boundary conditions are computed using the respective (explicit
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T

T T T

T T

γ

(a) ramp (b)circle

Fig. 2 a Cut cell grid for ramp test: Cut cells are shaded in grey, transition cells are marked by a
“T”. Thick black lines indicate implicit flux. b Sketch of cut cell grid for advection in interior of
circle

or implicit) fluxes. For now we use pseudo-timestepping to solve the equations to
make it easier to test various alternatives.

Our software in two (and three dimensions) is based on the open-access library
BoxLib [5] for massively parallel, block-structured AMR algorithms. We combine
this with patchCubes, part of the software package Cart3D [1], which generates the
necessary cut cell information (cut cell and cut face centroids and volumes).

As in one dimension, we test the accuracy of the method and examine whether the
transition error accumulates. For the following tests we focus on the mixed scheme
using trapezoidal rule time stepping and unlimited slope reconstruction. We first
consider the test sketched in Fig. 2a: Linear advection along a ramp with angle γ to
the Cartesian background grid. This results in minimum volume fractions (area of
a cut cell divided by area of a Cartesian cell) between 10−3 and 10−5. We advect
a smooth test function parallel to the ramp. The test function is a one-dimensional
quadratic with respect to the line perpendicular to the ramp.

Table 2 shows the error measured in the L1 and L∞ norm for four ramp angles.
We observe second-order convergence in the L1 norm for all angles. This is expected.
Since MUSCL alone is exact for quadratics, the maximum error occurs along the
boundary, and the L∞ norm is a suitable measure for the accuracy of the mixed
scheme. The convergence rates lie between 1.3 and 1.8. It is common for cut cell
methods to have zig-zag convergence since the error is not smooth at the cut cells.
This indicates that in higher dimensions the error can accumulate, since the boundary
is characteristic. We are currently examining approaches to improve this.

Next we consider advection in the interior of a circle with radius 1 (see Fig. 2b)
using the spatially varying velocity field (−y, x)T , with initial data s(x, y, 0) =
1 + exp(−60 ∗ ((x − 0.85)2 + y2)), so the peak is located close to the boundary,
but not exactly at it. We compute for a time corresponding to one full rotation, and
run 16 simulations with Δx = Δy varying between 0.003 and 0.010. The L1 error
converges with second order. Figure 3 shows the L∞ errors, measured over all cells
(L∞

all), transition cells only (L∞
T ), and cut cells only (L∞

C ). The L∞
all error converges

with second order, and is larger than the L∞
T and L∞

C error, since for these cell sizes
the maximum error is at the peak. The L∞

T and L∞
C errors show the typical lack of



A Mixed Explicit Implicit Time Stepping Scheme 399

Table 2 Advection along a non-coordinate-aligned ramp: L1 and L∞ error for four ramp angles

γ N 2 L1 error L1 order L∞ error L∞ order

5o 322 1.24e–06 – 2.42e–04 –
642 2.60e–07 2.26 7.87e–05 1.62
1282 6.03e–08 2.11 2.73e–05 1.53
2562 1.62e–08 1.89 7.81e–06 1.80

20o 322 3.32e–06 – 3.96e–04 –
642 9.10e–07 1.87 1.39e–04 1.51
1282 2.37e–07 1.94 4.70e–05 1.57
2562 6.30e–08 1.91 1.88e–05 1.32

30o 322 7.18e–06 – 4.67e–04 –
642 1.83e–06 1.97 1.69e–04 1.47
1282 4.75e–07 1.95 6.19e–05 1.45
2562 1.25e–07 1.93 2.39e–05 1.37

40o 322 1.08e–05 – 4.24e–04 –
642 2.56e–06 2.07 1.43e–04 1.56
1282 6.24e–07 2.04 5.05e–05 1.51
2562 1.55e–07 2.01 1.85e–05 1.44
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Fig. 3 Advection in the interior of a circle: Convergence plots for the L∞ error measured over all
cells, transition cells only, and cut cells only (L∞

all , L∞
T , and L∞

C ). The straight lines correspond to
the least-squares fits with slopes 2.2, 1.9, and 1.3, respectively

smoothness in the convergence and some decay in accuracy. A least-squares fit shows
convergence rates of 1.9 and 1.3, respectively. We are investigating some ideas on
how to increase this to full second-order accuracy.



400 S. May and M. Berger

4 Summary

We have presented a new approach for solving the linear advection equation on
a Cartesian embedded boundary grid based on using implicit time stepping on cut
cells. The scheme is automatically conservative, and stable for arbitrarily small cells,
though not yet fully second-order. Extensions to three dimensions and to include a
projection algorithm on cut cells are under way.
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Finite-Volume Analysis for the Cahn-Hilliard
Equation with Dynamic Boundary Conditions

Flore Nabet

Abstract This work is devoted to the convergence analysis of a finite-volume
approximation of the 2D Cahn-Hilliard equation with dynamic boundary condi-
tions. The method that we propose couples a 2d-finite-volume method in a bounded,
smooth domain ∂ ≥ R

2 and a 1d-finite-volume method on ρ∂ . We prove con-
vergence of the sequence of approximate solutions. One of the main ingredient is
a suitable space translation estimate that gives a limit in L∼ (

0, T, H1(∂)
)

whose
trace is in L∼ (

0, T, H1(ρ∂)
)
.

1 Introduction

We consider a smooth, connected and bounded domain ∂ ≥ R
2 and ω = ρ∂ its

boundary. Let T > 0 be given.
We are interested here in the following phase separation model in material science

(refered to as the Cahn-Hilliard equation with dynamic boundary conditions):
Find the concentration of one of the two phases c : (0, T ) × ∂ ∇ R satisfying:






ρt c = πμ, in (0, T ) × ∂;
μ = −πc + f ≡

b (c), in (0, T ) × ∂;
ρt c�ω = π‖c�ω − f ≡

s (c�ω ) − ρnc, on (0, T ) × ω ;
ρnμ = 0, on (0, T ) × ω ;

c(0, .) = c0, in ∂;

(1)

where we have introduced an intermediate unknown: the chemical potential μ.
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The trace of c on ω is noted c�ω , π‖ is the Laplace-Beltrami operator on ω and ρn

is the normal derivative at the boundary. The Cahn-Hilliard potentials fb and fs are
nonlinear and they correspond respectively to the bulk and the surface free energy
densities. In fact, several physical parameters should appear in the Cahn-Hilliard
equation to account for physical properties of the studied system. However, these
constants affect the readability of the problem. Thus, we have chosen to write the
Problem (1) without these parameters.

We impose the homogeneous Neumann boundary condition for the chemical
potential since no mass exchange can occur through the boundary. For many years,
different authors studied the Cahn-Hilliard equation associated with the Neumann
boundary condition for the order parameter c. In some cases, however, this condition
is too restrictive to account for the interaction of the mixture with the walls. For
this reason, physicists [4, 7] have recently introduced the Cahn-Hilliard system with
dynamic boundary conditions (1). The associated free energy is the sum of a bulk
free energy Fb and a surface free energy Fs :

F (c) =
∫

∂

(
1

2
|⇒c|2 + fb(c)

⎪

⎛ ⎝⎞ ⎠
:=Fb(c)

+
∫

ω

(
1

2

⎧⎧⇒‖c�ω

⎧⎧2 + fs(c�ω )

⎪

⎛ ⎝⎞ ⎠
:=Fs (c)

. (2)

The dynamic boundary condition on c is chosen in such a way that the total free
energy decreases with respect to time:

d

dt
F (c(t, .)) = −

∫

∂

|⇒μ(t, .)|2 −
∫

ω

⎧⎧ρt c�ω (t, .)
⎧⎧2

, t ∈ [0, T [.

The potentials are supposed to satisfy standard assumptions:
Assumptions 1. :

• Dissipativity: lim inf|c|∇∼ f ≡≡
b (c) > 0 and lim inf|c|∇∼ f ≡≡

s (c) > 0.

• Polynomial growth for fb: there exist Cb > 0 and a real p ∪ 2 such that:

⎧⎧⎧ f (m)
b (c)

⎧⎧⎧ ∗ Cb
(
1 + |c|p−m)

, m ∈ {0, 1, 2}.

A typical choice for fb is the double-well function fb(c) = c2(1 − c)2.
From a theoretical point of view, this system has already been studied (see for

example [6] and the references therein). From a numerical point of view, we have
several results. In [4, 7], authors propose a finite-difference framework but without
proof of convergence. A convergence result is proved in [2] with a finite element
space semi-discretization, but in a slab with periodic boundary conditions in lat-
eral directions. In this paper, we propose a convergence analysis of a finite-volume
scheme for the space discretization. This method is well adapted to the coupling
between the dynamics in the domain and those on the boundary by the flux term
ρnc. Moreover, this kind of scheme preserves the mass and accounts naturally for the
non-flat geometry of the boundary and the associated Laplace-Beltrami operator.
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Vertex v ∈
Interior mesh M

Boundary mesh ∂M

Centers

xe

d , x
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d ,e

xe
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n e
n

Fig. 1 Finite-volume meshes

2 The Discrete Setting

2.1 The Finite-Volume Meshes and Notation

We recall that the domain ∂ is not polygonal and that we have to solve an equation on
ω . Thus, our notation will be slightly different than the usual finite-volume notation
(see for example [3]). Let M be a decomposition of ∂ into polygonal subsets (called
control volumes and noted K ∈ M) except perhaps for those on the boundary which
can have a curved edge. For each control volume K ∈ M, we associate a point
xK which satisfies the orthogonality condition (see [3]). The main differences with
the usual finite-volume notation are those on the boundary mesh ρM. This mesh
is constituted of the set of curved edges Γ on the boundary ω . With respect to the
interior mesh, we keep the usual notation (Fig. 1) except for control volumesK ∈ M
with one edge Γ , at least, belonging to the boundary. In this case, K is not polygonal
(Γ is curved), we note ⎨K the polygon formed by the vertices of K and by m⎩K its
Lebesgue measure. Note that ⎨K may not be included in ∂ . We will use two different
notations for an element of ρM: we note e when we consider it as a control volume
belonging to ρM and we note Γ when we consider it as the edge of an interior control
volume K ∈ M.

Let e ∈ ρM be a boundary control volume and⎨e the corresponding chord. Their
length are respectively noted me and m⎨e. If K ∈ M is the control volume such
that e ≥ ρK , we set xe as the intersection between ω and the straight line passing
through xK and orthogonal to⎨e. Let ye be the intersection between the line (xK xe)

and the chord⎨e. We define dK ,e as the distance between the centers xK and ye. Let
V be the set of the vertices included in ω and de,v be the distance between the center
ye and the vertex v ∈ V . For a vertex v = e|e≡ ∈ ω which separates the control
volumes e and e≡, we note de,e≡ the sum of de,v and de≡,v.

We can notice that all these quantities are computed by just knowing the coordi-
nates of the vertices of the mesh in ω . Thus, we do not need to know the equation of
the boundary ω .

We define the mesh size by: hT = sup{diam(K ),K ∈ M}. In the results below,
all the constants depend on a certain measure of regularity of the mesh. This is
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classical and for the sake of simplicity, we do not give here its explicit value. In
short, if this quantity is bounded when the mesh size tends to 0, this amounts to
assume that the control volumes do not become flat when the mesh is refined.

2.2 Discrete Unknowns

With respect to the time discretization, we introduce a positive integer N . Then, we
uniformly partition the temporal interval [0, T ] with the time step: πt = T/N . Thus,
for n ∈ {0, · · · , N }, we define tn = nπt .

For each time step tn , we denote the concentration unknowns by cn
T =

(cn
M , cn

ρM) ∈ R
T and the chemical potential unknowns byμn

T = (μn
M , μn

ρM) ∈ R
T .

Regarding the chemical potential, we have the homogeneous Neumann boundary
condition; thus we can define the boundary unknown μn

ρM ∈ R
ρM as follows:

μn
e = μn

K , ∈e ∈ ρM such that e = Γ ∈ EK .

Finally, let uπt
M (respectively uπt

ρM ) be the piecewise constant function in ]0, T [×∂

(respectively ]0, T [×ω ) such that for all t ∈ [tn, tn+1[:

uπt
M(t, x) = un+1

K if x ∈ K and uπt
ρM(t, x) = un+1

e if x ∈ e.

2.3 Inner Products and Norms

• Discrete L2 inner products: For all uM , vM ∈ R
M and uρM , vρM ∈ R

ρM , we
define:

(uM , vM)M = ∑

K ∈M
m⎩K uK vK and (uρM , vρM)ρM = ∑

e∈ρM

m⎨eueve.

The associated discrete L2 norms are noted ‖uM‖0,M and ‖uρM‖0,ρM .
• Discrete H1 semi-definite inner products: For all uT , vT ∈ R

T and uρM ,
vρM ∈ R

ρM :

[[uT , vT ]]1,T = ∑

Γ∈Eint

mΓ

dK ,L

(uK − uL )(vK − vL ) + ∑

Γ∈Eext

m⎨e

dK ,e
(uK − ue)(vK − ve)

and [[uρM, vρM]]1,ρM = ∑

v=e|e≡∈V

1

de,e≡
(ue − ue≡ )(ve − ve≡ ).

The associated seminorms are noted |uT |1,T and |uρM |1,ρM .
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3 Numerical Scheme and Discrete Energy

3.1 Finite-Volume Scheme

In this section, we give the finite-volume scheme used to solve the Cahn-Hilliard
equation (1). In the interior mesh M, we use the usual finite-volume approxima-
tion based on a consistent two-point flux approximation for Laplace operators. As
regards the equation on the boundary mesh ρM, we use a 1d-finite-volume scheme
on a curved domain and a consistent two-point flux approximation for the Laplace-
Beltrami operator.

We assume that cn
T ∈ R

T is given, the scheme is then written as follows:
Find (cn+1

T , μn+1
T ) ∈ R

T × R
T such that ∈uT , vT ∈ R

T :






(
cn+1
M −cn

M
πt , vM

⎪

M

= −[[μn+1
T , vT ]]1,T

⎜
μn+1

M , uM

⎟

M
= ∑

Γ∈Eint

mΓ

dK ,L
(cn+1

K − cn+1
L )(uK − uL )

+ ∑

Γ∈Eext

m⎨e

dK ,e
(cn+1

K − cn+1
e )uK

+∑
K ∈Mm⎩K d fb (cn

K , cn+1
K )uK(

cn+1
ρM−cn

ρM
πt , uρM

⎪

ρM

= −[[cn+1
ρM , uρM ]]1,ρM − ∑

e∈ρM m⎨ed fs (cn
e , cn+1

e )ue

− ∑

Γ∈Eext

m⎨e

dK ,e
(cn+1

e − cn+1
K )ue

(3)

With the aim of obtaining convergence result without any condition on the step time
πt , we use a semi-implicit discretization for nonlinear terms:

d fb (x, y) = fb(y) − fb(x)

y − x
and d fs (x, y) = fs(y) − fs(x)

y − x
, ∈x, y. (4)

We can note that we mostly use in practice polynomial functions for fb and fs .
Then, the term d f (x, y) can be written as a polynomial function in the variables
x, y. Thus, we do not have numerical instability if x is too close to y. If we choose
non polynomial functions for nonlinear terms, we have to adapt our discretization
(see [1] for more details).

We remark that we can also choose an implicit discretization for nonlinear terms
but in that case the same results hold only for πt ∗ πt0, with a small enough πt0
which only depends on the parameters on the equation.

In each case, we have to use a Newton method at each time step; its convergence
is achieved in a few inner iterations.

We can notice that the finite-volume scheme is a low-order method. Thus, the
approximation of the boundary does not influence the order of the method and it is
not necessary to use curved element to improve the convergence of the scheme (3).
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The boxed terms give the coupling between interior and boundary unknowns:
the one in the second equation comes from the Laplacian of c in ∂ and the one in
the third equation stems from the normal derivative term in the dynamic boundary
condition on ω .

In order to improve the presentation and the analysis, we have written the scheme
(3) in a way that looks like a variational formulation. We easily recover the usual
finite-volume flux balance equations if, for each control volume, we choose the
indicator function of this particular control volume as a test function in (3).

3.2 Discrete Energy Estimate

The discrete energy estimate is one of the key points for the proofs of existence and
convergence results.

Definition 1 (Discrete free energy) The discrete free energy corresponding to the
continuous definition (2) is defined by:

FT (cT ) = 1

2
|cT |21,T + ∑

K ∈M
m⎩K fb(cK )

⎛ ⎝⎞ ⎠
:=Fb,T (cT )

+ 1

2
|cρM|21,ρM + ∑

e∈ρM

m⎨e fs(ce)

⎛ ⎝⎞ ⎠
:=Fs,ρM(cρM)

, ∈cT ∈ R
T .

Using the scheme (3) with uT = cn+1
T − cn

T and vT = μn+1
T as test functions and

the discretization (4) for nonlinear terms, we obtain the following energy equality:

Proposition 1 (Discrete energy estimate) Let cn
T ∈ R

T . We assume that there exists
a solution (cn+1

T , μn+1
T ) to Problem (3). Then, the following equality holds:

FT (cn+1
T ) − FT (cn

T ) +πt
⎧⎧
⎧μn+1

T

⎧⎧
⎧
2

1,T
+ 1

πt

∥∥
∥cn+1

ρM − cn
ρM

∥∥
∥

2

0,ρM

+ 1
2

⎧⎧
⎧cn+1

T − cn
T

⎧⎧
⎧
2

1,T
+ 1

2

⎧⎧
⎧cn+1

ρM − cn
ρM

⎧⎧
⎧
2

1,ρM
= 0.

(5)

This estimate gives a L∼(0, T ; H1(∂)) bound on the discrete solution cπt
T and a

L∼(0, T ; H1(ω )) bound on its trace cπt
ρM .

4 Convergence Analysis

By using the topological degree theory, we can prove that if cn
T ∈ R

T is given,
there exists at least one solution (cn+1

T , μn+1
T ) ∈ R

T × R
T to discrete Problem (3)

(see [8] for more details).
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We recall the definition of a solution to Problem (1) in a weak sense:

Definition 2 (Weak formulation) We say that a couple (c, μ) ∈ L∼(0, T ; H1(∂))×
L2(0, T ; H1(∂)) such that Tr(c) ∈ L∼(0, T ; H1(ω )) is solution to continuous
Problem (1) in the weak sense if for all σ ∈ C∼

c

([0, T [×∂
)
, the following identities

hold:

∫ T

0

∫

∂

(−ρtσc + ⇒μ · ⇒σ) =
∫

∂

c0σ(0, .), (6)

∫ T

0

∫

∂

(−μσ + ⇒c · ⇒σ + f ≡
b (c)σ

) +
∫ T

0

∫

ω

(−ρtσc + ⇒‖c · ⇒‖σ + f ≡
s (c)σ

)

=
∫

ω

Tr(c0)σ(0, .). (7)

Then, we have the following convergence result.

Theorem 1 (Convergence theorem) Assuming that Assumptions 1 hold, let us con-
sider Problem (1) with an initial condition c0 ∈ H1(∂) such that Tr(c0) ∈ H1(ω ).
Then, there exists a weak solution (c, μ) on [0, T [ (in the sense of Definition 2). Fur-
thermore, let (c(m), c(m)

�ω
)m∈N

and (μ(m))m∈N
be a sequence of solutions to Problem

(3) associated with a sequence of discretizations such that the space and time steps,
h(m)
T and πt (m) respectively, tend to 0. Then, up to a subsequence, the following

convergence properties hold, for all q ∪ 1:

c(m) ∇ c in L2(0, T ; Lq(∂))strongly, c(m)
�ω

∇ Tr(c) in L2(0, T ; Lq(ω ))strongly,

and μ(m) ξ μ in L2(0, T ; Lq(∂))weakly.

The discrete initial concentration used is the mean-value projection.
The main difficulty of this proof is the passage to the limit in nonlinear terms both

in ∂ and on ω . Indeed, the usual L2((0, T )×∂) compactness is not sufficient and we
need to have an additional compactness property of the trace of c in L2 (]0, T [×ω ).

Theorem 2 (Estimation of space translates) There exists an extension operator β :
R

T ∇ L2(R2) satisfying β(uT ) = uT in ∂ such that the following identity holds
for all Ψ ∈ R

2 with C > 0 independent of hT and Ψ: For all uT ∈ R
T ,

‖β(uT )(. + Ψ) − β(uT )‖2
L2(R2)

∗ C |Ψ| (|Ψ| + hT )
⎜
|uT |21,T + |uρM |21,ρM + ‖uρM‖2

0,ρM

⎟
.

Corollary 1 Let (uT i )i be a sequence of functions with uniform bounds on discrete
H1-norms on ∂ and ω . We can extract a subsequence, still referred to as (uT i )i for
simplicity, which is strongly converging in L2(∂) towards a certain function u of
H1(∂) whose trace belongs to H1(ω ) and such that (uρM i )i is strongly converging
in L2(ω ) towards Tr(u).

To obtain similar results with the sequence of functions which also depends on
time, we have to consider the estimation of time translates. To this end, we adapt the
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proof of Theorem A.2 in [5] and we use the particular form of the extension operator
β and the coupling between the domain ∂ and its boundary ω .

Then, thanks to the a priori estimates on the solutions (see [8]), there exists c ∈
L2(0, T, H1(∂)) with Tr(c) ∈ L2(0, T, H1(ω )) such that, up to a subsequence, cπt

M

strongly converges to c in L2(]0, T [×∂) and moreover, also cπt
ρM strongly converges

to T r(c) in L2(]0, T [×ω ). It is now more or less standard to pass to the limit in the
scheme and thus to prove the convergence result.

5 Numerical Tests

In [8], we give numerical experiments with different choices of parameters and sur-
face potential fs that show the different expected qualitative behavior of the solutions.
In this paper, we focus on the numerical error estimates. Since no explicit non trivial
solutions exist for our problem, we have to change the Problem (1). We add source
term in the first equation of (1) and another one in the third equation of (1). We
notice that μ then satisfies a non homogeneous Neumann boundary condition that
can be easily handled in the FV setting. We consider the manufactured solution
c(t, (x, y)) = (1+ tanh(5∩(x + t)) with ∂ the unit circle. We plot the error between
the exact and approximate solutions at time T = 0.5 for the norm L2(∂) and L2(ω ).
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As expected, we observe the first order convergence in the L2 norm.
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Weak Convergence of Nonlinear Finite Volume
Schemes for Linear Hyperbolic Systems

Michaël Ndjinga

Abstract We prove the weak convergence of nonlinear finite volume schemes
applied to symmetric hyperbolic systems of linear partial differential equations on
R

d . The upwinding matrix can be any nonlinear non negative matrix valued function,
the initial data any possibly discontinuous function in L2(Rd) and the mesh may be
smoothly unstructured.

1 Introduction

Using spectral techniques, [9] proved the L2 stability of explicit and implicit finite
volume schemes with a nonnegative nonlinear upwinding for linear hyperbolic sys-
tems on unstructured meshes. We cannot use Lax equivalence theorem to prove
the convergence of these schemes because it requires a smooth solution, a linear
scheme, as well as a rectangular grid, and all three assumptions are false in our
case. More generally, proofs of convergence of finite volume methods for hyperbolic
systems on unstructured meshes assume some smoothness of the solution (at least
H1 with compact support in [11], H2 in [4], Hs with s ≥]0, 1] in [6]), and are
restricted to the classical “upwind scheme” [4, 6, 11]. The mesh sequence is usually
assumed to be quasiuniform: ∼c1, c2 > 0 such that vα ∇ c1(supα dα)d [4, 6, 11]
and sαβ ≡ c2(supα dα)d−1 [4, 11], sαβ ∇ c2(supα dα)d−1 [6] for any cell α with
diameter dα , volume vα and interface area sαβ for a neighbouring cell β. However
the use of a different upwinding term can increase the precision of the numerical
method by allowing less numerical diffusion. In the scalar case TVD methods often
use a nonlinear upwinding term ([8] Chap. 16). To our knowledge there is no general
result of convergence for nonlinear schemes applied to linear hyperbolic systems.
More precisely, we are interested in the use of centered type schemes for the
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accurate simulation of two phase flows in nuclear reactors thermalhydraulics (see
[7]). Because these flows usually have low Mach numbers, we cannot use upwind
type schemes (see [3]). Implicit centered schemes often give better results [1], pro-
vided they do not display checkerboard type oscillations (see [2]). Our first objective
in this paper is to prove for linear problems using compactness methods that the
centered scheme always converges weakly. Another issue is the capture of discon-
tinuous solutions since vaporisation and condensation fronts are common features of
our two phase systems. Purely centered schemes sharply violate the maximum prin-
ciple around discontinuities so we need a scheme that would be centered in smooth
parts of the flow and upwind around discontinuities. Our second objective is therefore
to set some theoretical bases for such an adaptive approach.

We prove for any initial datum in L2(Rd) the weak convergence of the familly
of schemes (2–3) when the upwinding matrix valued functions Dαβ(U ) are non
negative, uniformly bounded and Lipschitz continuous (theorem 2). The mesh cells
are requested to have bounded aspect ratio : ∼c ≥ R so that for any cell α, sαdα < cvα ,
and be smoothly unstructured that is, neighbouring cells α, β should satisfy dβ

dα
≡ c

and || 1
2 (xα + xβ) − xαβ)|| ≡ cd2

α , where sα denotes the area surrounding the cell,
xα the cell center of mass, and xαβ the interface center of mass. We however do not
impose the quasiuniformity of the mesh sequence.

Since [9] proved the stability of time discrete explicit and implicit schemes, we
use here the semi discrete setting of the schemes in order to obtain compact proofs.
Unlike [5] who use compactness methods in L∞ and L1 for scalar conservation
laws, we use L2 compactness methods in the context of hyperbolic systems. First the
Cauchy-Lipschitz theorem yields the existence of a discrete solution and the stability
of the scheme (theorem 1). Then using the Banach-Alaoglu theorem we deduce the
weak convergence of a subsequence, and then show that the weak limit is indeed a
solution of the continuous problem (theorem 2). The uniqueness of the solution of
the continuous problem yields the convergence of the entire discrete sequence.

2 Stability Theorem

We seek for a vector field U (x, t) ≥ R
m with x ≥ R

d , t ≥ R+, satisfying the
following linear system of conservation laws

∂tU (x, t) + ⇒ · F(U )(x, t) = 0, (1)

where Ak are m×m real matrices and F(U ) = (A1U, . . . , AdU ) is a linear function.
If there exists a symmetric positive definite matrix E such that E Ak is symmetric
for all k, then the Cauchy problem for system (1) is well posed in L2(Rd) (see
[10]). In the following we will make the simplifying assumption that the matrices
Ak are symmetric and thus for any vector ω = (ω1, . . . , ωd) ≥ R

d the matrix
A(ω) = ∑d

k=1 ωk Ak will be diagonalisable with real eigenvalues.
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In order to approximate numerically the solutions of system (1), Rd is partitioned
by a mesh T composed of a countable number of cells Tα with indices α ≥ N,
measure 0 < vα < ∞, center of mass xα and diameter dα . Two neighbouring cells
Tα and Tβ are separated by a smooth interface fαβ with an associated measure
0 < sαβ < ∞ (sαβ = sβα), center of mass xαβ and average normal vector ωαβ =

1
sαβ

∫
fαβ

ds ≥ R
d oriented from Tα toward Tβ (ωαβ = −ωβα). The set of neighbours

of a cell Tα is denoted ν(α) and the total area surrounding the cell α is sα =∑
β≥ν(α) sαβ . We recall that Stokes theorem yields ∀α,

∑
β≥ν(α) sαβωαβ = 0. Using

the finite volume framework (see [8]), the discrete unknown Uα(t) approximates the
average value of the unknown U in the cell Tα at time t > 0 and the global unknown
vector is U (t) = t (U1(t), U2(t), . . . ). We introduce the set L2(T )m of discrete
functions U : Rd ∪ R

m that take constant values Uα on each cell α of T , and are
square integrable on R

d : ||U ||22 ∗ ∫
Rd U · U dv = ∑

α vα
tUαUα < ∞.

We consider flux schemes in the following semi-discrete form

Uα(t)∈ + 1

vα

∑

β≥ν(α)

sαβ Fαβ(U (t)) = 0. (2)

These schemes are designed to capture possibly discontinuous weak solutions of
(1). They are said to be weakly consistent if ∀α, β ≥ N, ∀U ≥ R

m, Fαβ(U, U ) =
F(U )ωαβ . We are interested in first order weakly consistent schemes where the
interfacial flux takes the form

Fαβ = 1

2
(F(Uα) + F(Uβ))ωαβ + Dαβ(U )

Uα − Uβ

2
(3)

= F(Uα)ωαβ − 1

2
(A(ωαβ) − Dαβ(U ))(Uα − Uβ) (4)

where Dαβ = Dβα is the upwinding (or diffusion) matrix defined at each interface
fαβ and assumed to depend on U .

For a test function φ ≥ D(Rd ×R+) (the space of smooth functions with compact
support in R

d × R+), and a mesh T we denote the mean value of φ on cell Tα by
φα(t) = 1

vα

∫
Tα

φ(x, t)dv and on the face fαβ by φαβ(t) = 1
sαβ

∫
fαβ

φ(x, t)ds.

Theorem 1 (Existence and Stability) Assume that the mesh T satisfies supα
sα
vα

<

∞. Then for any initial datum U0 ≥ L2(T )m, the scheme (2–3) associated with
symmetric non negative uniformly bounded and Lipschitz continuous upwinding
matrices Dαβ admits a solution U (t) defined for any t ≥ R+ and satisfying
∀t ≥ R+, ||U (t)||2 ≡ ||U0||2. Furthermore we have the following bound:

∀T ≥ R+,

∫ T

0

∑

fαβ

sαβ
t (Uα − Uβ)Dαβ(Uα − Uβ) dt = ||U (0)||22 − ||U (T )||22.

(5)
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Proof Any discrete solution of the scheme (2) associated with the initial datum
U (0) = U0 is a solution of the Cauchy problem U

∈ + F (U ) = 0, where
F (U )α = − 1

vα

∑
β≥ν(α)

sαβ

2 (A(ωαβ) − Dαβ(U ))(Uα − Uβ) from (4).

∀U ,V ≥ L2(T )m ,

||F (U ) − F (V )||22 =
∑

α

vα|| 1

vα

∑

β≥ν(α)

sαβ

2
(A(ωαβ)(Uα − Vα − Uβ + Vβ)

−Dαβ(U )(Uα − Uβ) + Dαβ(V )(Vα − Vβ))||22
=

∑

α

vα|| 1

vα

∑

β≥ν(α)

sαβ

2
((Dαβ(U ) − Dαβ(V ))(Vα − Vβ)

+(A(ωαβ) − Dαβ(U ))(Uα − Vα − Uβ + Vβ))||22.

Using Minkowski inequality and the convexity of x ∪ |x |2 yields

||F (U ) − F (V )||2 ≡
√√
√
√

∑

α

1

vα

||
∑

β≥ν(α)

sαβ

2
(A(ωαβ) − Dαβ(U ))(Uα − Vα − Uβ + Vβ)||22

+
√√√
√

∑

α

1

vα

||
∑

β≥ν(α)

sαβ

2
(Dαβ(U ) − Dαβ(V ))(Vα − Vβ)||22

≡
√∑

α

sα

vα

∑

β≥ν(α)

sαβ

4
|||A(ωαβ) − Dαβ(U )|||22||(Uα − Vα − Uβ + Vβ)||22

+
√∑

α

sα

vα

∑

β≥ν(α)

sαβ

4
|||Dαβ(U ) − Dαβ(V )|||22||(Vα − Vβ)||22

≡ (σA + σD)

√∑

α

vα

sα

4v2
α

∑

β≥ν(α)

sαβ2(||(Uα − Vα ||22 + ||Uβ − Vβ ||22)

+K ||U − V ||2
√∑

α

vα

sα

4v2
α

∑

β≥ν(α)

sαβ2(||Vα ||22 + ||Vβ ||22)

≡ sup
α

sα

vα

⎪
(σA + σD)

1∩
2
||U − V ||2 + K ||U − V ||2 1∩

2
||V ||2

⎛
,

where K and σD are the Lipschitz constant and upper bound of the matrices
Dαβ(U ), and σA = sup||ω||2=1 |||A(ω)|||2. Hence F is Lipschitz continuous, and

U
∈ +F (U ) = 0 admits a local solution according to the Cauchy-Lipschitz theorem.

Now we derive the following energy estimate

1

2

d

dt
||U ||22 =

∑

α

vα
t UαU

∈
α = −

∑

α

t Uα

∑

β≥ν(α)

sαβ Fαβ = −
∑

fαβ

sαβ
t (Uα − Uβ)Fαβ

= 1

2

∑

fαβ

sαβ
t (Uα − Uβ)A(ωαβ)(Uα + Uβ) − t (Uα − Uβ)Dαβ(Uα − Uβ)
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= 1

2

∑

α

∑

β≥ν(α)

sαβ
t Uα A(ωαβ)Uα − 1

2

∑

fαβ

sαβ
t (Uα − Uβ)Dαβ(Uα − Uβ).

Since
∑

β≥ν(α) sαβ
tUα A(ωαβ)Uα = tUα A(

∑
β≥ν(α) sαβωαβ)Uα = 0 we obtain

1
2

d
dt ||U ||22 = − 1

2

∑
fαβ

sαβ
t (Uα − Uβ)Dαβ(Uα − Uβ). Since the matrices Dαβ are

symmetric and non negative, ∀t ≥ R+, ||U (t)||2 ≡ ||U (0)||2. Therefore the maxi-
mal solutions are bounded and hence defined for all t ≥ R+, and (5) follows. �

3 Weak Convergence of the Scheme

Lemma 1 Consider an initial datum U0 ≥ L1
loc(R

d)m, a mesh T . For any φ ≥
D(Rd × R+), a discrete solution U (x, t) of (2–3) satisfies

−
∫

R+

∫

Rd
∂tφ(x, t)U (x, t)dv dt −

∫

R+

∑

α

F(Uα)(
∑

β≥ν(α)

sαβ

φα + φβ

2
ωαβ) dt

+
∫

Rd
φ(x, 0)U (x, 0)dv +

∫

R+

1

2

∑

fαβ

sαβ

⎝
φα − φβ

⎞
Dαβ(Uα − Uβ) dt = 0.

(6)

Proof Multiplying (2) by φα , and integrating in space, we obtain∑
α vαφαUα(t)∈ + ∑

α φα

∑
β≥ν(α) sαβ Fαβ(U (t)) = 0. From (4) we deduce

∑
α vαφαUα(t)∈ − 1

2

∑
α

∑
β≥ν(α) sαβφα(A(ωαβ) − Dαβ(U ))(Uα − Uβ) = 0.

Using A(ωαβ) = −A(ωβα) and Dαβ(U ) = Dβα(U ) we finally obtain

∑

α

vαφαU
∈
α(t) − 1

2

∑

fαβ

sαβ

⎝
φα + φβ

⎞
A(ωαβ)(Uα − Uβ)

+ 1

2

∑

fαβ

sαβ

⎝
φα − φβ

⎞
Dαβ(Uα − Uβ) = 0. (7)

The middle term in (7) can be rewritten into

1

2

∑

fαβ

sαβ

⎝
φα + φβ

⎞
A(ωαβ)(Uα − Uβ) =

∑

α

∑

β≥ν(α)

sαβ

φα + φβ

2
A(ωαβ)Uα

=
∑

α

A(
∑

β≥ν(α)

sαβ

φα + φβ

2
ωαβ)Uα

=
∑

α

F(Uα)(
∑

β≥ν(α)

sαβ

φα + φβ

2
ωαβ).
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Integrating (7) with regard to time and using integration by parts, we find

−
∫

R+

∑

α

vαφ∈
α(t)Uα(t) dt −

∫

R+

∑

α

F(Uα)(
∑

β≥ν(α)

sαβ

φα + φβ

2
ωαβ) dt

+
∑

α

vαφα(0)Uα(0) +
∫

R+

1

2

∑

fαβ

sαβ

⎝
φα − φβ

⎞
Dαβ(Uα − Uβ) dt = 0.

Since U (x, t) is piecewise constant,
∑

α vαφα(0)Uα(0) = ∫
Rd φ(x, 0)U (x, 0)dv.

Similarly, given that ∂tφ ≥ D(Rd × R+), and φ∈
α(t) = 1

vα

∫
Tα

∂tφ(x, t)dv we find
∑

α vαφ∈
α(t)Uα(t) = ∫

Rd ∂tφ(x, t)U (x, t)dv, which yields (6). �

Lemma 2 (Weak and strong convergence of discretised fields)
Let U ≥ L2(Rd)m, and consider a mesh sequenceT n, n ≥ N such that the maximum
diameter dn

α satisfies limn∪∞ supα dn
α = 0.

• The sequence of discretised fields U n ≥ L2(T n)m with cell values
U n

α = 1
vn
α

∫
T n

α
U (x)dv converges weakly to U.

• If U is smooth with compact support, thenU n converges strongly to U in L2(Rd)m.

We omit the proof which is a classical use of the Cauchy-Schwarz inequality.

Lemma 3 Consider an initial datum U0 ≥ L2(Rd)m, a mesh T with symmetric
non negative upwinding matrices such that Dαβ(U ) ≡ ρD for some ρD < ∞, and
a time dependent field U (t) ≥ L2(T )m satisfying (5). For any φ ≥ D(Rd × R+)
with compact support in Ωφ × [0, T ] and Lipschitz constant Kφ > 0 we have the
bound
∫

R+

∑

fαβ

sαβ

⎝
φα − φβ

⎞
Dαβ(U )(Uα − Uβ) dt ≡ (2ρDT K 2

φ)
1
2

√ ∑

Tα≤Ωφ ∀=⊂
sαd2

α ||U (0)||2.

Proof Cauchy-Schwarz inequality yields
∫
R+

∑
fαβ

sαβ

⎝
φα − φβ

⎞
Dαβ(Uα −Uβ) dt

≡
⎠∫ T

0

∑
fαβ

sαβ(φα − φβ)2 dt
⎠∫ T

0

∑
fαβ

sαβ ||Dαβ(Uα − Uβ)||22 dt , and from (5)
∫ T

0

∑
fαβ

sαβ ||Dαβ(Uα −Uβ)||22 dt ≡ 2ρD||U (0)||22. Now for each face fαβ we have
|φα(t) − φβ(t)| ≡ Kφ(dα + dβ), and the lemma follows from

∑

fαβ

sαβ(φα − φβ)2 ≡
∑

fαβ≤Ωφ ∀=⊂
K 2

φsαβ(dα + dβ)2 ≡ 2K 2
φ

∑

fαβ≤Ωφ ∀=⊂
sαβ(d2

α + d2
β)

≡ 2K 2
φ

∑

Tα≤Ωφ ∀=⊂

∑

β≥ν(α)

sαβd2
α = 2K 2

φ

∑

Tα≤Ωφ ∀=⊂
sαd2

α.

�
Lemma 4 (Strong convergence of the discrete gradients) Consider a mesh T ,
and φ ≥ D(Rd × R+), with compact support Ωφ and Lipschitz constant Kφ . Then



Weak Convergence of Nonlinear Finite Volume Schemes 417

∑

α

vα

⎧
⎧
⎧
⎧⎧
⎧

1

vα

∑

β≥ν(α)

sαβ

φα + φβ

2
ωαβ − 1

vα

∫

∂Tα

φds

⎧
⎧
⎧
⎧⎧
⎧

2

≡ dα(sup
α

s2
αd2

α

v2
α

)

⎨

⎩
∑

Tα≤Ωφ ∀=⊂
vα



⎜

× sup
fαβ

⎟

Kφ∈
|| xα+xβ

2 − xαβ)||
d2
α

+ Kφ∈∈
2

(1 +
d2
β

d2
α

)

)

. (8)

Proof The convexity of x ∪ |x |2 yields
∑

α
1
vα

⎧⎧⎧
∑

β≥ν(α)
sαβ

sα
sα

(
φα+φβ

2 − φαβ

)

ωαβ

⎧⎧2 ≡ ∑
α

1
vα

⎪
∑

β≥ν(α) sαβsα

⎧⎧⎧
φα+φβ

2 − φαβ

⎧⎧⎧
2
⎛

.

Using the Taylor expansion φα = 1
vα

∫
Tα

φ(xαβ)+⇒φ(xαβ) · (x − xαβ)+ R
xαβ

1 (x)dv

and the Taylor-Lagrange inequality |Rxαβ

1 (x)| ≡ Kφ ||xα − xαβ ||2 we deduce
⎧
⎧⎧
⎧
φα + φβ

2
− φαβ

⎧
⎧⎧
⎧ ≡ |⇒φ ·

⎪
xα + xβ

2
− xαβ)| + Kφ∈∈

2
(||xα − xαβ ||2 + ||xβ − xαβ ||2

⎛
.

(8) follows from
∑

α vα

⎧⎧
⎧ 1

vα

∑
β≥ν(α) sαβ

φα+φβ

2 ωαβ − 1
vα

∫
∂Tα

φds
⎧⎧
⎧
2 ≡ ∑

α vα
s2
α

v2
α

sup

β≥ν(α)(Kφ∈ || xα+xβ

2 − xαβ)|| + Kφ∈∈
2 (d2

α + d2
β))2. �

Theorem 2 (Weak convergence of semi discrete finite volume schemes)
Consider the Cauchy problem (1) associated to the initial data U0 ≥ L2(Rd)m.
Consider a sequence of meshes (T n)n≥N, where each cell α of T n has diameter
dn
α , surrounding area sn

α , measure vn
α and center of mass xn

α , and each interface
fαβ has area sn

αβ and center of mass xn
αβ . We assume that limn∪∞ supα dn

α = 0,

∀n, supα
sn
α

vn
α

< ∞ and ∼c ≥ R such that, ∀n, α, β ≥ ν(α)

sn
αdn

α < cvn
α,

dn
β

dn
α

< c, || 1
2 (xn

α + xn
β) − xn

αβ)|| ≡ c(dn
α)2.

Consider (U n(x, t))n≥N a sequence of approximate solutions given by the scheme
(2–3) on the meshes (T n)n≥N with uniformly bounded and Lipschitz continuous
symmetric non negative upwinding matrices Dn

αβ(U n).

(U n(x, t))n≥N converges weakly to the weak solution of (1) in L2(Rd ×[0, T ])m.

Proof From theorem (1), (U n(x, t))n≥N is a bounded sequence in L2(Rd ×[0, T ])m

which is a Hilbert space for the inner product < U, V >= ∫ T
0

∫
Rd U ·V dvdt . There-

fore according to the Banach-Alaoglu theorem, the sequenceU n(x, t) is weakly con-
vergent up to a subsequence to a function of U (x, t) ≥ L2(Rd × [0, T ])m . Consider
φ ≥ D(Rd × R+), from lemma (1) we find
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−
∫ T

0

∫

Rd
∂tφ(x, t)U n(x, t)dv dt −

∫ T

0

∑

α

F(U n
α )(

∑

β≥ν(α)

sαβ

φα + φβ

2
ωαβ) dt

+
∫

Rd
φ(x, 0)U n(x, 0)dv +

∫ T

0

1

2

∑

fαβ

sαβ

⎝
φα − φβ

⎞
Dαβ(U n

α − U n
β ) dt = 0.

(9)

The last term in (9) is in O(supα(dn
α)

1
2 ) from lemma 3 since sn

αdn
α ≡ cvn

α .
The third term in (9) converges with order O(supα dn

α) to
∫
Rd φ(x, 0)U0(x)dv

(lemma 2). The first term in (9) converges similarly with order O(supα dn
α) to∫ T

0

∫
Rd ∂tφ(x, t)U (x, t)dv given that ∂tφ ≥ D(Rd × R+) (lemma 2).

As for the second term in (9), from the Green-Ostrogradski formula (
∫

vα
⇒φdv =

∫
∂Tα

φds), the discrete field α ∪ 1
vα

∫
∂Tα

φds is the projection of ∇φ on T n . Since

∇φ is smooth with compact support, α ∪ 1
vα

∫
∂Tα

φds converges strongly to ∇φ in

L2(Rd)m (lemma 1). From lemma 4, since limn∪∞ supα dn
α supα sn

α = 0, the field

α ∪ 1
vα

∑
β≥ν(α) sαβ

φα+φβ

2 ωαβ converges strongly to ∇φ.

Hence
∫ T

0

∑
α F(U n

α )(
∑

β≥ν(α) sαβ
φα+φβ

2 ωαβ) dt shares the same limit with
∫ T

0

∫
Rd F(U n)∇φ dvdt . That limit is

∫ T
0

∫
Rd F(U )∇φ dvdt since ∇φ is a smooth

function and F(U n) converges weakly to F(U ) (F is linear).
Hence any limit point of (U n(x, t))n≥N is a solution of (1), and the sequence

(U n(x, t))n≥N converges weakly in L2(Rd×[0, T ])m up to extracting a subsequence.
From the uniqueness of the solution to (1) (see [10]), we deduce the convergence of
the entire sequence of approximated solutions. �
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A-Posteriori Error Estimates for the Localized
Reduced Basis Multi-Scale Method

Mario Ohlberger and Felix Schindler

Abstract We present a localized a-posteriori error estimate for the Localized
Reduced Basis Multi-Scale (LRBMS) method [1]. The LRBMS is a combination
of numerical multi-scale methods and model reduction using reduced basis methods
to efficiently reduce the computational complexity of parametric multi-scale prob-
lems with respect to the multi-scale parameter ∂ and the online parameter μ simul-
taneously. We formulate the LRBMS based on a generalization of the SWIPDG
discretization presented in [2] on a coarse partition of the domain that allows for
any suitable discretization on the fine triangulation inside each coarse grid element.
The estimator is based on the idea of a conforming reconstruction of the discrete
diffusive flux, presented in [2], that can be computed using local information only.
It is offline/online decomposable and can thus be efficiently used in the context of
model reduction.

1 Introduction

We are interested in efficient and reliable numerical approximations of parametric
elliptic multi-scale problems for given parameters μ≥P ∼ R

p, for p ≥ N, i.e.

− ∇ · (μρ∂ω · ∇∂
μ p) = f in π, (1)

with homogeneous Dirichlet boundary conditions, where ∂ indicates the multi-scale
nature of the quantities in prefix notation. Equation (1) arises e.g. in the context of two-
phase flow in porous media, where it needs to be solved in every timestep for different
μ to obtain the global pressure ∂

μ p : π ≡ R (see [1, Sect. 1]). A discretization of (1)
usually consists in finding an approximation ∂

μ ph ≥ Vh by a Galerkin projection onto
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a fine triangulation Γh of π resolving the ∂ scale. Two traditional approaches exist
to reduce the computational complexity of the discrete problem: numerical multi-
scale methods and model order reduction techniques. Numerical multi-scale methods
reduce the complexity of multi-scale problems with respect to ∂, while model order
reduction techniques reduce the complexity of parametric problems with respect to
μ (see [3] for an overview). It is well known that solving parametric heterogeneous
multi-scale problems accurately can be challenging and computationally costly, in
particular for strongly varying scales and parameter ranges. In general, numerical
multi-scale methods capture the macroscopic behavior of the solution in a coarse
approximation space, e.g., VH ∼ Vh , usually associated with a coarse triangulation
TH of π , and recover the microscopic behavior of the solution by local fine-scale cor-
rections. Model order reduction using reduced basis (RB) methods, on the other hand,
is based on the idea to introduce a reduced space Vred ∼ Vh , spanned by solutions of
(4) for a limited number of parameters μ. These training parameters are iteratively
selected by an adaptive Greedy procedure (see [1] and the reference therein). The
idea of the recently presented localized reduced basis multi-scale (LRBMS) approach
(see [1]) is to combine numerical multi-scale and RB methods and to generate a local
reduced space V T

red ∼ V T
h for each coarse element of TH , given a tensor product

type decomposition of the fine approximation space, Vh = ⊕T ≥TH V T
h . The coarse

reduced space is then given as VH,red := ⊕T ≥TH V T
red ∼ Vh , resulting in a multiplica-

tive decomposition of the solution into ∂
μ pH,red(x) = ∑dim(VH,red)

n=1 μ pn(x) ∂σn(x),
where the RB functions ∂σn capture the microscopic behavior of the solution and the
coefficient functions μ pn only vary on the coarse triangulation.

It is vital for an efficient and reliable use of RB as well as LRBMS methods to have
access to an estimate on the model reduction error. Such an estimate is used to drive
the adaptive Greedy basis generation during the offline phase of the computation and
to ensure the quality of the reduced solution during the online phase. It is usually
given by a residual based estimator involving the stability constant and the residual
in a dual norm. It was shown in [1] that such an estimator can be successfully applied
in the context of the LRBMS, but it was also pointed out that an estimator relying
on global information might not be computationally feasible since too much work is
required in the offline part of the computation.

The novelty of this contribution lies in a completely different approach to error
estimation—at least in the context of RB methods. We make use of the ansatz of
local error estimation presented in [2] which measures the error by a conform-
ing reconstruction of the physical quantities involved, specifically the diffusive flux
− μρ ∂ω∇ ∂

μ p. This kind of local error estimation was proven to be very successful
in the context of multi-scale problems and robust with respect to ∂. We show in this
work how we can transfer those ideas to the framework of the LRBMS to obtain an
estimate of the error

μ

∣∣∣∣∣∣ ∂
μ p − ∂

μ pH,red
∣∣∣∣∣∣. We would like to point out that we are able

to estimate the error against the weak solution ∂
μ p in a parameter dependent energy

norm while traditional RB-approaches only allow to estimate the model reduction
error in a parameter independent norm and only against the discrete solution. In
principle, this approach is able to turn the LRBMS method into a full multi-scale
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approximation scheme, while traditional RB methods can only be seen as a model
reduction technique. We would also like to point out that, to the best of our knowl-
edge, this is the first work that makes use of local error information in the context of
RB methods.

This work is organized as follows. Section 2 introduces the notation and presents
the overall setting, the discretization and the LRBMS framework. We then carry
out the error analysis for our multi-scale SWIPDG discretization in the parametric
setting as well as the LRBMS method in Sect. 3 and state our main result in Thm. 1.

2 Problem Formulation, Discretization and Model Reduction

We consider linear elliptic problems of the form (1) in a bounded connected domain
π ∼ R

d , d = 2, 3, with polygonal boundary ξπ for a set of admissible parameters
P ∼ R

p, p ≥ N.

Triangulations We require two nested partitions of π , a coarse one, TH , and a fine
one, Γh . Let Γh be a simplicial triangulation of π with elements t ≥ Γh . In the context
of multi-scale problems we call Γh a fine triangulation if it resolves all features of
the quantities involved in (1), specifically if ∂

ω t := ∂ω
∣∣
t ≥ [L⇒(t)]d×d is constant

for all t ≥ Γh . We only require the coarse elements T ≥ TH to be shaped such that a
local Poincaré inequality in H1(T ) is fulfilled (see Thm. 1) and collect in Γ T

h ∼ Γh

the fine elements of Γh that cover the coarse element T . In addition, we collect all
fine faces in Fh , all coarse faces in FH and denote by FH

T ∼ FH the faces of a
coarse element T ≥ TH and by Fh

E ∼ Fh the fine faces that cover a coarse face
E ≥ FH .

The continuous problem We define the broken Sobolev space H1(Γh) ∼ L2(π)

by H1(Γh) := {
q ≥ L2(π)

∣∣ q|t ≥ H1(t) ∀t ≥ Γh
}
, with H1

0 (π) ∼ H1(π) ∼
H1(Γh), where H1 denotes the usual Sobolev space of weakly differentiable functions
and H1

0 its elements which vanish on the boundary in the sense of traces. In the
same manner we denote the local broken Sobolev spaces H1(Γ T

h ) ∼ L2(T ) for all
T ≥ TH . We also denote by ∇h : H1(Γh) ≡ [L2(π)]d the broken gradient operator
which is locally defined by (∇hq)|t := ∇(q|t ) for all t ≥ Γh and q ≥ H1(Γh).
Given f ≥ L2(π), μρ ≥ C0(π) strictly positive and ∂ω ≥ [L⇒(π)]d×d symmetric
and uniformly positive definite, such that μρ ∂ω ≥ [L⇒(π)]d×d is bounded from
below (away from 0) and above for all μ ≥ P , we define the parameter dependent
bilinear form ∂

μb : H1(Γh) × H1(Γh) ≡ R and the linear form l : H1(Γh) ≡ R by
∂
μb(p, q) := ∑

T ≥TH
∂
μbT (p, q) and l(q) := ∑

T ≥TH
lT (q), respectively, and their

local counterparts ∂
μbT := H1(Γ T

h ) × H1(Γ T
h ) ≡ R and lT : H1(Γ T

h ) ≡ R for all
T ≥ TH and μ ≥ P by

∂
μbT (p, q) :=

∫

T

(μρ ∂ω ·∇h p) ·∇hqdx and lT (q) :=
∫

T

f qdx.
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Definition 1 (Weak solution) Given a parameter μ ≥ P we define the weak solution
of (1) by ∂

μ p ≥ H1
0 (π), such that

∂
μb( ∂

μ p, q) = l(q) for all q ≥ H1
0 (π). (2)

Note that, since ∂
μb is continuous and coercive for all μ ≥ P (due to the assump-

tions on μρ ∂ω) and since l is bounded, there exists a unique solution of (2) due to
the Lax-Milgram Theorem.

A note on parameters In addition to the assumptions we posed on μρ above we also
demand it to be affinely decomposable with respect to μ ≥ P , i.e. there exist β ∪ 1
strictly positive coefficients Ψ χ : P ≡ R for 0 ∗ Ψ ∗ β − 1 and βχ ≥ {0, 1} and

β+ 1 nonparametric components Ψ ρ ≥ C0(π), such that μρ = ∑β
Ψ=0 Ψ χ(μ) Ψρ. We

can then compare ρ for two parameters μ,μ ≥ P by μ,μκ μρ ∗ μρ ∗ μ,μζ μρ,

where μ,μκ := minβ−1
Ψ=0 Ψ χ(μ)Ψ χ(μ)−1 and μ,μζ := maxβ−1

Ψ=0 Ψ χ(μ)Ψ χ(μ)−1 denote
the positive equivalence constants. This assumption on the data function μρ is a com-
mon assumption in the context of RB methods and covers a wide range of physical
problems. If μρ does not exhibit such a decomposition one can replace μρ by an
arbitrary close approximation using Empirical Interpolation techniques (see [1] and
the references therein) which does not impact our analysis. All quantities that linearly
depend on μρ inherit the above affine decomposition in a straightforward way. Since
we would like to estimate the error in a problem dependent norm we also need the
notion of a parameter dependent energy norm ∂

μ|||·||| : H1(Γh) ≡ R for any μ ≥ P ,

defined by ∂
μ|||q||| := ( ∑

T ≥TH
∂
μ|||q|||T 2)1/2 with ∂

μ|||q|||T := (
∂
μbT (q, q)

)1/2, for all
T ≥ TH . Note that ∂

μ|||·||| is a norm only on H1
0 (π). We can compare these norms

for any two parameters μ,μ ≥ P using the above decomposition of μρ:

√
μ,μκ ∂

μ|||·||| ∗ ∂
μ|||·||| ∗ √

μ,μζ ∂
μ|||·||| (3)

We denote by 0 < ∂
μct ∗ ∂

μCt the smallest and largest eigenvalue of μρt ∂
ω t and

additionally define 0 <
∂ct := minμ≥P ∂

μct , ∂ct <
∂Ct := maxμ≥P ∂

μCt for all
t ≥ Γh . From here on we denote an a-priori chosen parameter by μ̂ ≥ P while
μ ≥ P denotes an arbitrary parameter and μ ≥ P denotes the parameter during the
online phase of the simulation.

The generalized SWIPDG discretization We discretize (2) by allowing for a suit-
able discretization of at least first order inside each coarse element T ≥ TH and by
coupling those with a symmetric weighted interior penalty (SWIP) discontinuous
Galerkin (DG) discretization along the coarse faces of TH . We give a very brief defi-
nition of the SWIPDG bilinear form, see [2, Sect. 2.3] and the references therein for a
detailed discussion and the definition of [[·]]e, {{·}}τ and ζe. For any two-valued func-
tion q ≥ H1(Γh), we define its multi-scale jump [[q]]E and its multi-scale average
∂{{q}}E for all coarse faces E ≥ FH locally by [[q]]E

∣∣
e := [[q]]e and ∂{{q}}E

∣∣
e := {{q}}τ

for all e ≥ Fh
E . In addition we define the multi-scale penalty parameter ∂

μϑE locally
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by ∂
μϑE

∣∣
e

:= μρζe for all fine faces e ≥ Fh
E on all coarse faces E ≥ FH .

With these definitions at hand we define the multi-scale SWIPDG bilinear form
∂
μbh : H1(Γh) × H1(Γh) ≡ R by

∂
μbh(p, q) :=

∑

T ≥TH

∂

μbT
h (p, q) +

∑

E≥FH

∂

μbE
h (p, q),

with the coupling bilinear forms
∂

μ
bE

h : H1(Γ T
h ) × H1(Γ S

h ) ≡ R given by

∂

μ
bE

h (p, q):=
∫

E

−∂
{{

(μρ ∂ω ·∇hq) ·nE

}}

E
[[p]]E−

(∂{{
(μρ∂ω ·∇h p) ·nE

}}

E
− ∂

μϑE [[p]]E

)
[[q]]E dx

for all E = ξT ∈ ξS ≥ FH . To complete the definition of the discretization we
only demand the local bilinear forms

∂

μ
bT

h to be an approximation of
∂
μbT (with

homogeneous Neumann boundary values) and the local discrete ansatz spaces V k,T
h

to be locally polynomial of order k ∪ 1, i.e. q|t ≥ Pk(t) for all t ≥ Γ T
h and

q ≥ V k,T
h on all T ≥ TH . We then define the multi-scale DG approximation space

as V k
h (TH ) := {

q ≥ H1(Γh)
∣
∣ q|T ≥ V k,T

h ∀T ≥ TH
} ∼ H1(Γh) for k ∪ 1.

Definition 2 (Multi-scale DG approximation) Given a parameter μ ≥ P we define
the multi-scale DG approximation of (2) by ∂

μ ph ≥ V 1
h (TH ), such that

∂
μbh( ∂

μ ph, qh) = l(qh) for all qh ≥ V 1
h (TH ). (4)

The bilinear form ∂
μbh is continuous and coercive if the penalty parameter is chosen

large enough and if the sum of the local bilinear forms is continuous and coercive.
If those are chosen accordingly the discrete problem (4) thus has a unique solution.
Possible choices for the local bilinear forms

∂

μ
bT

h and the local approximation spaces

V k,T
h include continuous Finite Elements and variants of the IPDG and the SWIPDG

discretizations.

The localized reduced basis multi-scale method Since the global (in a spatial sense)
model reduction ansatz of classical RB methods does not always fit in the context of
multi-scale problems, the LRBMS introduced in [1] takes a more localized approach
to model reduction. We refer to [1] for a detailed definition of the LRBMS and only
state what is needed for the error analysis here. The main idea of the LRBMS is to
restrict solutions of (4) for some μ to the elements of the coarse triangulation and
to form local reduced spaces V T

red ∼ V k,T
h by a local compression of those solution

snapshots. Given these local reduced spaces we define the broken reduced space by
VH,red := ⊕T ≥TH V T

red ∼ V k
h (TH ). The LRBMS approximation is then given by a

standard Galerkin projection of (4).

Definition 3 (LRBMS approximation) Given a parameter μ ≥ P we define the
LRBMS approximation of (2) by ∂

μ pH,red ≥ VH,red, such that



426 M. Ohlberger and F. Schindler

∂
μbh( ∂

μ pH,red, qH ) = l(qH ) for all qH ≥ VH,red. (5)

3 Error Analysis

Our error analysis is a generalization of the ansatz presented in [2] to provide an
estimator for our multi-scale DG approximation solving (4) as well as for our LRBMS
approximation solving (5). We transfer the idea of a conforming reconstruction of the
nonconforming discrete diffusive flux − μρ ∂ω∇h ph to our setting. Our error analysis
shares some similarities with the general multi-scale ansatz presented in [4], which
is stated for a wide range of discretizations but for a different coupling strategy.

We obtain the mild requirement for the local approximation spaces that the con-
stant function 1 is present, which is obvious for traditional discretizations and can be
easily achieved for the LRBMS approximation by incorporating the DG basis with
respect to TH . The estimates are fully offline/online decomposable and can thus be
used for efficient model reduction in the context of the LRBMS.

We begin by stating an abstract energy norm estimate (see [2, Lemma 4.1])
that splits the difference between the weak solution ∂

μ p ≥ H1
0 (π) solving (2) and

any function ph ≥ H1(Γh) into two contributions. This abstract estimate does not
depend on our discretization and thus leaves the choice of s and u open. Note that
we formulate the following Lemma with separate parameters for the energy norm
and the weak solution. The price we have to pay for this flexibility are the additional
constants involving μ,μκ and μ,μζ , that vanish if μ and μ coincide.

Lemma 1 (Abstract energy norm estimate) Given any μ,μ ≥ P let ∂
μ p ≥ H1

0 (π)

be the weak solution solving (2) and let ph ≥ H1(Γh) be arbitrary. Then

∂

μ

∣∣
∣
∣∣
∣
∣∣
∣ ∂
μ p − ph

∣∣
∣
∣∣
∣
∣∣
∣ ∗ 1√

μ,μ
κ

(
inf

s≥H1
0 (π)

√
μ,μ

ζ ∂
μ|||ph − s|||

+ inf
u≥Hdiv(π)

{
sup

σ≥H1
0 (π)

∂
μ|||σ|||=1

{(
f − ∇·u, σ

)
L2 − (

μρ ∂ω ·∇h ph + u, ∇σ
)

L2

}})

∗
√

μ,μ
ζ

√
μ,μ

κ
2

∂

μ

∣
∣
∣
∣
∣
∣
∣
∣
∣ ∂
μ p − ph

∣
∣
∣
∣
∣
∣
∣
∣
∣.

The above Lemma is proven by applying the norm equivalence (3), following the
arguments in the proof of [2, Lemma 4.1] and applying the norm equivalence again.

The next Thm. states the main localization result and gives an indication on how
to proceed with the choice of u: it allows us to localize the estimate of the above
Lemma, if uh ≥ Hdiv(π) := {

v ≥ [L2(π)]d×d
∣∣ ∇· v ≥ L2(π)

}
fulfills a local

conservation property.
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Theorem 1 (Locally computable abstract energy norm estimate) Let ∂
μ p ≥ H1

0 (π)

be the weak solution solving (2), let s ≥ H1
0 (π) and ph ≥ H1(Γh) be arbitrary,

let u ≥ Hdiv(π) fulfill the local conservation property (∇· u,1)T = ( f,1)T and

let CT
P > 0 denote the constant from the Poincaré inequality

∣
∣
∣
∣σ − θT

0 σ
∣
∣
∣
∣2
L2,T ∗

CT
P h2

T ||∇σ||2
L2,T for all σ ≥ H1(T ) on all T ≥ TH , where θτ

l denotes the L2-
orthogonal projection onto Pl(τ) for l ≥ N and τ ∩ π . It then holds that

∂

μ

∣∣∣∣∣∣ ∂
μ p − ph

∣∣∣∣∣∣ ∗ υ[s, u], with the global estimator υ[s, u] defined as

υ[s, u] :=
≤

μ,μ
ζ≤

μ,μ
κ

( ∑

T ≥TH

υT
nc[s]2

)1/2

+ 1≤
μ,μ

κ

( ∑

T ≥TH

υT
r [u]2

)1/2

+
max

(≤
μ,μ̂

ζ ,
≤

μ,μ̂
κ−1

)

≤
μ,μ

κ

(∑

T

≥ TH υdfT [u]2
)1/2

and the local nonconformity estimator given by υT
nc[s] := ∂

μ|||ph − s|||T , the local

residual estimator given by υT
r [u] := (CT

P /
∂
cT )1/2hT || f − ∇·u||L2,T and the local

diffusive flux estimator given by υT
df[u] :=

∣∣∣
∣∣∣(μ̂ρ ∂ω)1/2∇h ph + (

μ̂
ρ ∂ω)−1/2u

∣∣∣
∣∣∣
L2,T

for all coarse elements T ≥ TH , where
∂
cT := (maxt≥Γ T

h
1/

∂ct )−1.

The above Thm. is proven by loosely following the proof of [2, Thm. 3.1], i.e. by
starting from Lem. 1, localizing with respect to TH , using the local conservation
property and the norm equivalence (3).

What is left now in order to turn the abstract estimate of Thm. 1 into a fully
computable one is to specify s and u. We will do so in the following paragraphs.

Oswald interpolation Given any nonconforming approximation ph ≥ V k
h (TH ) ∀∼

H1
0 (π) we will choose s ≥ H1

0 (π) as a conforming reconstruction of ph by the
Oswald Interpolation operator Ios : V 1

h (TH ) ≡ V 1
h (TH ) ∈ H1

0 (π) which we
define by prescribing its values on the Lagrange nodes of the triangulation (see [2,
Sect. 2.5] and the references therein): we define Ios[ph](ν) := pt

h(ν) inside any
t ≥ Γh and

Ios[ph](ν) := 1
|Γv

h |
∑

t≥Γν
h

pt
h(ν) for all inner nodes of Γh and Ios[ph](ν) := 0

for all boundary nodes of Γh , where Γv
h ∼ Γh denotes the set of all simplices of the

fine triangulation which share ν as a node.

Diffusive flux reconstruction As mentioned above we will reconstruct a conform-
ing diffusive flux approximation uh ≥ Hdiv(π) of the nonconforming discrete diffu-
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sive flux − μρ ∂ω∇h ph ∀≥ Hdiv(π) in a conforming discrete subspace RTNl
h(Γh) ∼

Hdiv(π), namely the Raviart-Thomas-Nédélec space of vector functions (see [2] and
the references therein), defined for k − 1 ∗ l ∗ k by

RT Nl
h(Γh) := {

v ≥ Hdiv(π)
∣∣ v|t ≥ RT Nl(t) := [Pl(t)]d + xPl(t) ∀t ≥ Γh

}
.

See [2, Sect. 2.4] and the references therein for a detailed discussion of the role of the
polynomial degree l, the properties of elements of RT Nl

h(Γh) and the origin of the use
of diffusive flux reconstructions in the context of error estimation in general. Now,
given any ph ≥ H1(Γh) and any μ ≥ P we define the diffusive flux reconstruction
∂
μuh[ph] ≥ RT Nl

h(Γh) locally by demanding

(
∂
μuh[ph] ·nE , q

)

L2,E
=

(
− ∂{{

(μρ ∂ω ·∇h ph) ·nE
}}

E
+ ϑE [[ph]]E , q

)

L2,E

for all q ≥ Pl(e) for all e ≥ Fh
E and all E ≥ FH

T and by

(
∂
μuh[ph ],∇hq

)

L2,T
= − ∂

μ
bT

h (ph , q)+
∑

E≥FH
T

(
∂
τ+

E (μρT ∂
ωT ·∇hq)·nE ,

[[
ph

]]
E

)

L2,E

for all q ≥ V k,T
h such that ∇q|t ≥ [Pl−1(t)]d for all t ≥ Γ T

h and all T ≥ TH . The next
Lemma shows that this reconstruction of the diffusive flux is sensible for a multi-
scale approximation as well as an LRBMS approximation, since the reconstructions
of both fulfill the requirements of Thm. 1.

Lemma 2 (Local conservativity) Let ∂
μ p⊂ ≥ H1(Γh) either denote a multi-scale

DG approximation ∂
μ ph ≥ V 1

h (TH ) given by (4) or an LRBMS approximation
∂
μ pH,red ≥ VH,red given by (5). Let ∂

μuh[ ∂
μ p⊂] ≥ RT Nl

h(Γh) denote its diffusive

flux reconstruction and let 1 ≥ V ⊂,T , where V ⊂,T either denotes the local approx-
imation space V 1,T

h or the local reduced space V T
red, for all T ≥ TH . It then holds

that ∂
μuh[ ∂

μ p⊂] fulfills the local conservation property of Thm. 1.

The above Lemma is proven by applying the ideas of [2, Lemma 2.1] to our setting
while accounting for TH , i.e. by using the local conservation property, the definition
of the discrete bilinear form and the fact, that 1 ≥ V ⊂,T . At this points some remarks
are in order. If we drop the parameter dependency and set TH = Γh , we obtain the
discretization proposed in [2] and the estimators of Thm. 1 and [2, Thm.3.1] coincide.
The estimators defined in Thm. 1 can be efficiently offline/online decomposed, even
if we choose μ = μ. A more elaborate work containing the proofs and the efficiency
of the estimator (using standard arguments) is in preparation.

We finally obtain a fully computable and fully specified estimate by combining
the definition of the Oswald interpolant and the diffusive flux reconstruction with
Thm. 1 for both our multi-scale DG discretization and the LRBMS method.
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Chapter 42
Positivity Preserving Implicit and Partially
Implicit Time Integration Methods
in the Context of the DG Scheme Applied
to Shallow Water Flows

Sigrun Ortleb

Abstract This contribution is concerned with the development of unconditionally
positive implicit time integration schemes in the context of shallow water flows dis-
cretized by the DG scheme. For explicit time integration—which is mostly applied in
combination with wetting and drying shallow water flows—both linear stability and
positivity preservation require very small time steps. Also for implicit Runge-Kutta
schemes, positivity preservation generally leads to additional time step restrictions.
In this work, we discuss two possible extensions to implicit time integration schemes
that guarantee non-negativity of the water height for any time step size while still
preserving the conservativity of the space discretization.

1 Introduction

The shallow water equations (SWE) represent an important model in many scientific
and engineering applications. They can be used to provide realistic simulations of
flows in rivers, lakes or coastal areas, where the incorporation of arbitrary non-flat
bottom topography is absolutely necessary. If the bottom topography is assumed to
be constant with respect to time, the SWE are given by

∂t ρ + ∂x1(ρv1) + ∂x2(ρv2) = 0,

∂t (ρv1) + ∂x1

(
ρv2

1 + 1

2
ρ2

)
+ ∂x2(ρv1v2) = −gρ ∂x1b, (1)

∂t (ρv2) + ∂x1(ρv1v2) + ∂x2

(
ρv2

2 + 1

2
ρ2

)
= −gρ ∂x2 b,
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where b denotes the bottom elevation, the geopotential ρ = gH is composed of
the water height H above the bottom and the gravitational constant g = 9.812 and
v = (v1, v2)

T denotes the velocity vector. Here, we consider the numerical solution
of this system of balance laws by the discontinuous Galerkin (DG) method [6, 10].

The SWE as in (1) contain source terms due to arbitrary bottom topography.
Therefore, an important challenge is posed by steady states that need to be preserved
by the numerical method. If the non-zero flux gradients are exactly balanced by
the source term, a well-balanced scheme is required. In addition, the DG scheme
has to guarantee non-negativity of the water height H . Regarding these demands,
a positivity preserving and well-balanced third-order DG scheme on unstructured
triangular grids using explicit time integration and adaptive modal filtering as a
damping procedure was developed in [12] based on the method of Xing et al. [17].

However, for explicit time integration, linear stability requires very small time
steps, especially for high polynomial degrees. In addition, for locally refined grids,
e.g. refinement in wetting and drying regions, the system resulting from space dis-
cretization becomes even more stiff which makes implicit time stepping absolutely
necessary in such cases. Unfortunately, the positivity preserving approach of Xing
et al. [17] can not be applied in a straigthforward manner as it needs to enforce
non-negative cell means of water height under rather restrictive time step constraints
that also depend on the order of the DG discretization. This is due to the fact that
the scheme exploits so-called strong stability preserving (SSP) properties of certain
Runge-Kutta time integrations schemes. Also for implicit Runge-Kutta schemes, this
generally leads to additional time step restrictions. As a lot of computational time
is required to solve large systems of nonlinear equations within each time step, e.g.
three nonlinear systems per time step for a third-order time integration scheme, the
implicit scheme needs to be allowed much larger time steps to be able to beat explicit
time stepping in terms of CPU time.

In the literature, for a computational treatment of wetting and drying, explicit time
stepping is implemented in the majority of previous work. A special uncondition-
ally positive implicit time integration scheme is used by Casulli [5]. This approach
leads to a mildly nonlinear system to be solved each time step but is mass conserv-
ing and guarantees nonnegative water height for any time step size. However, this
method is only first order accurate in space and time. A different approach is taken by
Kärnä et al. [11]. There, the bottom topography is allowed to move in time as water
elevation drops, i.e. a user-defined function is introduced which redefines the bottom
topography. However, this function has to fulfill certain conditions and hence has to
be carefully chosen prior to numerical computation. In the context of stabilized resid-
ual distribution schemes, Ricchiuto and Bollermann [15] developed a well-balanced
and positivity preserving scheme for shallow water flows also considering implicit
time integration via the second order trapezoidal rule. In this case, the time step size
can be chosen twice as large as for the explicit Euler scheme.

In this contribution, we discuss two possible extensions to the strategy of positivity
preservation in [17]. Both modifications are applied to a third-order SDIRK method
and guarantee non-negativity of the water height for any time step size while still
preserving conservativity. The first approach is the MPSDIRK3 scheme described
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in [13] which is based on the so-called Patankar trick [3, 14]. The second approach,
called IRSDIRK3, is a new contribution using an iterative redistribution of the water
column. This novel idea extends the work of [2] to implicit schemes. The proposed
methods are not restricted to unstructured grids but can easily be adapted to structured
cartesian or triangular grids.

A numerical comparison of the above approaches is carried out, confronting them
to the third-order TVD-RK explicit scheme [16]. Due to the proposed modifications,
the implicit scheme can take full advantage of larger time steps and is therefore able
to beat explicit time stepping in terms of CPU time. The new approach by iterative
redistribution is also suitable for IMEX time integration. In this context, we give
preliminary numerical results for the first order finite volume discretization, i.e. the
DG scheme for N = 0, combined with a first order IMEX time integration method.

2 The DG Space Discretization

We rewrite the shallow water equations (1) in the more compact form

∂

∂t
u(x, t) + ∇ · F(u(x, t)) = s(u(x, t), x), (2)

for (x, t) ∈ ω×R+, whereπ ⊂ R
2 is an open polygonal domain and the conservative

variables are now collected in u = (ρ, ρv1, ρv2)
T , while F contains the fluxes and

s the sources due to bottom topography. Let now T h be a conforming triangulation
of ω and let W h be the piecewise polynomial space defined by W h = {wh ∈
L∞(ω) | wh |Γi ∈ P N (Γi ) ∀ Γi ∈ T h}, where P N (Γi ) denotes the space of all
polynomials on Γi of degree ≤ N . The well-balanced DG-approximation uh : ω ×
R+ → R

3, uh(·, t) ∈ (W h)3 is now constructed according to the approach of Xing
et al. in [17], i.e. we solve

d

dt

∫
Γi

uh · w dx =
∫

Γi

F(uh) · ∇w dx −
∫

∂Γi

FW B(u−
i,∗, u+

i,∗, ρ
−
i , n) · w dσ

+
∫

Γi

sh(uh, x) · w dx, (3)

for any Γi ∈ T h, w ∈ (W h)3, where FW B is the well-balanced correction of a suitable
numerical flux function to be specified below and u−

i , u+
i denote the approximate

solution within Γi and an adjacent element, respectively. Furthermore, the source
term is discretized by sh(uh, x) = −g · (0, ρh · ∂x1 bh, ρh · ∂x2 bh)T , where bh is the
projection of the bottom b to W h . Given a numerical flux Fnum , which is the HLL
flux [8] in our computations, the well-balanced flux FW B is
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FW B(u−
i,∗, u+

i,∗, ρ
−
i , n) = Fnum(u−

i,∗, u+
i,∗, n) + 1

2

(
(ρ−

i )2 − (ρ−
i,∗)

2
) (

0
n

)
,

where the modified (starred) left and right states are obtained from a hydrostatic
reconstruction according to [1], i.e. we set u±

i,∗ = (ρ±
i,∗, ρ

±
i,∗ · (v1)

±
i , ρ±

i,∗ · (v2)
±
i )T

and ρ±
i,∗ = max

{
0, ρ±

i + g
(
b±

i − max
{
b−

i , b+
i

})}
.

Instead of limiters, modal filtering as described in [12] is used for shock capturing.

3 Separation of Production and Destruction Terms
for Unconditional Positivity

The semidiscrete DG scheme (3) can compactly be written as the system of ODEs
dU(t)

dt = Lh(U(t), t), where the vector U collects the complete set of DOFs of the
spatial discretization. Neglecting boundary terms, in the DG scheme for cell means
of water height, H̄i (t) = 1

|Γi |
∫
Γi

Hh(x, t) dx, we now distinguish between positive
and negative flux contributions over element boundaries. Collecting the indices of
neighbor elements in the set N (Γi ), we have

d

dt
(|Γi |H̄i ) = −

∑
j∈N (Γi )

∫
ξi j

F W B
1 (u−∗ , u+∗ , n) dσ =

∑
j∈N (Γi )

pi j −
∑

j∈N (Γi )

di j ,

where the properties pi j − di j = − ∫
ξi j

F W B
1 (u−∗ , u+∗ , n) dσ and pi j = d ji are gua-

ranteed by choosing the production term pi j = max
{

0,− ∫
ξi j

F W B
1 (u−∗ , u+∗ , n) dσ

}

and the destruction term di j = max
{

0,
∫
ξi j

F W B
1 (u−∗ , u+∗ , n) dσ

}
.

3.1 The MPSDIRK3 Scheme

In the similar context of production-destruction equations, Burchard et al. [3]
developed the so-called modified Patankar-Euler (MPE) scheme based on the
non-conservative Patankar scheme [14], which is of first order in time. For the cell
means of water height in the DG SWE code it has the form

|Γi |H̄n+1
i = |Γi |H̄n

i + βt

(
I∑

i=1

pn
i j

H̄ n+1
j

H̄ n
j

−
I∑

i=1

dn
i j

H̄ n+1
i

H̄ n
i

)
.

In [3], a second order modified Patankar scheme was constructed as well. These
schemes are positivity preserving and conservative for any time step size, see [3].
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A modified Patankar SDIRK3 (MPSDIRK3) scheme for the DG SWE code has been
constructed in [13] based on Cash’s third-order SDIRK method [4] given by

Ψ Ψ

Ψ + χ χ Ψ

1 κ ζ Ψ

κ ζ Ψ

with

κ = 1.2084966491760101,

ζ = −0.6443631706844691,

Ψ = 0.4358665215084580,

χ = 0.2820667392457705.

In the MPSDIRK3 scheme, only the last stage is modified as the implicit Euler
scheme is unconditionally positive, see [9], and we have χ < Ψ . In combination with
the PP limiter by Xing et al. [17], the first two stages hence yield non-negative water
height. Only in the last stage, we need to modify the vector

S = Un + κβtLh

(
U(1)

)
+ ζβtLh

(
U(2)

)

by a vector containing non-negative cell means of water-height as described in [13].

3.2 The IRSDIRK3 Scheme

In [2], Bollermann et al. suggest to choose a local time step for each triangle edge in
order to prevent negative water height. This approach still preserves conservativity.
However, this technique does not allow the movement of the wet-dry front over
more than one cell within one time step. Hence, also for implicit methods, the time
step is still restricted by the positivity requirement. We will therefore generalize
the idea in [2] to an iterative redistribution of the water height. Thus, we obtain a
novel procedure which is unconditionally positive and conservative as the technique
in [2] but also allows for larger time steps in the implicit case. To illustrate the
idea, we consider again the intermediate quantities H̄ [0]

i = H̄n
i and H̄ [1]

i = H̄ [0]
i +

1
|Γi | ·

∑
j∈N (Γi )

βt [0]
i j

(
p[0]

i j − d[0]
i j

)
, where the initial production and destruction terms

are p[0]
i j = max

{
0,−κ

∫
ξi j

F W B
1 (U(1), n) dσ − ζ

∫
ξi j

F W B
1 (U(2), n) dσ

}
= d[0]

j i .

Defining βt [0]
i = |Γi |H̄ [0]

i /
(∑

j∈N (Γi )
d[0]

i j

)
, we set βt [0]

i j = min
{
βt,βt [0]

i

}
if

d[0]
i j > 0 and else βt [0]

i j = min
{
βt,βt [0]

j

}
. A similar kind of modified cell means

H̄ [1]
i is also computed within the scheme of Bollermann et al. Corresponding to that

work, we would then set H̄n+1
i = H̄ [1]

i . The basic idea of the wet-dry treatment of
Bollermann et al. is hence to reduce the time step locally only for edges that contribute
to the outflow of cells with possibly negative cell mean of water height. These are
the cells that violate the condition 0 ≤ H̄n

i − βt
|Γi | ·∑ j∈N (Γi )

d[0]
i j . However, cells that

violate this do not necessarily contain negative cell means of water height in the next
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time step. In fact, for an implicit scheme with a large time step, only a small amount of
water may have moved from one cell to the next due to only a small amount of water
contained in the donator cell at the old time level. Now, after calculating H̄ [1]

i , water
may have come in from another cell, so the local time step can be chosen larger.
Hence, in the proposed iterative redistribution SDIRK3 (IRSDIRK3) scheme we

iteratively compute the quantities H̄ [l+1]
i = H̄ [l]

i + 1
|Γi | ·∑ j∈N (Γi )

βt [l]i j

(
p[l]

i j − d[l]
i j

)
for l = 1, 2, 3, . . .. Here, the destruction and production iterates are given by d[l]

i j =(
1 − βt [l−1]

i j /βt
)

d[l−1]
i j = p[l]

j i and the local time steps are βt [l]i j = min
{
βt,βt [l]i

}

if d[l]
i j > 0 and else βt [l]i j = min

{
βt,βt [l]j

}
, with βt [l]i = |Γi |H̄ [l]

i /
(∑

j∈N (Γi )
d[l]

i j

)
.

This algorithm is stopped when
∑

i (H̄ [l]
i − H̄ [l−1]

i )2 < tol for a given tolerance tol
which we set to tol = βt · 10−12.

4 Numerical Experiments for Shallow Water Flows

Numerical results for MPSDIRK3 and IRSDIRK3 are presented for a polynomial
degree of N = 2. The nonlinear systems of equations arising due to the implicit time
integration were solved using a Jacobian-free Newton-GMRES scheme. Figure 1
shows the DG solution for the oscillating-lake test proposed in [7] on a computa-
tional grid consisting of K = 23138 elements. In Tables 1 and 2, we compare the
CPU times obtained by the TVD-RK3 scheme to those of the MPSDIRK3 and IRS-
DIRK3 scheme, respectively, on increasingly stiff computational grids. The stiffness
of the grids, measured by S = maxi |Γi |/ mini |Γi |, is increased via local refinement.
According to the results, the implicit schemes beat the explicit one by a factor up
to 3.8. Tables 1 and 2 furthermore list the mass conservation errors and L2 errors
in water height committed by the implicit scheme. Full conservation can obviously
only be achieved if the accuracy within the iterative solver is set to zero, which is
neglected due to practical reasons as usual. However, the results show that for the
specific tolerances chosen in this study, the corresponding conservation error can be
neglected. In this computation, the IRSDIRK3 scheme shows slightly better results,
both in terms of CPU time and in terms of conservation error. In addition, the IR
technique is easier to adapt to IMEX time integration. Preliminary computations
have been carried out for the first order IMEX scheme

Un+1 = Un + βt
(
L E

h (k(1), tn) + L I
h (k(1), tn+1)

)
, k(1) = Un + βtL I

h (k(1), tn+1)

and N = 0, i.e. a first-order finite volume scheme. The IMEX splitting is obtained
by defining implicit cells as small ones with |Γi | ≤ 0.35 · (maxi |Γi | + mini |Γi |).
Now, all fluxes between implicit cells are collected in L I

h and the remaining terms
in L E

h . In Table 3, we compare the results of the IR-IMEX scheme to those obtained
by implicit Euler time integration. Here, the IMEX scheme beats the explicit one
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Fig. 1 Water surface w = H + b at time T = 0.75 (left) and T = 1.5 (right)

Table 1 CPU time comparison and conservation error for implicit MPSDIRK3 scheme

Stiffness S Avg. βtE X Avg. βtI M
CPUE X
CPUI M

errcons L2 error in H

6.5 2.99e-4 1.07e-2 0.65 2.31e-14 2.371e-03
25.9 1.51e-4 5.42e-3 0.82 1.11e-14 2.419e-03
103.4 7.55e-5 2.71e-3 1.29 8.88e-15 2.438e-03
413.7 3.77e-5 1.36e-3 1.52 6.93e-14 2.132e-03
1654.6 1.89e-5 6.79e-4 1.34 2.25e-13 1.902e-03
105894.6 2.40e-6 8.57e-5 3.51 5.42e-13 7.195e-03

Table 2 CPU time comparison and conservation error for implicit IRSDIRK3 scheme

Stiffness S Avg. βtE X Avg. βtI M
CPUE X
CPUI M

errcons L2 error in H

6.5 2.99e-4 1.07e-2 0.65 4.89e-15 2.373e-03
25.9 1.51e-4 5.42e-3 0.83 3.02e-14 2.418e-03
103.4 7.55e-5 2.71e-3 1.36 3.38e-14 2.439e-03
413.7 3.77e-5 1.36e-3 1.69 1.51e-14 2.112e-03
1654.6 1.89e-5 6.78e-4 1.63 1.55e-14 1.887e-03
105894.6 2.40e-6 8.57e-5 3.81 8.88e-16 7.454e-03

Table 3 CPU time comparison: Explicit Euler versus implicit IR-IMEX scheme

Stiffness S Avg. βtE X Avg. βtI M
CPUE X
CPUI M

errcons L2 error in H

413.7 1.14e-4 9.43e-4 1.43 1.78e-15 4.003e-03
1654.6 5.69e-5 9.43e-4 1.84 7.55e-15 4.004e-03
105894.6 7.25e-6 9.43e-4 8.28 4.44e-16 4.005e-03

by a factor of 8.28. So far, no preconditioner was used within the Newton-GMRES
solver. An additional speed-up using preconditioning strategies will be the aim of
future work.
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Convergence of a Nonlinear Scheme
for Anisotropic Diffusion Equations

Christophe Le Potier

Abstract We study a nonlinear correction depending on a parameter ∂ to eliminate
oscillations appearing in the discretization of diffusion operators. For ∂ = 1, it
satisfies the LMP structure (see definition 1.1 in [6]). For ∂ < 1, with a few non
restrictive assumptions on the mesh, we prove the convergence of this scheme. Using
an analytical solution, we show the robustness and the accuracy of this algorithm
in comparison with results obtained by linear schemes which do not satisfy the
minimum principle on this test.

1 Statement of the Problem

Let ρ be an open bounded connected polygonal subset of Rd (d = 2 or d = 3). We
consider the following elliptic problem:

{− div(D∇ū) = f in ρ,

ū = 0 on ωρ; (1)

with:

• f ∈ L2 (ρ), the source term;
• ū the concentration ;
• D, the permeability, a symmetric tensor-valued function such that (a) D is piece-

wise Lipschitz-continuous on ρ and (b) the set of the eigenvalues is included in
[πmin, πmax ] with πmin > 0 for all x ∈ ρ .

It is well known that classical linear methods discretizing diffusion operators do not
always satisfy a maximum principle for distorted meshes or high anisotropy ratios
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[8]. In [11], we proposed a general approach to correct a cell-centered scheme. For
example, it can be applied to schemes developed in [1, 2, 7, 9, 14]. This method
has been analyzed in [4] in the one-dimensional case for the heat equation. In more
general cases, proofs of convergence are shown for monotone corrections in [3].
However, the required assumptions can be difficult to verify since they depend on
the numerically computed solution. That is the reason why, we propose a proof of
convergence for a nonlinear correction with only few assumptions on the mesh.

2 Basics for Numerical Schemes

We take the notations and the assumptions on the discretization of ρ given in ([3],
Sect. 2). We just recall that M is a family of non-empty open polygonal connected
disjoint subsets of ρ (the control volumes) such that ρ = ∪K∈M K . To study the
convergence of the schemes, we will use the following quantities: the size of the
mesh

size(D) = sup
K∈M

diam(K )

and the regularity of the mesh

regul(D) = sup
K∈M
Γ∈EK

{
diam(K )

dK ,Γ

}
+ sup

K ,L∈M
Γ∈EK ∩EL

{
dL ,Γ

dK ,Γ

}
.

We recall that we consider cell-centered schemes consisting in finding :

∀K ∈ M , SK (u) = |K | fK , (2)

where fK denotes the mean value of f on the cell K , and (SK (u), K ∈ M ) is a
system of Card(M ) equations on some unknowns (uK )K∈M . We will also use the
following quantity (slightly changed compared to ([3], Sect. 3.3) because we only
consider symmetric schemes) :

reg(D) = regul(D) + max
K∈M ,L∈V (K )

diam(L)

diam(K )
+ max

K∈M
Card V (K ).

3 A Correction Depending on Parameters ν, ν f , ε

We denote by HM the set of functions which are constant on each control volume
of M . We consider the discrete linear operator A D which can be written in the
following form

http://dx.doi.org/10.1007/978-3-319-05684-5_3
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∀u ∈ HM ,∀K ∈ M , AK (u) =
∑

Z∈V (K )

σK ,Z (uZ − uK ) (3)

whereσK ,Z does not depend on u. A correction is a familyξD = (ξK ,Z )K∈M ,Z∈V (K )

of functions ξK ,Z : HM → R. For a given correction ξ:

• the corrected scheme SD = (SK , K ∈ M ) is defined by

∀u ∈ HM ,∀K ∈ M , SK (u) = −AK (u) + RK (u) (4)

• the corrective term is the function RD : HM → HM defined by

∀u ∈ HM ,∀K ∈ M , RK (u) =
∑

Z∈V (K )

ξK ,Z (u)(uK − uZ ). (5)

We assume that the original scheme is symmetric, coercive and consistent in the
sense A2 and A3 described in ([3], Sect. 3.1). We study a correction depending on
positive parameters ∂, ∂ f and β with ∂ ≤ 1, ∂ f < 1 and β > 0. It satisfies ∀K ∈ M ,
Z ∈ V (K ) ξK ,Z ≥ 0 and ξK ,Z = ξZ ,K . We also assume that for all K ∈ M ,
fK ≥ 0 to be able to apply the proposition 1.4 in [6]. We deduce that the corrected
scheme is still coercive as shown in [11]. For ∂ = 1, it satisfies the LMP structure
(see definition 1.1 in [6]). For ∂ < 1, we use a few non restrictive assumptions on
the mesh to prove the convergence of this scheme.

As detailed in ([13], proposition 5.1), it is possible to change the value of fK such
that for all K ∈ M , fK is different from zero and such that the modified scheme
converges.

We slightly change the regularized correction in ([3], Sect. 4.2). We recall the
definition of CardβV (K , u)∗ for u ∈ HM and K ∈ M :

CardβV (K , u)∗ =
∑

Z∈V (K )

|uK − uZ |
|uK − uZ | + β

.

We also define the expressions sgnβ(uK − uZ ) = (uK − uZ )

|uK − uZ | + β
and

ΨK ,Z (u) = ∂ f min

( |K | fK

Card V (K )
,

|Z | fZ

Card V (Z)

)
with the convention ΨK ,Z (u) =

ΨK ,K (u) if Z = Γ ∈ Eext. The correction ξD
β is defined, for all u ∈ HM , all K ∈ M

and all Z ∈ V (K ), by:

ξβ
K ,Z (u) = ∂ max

( |AK (u)|
CardβV (K , u)∗

,
|AZ (u)|

CardβV (Z , u)∗

)
1

|uK − uZ | + β

+ ΨK ,Z (u)

|uK − uZ | + β
= ξ̃β

K ,L(u) + ΨK ,Z (u)

|uK − uZ | + β
(6)

with the convention
|AZ (u)|

CardβV (Z , u)∗
= 0 if Z = Γ ∈ Eext.

http://dx.doi.org/10.1007/978-3-319-05684-5_3
http://dx.doi.org/10.1007/978-3-319-05684-5_4
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Comparing (6) to the regularized correction in ([3], Sect. 4.2), we remark that the
terms ΨK ,Z (u) have been changed. Indeed, to prove the proposition 4, we use that
for all K ∈ M ,

|
∑

Z∈V (K )

ΨK ,Z (u)sgnβ(uK − uZ )| ≤ |K | fK .

The corresponding corrected scheme S β can be written, for all u ∈ HM and all
K ∈ M ,

S β
K (u) = − AK (u)

+ ∂
∑

Z∈V (K )

max
( |AK (u)|

CardβV (K , u)∗
,

|AZ (u)|
CardβV (Z , u)∗

)
sgnβ(uK − uZ )

+
∑

Z∈V (K )

ΨK ,Z (u)sgnβ(uK − uZ ). (7)

We recall the sets V (K , u)+ and V (K , u)− defined by:

V (K , u)+ = {Z ∈ V (K ) ; AK (u)(uZ − uK ) > 0} ,

V (K , u)− = {Z ∈ V (K ) ; AK (u)(uZ − uK ) < 0} .

Proposition 1 There exists one solution to the corrected scheme (7).

Proof According to Proposition 6 in [3], there exists one solution because the
corrective term RD : HM → HM is continuous.

Proposition 2 For ∂ = 1, the corrected scheme (7) satisfies the LMP structure.

Proof We refer to Sects. 4.2 and 3.2.4 in [3] for the proof of the LMP structure.

Proposition 3 We assume ∂ < 1. Let βmin defined by

βmin = (1 − ∂ f )minK∈M
|K | fK

2
∑

Z∈V (K ) |σK ,Z | and 0 < β ≤ βmin. Let u be a

solution to S β = 0 and let K0 ∈ M be such that

∣∣AK0(u)
∣∣

CardβV (K0, u)∗
= max

K∈M
|AK (u)|

CardβV (K , u)∗
. (8)

Then, there exists Z ∈ V (K0, u)+ such that
∣
∣uK0 − uZ

∣
∣ ≥ β. Moreover, for all

K ∈ M |AK (u)|
CardβV (K , u)∗

≤ 2 |K0| fK0(1 + ∂ f )

(1 − ∂)
. (9)

http://dx.doi.org/10.1007/978-3-319-05684-5_4
http://dx.doi.org/10.1007/978-3-319-05684-5_4
http://dx.doi.org/10.1007/978-3-319-05684-5_3
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Proof The K0 component of S β(u) reduces to

−AK0(u) + ∂
∑

Z∈V (K0)

∣
∣AK0(u)

∣
∣

CardβV (K0, u)∗
sgnβ(uK0 − uZ )

+
∑

Z∈V (K0)

ΨK0,Z (u)sgnβ(uK0 − uZ ) = |K0| fK0 . (10)

The corrected scheme becomes:

−(1 − ∂)AK0(u) − (2∂)AK0(u)

CardβV (K0, u)∗
∑

Z∈V (K0,u)+

∣∣sgnβ(uK0 − uZ )
∣∣

+
∑

Z∈V (K0)

ΨK0,Z (u)sgnβ(uK0 − uZ ) = |K0| fK0 (11)

As |
∑

Z∈V (K0)

ΨK0,Z (u)sgnβ(uK0 − uZ )| ≤ ∂ f |K0| fK0 , we get that −AK0(u) ≥ 0.

We obtain :

|AK0(u)| ≤ |K0| fK0(1 + ∂ f )

(1 − ∂)
.

On the other hand, we can deduce from equality (10) that there exists a constant
C1 (0 ≤ C1 ≤ 2) such that −AK0(u)C1 = (1 − ∂ f ) |K0| fK0 . Since −AK0(u) ≤∑

Z∈V (K0)
|σK0,Z ||uK0 − uZ |, we deduce that there exists Z ∈ V (K0) such that

|uK0 − uZ | ≥ (1 − ∂ f ) |K0| fK0

C1
∑

Z∈V (K0) |σK0,Z | .

Using the assumption on β, we get that CardβV (K0, u)∗ ≥ 1
2 . We finally obtain

∣∣AK0(u)
∣∣

CardβV (K0, u)∗
≤ 2

|K0| fK0(1 + ∂ f )

(1 − ∂)
. (12)

We conclude using the definition of K0.
We prove now the convergence of the scheme.

Proposition 4 Assume f ∈ Ld(ρ) and ∂ < 1. Let (Dn)n≥1 be a sequence of
admissible meshes of ρ (in the sense given in [3]) such that size(Dn) → 0 as
n → ∞ and (reg(Dn))n≥1 is bounded; assume that there exists C1 > 0 satisfying

∀n ≥ 1,∀K , L ∈ M n, |K | ≤ C1 |L| , (13)

∀n ≥ 1,∀K ∈ M n, diam(K )d ≤ C1 |K | . (14)
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Let (βn)n≥1 be a sequence of positive real numbers satisfying 0 < βn ≤ βmin and let
(un)n≥1 be a sequence of discrete functions satisfying un ∈ HM n and the equation
S βn = 0.

Then, as n → ∞, un converges in L2 (ρ) to the unique solution of (1).

Proof We remark that CardβV (K , u)∗ ≤ Card V (K ). It means that CardβV (K , u)∗
is bounded as size(Dn) → 0. Applying Proposition 3 and the proof given in propo-
sition 10 in [3], as size(D) tends to 0, we obtain

∑

K∈M
diam(K )

∑

Z∈V (K )

ξ̃β
K ,Z (u) |uK − uZ | → 0.

For a given χ ∈ C∞
c (ρ), we set χD = (χK )K∈M ∈ HM with χK = χ(xk).

Applying proposition 7 in [3], we deduce, since size(D) tends to 0,

|
∑

K∈M
χK

∑

Z∈V (K )

ξ̃β
K ,Z (u)(uK − uZ )| → 0. (15)

Then we consider the term TK = ∑
Z∈V (K ) ΨK ,Z (uK − uZ ). Multiplying the term

TK by χK and summing over K ∈ M we get:

|
∑

K∈M
TK χK | ≤

∑

K∈M

∑

Z∈V (K )

ΨK ,Z
|uK − uZ |

|uK − uZ | + β
|χK − χZ | .

Thanks to the regularity of χ, there exists C2 not depending on D such that

|χK − χZ | ≤ C2 size(D)

for all K ∈ M . We deduce

|
∑

K∈M
TK χK | ≤ ∂ f C2

∑

K∈M
|K | fK size(D) ≤ C2∂ f |

∫

ρ

f (x)dx | size(D) (16)

Therefore |∑K∈M TK χK | → 0 as size(D) → 0. We deduce

|
∑

K∈M
χK

∑

Z∈V (K )

ξβ
K ,Z (u)(uK − uZ )| → 0

as size(D) → 0. Using the proof of proposition 7 in [3], we obtain the desired result.
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4 Numerical Results

We start from the conservative and consistent original operator A D developed in
[9]. Moreover, we use highly perturbed grids of triangular cells given in the test 1 of
the benchmark [8]. To deal with the nonlinear terms, we perform a Picard algorithm.
Let us denote ui the value of the solution where i is a fixed point iteration. We fix
u = ui in ξK ,Z (u) in (4) and the iterative scheme can be written :

∀K ∈ M , −AK (ui+1) +
∑

Z∈V (K )

ξK ,Z (ui )(ui+1
K − ui+1

Z ) = |K | fK .

Moreover, we use a BICGSTAB (Biconjuguate gradient stabilized) algorithm to solve
the previous linear system.

Some notations used to present the numerical results are given in Table 1. In order
to numerically evaluate the convergence of the scheme, let us consider the following
elliptic problem:

{− div(D∇ū) = f in κ =]0, 0.5[×]0, 0.5[
ū(x, y) = sin(ζx) sin(ζy) for (x, y) ∈ ωρ

(17)

with

D = 1

x2 + y2

(
y2 + σx2 −(1 − σ)xy

−(1 − σ)xy x2 + σy2

)

and {
uana = sin(ζx) sin(ζy),

f = − div D∇uana.
(18)

The parameter σ is equal to 10−3 and the anisotropy ratio is equal to 103. As ρ =
]0, 0.5[×]0, 0.5[, we check that f ≥ 0.

We show the results obtained in Table 2 with the scheme developed in [9] (denoted
S. ori), and with the nonlinear corrections denoted (S.1, ∂ = 1, ∂ f = 0) and
(S. 2, ∂ = 0.99, ∂ f = 0). Normally, we should have used the value of βmin defined in
Proposition 4, but we observe that the number of iterations nit is high. For each grid,
we take β = 50(maxK∈M |K |) and we check that CardβV (K0, u)∗ ≥ 1

2 . It is clear
that the original scheme is second order in space but we observe large oscillations.
Let us remark that one also obtains these large oscillations [12] with the schemes
DDFV [5] and SUSHI [7]. Concerning schemes S.1 and S.2, we observe the expected
results (positive solution for scheme S.1, and convergence for scheme S.2). We also
remark some unexpected results (convergence for scheme S.1, and positive solution
for scheme S.2). So, we will have to understand why the scheme S.1 is convergent.
However, the results presented in this paper seem to us interesting from a software
development point of view. We know that for ∂ < 1, the corrected scheme must
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Table 1 Notations

h Length of the edges on the boundary of the square ]0, 0.5[×]0, 0.5[
L2 error L2 error of the computed solution with respect to the analytical

solution
ratiol2 Order of convergence, in L2 norm, of the method
nit Number of iterations needed in the Picard method to compute the

approximate solution of S β

Min. Val. min {uK ; K ∈ M }
Max. Val. max {uK ; K ∈ M }

Table 2 Numerical results for (17) with the original scheme and the nonlinear schemes S.1, S.2 as
a function of the discretization step

h 1
8

1
16

1
32

1
64

1
128

L2 error (S. ori) 1.19 × 100 3.62 × 10−1 8.84 × 10−2 2.20 × 10−2 5.41 × 10−3

ratiol2 (S. ori) 1.71 2.03 2.01 2.02
Undershoots (S. ori) 16 % 9 % 4 % 2 % 0.6 %
Min. Val. (S. ori) −1.51 × 100 −1.16 × 100 −3.2 × 10−1 −8.06 × 10−2 −2.02 × 10−2

L2 error (S. 1) 1.15 × 10−1 5.77 × 10−2 2.45 × 10−2 1.29 × 10−2 6.58 × 10−3

ratiol2 (S. 1) 1.00 1.23 0.92 0.97
nit 15 20 24 19 17
CardβV (K0, u)∗ 0.70 0.74 0.74 0.74 0.74
β 4.92 × 10−1 1.23 × 10−1 3.07 × 10−2 7.70 × 10−3 1.92 × 10−3

L2 error (S. 2) 1.17 × 10−1 5.83 × 10−2 2.45 × 10−2 1.28 × 10−2 6.51 × 10−3

ratiol2 (S. 2) 0.99 1.25 0.93 0.98
nit 15 19 23 19 18
CardβV (K0, u)∗ 0.71 0.74 0.74 0.74 0.74
β 4.92 × 10−1 1.23 × 10−1 3.07 × 10−2 7.70 × 10−3 1.92 × 10−3

converge in the numerical results. Concerning the CPU time, the nonlinear schemes
are of course slower than the linear scheme. If it is too long for a given application,
one can use the linear algorithm developed in [10].
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A Hydrodynamic Model for Dispersive Waves
Generated by Bottom Motion

S. R. Pudjaprasetya and S. S. Tjandra

Abstract A numerical scheme based on the staggered finite volume method is
presented at the aim of simulating surface waves generated by a bottom motion.
Here, we address the 2D Euler equations in which the vertical domain is resolved
only by one layer. Under the assumption of horizontally dominant flow, we enhance
the conservative scheme for shallow water equations to include bottom motion and
to account take into the hydrodynamic pressure term. The resulting scheme can sim-
ulate free surface wave generated by downward motion of a bed-section. The result
demonstrates the evolution of a negative wave displacement followed by a dispersive
wave train. Our numerical results show good agreement with results from the KdV
model and experiment by Hammack [3].

1 Introduction

Motivated by the origin of tsunami, this paper investigates surface wave generation
by bottom motion. The study of bottom motion generating surface wave has long
been an interesting subject of researches, see for instance [1, 2, 4, 5, 9]. Hammack
experiment in [3] is used as one of the benchmark test for tsunami generation codes.
In the experiment, part of a bottom wave tank was shifted downwards, as result,
surface wave is generated which is then propagate to the right. The generated wave
produces a long wave of depression followed by a series of short-waves. In the far
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field downstream region, the effects of nonlinearities and frequency dispersion are
of the same order. Thus, numerical models for this simulation should combine those
two effects. Fuhrman and Madsen in [2] use Boussinesq model for simulating this
experiment. Kervella et. al. in [7] study linear and nonlinear 3D models of tsunami
generation.

Here, we enhance the staggered conservative scheme for the nonlinear SWE
described previously in Stelling and Duinmeijer [10], to incorporate dispersion effect
by solving the Euler equations. Here, we implement one layer approximation for the
vertical axis. In this article, numerical scheme for the nonlinear SWE is called hydro-
static model, whereas the scheme for solving Euler equations is called hydrodynamic
model.

2 Mathematical Model

Consider the Euler equations for the flow of incompressible and inviscid fluid with
constant density

ux + wz = 0 (1)

ut + uux + wuz = −gηx − Px (2)

wt + uwx + wwz = −Pz (3)

with (u w)T is the fluid particle velocity, P(x, z, t) the hydrodynamic pressure term.
Let η(x, t) denotes the surface elevation measured from the undisturbed water level.
And to calculate the bottom motion, we let the bottom topography to depend also
on time t , and we denote it as −d(x, t). For horizontally dominant flow, continuity
equation appears as a dynamic equation in terms of η and d, which will be formulated
below. Integrating (1) with respect to z from z = −d(x, t) to z = η(x, t) yields

∫ η(x,t)

−d(x,t)
ux dz + w]η(x,t)

−d(x,t) = 0.

Kinematic boundary conditions along the free surface z = η(x, t) and along the
impermeable bottom z = −d(x, t) are w = ηt + uηx and w = −dt − udx , respec-
tively. Substituting those two conditions, and neglecting the non-linear term yields

(η + d)t + u(η + d)x +
∫ η(x,t)

−d(x,t)
ux dz = 0.

Under shallow water assumption, in which horizontal velocity u is independent of
z, the integral term can be approximated by ux (η + d), and the continuity equation
reads

ht + (hu)x = 0, (4)
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where h = η + d denoting the water thickness. Recapitulating, the governing equa-
tions for hydrodynamic model that will be used in further discussion are (1–4).
Without hydrodynamic pressure and for horizontally dominant flow, the equations
can be reduced to

ht + (hu)x = 0, (5)

ut + uux + gηx = 0, (6)

which is the shallow water equations (SWE). In [8] we discuss the staggered finite
volume scheme to solve the nonlinear SWE (5, 6). The conservative properties of this
staggered scheme and its accuracy and robustness for simulation of rapidly varied
flows are discussed in Stelling and Duinmeijer [10], see also [6]. This scheme is
then modified in [11] to solve Euler equations with a small number of vertical grid
points. As a result, the scheme is able to simulate nonlinear wave phenomena with
dispersion. The key issue of this paper is implementing the conservative scheme for
the nonlinear shallow water equation with dispersion for simulation of surface wave
generated by bottom motion.

3 Hydrostatic Model

In this section we first discuss numerical scheme for the hydrostatic model (5, 6).
Consider a computational domain [0, L] with a staggered grid and partition points
x1/2 = 0, x1, . . . , xi−1/2, xi , xi + 1/2, . . . , xN x + 1/2 = L . Continuity equation (5) is
approximated at cell [xi− 1

2
, xi+ 1

2
] and momentum equation (6) is approximated at

cell [xi , xi + 1]. The approximate equations are

dhn
i

dt
+

≥hn
i + 1

2
un

i + 1
2

− ≥hn
i − 1

2
un

i − 1
2

Δx
= 0, (7)

dun
i + 1/2

dt
+ g

ηn + 1
i + 1 − ηn + 1

i

Δx
+ (uux )

n
i + 1/2 = 0. (8)

In this approximation h is calculated at every full grid points xi , whereas u at every
half grid points xi + 1

2
, see Fig. 1. Since η = h −d, hence η is also calculated at every

full grid points xi . In (7), terms h are written with ≥ because it needs approximation,
and we implement the upwind approximation

≥hi + 1
2

=
{

hi if ui + 1/2 ∼ 0
hi + 1 if ui + 1/2 < 0.

(9)

Hence, the term ≥hi + 1
2
ui + 1

2
expresses the first order approximation of mass flux at

edge xi + 1
2

for i = 0, 1, 2, . . . , N x . When the flow is going to the right ui + 1/2 ∼ 0,
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Fig. 1 Staggered grid with
configuration of calculated
variables h and u

1/21/2

1/2

1

11/2

we take the left flux hi ui + 1/2, and when the flow is going to the left ui + 1/2 < 0, we
take the right flux hi + 1ui + 1/2, and hence mass conservation is always retained in
the approximation (7) for any direction of the flow. We note here that bottom motion
can be accommodated automatically in this scheme.

For the advection term (uux )i + 1/2 we implement the momentum conservative
approximation as introduced by Stelling and Duijnmeijer in [10]. Since uux =
1
h

(
∂(qu)
∂x − u ∂q

∂x

)
with q = hu the horizontal momentum, a consistent approximation

for the advection term is

(uux )i + 1/2 = 1

h̄i + 1
2

(
q̄i + 1

≥ui + 1 − q̄i
≥ui

Δx
− ui + 1

2

q̄i + 1 − q̄i

Δx

)
, (10)

h̄i + 1/2 = 1

2
(hi + hi + 1), q̄i = 1

2
(qi + 1

2
+ qi − 1

2
), qi + 1

2
= ≥hi + 1

2
ui + 1

2
,

with an upwind approximation for ≥ui

≥ui =
{

ui − 1
2
, if q̄i ∼ 0

ui + 1
2
, if q̄i < 0

(11)

Recapitulating, the hydrostatic scheme for the nonlinear SWE are (7, 9) for continuity
equation and (8, 10, 11) for the momentum balance. The scheme is of second order
accurate for the linear parts, but it is of order one for the non-linear parts, see [8] for
details.

4 Hydrodynamic Model

In hydrodynamic formulation, variation in the vertical z-axis is considered, and hence
we consider the full set of equations (1–4). The first approximation uses only one
layer to resolve the vertical interval, and configuration will be described below. Along
the free surface, hydrodynamic pressure is set to zero, and it is increasing with depth.
Here, we assume P to be linearly depends on z, and let P(xi , z = −d(xi , tn), tn) ∇
Pn

i . Next, along the impermeable flat bottom holds w(x, z = −d0, t) = 0, and we
assume further w to be linearly depends on z. Let w(xi , z = η(xi , tn), tn) ∇ wn

i .
Hence, in this hydrodynamic scheme we only need one vector array for dynamic
pressure Pn

i and one vector array for vertical velocity wn
i , which is very efficient. In
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Fig. 2 Configuration of the
calculated variables in the
staggered grid of hydrody-
namic model

1
2

1
2

bottom, =0w

surface, =0P

the discrete hydrostatic model as explained previously, h are computed at full grid
points xi , whereas u are computed at half grid points xi + 1/2. In this hydrodynamic
model, variables w and P are calculated at full grid points xi , see Fig. 2.

A way to incorporate the hydrodynamic pressure term is described below. Suppose
at any time step, we have calculated ηn + 1, ū and w̄ from the hydrostatic model,
in which ū, w̄ are written in bars since they need corrections. Incorporating the
hydrodynamic term, their values are corrected as follows

un + 1
i + 1

2
= ūi + 1

2
− ≡t

Pn + 1
i + 1 − Pn

i

2≡x
, (12)

wn + 1
i = w̄i + ≡t

2Pn + 1
i

hn + 1
i

. (13)

But values of Pi should be calculated first. And this can be obtained from one layer
approximation of the continuity equation, read as

wn + 1
i − 0

hn + 1
i

+
un + 1

i + 1
2

− un + 1
i − 1

2

Δx
= 0. (14)

Substituting (12) and (13) into (14) yields

Δx

(

w≥
i + Δt

2Pn + 1
i

hn + 1
i

)

+ hn + 1
i

(

u≥
i + 1

2
− u≥

i − 1
2

+ Δt
−Pn + 1

i − 1 + 2Pn + 1
i − Pn + 1

i − 1

2Δx

)

= 0 (15)

which is a tridiagonal system of equations for Pn + 1
i .

Finally, the computational procedure when stepping from tn to tn + 1 is as follows

1. From the hydrostatic model (7, 8, 10), we calculate ηn + 1
i , ūi + 1

2
, and w̄i .

2. Solve the tridiagonal system (15) to calculate Pn + 1
i .

3. Make correction for un + 1
i+ 1

2
using (12).

4. Make correction for wn + 1
i using (13).
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Fig. 3 Bed deformation model: (left) spatial deformation (right) time deformation

4.1 Hammack Experiment (1973)

The experiment was conducted in a closed wave tank with length 31.6 m, width
39.4 cm. Water depth is d0 = 5 cm. A section of the bed, length b, at the left edge
of the water tank was shifted η0 downwards. This bed motion generates surface
elevation in the form of wave depression. This wave is then propagate to the right.
Here, we mimic the above experimental set up in our numerical simulation.

The motion of bottom is modelled by

d(x, t) = d0 − η0(1 − e−αt )H (b − x), (16)

where H is the Heaviside function. In [3] this motion is called exponential bottom
motion. It depends on parameters η0 and b which are the amplitude and length of
the moving part of the bed, see Fig. 3. Another parameter is the characteristic time tc
which is defined such that η/η0 = 2

3 and parameter α relates with the characteristic
time tc as α = 1.11/tc.

For simulation we take still water level as the initial condition, and a downward bed
disturbance according to (16) with b =61 cm, η0 = −0.5 cm and tc = 0.093b/

√
gd0.

Since our scheme can calculate bottom motion, here we perform computations con-
sidered as active generation. We take Δx = b/12 and Δt = 0.001 s. The choice of
Δx is such that x = b is located at a half grid point where we have u value. By
doing this, we keep the mass conserved. At the right and left boundaries fully reflect-
ing walls are prescribed, however the simulations are stopped before any reflections
occur. As result from a downward bottom motion, water surface moves to a maxi-
mum displacement −η0. After reaching its maximum, the surface returns to the still
water level but it produces an oscillating tail (Fig. 4).

Figure 5 illustrates the downstream behavior of waves resulting from a down-
ward bed displacement. Time series of the waves are recorded at four locations
(x − b)/d0 = 0, 20, 180, 400 and the results are plotted w.r.t t

√
g/d0 − (x − b)/d0.

The results of our hydrodynamic scheme are plotted together with Hammack results
from two approaches, i.e. KdV model and experimental data. In Fig. 5 (top left) there
is no result from the KdV model because it uses passive generation. We observe
that the results of our hydrodynamic scheme show a good agreement with results
from KdV model as calculated by Hammack [3]. When compared with Hammack
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Fig. 4 Snapshots of surface elevation at subsequent time t = 0.25, t = 8, t = 16
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Fig. 5 Time series of surface elevation η/d0 w.r.t t
√

g/d0 −(x −b)/d0 resulting from a downward
bottom motion. The waves are recorded at locations a (x − b)/d0 = 0, b 20, c 180, d 400

experiment [3], the experimental waves have the same shape as predicted by the
numerical models. However, in the far field the experimental waves noticeably faster
than the numerical models. Further study and comparisons using various bottom
motions are still under research, and will be reported in a separate paper.
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5 Conclusions

We have presented the non-hydrostatic numerical scheme to calculate surface wave
dynamics by solving the 2D Euler equations for horizontally dominant flow. The
scheme was used for simulating surface wave generation due to a downward bottom
motion. By resolving the vertical axis as just one layer, our hydrodynamic scheme
can produce a negative wave displacement followed with a dispersive wave train.
Our results are in a good agreement with results from KdV model, also comparable
with experimental data. Both are taken from Hammack [3]. Considering these good
agreements, we expect our hydrodynamic model is suitable for simulating wave
generation by bottom motion. Moreover, it is expected that the proposed method can
be computationally competitive with dispersive models like KdV or Boussinesq.

Acknowledgments Financial support from Riset Desentralisasi ITB 2014 and DIKTI scholarship
are greatly acknowledged.
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A Conservative Coupling of Level-Set,
Volume-of-Fluid and Other Conserved
Quantities

Matthias Waidmann, Stephan Gerber, Michael Oevermann
and Rupert Klein

Abstract A conservative level-set volume-of-fluid synchronization strategy
including coupling to other conserved quantities such as mass or momentum is pre-
sented. The scheme avoids mass loss/gain of fluidic structures in zero Mach number
two-phase flow while keeping the interface between the two fluid phases sharp. Local
level-set correction and a consistent discretization error control using information
from the energy equation based divergence constraint allow for application of the
presented method to both constant and variable density zero Mach number two-phase
flow with or without interfacial mass transport.

1 Introduction

Capturing methods representing an interface implicitly via a scalar field are very
popular for simulation of fluidic interfaces since topological changes and severe
interface movement can be handled much easier than in interface tracking meth-
ods, where the computational grid has to adjust according to the changing inter-
face. The most common capturing methods are the level-set and the volume-of-fluid
method. While stand-alone versions of both methods suffer from drawbacks con-
cerning maintenance of physical properties at fluidic interfaces, hybrid approaches
are able to combine the advantages and overcome the drawbacks of each method as
shown below.

In Level-Set Methods [10] a sharp continuous moving interface is given implicitly
as approximation to the iso-surface—usually the zero level—of the space (x) and
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time (t) dependent scalar level-set function G(x, t). The interface ∂ separates the
domain ρ into two parts occupied by fluidic phases (+) and (−). The change of the
interface via the level-set function (which is smooth around the interface) is governed
by

DG

Dt
≡ Gt + v · ∇G = 0, G (x, t)






> 0 ∀ x ∈ ρ(+)(t)
= 0 ∀ x ∈ ∂ (t)
< 0 ∀ x ∈ ρ(−)(t)

(1)

with velocity field v(x, t). The advantages of obtaining an accurate continuous but
simple interface representation capable of handling topological changes by default
face the drawback of a missing mechanism to maintain mass conservation resulting
in significant local non-physical mass transition across the interface.

Volume-of-fluid methods [7], in contrast, offer mass conservation properties.
The common conservative form describing the change of the discontinuous phase
indicator function ω (x, t) is given by

(πω)t + ∇ · (πωv) = 0, ω (x, t) =
{

ω(+) := 1 ∀ x ∈ ρ(+)(t)
ω(−) := 0 ∀ x ∈ ρ(−)(t)

(2)

whereat π(x, t) is the fluid density. The integral average ω of the phase indicator
over a control volume Γ is the volume fraction of the reference fluid phase (+) in Γ

with 0 ≤ ω ≤ 1. The major drawback of volume-of-fluid methods is the extensive
interface reconstruction procedure due to ambiguity of the interface position within
the control volume if no surrounding information is used in addition.

Meanwhile many Hybrid Level-Set Volume-of-Fluid Methods have been
developed (e.g. [14] or recently [9]), aiming to overcome the drawbacks of both stand-
alone methods combining the respective advantages based on the two different avail-
able interface representations. Many of them, however, still suffer from conservation
issues. The presented conservative method in principle follows the corresponding
strategy in [12] and [11] of avoiding volume-of-fluid related interface reconstruction
while correcting the level-set based interface representation supported by the con-
servatively transported volume-of-fluid indicator distribution (as introduced first in
[1]). The method presented in [12] and [11] is modified to be consistently extendable
to variable density flows with or without interfacial mass transport and to different
asymptotic limits of the underlying equations, e.g. with atmospheric density and/or
pressure stratification (see e.g. [8]). The resulting procedure, including the neces-
sary two-way coupling between level-set and volume-of-fluid indicator (as well as
all other conserved quantities), is part of the framework of a generalized Cartesian
grid finite volume projection method ([2, 8]) for zero Mach number variable density
two-phase flow.

Here the strategy for coupling level-set, volume-of-fluid and other conserved
quantities is focused on. While presented on a Cartesian grid, it is expected to be
applicable to other than Cartesian grids as well, assuming the geometric features to
be sufficiently resolved by the respective grid. The detailed presentation of the used
surrounding Cartesian grid flow solver framework is deferred to a future publication.
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2 Governing Equations and Numerical Solution Strategy

In short, the flow solver framework consists of both a predictor and a corrector step,
the latter including two conservative projections and the conservative coupling of
level-set, volume-of-fluid and conserved quantities. It solves the zero Mach number
variable density equations for immiscible viscous two-phase flow which are based
on the corresponding equations for inviscid single phase flow as given in [8] for
length scales which are small compared to the atmospheric pressure scale height.
For explanation of the conservative corrector step which couples level-set, volume-
of-fluid and other conserved quantities it is sufficient to focus on the auxiliary system

(πσ)t + ∇ ·
(

Pv πσ
P

)
= 0 (3)

(Pω)t + ∇ · (Pv ω) = 0 (4)

Pt + ∇ · (Pv) = 0 (5)

of the predictor step hyperbolic part in conservative formulation.
Equation (3) represents advection of any scalar σ, Eq. (4) is another conservative

form of the additional phase indicator conservation law (2) and Eq. (5) provides
information on the predictor step divergence error stuck to the predicted values of
each of the conserved quantities. This error is collected in the time derivative Pt

of the spatially homogenous entropy related auxiliary variable P for computation
of correction fluxes during the corrector step. For consistent discretization error
generation and correction the fluxes of all quantities are referred to fluxes of P
instead of the mass flux as visible in Eqs. (3)–(5), enabling the presented scheme to
handle e.g. variable density flows as well. The auxiliary system is solved in space-
time integral form using a method of lines with an explicit second order accurate finite
volume discretization on a Cartesian grid and a second order accurate strong stability
preserving Runge-Kutta time integrator (SSP-RK2) from [5]. In addition, the level
set Eq. (1) is integrated using a spatially unlimited third order upstream central finite
difference scheme (see e.g. [6]) in a narrow band N around the interface. A two
stage SSP-RK2 serves as time integrator as well.

For grid cells with homogenous phase indicator ω, constant throughout the entire
time interval ξT := [

tn, tn+1
]

considered, upwind grid cell face flux approximation
and time integration can be done second order accurate as in standard single phase
finite volume methods with the fluid properties of the corresponding fluid phase
including either ω(t) = 1 or ω(t) = 0 with t ∈ ξT . For the subset of grid cells
with 0 < ω(t) < 1 the same strategy is applied, however, accurate flux computation
and underlying data reconstruction via a ghost fluid approach [4] in a near interface
sub-set of N is more complex in grid cells with faces intersected by the interface.

The numerical flux F = FξA over such a cut Cartesian grid cell face βΓ of size
ξA is determined based on the weighted sum

F = b F (+) + (1 − b) F (−) (6)
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Fig. 1 Cartesian grid cell
types: (A) abandoned, (C)
cut, (R) regular, and possible
correction fluxes (−→; white
(A), black (C)) at time level
n + 1 in the vicinity of a
moving interface ∂

(R)

(R)

(R) (C)

(C)(R)

(C)(A) (C)

(A)

(A)

(R)

Γ(n)

Γ(n+1)

of the numerical approximation to the grid cell face normal space-time average flux
densities F (+) and F (−) for any conserved quantity. F (+) and F (−) are determined
separately within the corresponding fluid phases as proposed in [13] and the weight
b is the time average Cartesian grid cell face fraction in reference fluid phase (+).

Discretization errors in both level-set advection and zero level approximation on
the one hand and phase indicator transport, e.g. due to truncation errors in the approx-
imation of the space-time weights b in (6) on the other hand lead to non-physical
mass transport between the fluid phases, to physically not necessarily reasonable
integral average values for the conserved quantities in the vicinity of the interface
and to diverging of the two different interface representations over time.

Distinguishing between (R) “regular”, (A) “abandoned” and (C) “cut” grid cells
at time level n + 1 as shown in Fig. 1, the approach presented in the next section
aims for overcoming these issues by correction of the conserved quantities based on
restoring the violated boundedness of the volume fraction ω in cells (A) and (C) and
synchronizing the transport of the two interface representations (1) and (4) while
keeping the method extendable from constant to zero Mach number variable density
flow, whereat mass and phase indicator Eq. (4) are not redundant anymore.

3 Conservative Level-Set Volume-of-Fluids Synchronization

The correction procedure consists of (1) separate volume fraction based adjustment
of conserved quantities in (a) abandoned and (b) cut grid cells at the new time level
n + 1 based on (divergence error free) predicted data, relying on the topology as
given via the spatially higher order accurate level-set function, followed by (2) local
level-set correction, based on corrected volume fraction values ω.

(1) Volume Fraction Based Adjustment of Conserved Quantities: Since
Eqs. (3)–(5) are treated consistently with the same numerical scheme, discretization
errors becoming evident in the volume fraction of the reference phase are inherent
in all other conserved quantities with jump at the interface as well. Correction fluxes
for such a conserved quantity πσ can be derived once the necessary correction ξω
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for the volume fraction is determined. The correction flux for the integral average
πσ yields

Fπσ, j = 1

�ω�





(
σ(+)

Ψ (+)

)

j

⎪
F (+)

re f

⎛

j
+

(
σ(−)

Ψ (−)

)

j

⎪
F (−)

re f

⎛

j

⎝

⎞ (7)

on grid cell face j with Ψ(±) := P
π(±) , �ω� = ω(+) − ω(−) ≡ 1 and

⎪
F (+)

re f

⎛

j
= w jξPω = FPω, j ,

⎪
F (−)

re f

⎛

j
= −

⎪
F (+)

re f

⎛

j
(8)

Since P is spatially homogeneous with �P� = P(+) − P(−) ≡ 0 as well as ξP = 0
concerning the volume fraction based correction procedure, correction fluxes for
P vanish. This has already been considered in (8), and, thus, ξPω = ξPω = Pξω.
The quantities σ

Ψ
on grid cell face j , advected by the reference correction fluxes in

Eq. (7), are determined using upwind values with respect to the direction of the
corresponding reference flux Fre f . The latter remains to be determined:

(a) Abandoned Grid Cells (A): In grid cells which are left by the interface during
ξT with only fluid phase (±) remaining in the abandoned grid cell at the end of
ξT , the target phase indicator based volume fraction ω = ω(±) is known imme-
diately allowing for a local correction approach due to χ(±) = 1. Here, χ is the
volume fraction of the corresponding fluid phase (±) based on the level-set zero
level approximation. The weights w j for reference flux determination in Eq. (8) need
to satisfy

⎠

j

w j = 1 w j := W j⎧
i Wi

(9)

while only grid cell faces cut or run over by the interface during ξT are allowed to
have non-zero weights. This avoids influence on other abandoned or regular neigh-
boring grid cells as only cut grid cells are possible exchange partners (see Fig. 1).
Due to the CFL stability condition [3] for the explicit predictor part, an abandoned
grid cell has at least one cut neighbor cell. Besides of (9) the weights w j are arbi-
trary. Non-physical over- or undershoots in neighboring cut grid cells could only be
avoided in general if exactly the error causing weighting was used. This, however,
is not possible since fluxes across grid cell faces, which do not have a cut neighbor
cell at the end of ξT anymore, might have contributed to the present errors. Yet, to
keep possible over- and undershoots in cut grid cells (which are corrected in the sub-
sequent step) as small and the resulting error distribution in cut grid cells as smooth
as possible, W j is chosen to be

W j := χ
(±)
j (10)
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with χ
(±)
j as the level-set based volume fraction of the neighboring cut grid cell

sharing grid cell face j . Investigations of different weightings W j are presented in
a future publication.

(b) Cut Grid Cells (C): Now both errors in the distribution of the phase indicator ω

and related errors in the conserved quantity πσ are focused to the cut grid cells only,
while ξPω = Pξω = 0 in all un-cut grid cells. The sum of all wrongly distributed
volume fractions ω κ in cut cells c, however, equals the sum of the corrected yet
unknown distribution,

⎧
c ω κ

c = ⎧
c ωc. However, in cut grid cells the target value ω

is not as trivially available as for the abandoned cells due to unknown target values for
the level-set based volume fraction χ(±) as the latter has not yet reached its final value
in cut cells as well. Further, the distribution weight w for flux computation (8) cannot
be determined locally uniquely since values in possible neighboring exchange partner
cells, which are cut cells as well, are—in contrast to the correction of abandoned
grid cells—also subject to be corrected (see Fig. 1). This leads to a non-local spatial
coupling limited to cut cells only. The resulting Poisson-type problem for obtaining
correction fluxes FPω , similar to the one solved in [12] and [11] for both cut and
abandoned grid cells (called “mixed cells” there) at once, yields

⎠

j

FPω, j = ξPω = P
(
ω κ − ω

)
, FPω, j := ξt

ξV
ξA j (∇ζ · n) j (11)

with unknown scalar ζ for each cut grid cell. In contrast to ω κ, the level-set
based volume fraction χ will always stay within the physically reasonable value
range 0 < χ < 1. The total relative volume deviation

(⎧
c ωc − ⎧

c χc
) =(⎧

c ω κ
c − ⎧

c χc
) ≡ ⎧

c

(
ω κ

c − χc
) = ⎧

c ξωc between the two different interface
representations with local difference ξω := (

ω κ − χ
)

needs conservative redistri-
bution among the cut cells in order to guarantee 0 < ω < 1. This is achieved via
Eq. (11), turning into

ξt

ξV

⎠

j

ξA j (∇ζ · n) j = P

(
ξω − τ

⎠

c

ξωc

)
(12)

after introduction of the target volume fraction ω := χ +τ
⎧

c ξωc. With
⎧

c τc =
1 and τ := ϑ⎧

c ϑc
the choice of ϑ := χ (1 − χ) ≥ 0 controls the conservative

redistribution process such that cut grid cells remain cut and generation of both new
abandoned and new cut cells is avoided. Correction fluxes between pairs of grid
cells different from cut/cut are set to zero to decouple the cut grid cells from the
surrounding. After solving the resulting pseudo-Neumann Poisson problem (12) in
the entire domain for ζ enforcing a trivial zero solution in all un-cut grid cells,
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correction fluxes (11) are available for Eq. (8) and its application to Eq. (7). The
solvability condition for (12) is satisfied by default as the sum of its right hand side
is zero due to only non-zero contributions in cut grid cells.

(2) Local Correction of Level-Set Function: After redistribution of conserved
quantities including volume fractions ω in cut grid cells, the level-set function G
is corrected locally. A local interface segment normal level-set correction velocity
is determined as in [12], based on the discrepancy between the volume fractions
χ and the adjusted ω. This correction velocity is non-zero only in cut grid cells.
Application of the correction velocity to the level-set transport algorithm pushes the
interface towards matching volume fractions χ and ω by slight adjustment of the
gradient of G in the vicinity of ∂ due to change of values of G in cut grid cells only.

Due to only indirect access to the interface ∂ during local correction via G,
topological changes (meaning generation of new cut and abandoned grid cells) can
be caused by this step in a very limited number of cases. Application of once again
the correction procedure (1) for abandoned and cut grid cells as described in the
previous section after level-set correction only in these cases will fix this issue.

4 Results

In the left part of Fig. 2 the phase indicator based volume fraction ω of a circular
bubble of homogeneous density π(+) = 1 in a constant two-dimensional parallel
incompressible flow field v = (1, 0) with homogeneous fluid density π(−) = 1000
is shown both with (bottom) and without (top) the presented synchronization after
1,024 predictor steps at C F L = 0.5 with periodic boundary conditions in horizontal
and solid slip wall boundary conditions in vertical direction. While ω—and, thus,
each of the conserved quantities—is clearly smeared without correction although
weighted flux splitting (6) is applied at cut grid cell faces, the interface can be kept
sharp with intermediate values of the integral averages in cut grid cells only, if the
presented correction procedure is applied. The velocity field for the subsequent time
step is computed from the conserved quantities mass (σ = 1) and momentum (σ = u
with u = 1 as the velocity component in flow direction) after each time step and the
example computation was carried out in parallel on 4 processors corresponding to
the 4 quadrants in the two left hand side illustrations in Fig. 2.

The right part of Fig. 2, on the other hand, shows the relative volume error of
the described bubble over time, determined using level-set based interface informa-
tion. With the presented synchronizing correction procedure the volume—and, thus,
mass—errors can be kept bounded, oscillating around zero at significantly smaller
error amplitude keeping volume and mass of the bubble stable.
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Fig. 2 Left Volume fraction ω after 1,024 time steps on a Cartesian grid of 128×128 cells, constant
homogeneous velocity from left to right; top without adjustment, bottom synchronized; black/white
areas over-/undershoots, dashed line iso-contour of ω(+) = 1, dotted line iso-contour of ω(−) = 0,
thick continuous line level-set zero level ∂ , thin continuous lines patch boundaries, each patch
computed on another processor. Right relative bubble volume error based on level-set information
(χ) w.r.t. initial data over time; dotted line without adjustment, solid line synchronized

The post-correction mentioned at the end of the previous section was necessary
due to topology change caused by the local level-set correction step in the example
computation in 9 of the 1,024 time steps evaluated (≈ 0.879 %).
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