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   Series Foreword   

 The Springer book series  Innovation, Technology, and Knowledge Management  was 
launched in March 2008 as a forum and intellectual, scholarly“podium” for global/
local, transdisciplinary, transsectoral, public–private, and leading/“bleeding”edge 
ideas, theories, and perspectives on these topics. 

 The book series is accompanied by the Springer  Journal of the Knowledge 
Economy , which was launched in 2009 with the same editorial leadership. 

 The series showcases provocative views that diverge from the current “conven-
tional wisdom” that are properly grounded in theory and practice, and that consider 
the concepts of  robust competitiveness , 1   sustainable entrepreneurship , 2  and  demo-
cratic capitalism , 3  central to its philosophy and objectives. More specifi cally, the 
aim of this series is to highlight emerging research and practice at the dynamic 
intersection of these fi elds, where individuals, organizations, industries, regions, 
and nations are harnessing creativity and invention to achieve and sustain growth. 

1   We defi ne  sustainable entrepreneurship  as the creation of viable, profi table, and scalable fi rms. 
Such fi rms engender the formation of self-replicating and mutually enhancing innovation networks 
and knowledge clusters (innovation ecosystems), leading toward robust competitiveness (E. G. 
Carayannis,  International Journal of Innovation and Regional Development  1(3), 235–254, 2009). 
2   We understand  robust competitiveness  to be a state of economic being and becoming that avails 
systematic and defensible “unfair advantages” to the entities that are part of the economy. Such 
competitiveness is built on mutually complementary and reinforcing low-, medium-, and high-
technology and public and private sector entities (government agencies, private fi rms, universities, 
and nongovernmental organizations) (E. G. Carayannis,  International Journal of Innovation and 
Regional Development  1(3), 235–254, 2009). 
3   The concepts of  robust competitiveness and sustainable entrepreneurship  are pillars of a regime 
that we call “ democratic capitalism ” (as opposed to “popular or casino capitalism”), in which real 
opportunities for education and economic prosperity are available to all, especially—but not 
only—younger people. These are the direct derivatives of a collection of topdown policies as well 
as bottom-up initiatives (including strong research and development policies and funding, but 
going beyond these to include the development of innovation networks and knowledge clusters 
across regions and sectors) (E. G. Carayannis and A. Kaloudis,  Japan Economic Currents , p. 6–10 
January 2009). 
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 Books that are part of the series explore the impact of innovation at the “macro” 
(economies, markets), “meso” (industries, fi rms), and “micro” levels (teams, indi-
viduals), drawing from such related disciplines as fi nance, organizational psychol-
ogy, research and development, science policy, information systems, and strategy, 
with the underlying theme that for innovation to be useful it must involve the shar-
ing and application of knowledge. 

 Some of the key anchoring concepts of the series are outlined in the fi gure below 
and the defi nitions that follow (all defi nitions are from E. G. Carayannis and D. F. J. 
Campbell,  International Journal of Technology Management , 46, 3–4, 2009). 

 Conceptual profi le of the series  Innovation, Technology , and  Knowledge 
Management 

•    The “Mode 3” Systems Approach for Knowledge Creation, Diffusion, and Use: 
“Mode 3” is a multilateral, multinodal, multimodal, and multilevel systems 
approach to the conceptualization, design, and management of real and virtual, 
“knowledge-stock” and “knowledge-fl ow,” modalities that catalyze, accelerate, 
and support the creation, diffusion, sharing, absorption, and use of cospecialized 
knowledge assets. “Mode 3” is based on a system-theoretic perspective of socio-
economic, political, technological, and cultural trends and conditions that shape 
the coevolution of knowledge with the “knowledge-based and knowledge-driven, 
global/local economy and society.”  

•   Quadruple Helix: Quadruple helix, in this context, means to add to the triple 
helix of government, university, and industry a “fourth helix” that we identify as 
the “media-based and culture-based public.” This fourth helix associates with 
“media,” “creative industries,” “culture,” “values,” “life styles,” “art,” and per-
haps also the notion of the “creative class.”  

Global
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Democratic
capitalism

Structural and
organizational
meso level

Entrepreneurial
university Global/local

Individual
micro level

Local

of
knowledge

Academic
firm

DemocracyMode 3 Quadruple
helix

Knowledge
clusters

Innovation
networks

Sustainable
entrepreneurship

Creative
milieus

Entrepreneur/
employee
matrix

Series Foreword



vii

•   Innovation Networks: Innovation networks are real and virtual infrastructures 
and infratechnologies that serve to nurture creativity, trigger invention, and cata-
lyze innovation in a public and/or private domain context (for instance, 
government- university-industry public-private research and technology develop-
ment coopetitive partnerships).  

•   Knowledge Clusters: Knowledge clusters are agglomerations of cospecialized, 
mutually complementary, and reinforcing knowledge assets in the form of 
“knowledge stocks” and “knowledge fl ows” that exhibit self-organizing, 
learning- driven, dynamically adaptive competences, and trends in the context of 
an open systems perspective.  

•   Twenty-First Century Innovation Ecosystem: A twenty-fi rst century innovation 
ecosystem is a multilevel, multimodal, multinodal, and multiagent system of sys-
tems. The constituent systems consist of innovation metanetworks (networks of 
innovation networks and knowledge clusters) and knowledge metaclusters (clus-
ters of innovation networks and knowledge clusters) as building blocks and 
organized in a self-referential or chaotic fractal knowledge and innovation 
architecture, 4  which in turn constitute agglomerations of human, social, intellec-
tual, and fi nancial capital stocks and fl ows as well as cultural and technological 
artifacts and modalities, continually coevolving, cospecializing, and cooperat-
ing. These innovation networks and knowledge clusters also form, reform, and 
dissolve within diverse institutional, political, technological, and socioeconomic 
domains, including government, university, industry, and nongovernmental 
organizations and involving information and communication technologies, bio-
technologies, advanced materials, nanotechnologies, and next-Generation energy 
technologies.    

  Who is this book series published for ? The book series addresses a diversity of 
audiences in different settings:

    1.     Academic communities:  Academic communities worldwide represent a core 
group of readers. This follows from the theoretical/conceptual interest of the 
book series to infl uence academic discourses in the fi elds of knowledge, also 
carried by the claim of a certain saturation of academia with the current concepts 
and the postulate of a window of opportunity for new or at least additional con-
cepts. Thus, it represents a key challenge for the series to exercise a certain 
impact on discourses in academia. In principle, all academic communities that 
are interested in knowledge (knowledge and innovation) could be tackled by the 
book series. The interdisciplinary (transdisciplinary) nature of the book series 
underscores that the scope of the book series is not limited a priori to a specifi c 
basket of disciplines. From a radical viewpoint, one could create the hypothesis 
that there is no discipline where knowledge is of no importance.   

   2.     Decision makers — private/academic entrepreneurs and public  ( governmental, 
subgovernmental ) actors: Two different groups of decision makers are being 

4   E. G. Carayannis, Strategic Management of Technological Learning, CRC Press, 2000. 

Series Foreword
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addressed simultaneously: (1) private entrepreneurs (fi rms, commercial fi rms, 
academic fi rms) and academic entrepreneurs (universities), interested in opti-
mizing knowledge management and in developing heterogeneously composed 
knowledge-based research networks; and (2) public (governmental, subgovern-
mental) actors that are interested in optimizing and further developing their poli-
cies and policy strategies that target knowledge and innovation. One purpose of 
public  knowledge and innovation policy  is to enhance the performance and com-
petitiveness of advanced economies.   

   3.     Decision makers in general:  Decision makers are systematically being supplied 
with crucial information, for how to optimize knowledge-referring and 
knowledge- enhancing decision-making. The nature of this “crucial information” 
is conceptual as well as empirical (case-study-based). Empirical information 
highlights practical examples and points toward practical solutions (perhaps 
remedies), conceptual information offers the advantage of further driving and 
further-carrying tools of understanding. Different groups of addressed decision 
makers could be decision makers in private fi rms and multinational corporations, 
responsible for the knowledge portfolio of companies; knowledge and know-
ledge management consultants; globalization experts, focusing on the inter-
nationalization of research and development, science and technology, and 
innovation; experts in university/business research networks; and political scien-
tists, economists, and business professionals.   

   4.     Interested global readership:  Finally, the Springer book series addresses a whole 
global readership, composed of members who are generally interested in knowl-
edge and innovation. The global readership could partially coincide with the 
communities as described above (“academic communities,” “decision makers”), 
but could also refer to other constituencies and groups.    

  Elias G. Carayannis 
 Series Editor  

Series Foreword
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  Pref ace           

 Bringing technologies to the market place requires attention to the processes used for 
technology development. This book provides tools for managing the technology 
development more effectively and demonstrates the use of them through many cases 
from the sectors where technologies have been playing a key role in the recent decade. 

 The book is divided into fi ve parts. 

    Decision Making 

 Chapters   1    –  3     demonstrate the use of hierarchical decision modeling. This tool was 
developed by Dundar F. Kocaoglu of Portland State University. It is an honor for all of 
us to be his students through the past two decades. The chapters provide examples from 
industries ranging from semiconductor manufacturing to information technology.  

    Technology Evaluation 

 Chapters   4    –  6     demonstrate the use of multiple tools for technology evaluation. These 
tools are demonstrated for technologies ranging from energy to material.  

    Research and Development 

 Chapters   7    –  9     provide research and development cases. Each chapter explores a differ-
ent aspect ranging from exploring product specifi cations to industry standardization.  

http://dx.doi.org/10.1007/978-3-319-05651-7_1
http://dx.doi.org/10.1007/978-3-319-05651-7_3
http://dx.doi.org/10.1007/978-3-319-05651-7_4
http://dx.doi.org/10.1007/978-3-319-05651-7_6
http://dx.doi.org/10.1007/978-3-319-05651-7_7
http://dx.doi.org/10.1007/978-3-319-05651-7_9


x

    International Aspects 

 Chapters   10     and   11     explore issues regarding the international aspects ranging from 
outsourcing to international product development.  

    Social and Political Aspects 

 Finally, Chaps.   12    –  14     provide insight into the social and political aspects by provid-
ing cases on the social capital of the organizations and regional innovation capacity. 

 As a whole this book provides insights into tools which will be useful to address 
issues emerging from different fronts while developing technologies. 

 We would like to thank all the contributors. They were extremely effective in 
collecting data for the analyses and cases presented. We also would like to thank 
Kelly Cowan and Liliya Hogaboam who helped us to edit the book.   

    Portland, OR, USA Tugrul     U.     Daim   
   Hillsboro, OR, USA Ramin     Neshati   
   Beaverton, OR, USA Russell     Watt   
   Hillsboro, OR, USA James     Eastham    

Preface

http://dx.doi.org/10.1007/978-3-319-05651-7_10
http://dx.doi.org/10.1007/978-3-319-05651-7_11
http://dx.doi.org/10.1007/978-3-319-05651-7_12
http://dx.doi.org/10.1007/978-3-319-05651-7_14
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Abstract Many companies implement quality systems and subsequently the 
corresponding cultures in an effort to improve product or system quality and 
increase profits. Selecting which quality culture to employ is often difficult as the 
differences between the cultures are not always clear. Companies often commit to a 
quality culture without fully understanding the benefits and drawbacks a certain 
system might have to different parts of the business, including New Product 
Development (NPD). In this paper we present a Hierarchical Decision Model 
(HDM) aimed at assisting senior managers in the selection of the right quality cul-
ture that specifically improves NPD factors. We apply the HDM to three different 
companies, each from different business sectors and with distinct goals. Three qual-
ity cultures are compared: Lean, Six Sigma, and Theory of Constraints (ToC). 
Recommendations are formulated based on the model output. We discuss the results 
and which quality culture might be best for each company to endorse.

Chapter 1
Quality Culture Selection for New Product 
Development (NPD) Organizations Using 
Hierarchical Decision Modeling (HDM)

James Eastham, David Tucker, Joe Smith, Sumir Varma,  
and Tugrul U. Daim
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1.1  Introduction

Total Quality Management (TQM) first emerged in the late 1980s, as a general term 
for quality improvement. Many sources suggest the decision to implement TQM 
may be the “most critical and difficult” decision a CEO will ever make [1]. TQM is 
a very broad term and includes many quality improvement systems, methodologies, 
and tools. Just understanding the difference between all the available systems and 
tools is challenging enough, let alone selecting a methodology and system for an 
entire organization. Many sources exist in the body of knowledge regarding imple-
menting a quality culture once one is selected. Authors discuss how best to lead an 
organization through quality transformations and initiatives. Titles such as “The 
Executive Guide to Implementing Quality Systems” and “Fast Track to Quality: 
A 12-Month Program for Small to Mid-Sized Businesses” discuss the organizational 
challenges related to quality culture adoption. Very few resources exist which pro-
vide even subjective guidance regarding quality culture selection. Susan M. Hinkle’s 
book [2] dedicates an entire chapter to selecting a quality system, focusing on the 
requirements of the different standard bodies and specific tools required by these 
bodies. However, a selection outline is lacking from this work as well as most exist-
ing literature. The issue facing most firms is the confusion surrounding the pot-
pourri of tools, systems, acronyms, etc. As Ron Basu put it in his book entitled Fit 
Sigma, “business managers can be forgiven [if a quality initiative is not successful], 
and they are often confused by the grey areas of distinction between quality initia-
tives [3].” Another problem, as Management Consultant Dave Nave states, is that 
“many process improvement methodologies appear to conflict with each other or at 
least down-play the contribution of other methodologies. This montage of tools and 
philosophies creates the illusion of conflicting strategies [4].”

In Scott Leavengood’s (PSU, PhD) dissertation [23] he discusses “widely vary-
ing approaches to TQM”, and how these approaches impact innovation. The focus 
of his dissertation is identification of specific quality management practices leading 
to quality and innovation performance. He presents a framework for quality system 
implementation which can enable innovation. This work added to the impetus of 
this paper, as the team wanted to augment such research with a quantitative model.

In this paper, we focus on quality culture selection using more quantitative meth-
ods, specifically for New Product Development (NPD). We define “quality culture” 
as the entire set of tools and methodologies embodied in a given quality manage-
ment philosophy. Business managers must have a cognitive understanding of the 
cultures that exist within an organization. That is to say, managers are aware of 
tangible, “hard” cultures that exist often due to policies, hierarchies, and well- 
established protocol. Equally as important are the more nuanced, more tacit, “soft” 
cultures that exist individually from company, to department, to group. These “soft” 
cultures are malleable and evolve with changes in such things as group members, 
power dynamics, and stress levels. It is increasingly important for managers to not 
only recognize the culture within which they work but to also possess the tools 
necessary to mold the culture to be the healthiest and most efficient for the sake of 

J. Eastham et al.
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the employees and productivity. The literature on quality suggests the connection 
between the quality systems and the organizational cultural must be strong in order 
for the system to operate successfully [5]. Therefore in this analysis the quality sys-
tems will be referred to as quality cultures since it is the output the organization 
must adopt in order for it to be utilized effectively. In the analysis we compare three 
state of the art quality cultures including: Lean, Six Sigma, and Theory of 
Constraints. A Hierarchical Decision Model (HDM) is presented which takes inputs 
from surveys conducted at specific companies in an effort to help senior managers 
decide which quality culture to adopt based on their specific New Product 
Development (NPD) challenges and needs.

1.2  Model Overview and Goal

The HDM is shown graphically in Fig. 1.1. An expanded larger view of this model 
is shown in Appendix.

The model is structured top down, and follows the Mission, Objectives, Goals, 
Strategies, and Actions (MOGSA) architecture [6]. Based on pair wise comparison 
matrix (PCM) weighting of the Goals, Benefits, and Alternatives, an overall score is 
calculated for each of the quality cultures. This overall score for each culture reflects 
how that specific culture contributes to the overall mission or goal, “Choose a 
Quality Culture that is best for New Product Development”.

1.3  Criteria Level I: Business Goal for NPD

The Level I criterion was selected by applying the triple constraint found in the 
Project Management Body of Knowledge Guide (PMBOK) to capture the business 
goals of a quality focused NPD organization. As defined in the text, the triple con-
straint consists of Scope, Time and Cost [7]. These three initial criteria where then 
modified to represent the directional goal of the criteria and organization. The Level 
I criterion then includes the following three criteria: Reduction in Product Cost, 
Increase in Customer Satisfaction, and Decrease in Time to Market.

Reduction in Product Cost is a measure of the overall cost of the product includ-
ing all required raw materials, manufacturing or fabrication, assembly, testing, 
labor, R&D spending, non-recurring engineering, and all other fixed and variable 
costs comprehended in the total product cost.

Increase in Customer Satisfaction is a measure of the ability of a product to spe-
cifically meet the expectations of the customer(s). Customer satisfaction is gener-
ally measured through target customer surveys and typically contains scores related 
to roadmap alignment, product availability, product cost, quality levels, on-time 
delivery, customer service responsiveness, etc.

1 Quality Culture Selection for New Product Development (NPD)…
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Decrease in Time to Market is a measure of how long the NPD process takes 
from product concept to market availability. Different industries have different 
products and therefore have different lifecycles Historically products that are devel-
oped as business to consumer (B2C) have a shorter NPD implementation times than 
products that are business to business (B2B) [8].

The team conducted surveys with select experts from industry for the Level I 
criteria scoring and pair wise analysis. Senior managers were primarily selected for 
this level including such titles as: Director of Product Development, Director of 
Program Management, Sr. Program Manager, and Manager of Product Development 
Engineering. In total, eleven (11) experts were surveyed for Level I from three 
(3) industries including Hard Goods, Semiconductor, and Automotive Plastics. 
Table 1.1 shows the number of survey participants for each company.

1.4 Criteria Level II: Strategic Goals

The model’s second tier contains strategic goals aimed at accomplishing subse-
quent objectives. The team compiled a list of strategies that would contribute to 
each of the business objectives, and then condensed the list to those strategies that 
would have the greatest impact on achieving the identified objectives. This list of 
strategies is shown in Table 1.2. Each strategy impacts one or more of the business 
objectives.

Table 1.1 Survey participant totals by sector

Business sector
Number  
of participants

Hard Goods  5
Semiconductor  4
Automotive Plastics  2
Total level I participants 11

Table 1.2 Tier II: strategic goals

Strategy

1. Reduce labor and material costs
2. Reduce business overhead
3. Reduce non-recurring design expenses
4. Reduce product specific capital investment
5. Reduce customer warranty claims
6. Align product capabilities with customer needs
7. Reduce product complexity
8. Reduce post-launch design changes
9. Reduce the NPD cycle duration

1 Quality Culture Selection for New Product Development (NPD)…
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With respect to product design, reduction of labor and material costs requires 
forethought into manufacturing and assembly processes, and selection of appropri-
ate materials of construction. Often, design features or attributes drive material 
selection and cost as well as required equipment and manufacturing processes. 
Consideration of these during the NPD process can significantly impact the cost of 
labor to manufacture products and the material costs of products; both of which are 
significant contributors to overall product cost [9].

Business overhead refers to the cost of operating and maintaining a business. 
These costs are ongoing and are generally consistent over time. They include 
expenses related to building and facilities, maintenance, utilities, insurance, and 
administrative functions such as executive management, sales, customer service, 
finance, payroll, etc. These costs contribute to the overall cost of all products and 
services sold by the company [9].

Non-recurring design expenses refer to any one-time cost associated with design-
ing or validating a new product. This may include prototyping, lab and field testing, 
third party certification or approval, etc. These expenses are product or design spe-
cific and are not expected to occur again after design completion. Typically, this 
type of design expense also coincides with increased time of the product develop-
ment process, and as a result, often impacts time-to-market (TTM) [9].

Product specific capital investment includes all investment in equipment, 
machinery, and specialized systems for manufacture of a product. Similar to the 
analysis of design with respect to requirements of production labor and material 
costs, consideration of product specific capital equipment can have a major impact 
in overall product costs and TTM. A prime example is the building of a new semi-
conductor fab which may cost upwards of $10 billion USD and take years to 
complete [9].

Customer warranty claims reduce product line profits through replacement/
repair costs of products that fail to perform as specified as well as administration 
and processing of these claims by customer service and warranty personnel. Non- 
conforming products also have a significant effect on customer satisfaction and 
repeat business. Therefore, the impact may be felt beyond a specific product line. 
Often times, product designers may be involved in trouble-shooting customer 
returns when defects are a result of faults in product design. Cases such as these can 
effectively increase the TTM of products that are currently in development because 
of resource constraints [10].

Aligning product capabilities with customer needs, or alternatively, including 
unneeded product features or failing to include customer desired features into prod-
ucts can affect all three of our Tier II criteria. Building features into products that 
aren’t needed or wanted by customers can increase product complexity, cost, and 
TTM. In addition, inclusion of undesired features or failure to include necessary or 
desired features negatively impacts customer satisfaction [10, 11].

Product complexity can be viewed from multiple perspectives. From a custom-
er’s perspective, features or components that make the product difficult to use will 
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decrease customer satisfaction. From a design and manufacturing perspective, 
 complexity increases as the number of new or unique parts and arrangements rises. 
Cost to design, manufacture and/or assemble products escalates as the intricacy and 
number of product-specific components goes up. When possible, pre-existing 
designs, components, sub-assemblies, and arrangements should be used to make the 
design and manufacturing processes more efficient with respect to time and cost. 
This will also reduce the effect of complexity on TTM as well [10, 11].

Post-launch design changes have a ripple effect across an organization which 
affects resources from product design, testing and certification, manufacturing, 
sales, distribution, and more. Resources needed due to design changes increase 
TTM for updated products, and can drive costs significantly due to modification of 
components, processes, tooling, equipment, etc. These changes also impact custom-
ers as products already sold will need to be updated, or worse, the customer is stuck 
with an older version of the product that they may not be satisfied with. It is evident 
that changes to products after initial release can negatively impact all three of the 
Tier I business objectives [10].

The duration of the new product development (NPD) cycle contributes to the 
overall TTM for new products; although, TTM is also influenced by other things 
such as specification, design, build, and qualification of manufacturing equipment 
and processes. Since time usually infers the use of resources, there is also a cost 
associated with NPD duration which will impact overall product cost to some 
extent [10, 12].

Our team surveyed a total of nine practitioners of quality systems from the same 
three industries as polled for the Tier I objectives to develop relative weighting for 
the aforementioned strategies. Those participating in the survey included people 
from process and manufacturing engineering, quality engineering and management, 
continuous improvement management, product development management, and 
applications engineering.

Relative weights for Tier II strategies were derived through pair wise comparison 
using Kocaoglu’s Hierarchy Decision Modeling Process [13]. Consistency indices 
were calculated for each set of pairwise comparisons. Consistency values greater 
than 10 % were removed as per Saaty’s recommendations to improve reliability or 
significance of the criteria weighting [14].

1.5  Criteria Level III: Modern Quality Cultures Alternatives

The three quality methods that are viewed as the primary and leading methods in 
industry are Lean, Six Sigma, and Theory of Constraints. These methods have 
distinct tools and purposes that vary from each other in their goal, approach, and 
implementation methods.

Six Sigma is a quality management methodology that was introduced by Motorola 
in the 1980s [15]. The goal of this methodology is to systematically reduce product 

1 Quality Culture Selection for New Product Development (NPD)…



10

variation through the identification and improvement of a product through the 
 systematic improvement of processes. The steps of Six Sigma implementation are 
as follows [4]:

 1. Define—The definition of the problem that needs improvement
 2. Measure—Collection of data related
 3. Analyze—conversion of the data into information that can and discussed to 

determine the best course of action
 4. Improve—the implementation of the corrective action to the process or 

procedure
 5. Control—the monitoring of the process after the change to guarantee that the 

problem has been resolved

The second approach is for designing new processes/products and is called DFSS 
(Design for Six Sigma) and is more widely used for companies with a six sigma 
quality culture [16].

 1. Define Goals—The definition of the problem that needs improvement
 2. Measure—Collection of data related
 3. Analyze—designs to select the best design
 4. Design optimization—this is the main difference wherein the existing design is 

optimized based on the Analysis section of the process.
 5. Verify—the chosen design with pilot-testing.

Lean is a quality management methodology that is focused in the creation and 
implementation process that creates value for the system. The current configuration 
of this methodology was borrowed from the Toyota Production System and is an 
evolution of the original work created by the Fredrick Taylor and Henry Ford era 
[17]. The goal of this methodology is to eliminate non value added process steps 
and movement that do not add value to the end product. The steps of Lean imple-
mentation are as follows [4] [18]:

 1. Identify Value—the specific identification of elements that create value for the 
customer

 2. Map the Value Stream—identification of all of the steps that are required to cre-
ate the product or service

 3. Create Flow—establish a flow that will consolidate the value steps closer 
together so that the product moves smoothly toward customer

 4. Establish Pull—implement a system that let customers pull value from the 
upstream activities

 5. Seek Perfection—continue with the process until all waste has been removed 
from the process and the customer reaches satisfaction goals

Theory of Constraints (ToC) is a quality management methodology that was 
developed by Eliyahu Goldratt and introduced in the book titled The Goal [24]. The 
output of this methodology is to identify constraints or bottlenecks in a system or 
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process and to systemically improve the process to eliminate the identified 
 constraints. The steps of ToC implementation are as follows [19, 20]:

 1. Identify Constraints—locate the constraints of a system or process, can be iden-
tified by visual backlogs

 2. Exploit the Constraint—determine the utmost capacity that the constraint can 
handle without implementing expensive improvements to the process

 3. Subordinate other processes to the Constraint—pace all previous operations to 
the constraint to the constraint identified

 4. Elevate the constraint—if the output of the system is not sufficient to meet prod-
uct demand, implement improvements to the process essentially taking all steps 
necessary to eliminate the constraint

 5. Repeat the cycle—After the first constraint is broken other elements of the sys-
tem or process will become new bottlenecks to the system

1.6  Survey and Pairwise Calculations

A detailed survey was created and distributed to experts in a paper/hard copy for-
mat. The paper survey contained all the necessary pairwise comparisons. Figure 1.2 
shows an example of the survey. The participant was asked to compare each pair, 
assigning ratios between the relative contributions (MOGSA approach) of each 
element of the pair to the above level such that the total for each pair equaled 100. 
For example, in Fig. 1.2 Reduction in Product Cost was assigned a 28 as compared 
to Decrease Time to Market for a total of 100.

PCM Software [21] version 1.3 (developed by Bruce J. Bailey) was used to 
calculate the pair wise comparisons for all the model levels. A screen shot from the 
PCM software output is shown in Fig. 1.3 for criteria level I.

Reduction in Product Cost
28

40

70

72
Score Each Criteria − Must Sum to 100%

Score Each Criteria − Must Sum to 100%

Score Each Criteria − Must Sum to 100%

60

30

Reduction in Product Cost

Decrease Time to Market

Decrease Time to Market

Increase Customer Satisfaction

Increase Customer Satisfaction

Fig. 1.2 Survey pair wise example
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1.7  Model Results and Validation: Level I Business Goals

Once the pair wise comparisons were made for each level, relative values were cal-
culated for each benefit (Level II) and alternative (Level III). The relative value is a 
measure of how much each element contributes to the overall objective (above 
level). For example, Reduced Design Complexity has three relative values for each 
of the business goals: Reduction in Product Cost, Increase Customer Satisfaction, 
and Decrease Time to Market. For the alternatives, Level III, each alternative has a 
relative value feeding through to the mission through the Level II benefit. For exam-
ple, Lean has an overall relative value as it relates to the business goals.

Survey results were compared for the business goals (Level I). Table 1.3 shows 
the pair wise priority given to each of the goals as they relate to the overall mission. 
The Hard Goods Company which participated in the survey has NPD cycles which 
can be 3 years or longer. Additionally, their product life cycles are very long, in 
some cases 20+ years. This company also sells directly to customers through retail 
and distribution. The pair wise priority made sense to the team given the company’s 
business model. Customer satisfaction scored the highest (46 %), followed by 
Decrease Time to Market (29 %) and Reduction in Product Costs (26 %). Figure 1.4 
shows the results graphically.

The Automotive Plastics Company assigned a priority of 54 %, 23 %, and 23 % 
for Reduction in Product Costs, Increase Customer Satisfaction, and Decrease Time 
to Market respectively. This company’s typical NPD cycle would be considered 
“medium” by subjective scoring, typically 2–3 years with product life cycles of 
3–10 years. This company’s business model is direct sales to OEMs (Business to 
Business). The automotive industry is cost competitive, so the team was not sur-
prised to see Reduction in Product Costs as the leading priority in support of the 
mission. Figure 1.5 shows the results graphically.

Fig. 1.3 PCM software output for Level I criteria
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Table 1.3 Survey responses: quality culture goals by sector

Business sector and goals
Pair wise  
priority

Hard Goods Reduction in product costs 0.26
Increase customer satisfaction 0.46
Decrease time to market 0.29

Automotive Reduction in product costs 0.54
Increase customer satisfaction 0.23
Decrease time to market 0.23

Semiconductor Reduction in product costs 0.28
Increase customer satisfaction 0.33
Decrease time to market 0.39

0.29

0.46

0.26
Reduction in Product Cost

Hard Goods

Increase in Customer Satisfaction

Decrease Time to Market

Fig. 1.4 Hard goods level I result

0.23

0.23

0.54

Reduction in Product Cost

Automotive Plastics

Increase in Customer Satisfaction

Decrease Time to Market

Fig. 1.5 Plastic automotive level I results
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Semiconductors and electronics typically have very short NPD cycles as well as 
product life times. The company surveyed supplies Semiconductors for the mobile 
(cell phone) market. Their NPD cycles are considered “short” as they are 9–12 
months from product definition to manufacturing release. Product lifetimes are 2–5 
years as consumers tend to get new mobile phones every 2 years due to contract 
renewals and a desire to have the latest model features and capabilities. Decrease 
Time to Market scored the highest priority, 39 %, with Increase in Customer 
Satisfaction scoring 33 % and Reduction in Product Cost scoring 28 %. Figure 1.6 
shows the results graphically.

Pair wise inconsistency is a measure of how consistent, or reliable, the survey 
participant was in their pair wise priority assignments. It is common practice to omit 
(remove) survey results from participants which are deemed inconsistent based on 
inconsistency calculations [25].

Inconsistencies were calculated for the Level I survey results based on the fol-
lowing algorithm:

 
Inconsistency cA cB cC= ( ) + ( ) + ( )





1

3

2 2 2σ σ σ
 

Where:
cA: Criteria A, Reduction in Product Cost
cB: Criteria B, Increase in Customer Satisfaction
cC: Criteria C, Decrease Time to Market
σ: Standard Deviation of the Pair Wise Normalized Values

The team used the 10 % inconsistency cut-off rule as proposed by Saaty’s 
Analytic Hierarchy Process methodology [14] requirement for a survey to be 
 considered valid for model validation. No surveys were omitted from the Level I 
calculations based on the calculations. Table 1.4 shows inconsistency calculations 
for each of the eleven participants.

0.39

0.33

0.28 Reduction in Product Cost

Semiconductor

Increase in Customer Satisfaction

Decrease Time to Market

Fig. 1.6 Semiconductor level I results
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1.8  Model Results and Validation: Level II Benefits

Participants were asked to pair wise compare how each benefit would help accom-
plish each of the business goals and ultimately the overall mission. The level II 
benefits were pair wise compared against each other for each business goal cate-
gory. A relative value, as it feeds through to the overall mission, was calculated for 
each of the benefits. The Level II survey focused on practitioners, employees closely 
coupled to the NPD process (e.g. Program Managers, Development Engineers). 
Nine (9) experts were selected; four from Hard Goods, three from Semiconductor, 
and two from Automotive Plastics. Relative Values were calculated as shown below:

 
v P V kk

i
i i= ⋅ ∀

=
∑

1

3

 

Where:
v: Overall Relative value to Mission for Level II Benefit
P: Priority for Level I business Goal (Table 1.2)
V: Pairwise value for Level II Benefit
k: Level II Benefit (9 total)

For the Semiconductor company, relative value priority is shown in Table 1.5, 
sorted from highest (most relevant) to lowest (least relevant). Results showed five 
most significant benefits: Reduced in Post Launch Design Changes, Decrease Time 
of Product Development Process, Reduced Product Complexity, and Aligning 
Products to Market Needs. Given the nature of this company’s business and fast 
development/short product life cycles and the corresponding Level I scoring, the 
perceived benefits made sense.

Hard Goods relative value scoring showed more priority given to product cost 
related benefits as shown in Table 1.6. Reduced Warranty Claims had the highest 
relative value followed by Reduced Direct Labor and Materials. Aligning 
Products to Market needs ranked third with Reduce Post Launch Design Changes 
and Decrease Time of Product Development Process fourth and fifth position, 
respectively.

Table 1.4 Level I: 
inconsistency

Participant # Inconsistency

1 0.000
2 0.009
3 0.000
4 0.005
5 0.094
6 0.005
7 0.001
8 0.005
9 0.001
10 0.000
11 0.000
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Given their high volumes, direct sales to customers, and the fact that the Hard 
Goods management scored Customer Satisfaction the highest business goal, it 
seemed fitting that Reduced Warranty Claims would score high. Warranty claims 
cost companies a lot in terms of required field service to correct problems and per-
ceptions regarding the quality of a product. According to Philip B. Crosby, in his 
book [22] entitled Quality Without Tears, Crosby states “prices of nonconformance 
are all the expenses involved in doing things wrong. This includes the efforts to cor-
rect salesperson’ orders when they come in, to correct the procedures that are drawn 
up to implement orders and to correct he product or the serve as it goes along, to do 
work over, and to pay for warranty and other nonconformance claims. When you 
add all these items together it is an enormous amount expense, representing 20 per-
cent or more of sales in manufacturing companies and 35 percent of operating costs 
in service companies.”

Automotive Plastics, which assigned Product Cost the highest priority in Level I, 
provided the relative values shown in Table 1.7. Reduce Post Launch Design 
Changes scored the highest which made sense given the high cost of changing 
designs after launch in the automotive business.

Table 1.6 Level II: relative value for hard goods

Level II benefit Relative value

Reduced warranty claims 0.174
Reduce direct labor and materials 0.130
Aligning products to market needs 0.122
Reduce post launch design changes 0.122
Decrease time of product development process 0.116
Reduced product complexity 0.112
Reduce investment in product specific capital 0.091
Reduce operational overhead 0.085
Reduce non-recurring design expenses 0.053

Table 1.5 Level II: relative value for Semiconductor

Level II benefit Relative value

Reduce in post launch design changes 0.225
Decrease time of product development process 0.191
Reduced product complexity 0.168
Aligning products to market needs 0.144
Reduced warranty claims 0.113
Reduced investment in product specific capital 0.060
Reduce non-recurring design expenses 0.044
Reduce direct labor and materials 0.037
Reduce operational overhead 0.028
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1.9  Model Results and Validation: Level III Alternatives

Lean, Six Sigma, and Theory of Constraints were each compared to each of the 
benefit, again using a pair wise methodology. The team targeted survey participants 
who were familiar with the different quality methodologies. In most organizations, 
quality managers/engineers, and manufacturing focused managers/engineers are 
most familiar with quality methods. Twelve experts were selected for comparing the 
Level III Alternatives. Six experts were surveyed from Hard Goods, four from 
Semiconductor, and two from Automotive Plastics.

Relative values were calculated for the feed through contribution to the overall 
mission for each alternative. These relative values were used to make recommenda-
tions to each of the participating companies.

For the Semiconductor company, relative values and corresponding alternative 
scoring is shown in Table 1.8. For example, Reduce Post Launch Design Changes, 
which has the highest relative feed through value to the mission, Six Sigma would 
provide the greatest benefit.

Figure 1.7 shows the model output graphically in a pie chart format. Each of the 
alternatives, a sum was calculated for their overall relative value (e.g. Six Sigma 
sum = 0.39). Figure 1.7 shows the percentage contribution of each quality method-
ology to the overall mission. As can be seen, Six Sigma contributes 38 % to the 
overall mission, followed by Theory of Constraints at 34 %, and then followed by 
Lean at 28 %.

The team would recommend Six Sigma methodologies be considered for New 
Product Development for the Semiconductor company surveyed.

The same approach as described was followed for the Hard Goods company as 
well as Automotive Plastics. Table 1.9 shows the results for the Hard Goods 
company.

Figure 1.8 shows model output for the Hard Goods company. As can be seen, Six 
Sigma would provide the greatest benefit to the mission (39 %), followed closely by 
Lean (37 %).

Table 1.7 Level II: relative value for automotive plastics

Level II benefit Relative value

Reduce post launch design changes 0.143
Decrease time of product development process 0.127
Aligning products to market needs 0.127
Reduced product complexity 0.127
Reduce direct labor and materials 0.119
Reduce investment in product specific capital 0.113
Reduce operational overhead 0.090
Reduce non-recurring design expenses 0.083
Reduced warranty claims 0.076
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TOC
34%

Semiconductor

Six Sigma
38%

Lean
28%

Fig. 1.7 Model output for 
Semiconductor

Table 1.9 Level III: relative value for hard goods

Level II benefit Relative value Six Sigma Lean ToC

Warranty… 0.174 0.09 0.06 0.03
Direct labor… 0.130 0.03 0.07 0.03
Aligning prod… 0.122 0.06 0.03 0.03
Reduce post… 0.122 0.06 0.03 0.03
Decrease time… 0.116 0.03 0.04 0.04
Reduced compl… 0.112 0.04 0.05 0.03
Investment 0.091 0.03 0.03 0.03
Overhead… 0.085 0.02 0.04 0.02
Non-recurring… 0.053 0.02 0.02 0.01
Sum 0.39 0.37 0.24

Table 1.8 Level III: relative value for semiconductors

Level II benefit Relative value Six Sigma Lean ToC

Reduce post… 0.225 0.13 0.04 0.06
Decrease time… 0.191 0.04 0.05 0.10
Reduced compl… 0.168 0.03 0.09 0.05
Aligning prod… 0.144 0.06 0.03 0.05
Warranty… 0.113 0.08 0.02 0.02
Investment… 0.060 0.01 0.01 0.03
Non-recurring… 0.044 0.02 0.01 0.01
Direct labor… 0.037 0.01 0.01 0.01
Overhead… 0.028 0.01 0.01 0.01
Sum 0.39 0.28 0.34
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Finally, model output was analyzed for the Automotive Plastics company 
(Fig. 1.9). Table 1.10 shows the level III alternative relative values for Level III.

As highlighted in the Level I business goals survey reduction in product cost 
dominated the business goals. Lean is very effective at reducing product cost and 
the model output confirms this, showing the benefit of Lean at 40 % as compared to 
Six Sigma at 32 % with ToC at 28 %. The team would recommend Lean in this case 
as supported by the relative values in Table 1.9.

TOC
24%

Hard Goods

Six
Sigma
39%

Lean
37%

Fig. 1.8 Model output for 
Hard Goods

TOC
28%

Automotive Plastics

Six
Sigma
32%

Lean
40%

Fig. 1.9 Model output for 
Automotive Plastics
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1.10  Conclusion

Selecting which quality culture to implement for NPD is an important decision. In 
this paper the team presented a model which aids in this selection by focusing on the 
current challenges within a specific organization. A HDM model was developed 
which takes inputs from various levels of management and expertise within an 
organization. Three different quality cultures were considered in the model: Six 
Sigma, Lean, and Theory of Constrains. Each of these systems has relative advan-
tages when applied to NPD. There is also overlap between the different systems. 
The model takes input from quality culture experts and recommends which of these 
systems (or a combination) to implement for NPD. This quantitative approach may 
be desired by organizations that might otherwise be forced to implement a quality 
culture based on more subjective input from perceived internal or external experts.

1.11  Future Work

Establishing potential correlations between different industries/business sectors 
would add to the existing body of knowledge related to quality methodologies and 
cultures. More companies from different sectors would need to be surveyed and 
results compiled. Scoring the Level III alternatives proved to be difficult as finding 
knowledgeable experts on all the alternatives were difficult. In reality, the Level III 
alternatives could be combined from all companies as the benefits of each system 
should not be company specific. Providing guidance to firms concerning a set of 
specific quality tools as opposed to an entire system would also be beneficial, espe-
cially for companies who might not have a strong correlation to one specific system. 
The model output currently recommends which entire system(s) to implement for 
NPD. However, a better approach might be to recommend specific tools for each of 
the given Level II relative priority scoring.

Table 1.10 Level III: relative value for automotive plastics

Level II benefit Relative value Six Sigma Lean ToC

Reduce post… 0.143 0.04 0.06 0.04
Decrease time… 0.127 0.04 0.05 0.05
Aligning prod… 0.127 0.04 0.05 0.04
Reduce compl… 0.127 0.04 0.06 0.03
Direct labor… 0.119 0.02 0.06 0.04
Investment… 0.113 0.03 0.05 0.04
Overhead… 0.090 0.02 0.04 0.03
Non-recurring 0.083 0.05 0.02 0.02
Warranty 0.076 0.04 0.02 0.01
Sum 0.32 0.40 0.28
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The paper survey which was distributed was very time consuming both for the 
participants and for the team when compiling the results. Compiling the results for 
the respondents presented in this paper took over 24 working hours, which included 
data entry, PCM calculations, and analysis. The survey process would need to be 
streamlined if the model is to be used on a larger scale.
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this project.

 Appendix: HDM Model (Large View)

 

References

 1. Tunks R (1992) Understanding the quality initiative. Fast track to quality: a 12-month program 
for small to mid-sized companies, 1st ed. McGraw-Hill, New York City. ch. 2, pp. 9

 2. Hinkle S (2006) The make or buy decision. Take a quality ride: the realities of implementing a 
quality management system, 1st ed. iUniverse, Lincoln, NE. ch.3

 3. Basu R (2011) The evolution of Six Sigma, Lean Sigma, and FIT SIGMA. Fit Sigma: a lean 
approach to building sustainable quality beyond Six Sigma, 1st ed. Wiley, West Sussex. 
ch. 1, pp. 1

 4. Nave D (2002) How to compare Six Sigma, lean and theory of constraints. Quality Progress 
(March)

 5. Dahlgaard J, Dahlgaard-Park SM (2006) Lean production, six sigma quality, TQM and com-
pany culture. TQM Mag 18:263–281

 6. Daim T (2012) ETM530. Class lecture. Topic: “MOGSA hierarchy HDM: mission objectives 
goals strategies and actions”, WC309, Faculty of Engineering & Technology Management, 
Portland State University, Portland, OR, USA, 5 April 2012

1 Quality Culture Selection for New Product Development (NPD)…



22

 7. (2008) A guide to the project management body of knowledge (PMBOK Guide). Project 
Management Institute, Newtown Square, PA (print)

 8. Griffin A (2002) Product development cycle time for business-to-business products. Ind 
Market Manage 31(4):291

 9. Lean 3P (2010) Slash manufacturing costs. Technology Perspectives. http://www.design-for- 
lean.com/lean%20design.html. Accessed 17 June 2012

 10. (2006) “Role of Design for Six Sigma for Total Product Development.” MIT LGO. Six Sigma 
Academy. http://lgosdm.mit.edu/VCSS/web_seminars/docs/eskandari_052606.pdf. Accessed 
17 June 2012

 11. Mahesh C (2008) Theory of constraints: a theory for operations management. Int J Oper Prod 
Manage 28(10):991

 12. Dalton M (2009) What’s constraining your innovation? Res Technol Manage 52(5):52
 13. Kocaoglu DF (1976) A systems approach to the resource allocation process in police patrol. 

PhD dissertation, University of Pittsburgh, Pittsburgh
 14. Saaty TL (1977) A scaling methods for priorities in hierarchical structure. J Math Psychol 

15:234–281
 15. Pearson—Quality Management (n.d.) Pearson—Quality Management. N.p. http://www.pearson-

highered.com/educator/course/Quality-Management/91055512.page. . Accessed 17 June 2012
 16. Johnson JA, Gitlow H, Widener S, Popovich E (2006) Designing new housing at the University 

of Miami: a “Six Sigma” DMADV/DFSS case study. Qual Eng 18:299–323
 17. Holweg M (2007) The genealogy of lean production. J Oper Manage 25(2):420
 18. Principles of Lean (n.d.) What is lean. Lean Enterprise Institute. http://www.lean.org/

WhatsLean/Principles.cfm. Accessed 17 June 2012
 19. V. Workman, “Applying Theory of Constraints to Product Management”, www.rymatech.com/

en/applying-the-theory
 20. The theory of constraints and its thinking processes (n.d.) Goldratt Institute. AGI. http://www.

goldratt.com/pdfs/toctpwp.pdf Accessed 17 June 2012.
 21. Bailey, Bruce J (n.d.) PCM software. Computer software. Vers. 1.3, N.p.
 22. Crosby P (1995) The fourth absolute: the measurement of quality is the price of nonconfor-

mance. Quality without tears: the art of hassle-free management, 1st ed. McGraw-Hill, New 
York. ch.9, pp. 85

 23. Leavengood S (2011) Identifying best quality management practices for achieving quality and 
innovation performance in the forest product industry. M.S. thesis, University of Portland, USA

 24. Goldratt EM, Cox J (1992) The goal: a process of ongoing improvement. North River, Great 
Barrington, MA

 25. Triantaphyllou E (1999) Reductions of pairwise comparisons in decision making via a duality 
approach. J Multi Criteria Decis Anal 8:299–310

J. Eastham et al.

http://www.design-for-lean.com/lean%20design.html
http://www.design-for-lean.com/lean%20design.html
http://lgosdm.mit.edu/VCSS/web_seminars/docs/eskandari_052606.pdf
http://www.pearsonhighered.com/educator/course/Quality-Management/91055512.page
http://www.pearsonhighered.com/educator/course/Quality-Management/91055512.page
http://www.lean.org/WhatsLean/Principles.cfm
http://www.lean.org/WhatsLean/Principles.cfm
http://www.rymatech.com/en/applying-the-theory
http://www.rymatech.com/en/applying-the-theory
http://www.goldratt.com/pdfs/toctpwp.pdf
http://www.goldratt.com/pdfs/toctpwp.pdf


23T.U. Daim et al. (eds.), Technology Development, Innovation, Technology, 
and Knowledge Management, DOI 10.1007/978-3-319-05651-7_2, 
© Springer International Publishing Switzerland 2014

    Abstract     In this chapter we evaluate the selection of a call tracking feature for an 
existing marketing automation solution. This type of selection process has become 
much more complex over time based on the sheer volume of offerings available, 
different technical approaches to implementation, and service plans (features plus 
costs). In order to manage this complexity for decision making, we gathered a set of 
core requirements from the client, assembled a panel of experts to rank the import-
ance of requirements, and then evaluated the potential solutions based on those 
criteria. The actual decision making methodology used in this study is the hierarch-
ical decision model (HDM) testing two alternative methods for evaluating the expert 
criteria ranking. In this case, by focusing on client requirements, rather than specifi c 
technologies or implementation approaches, allows us to greatly simplify this com-
plex decision making process in the absence of a more detailed technical analysis of 
every possible solution.  

        2.1 Introduction 

 This project was undertaken on behalf of Cendix (  www.cendix.com    ) a company 
located in Lake Oswego, Oregon, that provides innovative web-to-print solutions. 
The primary focus of Cendix is to deliver “custom branded” online applications that 
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automate the ordering, production, and tracking of direct mail campaigns and 
 marketing materials. The target customers of Cendix are enterprise marketing orga-
nizations and commercial printers that offer solutions to enterprise marketing 
organizations. 

 The fl ag-ship product of Cendix is called the Channel Marketing Portal (CMP). 
The CMP is designed for organizations that sell through “channels” (e.g. distribu-
tors, dealers, franchisees …). The marketing organization posts all of their corpor-
ate approved templates for direct mail, collateral, advertising, logo items, and other 
marketing materials in their own branded portal. Then channel members can visit 
the portal, select corporate approved materials, personalize and approve them, and 
then route them for automated production and delivery. The system automatically 
tracks and reports production status (processed, printed, shipped/mailed), delivery 
details, and response rates giving a complete 360° view of any campaign/order at 
any point in time. 

 One important client of Cendix is a large national bank that has been in business 
for over 75 years. They focus primarily on mortgage loans originated through mort-
gage brokers located at 200+ branch offi ces across the United States. The bank 
requires that all direct mail campaigns are delivered through their CMP. In this case, 
the portal also serves an important role from a government compliance standpoint 
by making sure that all the marketing materials comply with government regula-
tions. Non-compliant marketing materials/campaigns can result in fi nes, branch 
closure, or even loss of HUD certifi cation. 

 The bank has instituted a standard process where every direct mail campaign (or 
marketing material) must be approved by the compliance department. Once 
approved, the piece is uploaded to the CMP where it is available for branches to use. 
As campaigns are launched the CMP keeps a complete audit trail of what is pro-
duced and delivered; as well as responses to campaigns. 

 In the current solution, when a direct mail campaign is sent out, the client has the 
option of including a PIN number on the direct mail piece. This unique PIN number 
is automatically generated by the system. When a client responds by telephone the 
Loan Offi cer enters the PIN number into an online screen (called Lead Tracker) that 
pulls up the customer record. The information captured by the Loan Offi cer is added 
to that record and the response is captured allowing the system to capture responses 
and report real-time response rates. A version of this offering that uses a PURL (self-
service web page for clients) as the response vehicle along with the toll-free number 
is also available. The end result is an inexpensive and complete end-to-end lead 
tracking and compliance system that gives the bank a competitive edge    (Fig.  2.1 ).

   One additional need the bank has identifi ed is the ability to track and record 
incoming calls for branches. This is important for at least two reasons. First, if a 
customer calls outside of normal business hours the branch still wants to capture 
that lead even if the customer does not leave a message—every lead costs the bank 
money to generate. Second, some of the branches would like call recordings for 
training and coaching purposes. In addition, capturing calls provides even richer 
level of detail for the compliance process. Cendix was asked to add this feature to 
the CMP (Fig.  2.2 ).
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   The solution from a functional standpoint requires that calls are routed through a 
telephone switch which can capture call detail records (CDR) and (optionally) 
record calls. The call detail record will contain information such as the caller ID 
(name, number, and location), time of call, length of call, and disposition. With a 
connection to a demographic database a great deal of additional information can be 
generated about each caller as well. The information that is captured at this level can 
be displayed to users in a graphical form using pre-defi ned reports, graphs, or other 
standard reporting features. This information can either be displayed real-time with 
direct access to the switch or on a delayed basis if CDR’s are batched and moved to 
other systems. 
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  Fig. 2.1    Lead generation system schematic       
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 There are a couple of different ways to approach this problem from a technical 
standpoint. First, the client could elect to build a solution from scratch. There are 
telecommunications companies that own switches and provide API’s so that vend-
ors can write applications that pull CDR’s directly from the switch. In this case the 
system would need to capture/store CDR’s, create the software required to process 
and display call data, and manage user accounts/access. This type of solution would 
provide the greatest fl exibility from a functionality and integration standpoint; how-
ever, it would require additional time to implement, generate additional engineering 
expense, and introduce delivery risk. 

 Second, it is possible to fi nd solutions that already have the switch interface and 
data processing functions implemented. The basic platform could be used as a foun-
dation to create an online application that would display call data and manage user 
accounts. This second option could be delivered sooner and provide complete fl exi-
bility with the features actually delivered to end-users. On the other hand, this solu-
tion would also require the expense associated with application development and 
take time to deliver to the market (although less on both fronts then the fi rst 
approach). 

 Third, there are a number of existing solutions in the market that can be private- 
labeled—the switch integration and application development has already been 
done. The application just needs to be “private labeled” (e.g. customize the look and 
feel). The advantage of this solution is that very little, if any, additional engineering 
work/expense is required on the part of the client, the application can be live almost 
immediately, and there is no delivery risk. At the same time, this type of solution 
may include higher operating costs (to compensate the application provider), there 
is limited fl exibility in the features and capabilities offered, and it becomes much 
easier for a competitor to imitate this solution. 

 The focus of this investigation is to select the right solution based on the capabil-
ities of the offerings in the marketplace and the requirements dictated by the end- 
user client.  

    2.2 Methodology/Model Selection 

 The methodology selected for this analysis is the Hierarchical Decision Model 
(HDM). This tool initiates a decision process where both qualitative and quantita-
tive judgments can be measured. It is based on the concept that humans are often 
less capable of making absolute judgments, and more capable of making relative 
judgments. This version of the model mitigates the diffi culty of dealing with mul-
tiple criteria at the same time by using two different approaches: pair wise compari-
son and a simple scaled ranking based on expert judgment [ 10 ,  12 ,  13 ]. 

 This model divides the different elements of the problem into smaller elements 
(sub-problems), so that the decision model is represented as a hierarchy. The sim-
plest units start from the lowest level of the hierarchy, then the level of complexity 
elevates towards the fi nal objective at the top of the model. A tree diagram can be 
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used to represent the decision hierarchy; which is for this project is the goal, key 
criteria, and alternatives as illustrated in Fig.  2.3 .

   In the pair wise comparison analysis a set of experts use their knowledge and 
relative judgment to rank the importance of the decision criteria, using pairs of 
elements, and ranking those two elements in importance by splitting the value of 
100 between them. So, in the case where two elements were equally important each 
element wars get a value of 50. On the other hand, if one element was extremely 
important, and the other was insignifi cant, then they might be ranked 90/10. The 
measurement results are captured as a collection of ratio judgments and used to 
generate a priority matrix. This process creates a set of weights for each individual 
element for each expert. We can then use the mean of these collective values to 
come up with an overall expert-based priority ranking for each criterion. 

 This mechanism creates a level of redundancy which can help reduce measurement 
error and bring a higher level of consistency to the results. The “implementation” of 
this process does not guarantee a high level of consistency, because it is very hard 
for an individual to be perfectly consistent across a wide array of comparisons by 
examining only two at a time, but it does provide an expected minimum level of 
consistency. When the results are outside those bounds then it allows us to explore 
the reasons for that behavior in more detail. High levels of inconsistency can be due 
to lack of adequate information, a low level of concentration, inappropriate model 
structure, or even errors in data values. 

 The other approach used in this analysis was to display all the values in a single 
list and allow the expert to assign a point value of 1–10 for each item. The total score 
for each expert is summed and then normalized scores are created by dividing 
the score for each element by the total. Since all the elements are on the same sheet, 
and evaluated at the same time, the expert can see and assign the relative value in the 
context of ALL the competing criteria. This visual analysis and reporting process can 
assure that there is no inconsistency on the part of evaluators and elements are ranked 
with a complete view of the “big picture” as well as the relationship between them.  

  Fig. 2.3    Call tracking hierarchical decision model       
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    2.3 Defi ning HDM Levels 

    2.3.1 First Level 

 Choose the best possible call tracking and management system based on the criteria 
provided by the client and the expert judgment of our panel.  

    2.3.2 Second Level 

 We performed a literature review and talked with industry experts to come up with 
an initial list of the most common criteria that would be used when selecting a call 
tracking system in this context. The result of this initial analysis was a list of eight 
criteria (not in priority order):

•    Cost    

 This element includes the cost of development and implementation; as well as 
the cost of operation and maintenance. There is often a trade-off between up-front 
cost and ongoing operating cost.

•    Reliability    

 This element considered the overall availability of the system and unplanned 
down-time. This can have a huge impact for mission critical systems; although 
unplanned downtime creates frustration on the part of users even when system fail-
ure is not catastrophic.

•    Implementation Time    

 On this vector we are considering time to market. We often have a market win-
dow to hit and the failure to meet our target can result in lost revenue, lost opportu-
nity, and competitive risk.

•    Contract Term    

 Technology changes at a very rapid rate these days. Long-term contracts can lead 
to predictability and stability, but they can also expose us to market risk if technology 
or the state of the industry changes long before our agreement expires. Short- term 
contracts maximize our fl exibility; at the same time, they can also leave us vulnera-
ble when it comes time to renegotiate an extension if the solution is still optimal.

•    Additional Features    

 The customer provided an initial “minimum” list of features. These included the 
ability to allocate toll free numbers to accounts, track incoming calls for each num-
ber, capture and display the details for each call (including a name, geographic loca-
tion, and callback number), provide a standard set of reports on volume and trends, 
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and (optionally) capture phone calls as WAV (audio) fi les. The system also has to 
provide a login for each account so that users can see only their own calls. 

 There are plenty of additional features beyond this in the market today. This ele-
ment determines the importance of additional features above and beyond the cus-
tomers’ core requirements.

•    Integration Potential    

 In general, the ability of tools to integrate and work well together improves the 
end-user experience and the overall utility of the solution. In addition, this element 
allows us to customize the tool and the features to create an optimal experience for 
each user or group of users.

•    Compatibility    

 Compatibility allows us to work with existing and future applications. This can 
be especially important in environments where a great deal of investment has been 
made in legacy systems.

•    Technology Flexibility    

 Flexibility on this front allows us to solve a wide range of problems based on a 
single investment in technology [ 7 ]. 

 We proposed these eight criteria in our initial discussion with the client (Cendix). 
The client chose fi ve of these features and insisted on another—Competitive 
Advantage. The idea with competitive advantage is that if an off-the-shelf system is 
used then competitors can easily duplicate the solution (e.g. there is a lack of com-
petitive barriers). This was an important “strategic” concern in the mind of the 
 client. Here are the fi nal six criteria (not in priority order) selected by the client:

   • Implementation Time (IT)  
  • Integration Potential (I)  
  • Reliability (R)  
  • Cost (C)  
  • Additional Features (AF)  
  • Competitive Advantage (CA)     

    2.3.3 Third Level 

 Vender Selection (alternatives): Once the decision criteria were established then the 
team considered service providers and solutions. The mandatory selection criteria 
were vendor reputation and fi nancial stability [ 1 ]. The client also had an existing 
relationship with two vendors XO Communications and Integra Telecom so they 
requested that they be included in the evaluation. Plus, there is one industry veteran, 
Who’s Calling that originally invented this market space/solution—no evaluation 
would be complete without including this latter offering. 

 Through an initial screen the team identifi ed at least 32 vendors ( Appendix ) that 
fi t the basic criteria—given more time we undoubtedly would have found even more 
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potential solutions. In consultation with the client the team decided to limit the 
number of solutions evaluated to 12 in order to have time to explore each in more 
detail. The team then created an RFI that was submitted to the three mandatory par-
ticipants, several on the research list, and posted on BuyerZone.com online. 

 We created a short-list of 12 from the responses received. Then we screened 
these responses against the mandatory customer requirements which eliminated 
another fi ve from consideration. This left us with a list of seven vendors/solutions 
for inclusion in the selection process. A summary of these providers can be found in 
Table  2.1  below.

   When combined with the HDM this resulted in the following model for 
analysis.   

    2.4 Criteria Weights Assignment 

 The expert panel will be used to assign the weights to each of the vendor criteria that 
will be evaluated. In this section, we will be fi rst discussing the data gathering meth-
ods we’ve used to get expert inputs as well as discussing the application of the 
constant-sum method in assigning weights to the second level of our HDM model.  

    2.5 Pairwise and Scaled Ranking 

 We fi rst considered using a simple scaled ranking methodology (described earlier) 
to capture the relative importance of each criterion and assign weights. However, we 
also appreciate the rigor and redundancy associated with the pair wise comparison 
method; as well as the ability to measure and assesses internal consistency. Thus, 
we chose to use and evaluate both methods for this project. 

   Table 2.1    Service provider/solution summary   

 Provider  Category  First-level screen 

 XO Communications  Switch provider/telecom  Yes 
 Call Fire  Switch provider  Yes 
 Dynamicic  Application provider  Yes 
 Who’s Calling  Application provider  Yes 
 Dial 800  Application provider  Yes 
 Call Source  Application provider  Yes 
 Customer Direct  Application provider  Yes 
 Integra Telecom  Switch provider/telecom  No 
 Answer Connect  Call center  No 
 Call Experts  Call center  No 
 We Answer  Call center  No 
 ansafone.com  Call center  No 
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 Pair-wise comparison, utilized in constant-sum method, is characterized by 
 providing an accurate approach of measuring the internal inconsistency of each 
expert as well as the overall consistency of the HDM model [ 2 ]. One of the major 
limitations of pair-wise method is that when the number of criterion to be evaluated 
is large then the number of comparison will also be large and experts will face dif-
fi culties in maintaining a high degree of consistency. In addition, the process of 
conducting the pair-wise comparisons can also be time consuming [ 8 ]. 

 The number of the criteria we have in our model is considered to be acceptable 
number for pair-wise comparison method. For the six criteria of our HDM model, 
each expert needs to conduct 15 comparisons which is still a manageable number 
for our experts   .

     

        2.6 Pairwise Combined Experts Results 

 Reliability has the highest weight with 23 %. Cost comes in the second place with 
22 % which is very close to reliability criterion. Competitive advantage, integration 
and implementation time are 18 %, 15 % and 14 % respectively. The lowest weight 
was for additional features at 9 %. Internal inconsistencies for all experts were 
below 0.016 which is considered to be an acceptable rate.  

    2.7 Scaled Ranking Combined Result 

 The scaled ranking evaluation was a much less time consuming process. The survey 
shown earlier was given to each of the experts on a web page. They were asked to 
rate each criteria on scale from 1 to 10 ranking the entire list at the same time. 
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These results were then normalized by the expert score for each criterion by the 
sum of their scores. Using this technique there is no internal inconsistency because the 
experts rank all of the criteria at the same time. The experts can actually see the macro 
level relationship between the criteria before submitting them. These results are 
summarized in Table  2.2 .

   These results indicate that the consensus among our experts, using this scaled 
ranking technique, tells us that cost and reliability are the two most important facts 
at 19 % each; this is followed closely by competitive advantage at 18 %; and inte-
gration at 16 %. The last two criteria, implementation time and additional features 
trail the pack with 15 % and 13 % respectively. 

 These results can be compared with the Pairwise results generated earlier 
(Table  2.3 ). We can see that the weights and ranks are consistent with the earlier 
analysis, with reliability and cost coming out on top with just about equal weights; 
although the weights are higher in the pairwise analysis then in the scaled analy-
sis, and reliability pulls slightly ahead in the adjusted (consistent) pairwise model. 
The other difference is that additional features are given a lower weight in the 
pairwise analysis than in the scaled analysis, yet the ranking as least important 
among the criteria does not change.

   We were also curious about the impact that internal and external experts might 
have on the results. W5 break out the scaled ranking based on internal vs. external 
we fi nd the results are consistent; however, the internal results do show a greater 
emphasis on cost and implementation time (time to market). This is even more 

   Table 2.2    Scaled ranking survey results   

 Expert 

 Normalized 

 IT  I  R  C  AF  CA  Total 

 Wilson Zehr  0.20  0.13  0.18  0.25  0.08  0.18  1.00 
 Rajiv Agarwal  0.14  0.19  0.19  0.16  0.14  0.19  1.00 
 Jeff Belding  0.10  0.14  0.21  0.19  0.14  0.21  1.00 
 Ashok Bhatla  0.20  0.18  0.13  0.20  0.15  0.15  1.00 
 Abdussalam Alawini  0.16  0.16  0.20  0.20  0.11  0.18  1.00 
 Mark Walker  0.13  0.18  0.23  0.13  0.15  0.20  1.00 

 0.15  0.16  0.19  0.19  0.13  0.18  1.00 

   Table 2.3    Comparison of pairwise and scaled results   

 Weighting approach 
 Implementation 
time  Integration  Reliability  Cost 

 Additional 
features 

 Competitive 
advantage 

 Pairwise—original  0.14  0.15  0.23  0.23  0.08  0.18 
 Pairwise—adjusted  0.14  0.15  0.23  0.22  0.09  0.18 
 Scaled  0.15  0.16  0.19  0.19  0.13  0.18 
 Scaled—Internal  0.17  0.16  0.18  0.21  0.11  0.18 
 Scaled—External  0.14  0.16  0.19  0.18  0.14  0.19 
 Scaled—Wilson  0.20  0.13  0.18  0.25  0.08  0.18 
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pronounced when considering the evaluation of the CEO alone—even greater 
emphasis cost and time to market with even less weight to additional features. These 
results seem consistent with the viewpoint of an operating executive responsible for 
meeting revenue targets and external experts who may be more concerned with the 
overall goodness of fi t of the solution.  

    2.8 Alternatives Evaluation 

    2.8.1 Data Gathering and Evaluation 

 After receiving the responses, all the vendors/proposals were put through a fi rst 
level screen based on the core requirements. Those vendors that could not meet the 
minimum core requirements were not evaluated further—this eliminated fi ve vend-
ors from further consideration—leaving with seven to explore further for the fi nal 
analysis (as detailed earlier).  

    2.8.2 Criteria Measurement Index (CMI) 

 Before analyzing the data of the remaining seven vendors, it was vital to fi rst develop 
a tool for measuring the values with respect to the corresponding criteria. 

    2.8.2.1 Cost 

 Cost consists of several elements in this case. There is the cost of the initial system. 
In the case where we build the solution this might include software development 
costs. In the case where we build on a solution that already exists there may be a 
software license or hosting fee. Regardless on which solution is chosen, there will 
be recurring telecom fees based on usage; although the rates will vary by provider. 

 It was essential to create a cost metric that could capture all of these elements. 
We decided to select a minimum confi guration based on the customer’s require-
ments (5 toll-free numbers + 200 min; overage at $0.05/min) and then confi gured 
this solution for each vendor. In some cases a vendor’s minimum confi guration is 
greater than that—in those cases we used the minimum confi guration. 

 We then assumed a 12 month usage period, totaled up all the costs associated 
with that period (including development and deployment) and then amortized it 
back out over 12 months to produce an amortized monthly cost for the fi rst year. 
Given how frequently technology changes in this space we did not feel comfortable 
using a time period greater than 12 months. If this had been a longer time period, 
say 3–5 years, especially if borrowing funds, we would also incorporate the time 
value of money.  
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    2.8.2.2 Implementation Time 

 When considering implementation time the old saying “time is money” hits home. 
In general, a shorter implementation time means a faster time to market. The faster 
we can get to market the faster we can generate revenue, grow market share, and 
establish a lead with respect to competitors. Thus, there is a inverse relationship 
between time and ranking—the smaller the value the better. If the client had given 
us an absolute deadline (e.g. it can’t take any longer than 4 months) then we would 
have included that in the initial screening criteria to eliminate infeasible solutions in 
advance [ 3 ].  

    2.8.2.3 Integration 

 The experts expressed that a range from 0 to 5 can be assigned to the vendors by 
measuring the ability to connect to external systems or applications; with a value of 
0 being a “closed system” with no ability to connect, and 5 being an “open” or “cus-
tom designed” solution with complete fl exibility to connect.  

    2.8.2.4 Reliability 

 We considered a measure such as meantime between failure (MTBF) but decided 
against it because this is mostly a hardware rather than service measure. In addition, 
most vendors, as service providers, do not track this measure. It was also not feas-
ible to consider just downtime (or uptime) because most systems require periodic 
maintenance. If this is scheduled maintenance it is routine to manage. Thus, we 
decided to focus on unscheduled downtime—the smaller the amount of unsched-
uled downtime that occurs the better for the client and the service provider [ 4 ]. This 
implies an inverse relationship.  

    2.8.2.5 Additional Feature 

 Additional features can be quantifi ed by estimating the number of additional fea-
tures beyond the core feature set required by the client. The ranking is a value from 
0 to 5, with 0 being a system that exactly meets the requirements of the client, and 
5 representing a solution that has almost unlimited additional features (e.g. custom 
development)—everything else will lie somewhere in between [ 5 ].  

    2.8.2.6 Competitive Advantage 

 The experts indicated that competitive advantage can be measured evaluating the 
solution provided and how easy it is to be duplicated by the competitors. A ratio 
from 0 to 5 can be assigned depending on how unique the solution is. For instance, 
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Who’s Calling is assigned a value of 0 since it can be purchased “off the shelf” by 
any provider; on the other hand a completely custom solution would rank very 
highly on this scale because no other vendor would have access without the same 
level of investment.   

    2.8.3 Proposals Data Analysis 

    Proposals were collected and all data was gathered from the responses to match the 
identifi ed criteria of the second level of the model. 

 The fi rst step in this analysis was to compile and adjust all the cost data. Table  2.4  
summarizes all the offers cost information from the proposals.

      2.8.3.1 The Cost of Setup 

 There was a one-time setup cost associated with all the proposals except for Call 
Fire. In the case of Call Fire and XO Communications considerable custom develop-
ment will also be required. These costs, are estimated to be ~$12,000 in either case. 
This estimate is based on 3 months of development time using offshore resources—
If developed domestically we would increase these costs by a factor of 3. 

 Also for Customer Direct, the initial system personalization costs $1,500 (nor-
mal $250 waived). Plus the service only comes with a single DID. It costs $100 to 
setup each DID, so there is another $500 to get us to the same level as the other 
packages. 

   The Cost of Operation 

 The monthly fees were provided in the proposals. Using that information the total 
annual costs were calculated as the monthly fees times 12 months. Therefore, for 
the companies that provide less than 200 min, the remaining minutes were also 
included with the overage charges. For instance, Call Fire charges for the minutes 

   Table 2.4       Summary of cost elements   

 Provider 
 Cost 
(index) 

 Cost: setup 
(one-time) 

 Cost: 
operation 
(monthly) 

 Cost 
(monthly)  Minutes  Numbers  Average 

 XO Communications  0.32  $13,000.00  $24,000.00  $3,083.00  40,000  As needed  0.050 
 Call Fire  0.98  $12,000.00  $240.00  $1,020.00  As used  5  0.050 
 Dynamicic  10.20  $588.00  $588.00  $98.00  750  5  0.069 
 Who’s Calling  1.85  $500.00  $6,000.00  $541.67  2,000  20  0.150 
 Dial 800  18.10  $75.00  $588.00  $55.25  200  5  0.050 
 Call Source  3.78  $600.00  $2,572.00  $264.35  50  12  0.069 
 Customer Direct  1.48  $2,000.00  $6,108.00  $675.67  As used  1  0.050 
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as needed, so their operation cost was calculated as (5*2*12) + (200*0.05*12). This 
represents $2/toll free number per month for 12 months, plus 200 min/month at the 
overage rate of $0.05/min for 12 months. Another example of this can be found with 
Customer Direct, the operation cost was calculated as $499/month for unlimited 
calls, plus $0.05/min for call tracking and recording for 200 min to be consistent 
with client requirements.  

   Total Monthly Cost 

 As previously outlined, setup and operating costs were rolled up into a single num-
ber and then amortized over 12 months to create a single monthly cost estimate. 
This is the number that was ultimately used in our evaluation. 

 For the other criteria the raw data are presented in Table  2.5  below.

       2.8.3.2 Implementation Time 

 The offers included the installation times, except for XO Communications and Call 
Fire as they would require custom application development, which was estimated 
by the client to be approximately 3 months (12 weeks) worth of work. Of course, 
software development schedules are often notoriously unreliable. We did not add 
any additional cushion for software over-runs.  

   2.8.3.3 Integration 

 The experts assigned values for the integration (from 0 to 5). As described earlier, 
custom developed (open) solutions earn a 5, while totally closed solutions earn a 0, 
others are somewhere between.  

   2.8.3.4 Reliability 

 The experts were also to evaluate the reliability values, and they had to contact the 
service providers to provide some technical assessment, which in return allowed 
them to estimate total annual unplanned downtime. As we would expect, telecom 
carriers such as XO should score well on this metric.  

   2.8.3.5 Additional Features 

 The additional features that come with the package were quantifi ed and the “pack-
age” was assigned a value (from 0 to 5). In the For example, XO owns the switch 
and thus there are additional capabilities that would allow the customer to squeeze 
out a richer solution built on this platform.  

W. Zehr et al.
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   2.8.3.6 Competitive Advantage 

 This represents the ease of duplication by competitors. As indicated by the experts 
a value from 0 to 5 can be assigned. 

 For example, XO Communication was assigned with a value of 5 since it is com-
pletely a custom solution based on XO API. Any competitor who wants this solu-
tion would need to buy it from the client (unlikely) or commit to the same level of 
investment (time, capital, and risk). On the other hand, Who’s Calling was assigned 
a zero value since they have an off the shelf offering available to anyone.   

    2.8.4 Data Compilation 

 After pulling all the data together, the values need to be adjusted so that they all have 
the same priority orientation—in this case, a larger number being more favorable 
then a small number. The reciprocals of implementation time (IT), reliability (R), 
and cost (C) were calculated to make this adjustment. These adjusted values can all 
be found in Table  2.6 .

   Once these numbers were compiled then we applied the prioritization from the 
expert ranking to evaluate the relative attractiveness of the solutions. The results of 
this analysis, using both pairwise and scaled analysis results, are summarized in 
Table  2.7 .

   When exploring these results, we fi nd that regardless of the approach that is 
taken, pairwise or scaled, the outcome is very similar. The top ranked solution is XO 
Communications, followed by Dial 800, Call Fire, Call Source, Dynamicic, 
Customer Direct, and Who’s Calling, respectively. It is interesting to note that Who’s 
Calling pioneered this class of solution and was the industry leader for many years. 
They now rank last at least when considered in the context of our requirements. 

 Although the outcome is consistent between approaches, and pairwise compari-
son is a much more rigorous technique, the panel of experts all agreed that the scaled 
evaluation was far more intuitive and allowed them to see how all the  elements 
related before submission —a characteristic that they really appreciated as a group. 

   Table 2.6    Summary of normalized and adjusted criteria   

 Provider 
 Implementation 
time (index) 

 Integration 
(0–5) 

 Reliability 
(index) 

 Additional 
features 
(0–5) 

 Competitive 
advantage 
(0–5) 

 Cost 
(index) 

 XO Communications   0.83  5  5.00  5  5   0.32 
 Call Fire   0.83  5  2.50  3  4   0.98 
 Dynamicic   5.00  1  1.25  0  1  10.20 
 Who’s Calling   3.33  2  2.50  2  0   1.85 
 Dial 800  10.00  1  1.25  0  1  18.10 
 Call Source   5.00  2  2.50  2  1   3.78 
 Customer Direct   5.00  2  0.83  1  2   1.48 
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 In the case of XO Communications they got top marks for integration, reliability, 
additional features, and competitive advantage. These scores were able to overcome 
the lowest ranks in the group for cost and implementation time. The high weights 
given to reliability really worked in their favor in this analysis. 

 The other interesting thing to note is that if we re-visit the scaled analysis and 
break-out the results for internal vs. external weights the ranking remains the same; 
suggesting a consistent view of the optimal solution from both sides of the fence. 
On the other hand, when comparing the results using the weights from the CEO 
alone we fi nd that Dial 800 rises to the top of the list. This is consistent with the high 
weights he gave to implementation time and cost—the two criteria where Dial 800 
leads the pack.   

    2.9 Other Considerations 

 One other thought to consider is that the evaluation of these solutions is based on a 
specifi c set of client requirements (e.g. 5 toll-free numbers, 200 min, and a specifi c 
set of features). If this basket of “required” features were to change then the out-
come might change as well. Say, for example, the use of this solution grew to the 
point that it required 2,000 min a month, then that would tend to favor those solu-
tions that a higher base level of minutes. 

 Since these solutions are independent, and we considered solutions with no more 
than a 12 month commitment, it may be possible that there is a chain of optimal 
solutions. In other words, this is the optimal solution for months 1–12; another 

Pairwise vs. Scaled Evaluation

Provider

XO Communications 0.215 1
3
4
7
2
5

0.158
0.127
0.092
0.199
0.125
0.193

0.219
0.160
0.124
0.093
0.194
0.126
0.094

−0.004
−0.002
0.003

−0.001
0.005

−0.001
0.0006

2
3
4
7
1
5
6

1
3
5 Decisions

Match
7
2
4
6

1
3
5
7
2
4
6

1
3
5
7
2
4
6

1
3
5
7
2
4
6

Call Fire
Dynamicic
Who’s Calling
Dial 800
Call Source
Customer Direct

XO Communications
Call Fire
Dynamicic
Who’s Calling
Dial 800
Call Source
Customer Direct 0.097 0.097

0.125 0.125
0.180 0.194
0.093 0.092
0.115 0.121
0.165 0.158
0.224 0.212

0.096
0.125
0.173
0.094
0.111
0.169
0.230

0.097
0.125
0.223
0.088
0.136
0.142
0.189

Provider

Pairwise
score

Rank

Rank Rank RankExternalInternal RankWilson
Scaled
score

Pairwise
adj score Diff Rank

   Table 2.7    Comparison of pairwise and scaled rankings       
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solution might rule for months 13–24; and another might be superior beyond that. 
Of course, the rapidly changing landscape of technology makes this a little hard to 
predict, but we may want to explore a “chain” of optimal solutions in future research. 

 The fi nal factor to take into account is that we did not make an adjustment for 
implementation risk in the solutions that required custom development. As noted 
earlier, software development schedules have a nasty habit of stretching out and 
consuming more time than anyone forecast—and that only considers the case where 
the project is actually delivered (Table  2.8 ).

   In fact, the Standish Group, in its 2009 Chaos report concludes that only 32 % of 
software projects are successful (on time, on budget, and include all the required 
features/functionality); 44 % were challenged (delinquent along one of these vec-
tors); and 24 % failed all together (canceled or never used) [ 6 ]. In further research 
work we would suggest adding an additional factor to compensate for the higher 
risk associated with custom develop—we know there is almost no implementation 
risk associated with turning on a private label version of Who’s Calling. 

 Finally, given the extremely large number of solutions in the market, this analy-
sis could be expanded to cover an even large group of vendors and offers. With that 
said, we did evaluate a representative sample of the different types of solutions 
available, these solutions meet the customer requirements, and the customer could 
still feel comfortable moving forward with this analysis; although the larger the 
investment, the longer the time commitment, the more essential it becomes that we 
include as many feasible solutions as we can.  

    2.10 Conclusion 

 Based on the current set of requirements, and the solutions available at the time of 
this analysis, XO Communications provides the best overall solution available. In 
this particular case, we reach this same conclusion whether we use the pairwise 
comparison method or the scaled ranking method; although our experts appeared to 
prefer the intuitiveness of the scaled ranking; and the project team appreciates the 
rigor associated with pairwise comparison. Additional research is still required, but 
it may be that in some cases where the number of criteria gets very large, an area 
where pairwise gets more challenging, that the scaled ranking provides a viable 
alternative. 

   Table 2.8    Software project outcomes 1994–2009   

 Standish Group fi ndings by year updated for 2009 

 1994  1996  1998  2000  2002  2004  2009 

 Succeeded (%)  16  27  26  28  34  19  32 
 Failed (%)  31  40  28  23  15  18  24 
 Challenged (%)  53  33  46  49  51  53  44 

  Source:    http://www.galorath.com/wp/software-project-failure-costs-billions-better-estimation-
planning-  can-help.php      
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 In this case reliability has the highest weighting which really played to the 
strength of the solution from XO Communications (along with others). This really 
helped offset the cost disadvantage of this solution. In the case where a company 
(client) is more cost sensitive, and is willing to trade reliability, competitive advan-
tage, integration, and additional features for cost and time to market, a solution such 
as Dial 800 that leads on these fronts might be another alternative to consider. 

 Regardless of which solution the company chooses today, they should continue 
to scan the market to be aware of changes to their requirements that might affect this 
choice, or emerging new technologies that would provide an even more effective 
solution.      

     Appendix 

 No.  Company name  Website address 

 1  XO Communications    www.xo.com     
 2  Call Fire    www.callfi re.com     
 3  Dynamicic    www.dynamicic.com     
 4  Who’s Calling    www.whoscalling.com     
 5  Dial 800    www.dial800.com     
 6  Call Source    www.callsource.com     
 7  Customer Direct    www.customerdirect.com     
 8  Integra Telecom    www.integratelecom     
 9  Answer Connect    www.answerconnect.com     
 10  Call Experts    www.callexpert.com     
 11  We Answer    www.weanswer.com     
 12  ansafone.com    www.ansafone.com     
 13  3COM    www.3com.com     
 14  Aastra Telecom    www.aastra.com     
 15  ADTRAN Inc.    www.aastra.com     
 16  Dialexia Communications Inc.    www.dialexia.com     
 17  Cisco Systems Inc.    www.cisco.com     
 18  Ring Central    www.ringcentral.com     
 19  E Voice    www.evoice.com/     
 20  My 1 Voice  www.my1voice.com 
 21  Free Voice    www.freevoicepbx.com     
 22  Fonality    www.fonality.com     
 23  freelineusa    www.freelineusa.com     
 24  Intelecom Solutions Inc.    www.intele-com.com     
 25  Talk Switch    www.talkswitch.com     
 26  All Worx Corp    www.allworx.com     
 27  MiTel    www.mitel.com     
 28  Vertical Communications    www.vertical.com     
 29  AVAYA Inc.    www.avaya.com     
 30  SOHOware    www.sohoware.com     
 31  Shoretel    www.shoretel.com     
 32  NEC Corp. of America    www.necwave.com     
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    Abstract     Site selection for a fabless fi rm is a key problem for global  semiconductor 
companies. The process of site selection for fi rms that are involved in research and 
development is infl uenced by many criteria. The model developed in this study high-
lights the most signifi cant criteria that have an impact on the fabless site selection. 
Some important criteria include: Engineering Talent, Market Development, Policy, 
Cost, and Communications. In this study, these criteria used in an Hierarchical Decision 
Model (HDM), along with their associated sub-criteria to select the most attractive site 
from several potential sites. Candidate sites considered for a fabless semiconductor 
company were: San Jose, Portland, Hsinchu, Tokyo, Haifa, and Stockholm. A brief 
background on fabless fi rms worldwide with all the criteria and sub criteria is dis-
cussed. The pairwise comparison method was utilized to quantify expert opinions from 
the semiconductor industry on fabless site selection. Some data from the literature, such 
as data regarding engineering talent and market development, was extracted from vari-
ous sources, normalized, and incorporated into the HDM model. The fi ndings indicated 
that San Jose, Portland and Hsinchu are the most attractive locations for fabless fi rms.  
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3.1         Introduction 

 Research and development activities provide an important input for any industry. 
A fabless fi rm provides design to a semiconductor manufacturing fi rm. In the early 
1980s, all semiconductor fi rms were vertically integrated with design fi rms [ 1 ]. In 
1987, TSMC created its own fab, which became the world’s fi rst dedicated semi-
conductor foundry. This created a new opportunity for a “fabless industry,” in which 
alliances could be formed between foundries supplying chip design and manufac-
turing semiconductor that did not own foundries. Fabless fi rms gained momentum 
and spread across North America, Asia, Europe, and Israel. From 1991 to 1996, 
fabless fi rms’ revenue grew signifi cantly: From one billion dollar to six billion dol-
lars per year. In the year 2000, fabless fi rms had 76 % of worldwide market share, 
with 20 billion dollars in total revenue. There were 700 fabless fi rms, which soon 
grew to 1,500. Of these fi rms, 650 were in North America and 500 were in Asia. 

 Table  3.10  in  Appendix 1  shows that the fabless integrated circuit (IC) design 
sector grew only 27 % in 2010, while the overall semiconductor industry grew by 
31 % [ 2 ]. Fabless fi rms had a 4 % higher growth in 2011 than in 2010 [ 3 ]. There are 
many fi rms which have announced they will open new branches worldwide. 
Qualcomm opened a new branch in Cairo, Egypt in 2012 [ 4 ]. In 2011, MediaTek, 
Taiwan’s biggest chip design fi rm, acquired Ralink, which then moved its headquar-
ters from Cupertino California to Hsinchu, Taiwan [ 5 ]. This research assesses the 
decision making process in order to select the location for fabless fi rms using an 
HDM model that evaluates alternatives based on critical criteria and sub-criteria. 

3.1.1     Research Questions 

•     Which location would be the best for fabless fi rms?  
•   What criteria would be most appropriate for selecting a location for a fabless 

fi rm?  
•   How will each criterion impact the decision making process?      

3.2     Methodology 

 This paper uses an Hierarchical Decision Model for selecting a location for fabless 
fi rms. In order to have a quality decision process, a multi-criteria model has been 
developed. The model development process began with a literature review. A four- 
level HDM model was then developed to evaluate the alternatives for selecting a 
location for fabless fi rms. The nature of the model allows complex decisions to be 
built from a hierarchy that starts with the overall objective, and then examines cri-
teria, sub-criteria and alternatives. As described in the introduction, there are many 
criteria and sub criteria that affect the site selection process of fabless for global 
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fabless semiconductor companies. However, fi ve key criteria were identifi ed and 
used in the second level of the model. On the third level, each criterion, sub criteria 
have been defi ned, and on the fourth level, seven cities were considered as the loca-
tion alternatives. This approach was assumed for the sake of simplicity and minim-
izing the number of pairwise comparisons—i.e. the complexity of the model is 
proportional to the number of elements in each level of the model, which also affects 
the length of the pairwise comparison survey. At the top level of the model, the main 
objective of this study is deciding on a site for the location of a hypothetical fabless 
fi rm. All of the subsequent levels in the model support the main objective, starting 
with the criteria and sub criteria, all the way down to the lowest level—the alterna-
tives    (Fig.  3.1 ).

3.2.1       Content Validation 

 Feedback was received from the experts, providing comments on the criteria and 
sub-criteria developed from the literature. Interdependency patterns were recog-
nized by the experts in the survey as well as some redundancy in the sub-criteria. For 
example, human resources cost was part of operating cost; thus, comparison between 
human resources costs and operating costs is redundant. Cost is a complex criterion 
and there could be unnecessary inconsistency in the fi nal result due to cost sub-cri-
teria. It is also diffi cult to get assessments for return of investment for fabless fi rms. 
For example, costs in fabless processes are considered to be sunk costs if the project 
is unsuccessful. It takes 2–3 years to fi nd out if there is a product to sell. Therefore, 
the experts suggested having cost as a standalone criterion without any sub-criteria. 

  Fig. 3.1    Initial HDM based on literature       
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Cost can be compared with other criteria and with respect to the  objectives. 
Additionally, alternatives can be evaluated with respect to each other and to cost 
without passing through any sub-criteria under the cost element of the model. Experts 
also commented on the policy sub-criteria. They noticed that some sub- criteria under 
policy seem to be redundant and not signifi cant to the process of pairwise compari-
son regarding the policy infl uence of site selection. For instance, government regula-
tion and bureaucratic barriers are interrelated. Thus, the sub- criteria under policy 
have been reduced to only two: openness to trade and intellectual property protec-
tion. Those were deemed to be the most signifi cant criteria for policy aspects of 
global site selection. The following model is an optimized and modifi ed version of 
the model after feedback of the experts (Fig.  3.2 ).

3.2.2        Model Organization 

 A variety of literature was reviewed in order to defi ne criteria and sub-criteria for 
the location of fabless fi rms. 

3.2.2.1     First Level: Objective 

 The fi rst level represents the objective of this study: Site selection of fabless fi rms.  

  Fig. 3.2    Modifi ed HDM based on expert feedback       
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3.2.2.2     Second Level: Criteria 

 The second level consists of fi ve criteria: Engineering Talent, Market Development, 
Policy, Cost, and Communications. The sub-criteria were grouped under these cri-
teria defi ned from the literature review. 

 Engineering talent is an important criterion. Fabless fi rms need highly qualifi ed, 
educated personnel who can perform research using the latest tool and technologies 
to develop state of the art designs in semiconductors. Market Development is 
another criterion that is very important, due to globalization and cost competitive-
ness. The Asian market is developing due to its huge domestic consumer base, such 
as in China, India, and Middle East. Every fi rm wants to show their presence in 
these markets in order to take advantage of the ecosystems developed by the semi-
conductor industry. However, policies regarding entering a country for doing busi-
ness vary widely. There are some countries that are open to doing business and have 
policies to support friendly foreign direct investment. However, many others have 
barriers for bureaucratic and political reasons. On the one hand, stringent policies 
could be one of the most important criteria in deciding the location of a fabless fi rm. 
But, on the other hand, lower cost could be an even more attractive criterion for 
opening a fabless fi rm. 

  Cost : Total cost assessment requires a holistic view of costs across the enterprise 
over time, including direct and indirect cost elements [ 6 – 8 ]. Cost competitiveness is 
the core strength in order to deliver high quality design using talent from local areas 
with developed ecosystems, such as Taiwan or China. Both countries are low cost 
providers of engineering talent. However, costs for software design in semiconduc-
tors are higher than those for hardware design. Some of this is due to an increase in 
applications for multimedia phones, but a scarcity of software designers in West, 
and availability of clusters of semiconductor industries makers Asian market that 
are more favorable for fabless fi rms. It has become increasingly costly to bring 
people from diverse locations. 

 Communications could be categorized as transfer of goods, transfer of people, 
and transfer of ideas. On the basis of the above criteria, in fabless fi rms there could 
be movement of people from place to place for face to face communications and 
transfer of ideas through virtual meetings.  

3.2.2.3     Third Level: Sub Criteria 

  Sub Criteria for Engineering Talent  

  Proximity to Universities  [ 1 ]: Excellent graduate and post graduate student are a 
basic requirement for R&D fi rms. This is equally applicable to fabless fi rms, in 
which highly competent individual are required in order to perform research and 
product development. Proximity to good universities that are providing programs in 
relevant fi elds is thus a critical issue for fabless fi rms. 
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  Attractive to Skilled Professional : Industries usually cluster around the cities to take 
advantage of talent pools [ 1 ,  9 ]. Additionally, engineers often look for the cities 
where they can switch between similar companies. Cities need to have good reputa-
tions within the technical community to be attractive for skilled professionals. 

  Quality of Life : There are different dimensions which can be discussed for quality 
of life such, as health services, cost of living, housing, personal services, recre-
ational facilities, living environment, educational services, crime, and cultural 
facilities [ 1 ]. 

  Culture of Innovation : Culture of innovation is an important concern and also a 
signifi cant criteria for managers [ 10 ]. Fabless fi rms require a greater number of 
people who can do research and can turn research into innovation. For managers, 
innovation concern for an R&D location is 50 % higher than for experts who are 
non-managers. 

  Sub Criteria under Market Development  

  Proximity to Headquarters : Proximity to headquarters facilitates communication, 
especially for R&D, marketing, and manufacturing. Intraorganizational dislocation 
could be a reason for failure of an organization and barriers to innovation [ 11 ]. 88 % 
of American organizations have their R&D facility close to their headquarters. 
Since fabless fi rms are involved in R&D activities to greater extent than most other 
high technology companies, proximity to headquarters is an important factor for site 
selection. 

  Proximity to Foundries : Fabless fi rms rely on contract manufacturers to produce 
their designs [ 9 ]. Fabless semiconductor fi rms have been home to innovation for 
many fast growing industries in the computer and communication industries. 
Proximity to foundries can increase the source of production for competitive prod-
ucts by securing committed capacity and scheduling new products from foundry 
fi rms with shorter delivery times. 

  Access to Venture Capital : Young fabless fi rms require seed capital in order to estab-
lish new locations. The reputation of an area and success of previous entrepreneurs 
adds value for venture capital possibilities. These locations also attracts 
entrepreneurship- minded scientists and scholars [ 12 ]. 

  Relationship to Competitors and Alliances : Strategic alliances are important criteria 
for fabless fi rms [ 1 ,  10 ,  13 ]. Firms accumulate the experience of local engineers to 
build up their own technological capabilities. Relationships with competitors 
increases the competitiveness of innovation and shortens delivery times for new 
designs. Alliances with equipment vendors improves their process technology. 

  Shift to Asian Market/ Market Growth Trend : Chip design is a process that creates 
the greatest value in the electronics industry [ 6 ,  14 ]. It has remained heavily concen-
trated in the United States. However, increasing domestic market development indi-
cates bigger opportunity for new location of fabless fi rms to capture market share. 
Companies like General Electric, Harris Corp., IBM, Mitsubishi and Motorola 
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started shifting their manufacturing activities to less expensive facilities in Taiwan, 
Malaysia, Singapore or China back in 2002. Table  3.11  in  Appendix 1  shows that 
recently there have been an increasing number of Asian countries with steep growth 
for fabless fi rms. 

  Sub Criteria under Policy  

  Intellectual Property Protection : This criterion is closely linked with R&D activity 
[ 10 ]. Weak patent regimes could be a point for concern for a fabless fi rms in order 
to remain innovative with new designs. Intellectual property protection could play a 
signifi cant role in deciding the location of fabless fi rms. 

  Openness of the Trade Regime : Restrictive trade regimes could be harmful, because 
of diffi culties in activities, such as importing equipment, hiring personnel, and run-
ning the operations of a fi rm [ 10 ]. However, open trade regimes could provide a 
friendly market opportunity. This also helps in recognizing the demand for designs 
by consumer in that particular area. 

  Sub Criteria under Communication  

  Highway Transport  :  In order to minimize travel time to the location of fabless fi rms, 
effi cient highway transport system is necessary [ 1 ]. Effi cient highway  transport sys-
tem would reduce many key inconveniences. 

  Air Transportation : Face-to-face communications with alliances and fi nancers is a 
signifi cant activity for a business [ 1 ]. However, for fabless fi rms, transfer of ideas is 
sometimes diffi cult. Therefore, transfer of people, coupled with transfer of ideas, 
could be achieved with good airport transportation systems in an area. 

  Collaborative Tools : Organizations have become more distributed nowadays [ 15 ]. 
Virtual meetings are taking place most organizations, in order to reduce travel time 
and costs. Collaborative tools, such as teleconferencing and videoconferencing, 
remove the necessity travel overseas. Face-to-face meetings with customers, clients, 
and suppliers could be replaced with these virtual collaborative tools.  

3.2.2.4     Fourth Level: Alternatives 

 Organizations engaged in establishing fabless fi rms that design semiconductor pro-
cesses face a multitude of criteria which drive their location selection. These include 
the availability of researchers, engineers, and scientists who need a location where 
they can have good quality of life. Professional scientists and engineers want to live 
in cities where the amenities they value are available [ 1 ], costs are reasonable, their 
intellectual curiosity is fulfi lled [ 10 ], and good schools are available for their chil-
dren [ 1 ]. These companies also need to look at operating costs as a critical compo-
nent of site selection and location retention. The other criteria for site selection are 
the availability university ecosystems and a cluster of other fabless companies and 
foundries. Government policy and market development trends are also criteria that 
impact the decision for the location of a fabless fi rm. 
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 Based on these criteria, we selected six cities geographically dispersed on three 
continents for comparison. These cities are San Jose, CA; Stockholm, Sweden; 
Tokyo, Japan; Portland, OR; Hsinchu, Taiwan; and Haifa, Israel. 

  San Jose and Portland  have a cluster of semiconductor industries and fi rst-rate 
university ecosystems. The culture of innovation in the US is unparalleled in the 
rest of the world. Innovations originating from the US in the last century have had 
signifi cant impacts on most of the high technology companies in the world. San 
Jose has large numbers of existing fabless fi rms [ 16 ]. Portland has also its share of 
high technology companies. For instance, Intel has its largest development fab in 
Portland [ 17 ]. 

  Stockholm  is also a city where many high technology industries operate. It has a 
developed university ecosystem coupled with quality of life which could attract 
engineers and scientists; an important criterion for the location of fabless fi rms [ 18 ]. 

  Japan  is a third biggest economy in the world, surpassed only by the US and 
China. Tokyo has many research facilities for semiconductor technology. Japan sup-
plies more than 40 % of global NAND fl ash memory chips [ 19 ]. Japan is also a big 
supplier of chips that goes into electronic devices, such as smartphones, tablets, and 
PC’s [ 20 ]. The culture of innovation, coupled with clusters of universities in Tokyo, 
makes it a good candidate for fabless fi rm location [ 21 ]. 

  Taiwan  is a major area for foundries. Many semiconductor industries operate 
there. For instance, recently Intel invested in ASPEED Technology Inc., a fabless 
company, to expand the company’s research and development team and extend its 
cloud computing solutions [ 22 ]. Hsinchu has a large cluster of semiconductor com-
panies, due to the presence of foundries, such as TSMC, UMC, Vanguard, and Win 
Semiconductors [ 13 ]. 

  Israel  is a country where many semiconductor companies are located. Among 
the three types semiconductor industries, fabless fi rms are most prominent in Israel 
[ 23 ]. Multinationals companies, such as Intel, Marvell, Freescale (Motorola), Texas 
Instruments, and Broadcom have operations in Israel. In addition, established local 
fi rms include Mellanox, DSP Group, EZchip, and Broadlight. Start-up fi rms, like 
Siverge, Siano, Altair, and Anobit are also involved in the fabless industry. Israel’s 
policies are also conducive for high tech companies [ 23 ]. Therefore, Haifa was 
selected as one leading alternative for fabless fi rm location in this study.    

3.3     Data Collection 

 After fi nalizing the model, the data quantifi cation survey instrument was created to 
investigate the opinions of nine experts from different organizations in the semicon-
ductor industry. Six responses were received. There were three experts from Intel, 
one expert from academia (who used to be a VP at Samsung), one expert from LSI 
logic, and one expert from Applied Materials. This panel of experts was chosen 
due to their wide knowledge, and for their many years of experience in the fi eld of 
semiconductor manufacturing. The experts worked for companies that vary in size 

N. Jeena et al.



51

and represent the global cultural diversity. The low level of inconsistency in  pairwise 
comparisons indicates that most of these experts in the fi eld of semiconductor 
research and production generally were in agreement with each other these issues 
for the location of fabless fi rms. 

 The survey consisted of pairwise comparisons of the fi ve criteria with respect to 
the objectives, pairwise comparison of the sub-criteria with respect to the criteria, 
and pairwise comparisons for the alternatives with respect to the sub-criteria. Some 
of the sub-criteria were removed from the survey based on the experts’ feedback. 

3.3.1     Quantitative Sub Criteria and Assumptions 

  Sub-criteria “Proximity to University”  

 The number of universities in each city is a quantitative criterion which can be 
found through online researches [ 24 – 29 ]. A scoring method was applied to evaluate 
each alternative, as shown below:

•    For cities with 1–10 universities, the score is 1.0.  
•   For cities with 11–20 universities, the score is 2.0.  
•   For more than 20 universities, the score is 3.0.   

 Alternatives  San Jose  Stockholm  Tokyo  Portland  Hsinchu  Haifa 

 Score  3  2  3  2  3  1 

    Sub-criteria “Proximity to Foundries”  

 Similar to universities, the number of foundries in each alternative region can be 
found through online research [ 30 ]. Stockholm does not have any foundries. 
However, assumptions have been made because of the defi nition for the sub-criteria. 
Germany is the closest country to Sweden that has two foundries. Similarly, for 
Tokyo, Hsinchu and Haifa, the total number of foundries in their respective coun-
tries has been considered. However, for San Jose and Portland, the total number of 
foundries has been considered for these metro areas themselves.

 Alternatives  San Jose  Stockholm  Tokyo  Portland  Hsinchu  Haifa 

 Number of foundries  2  2  3  2  4  2 

    Sub-criteria “Market Growth Trend”  

 The growth rate of each alternative is calculated based on the growth rate of each 
country [ 23 ,  31 ]. Countries such as Taiwan, Japan, Israel, and Sweden are relatively 
smaller than the United States. Therefore, each country’s growth in fabless semi-
conductor design is considered based on growth within the city.

 US  Europe  Japan  Taiwan  Israel 

 8.5 %  2 %  2 %  15 %  5 % 
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    Sub-criteria “Relationship with competitor/Alliances”  

 All the alternatives are scored equally due to fact that this sub criteria depends 
 heavily on the type of company. The company could be either a small fi rm investing 
in a new area, looking for a low cost region; or it could be a large fi rm, looking for 
market presence in a new area. It could be a new fi rm that is looking for established 
ecosystems for education and suppliers, along with low cost. Therefore, in this 
study, all the alternatives were believed to have equal weight with respect to this 
sub-criterion, since there is no basis to correlate cities with “Relationship with 
Competitor/Alliances.” 

  Reverse Criteria “Cost”  

 The survey for the cost criteria is based on the premise that, the higher the cost, the 
higher the score. As a result, the most expensive alternative gets the highest score. 
But, the nature of the location selection problem requires that the cheapest alterna-
tive get the highest score. To manage this, one more “reverse” step is inserted before 
the normalization step. A reciprocal is calculated for the original score from the 
pairwise comparison of each alternative. The results are normalized as the fi nal 
score for the cost criterion (Table  3.1 ).

   
Reverse Score =

1

Original Score
for every alternative

   

3.4        Results and Discussions 

 After gathering the expert inputs from the survey, the model produced the follow 
results for the six alternatives: Hsinchu, 18.8 %; San Jose, 18.6 %; and Portland, 
18.4 %. Looking at these numbers, it is clear that these three cities received nearly 
equal weight for fabless fi rm location. Hsinchu is rated by the experts as a low cost 
location. Additionally, Hsinchu is very similar to San Jose and Portland for criteria 
such as engineering talent, quality of life, and openness to trade. San Jose has the 
highest score for sub-criteria including engineering talent, access to venture capital, 
and openness to trade. Portland has the highest score for quality of life and highway 
transportation. For other sub-criteria, San Jose and Portland are very close, except 
access to venture capital (Fig.  3.3 , Tables  3.2  and  3.3 ).

   Table 3.1    Cost criterion   

 Cost 

 Alternatives 

 Sum  San Jose  Stockholm  Tokyo  Portland  Hsinchu  Haifa 

 Mean  0.20  0.23  0.22  0.15   0.09   0.10 
 Reverse  5.0  4.3  4.5  6.7  11.1  10.0  41.7 
 Normalized  0.12  0.10  0.11  0.16   0.27   0.24 
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  Fig. 3.3    Alternatives for fabless location       

  Table 3.2    Performance 
for alternatives  

 Performance Level  Alternatives 

 High  San Jose 
 Portland 
 Hsinchu 

 Medium  Haifa 
 Low  Stockholm 

 Tokyo 

   Table 3.3    Final score of alternatives on all criteria and sub-criteria   

 Sub-criteria  San Jose  Stockholm  Tokyo  Portland  Hsinchu  Haifa 

 Proximity to university  0.0085  0.0057  0.0085  0.0057  0.0085  0.0028 
 Attract skilled professional  0.0239  0.0105  0.0134  0.0211  0.0144  0.0115 
 Quality of life  0.0178  0.0151  0.0098  0.0214  0.0160  0.0089 
 Culture of innovation  0.0246  0.0113  0.0164  0.0235  0.0133  0.0133 
 Proximity to headquarter  0.0017  0.0017  0.0017  0.0017  0.0017  0.0017 
 Proximity to foundries  0.0034  0.0034  0.0051  0.0034  0.0067  0.0034 
 Competitor/alliances  0.0033  0.0033  0.0033  0.0033  0.0033  0.0033 
 Access to venture capital  0.0122  0.0026  0.0053  0.0053  0.0033  0.0043 
 Market growth trend  0.0048  0.0011  0.0011  0.0048  0.0085  0.0028 
 Openness to trade  0.0140  0.0098  0.0112  0.0126  0.0119  0.0112 
 Intellectual property  0.0152  0.0144  0.0144  0.0144  0.0088  0.0120 
 Cost  0.0336  0.0292  0.0305  0.0448  0.0747  0.0672 
 Highway transport  0.0099  0.0089  0.0079  0.0109  0.0064  0.0054 
 Air transport  0.0091  0.0073  0.0086  0.0077  0.0068  0.0059 
 Collaborative tools  0.0038  0.0035  0.0033  0.0038  0.0035  0.0042 
 Final score  0.186  0.128  0.140  0.184  0.188  0.158 
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     Our model predicts that engineering talent has the highest impact on location 
selection for a fabless fi rm (33 %). Cost (28 %) is the second most important crite-
rion. Market Development, Policy, and Communications have relatively similar 
impacts (Fig.  3.4 ).

    Results for Criteria and Sub-Criteria  

 Table  3.4  shows that Culture of Innovation has the highest score under engineering 
talent. This makes sense, as fabless industries require highly educated personnel 
in order to be competitive. As far as market development is concerned, the 
results indicates that access to venture capital has the highest score for a new fi rm. 

  Fig. 3.4    Criteria score       

   Table 3.4       Final weights using HDM model for criteria and sub criteria   

 Criteria 

 Engineering 
talent  Market development  Policy  Cost  Communication 

  0.33   0.11  0.15   0.28   0.13 

 Sub- criteria 
under 
each 
criteria 

 Proximity to 
university 

 Proximity to 
headquarter 

 Openness 
to trade 

 Highway transport 

 0.0396  0.0099  0.07  0.0494 
 Attract skilled 

professional 
 Proximity to 

foundries 
 Intellectual 

property 
 Air transport 

 0.0957  0.0253  0.08  0.0455 
 Quality of life  Competitor/alliances  Collaborative tools 
 0.0891  0.0198   0.0221  
 Culture of 

innovation 
 Access to venture 

capital 
  0.1023    0.0330  

 Market growth trend 
 0.0231 
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However, for an established fi rm, proximity to foundries and market growth trend 
would be more important. This is especially true with shift in Asian markets to take 
advantage of well-established ecosystem for fabless fi rms, such as supply chain 
systems for tools required for fabless fi rms and availability of innovative engineer-
ing talent at low cost. Under policy, openness to trade and intellectual property are 
equally important. It is surprising to see that collaborative tools have the lowest 
score under communications. The low score of collaborative tools is indicator of 
the fact that even in today’s information age, face-to-face meetings still remain the 
preferred mode of communication. Table  3.5  summarizes the impact level of each 
sub criteria on each alternative (Fig.  3.5 ).

  Table 3.5    Impact level 
of sub criteria  

 Impact level  Sub-criteria 

 High  Attract skilled professional 
 Quality of life 
 Culture of innovation 

 Medium  Openness to trade 
 Intellectual property 
 Highway transport 
 Air transport 
 Proximity to university 

 Low  Proximity to headquarter 
 Proximity to foundries 
 Competitor/alliances 
 Access to venture capital 
 Market growth trend 
 Collaborative tools 

  Fig. 3.5    Comparisons of sub criteria       
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      Horizontal Comparison of Alternatives by Sub-criteria  

  Attract skilled professionals : San Jose and Portland are the cities that have high rat-
ings for attracting skilled professional. Stockholm and Haifa have the lowest rating 
in this sub-criterion. It is surprising to see that Stockholm, which is in the second 
position for higher education, has a low level of attraction for skilled professionals. 
There are a number of semiconductor fi rms that have opened branches in Stockholm 
due to its clean environment and excellent higher education system. However, the 
expert panel did not believe that this will be a suffi cient reason to attract profes-
sional labor compared to Portland or San Jose. Israel also has several well-known 
universities. However, political instability makes it less attractive for many skilled 
professional (Fig.  3.6 , Table  3.6 ).

     Culture of Innovation : Portland and San Jose performed the best in this sub- 
criterion, followed by Tokyo, Haifa and Hsinchu. Stockholm performed poorly 
compared to other alternatives. Number of higher education institutions is a factor 
which makes a city a good candidate for culture of innovation. Therefore, it is 
 surprising to see these results for culture of innovation. Portland has score of 2 for 
number of universities, which indicates that it has 10–20 higher education institutions. 

  Fig. 3.6    Alternative score of sub-criteria—attracting skilled professional       

  Table 3.6    Performance of 
alternatives for sub-criteria of 
attract skilled professional  

 Performance level  Alternatives 

 High  San Jose 
 Portland 

 Medium  Tokyo 
 Hsinchu 

 Low  Stockholm 
 Haifa 
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Tokyo, Hsinchu, and San Jose have score of 3, indicating that all three cities have 
more than 20 higher education institutions in the surrounding area (Fig.  3.7 , 
Table  3.7 ).

     Access to Venture Capital : San Jose tops the list for access to venture capital. Tokyo 
and Portland are medium level. Others are slightly lower. There is a decreasing 
trend for accessing venture capital in the US, due to the economic crisis that began 
in 2008. However, a culture of innovation and a good higher education system, 
makes the US more attractive compared to any other country in the world. It will be 
interesting to see the results after 5–10 years. Will San Jose and Portland will remain 
at top in the list? (Fig.  3.8 , Table  3.8 )

     Cost : Hsinchu and Haifa are at the top of the list of preferred locations with regards 
to the cost criteria for the location of fabless fi rms. Hsinchu has low cost labor 
pools, low cost of living, and established ecosystems for the semiconductor indus-
try. Haifa has low costs and good relationships with the US, but political instability 
and the threat of war in the region tend to make this city less attractive for fabless 
fi rms (Fig.  3.9 , Table  3.9 ).

  Fig. 3.7    Alternative score of sub-criteria culture of innovation       

  Table 3.7    Performance of 
alternatives under the 
sub-criteria of culture of 
innovation  

 Performance level  Alternatives 

 High  San Jose 
 Portland 

 Medium  Tokyo 
 Low  Stockholm 

 Hsinchu 
 Haifa 
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  Fig. 3.8    Alternative score of sub-criteria—access to venture capital       

  Table 3.8    Performance of 
alternatives under the 
sub-criteria of venture capital  

 Performance level  Alternatives 

 High  San Jose 
 Medium  Tokyo 

 Portland 
 Low  Stockholm 

 Hsinchu 
 Haifa 

  Fig. 3.9    Alternative score of criteria—cost       
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     Vertical Comparison of Sub-criteria for each Alternative  (Fig.  3.10 )

    Hsinchu : Leads the list. It has excellent Market Growth, Costs, and Proximity to 
Foundries. The disadvantages are Access to Venture capital and Intellectual Property 
(Fig.  3.11 ).

    San Jose : Is excellent in the Access to Venture capital sub-criteria and also performs 
well in Culture of Innovation, Attracting Skilled Professionals, Proximity to 
Universities, and the sub-criteria under Policy and Communications. Cost is the 
only point that has a low rating (Fig.  3.12 ).

    Portland : has good scores for all the sub-criteria and performs well in Attracting 
Skilled Professionals, Quality of Life, Culture of Innovation, and Highway 
Transport.

•     Appendix 2  has detailed analyses of the horizontal and vertical comparisons for 
all the other alternatives.  

•    Appendix 3  includes results for pairwise comparisons done by experts.     

  Table 3.9    Performance of 
alternatives under the 
sub-criteria of—cost  

 Performance level  Alternatives 

 High  Hsinchu 
 Haifa 

 Medium  Portland 
 Low  Stockholm 

 San Jose 
 Tokyo 

  Fig. 3.10    Scores of all sub-criteria for alternative—Hsinchu       
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3.5     Conclusions 

 The following conclusions have been made as a result of this research study:

•    Engineering Talent has the highest impact on location selection for fabless fi rms. 
This will be a challenge for less developed countries, as they have limited pools 
of talented scientists and engineers. It also indicates that companies have to 

  Fig. 3.11    Scores of all sub-criteria for alternative San Jose       

  Fig. 3.12    Scores of all sub-criteria for alternative—Portland       
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locate fabless fi rms where professional employees are available or in places 
where there are high incentives for professional employees to relocate.  

•   Cost has the second highest impact on location selection for fables fi rms. 
Countries that want to attract fabless fi rms should fi nd a way to reduce the cost 
of operations for these fi rms, including possible tax incentives.  

•   In the Market Development category, access to venture capital is the most impor-
tant criteria for the selection of a location for fabless fi rms. However, this will 
vary according to the size of the company and also if a fi rm is either a new entrant 
or existing player in the fabless industry.  

•   Under the Policy criterion, both its sub-criteria had equal weight. However, it is 
important to note that Openness to Trade and Intellectual Property Protection are 
extremely import for securing innovative ideas and remaining competitive.  

•   In the Communications category, Highway and Air Transportation had higher 
weight than Collaboration Tools for site selection, which indicates that face-to- 
face communication is preferred over virtual meetings for process design and 
R&D activities.    

 Overall, the sub-criteria Attracting Skilled Professionals, Quality of Life, and 
Culture of Innovation have the highest impact. The sub-criteria Openness to Trade, 
Intellectual Property Protection, Highway Transport, Air Transport, and Proximity 
to Universities have medium level impacts. The sub-criteria Proximity to 
Headquarters, Proximity to Foundries,    “Competitor/Alliances”, Access to Venture 
Capital, Market Growth Trend, and Collaborative Tools had low impacts on the fi nal 
alternatives. 

 This research created a generic model for location selection of a fabless semicon-
ductor R&D fi rm. It used an Hierarchical Decision Model. This paper has discussed 
a detailed decision making process by identifying fi ve key criteria and sub-criteria. 
However, the results may vary from company to company, according to the priori-
ties that are set and by changing the weights for criteria and sub-criteria. There is 
trend in the semiconductor R&D industry for companies to prefer to acquire a fi rm, 
rather than to create a new fi rm. This gives leverage for existing market, time, 
money saved on human resources, and utilization of existing supply chains. Cost is 
an important criterion, which has the second highest weight in this research. This 
research could be extended with a separate model for the Cost criteria, which could 
be used for Make or Buy Decisions for fabless fi rms. This research provides a tool 
for decision making process for fabless fi rms which could be readily applied for any 
fabless company using experts in their respective fi elds.      
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      Appendix 1 

   Table 3.10    Top 20 semiconductor sales leaders   

 2011 
rank 

 2010 
rank 

 2009 
rank  Company  Headquarters 

 2009 
($M) 

 2010 
($M) 

 % 
Change 

 2011 
($M) 

 % 
Change 

 1  1  1  Qualcomm  U.S.  6,409  7,204  12 %  9,910  38 % 
 2  2  3  Broadcom  U.S.  4,271  6,589  54 %  7,160  9 % 
 3  3  2  AMD  U.S.  5,403  6,494  20 %  6,568  1 % 
 4  6  5  Nvidia  U.S.  3,151  3,575  13 %  3,939  10 % 
 5  4  6  Marvell  U.S.  2,690  3,592  34 %  3,445  −4 % 
 6  5  4  MediaTek  Taiwan  3,500  3,590  3 %  2,969  −17 % 
 7  7  7  Xilinx  U.S.  1,699  2,311  36 %  2,269  −2 % 
 8  8  10  Altera  U.S.  1,196  1,954  63 %  2,064  6 % 
 9  9  8  LSI Corp.  U.S.  1,422  1,616  14 %  2,042  26 % 

 10  10  11  Avago  Singapore  858  1,187  38 %  1,341  13 % 
 11  13  12  MStar  Taiwan  838  1,065  27 %  1,220  15 % 
 12  11  13  Novatek  Taiwan  819  1,149  40 %  1,198  4 % 
 13  15  16  CSR  Europe  601  801  33 %  845  5 % 
 14  12  9  ST-Ericsson a   Europe  1,263  1,146  −9 %  825  −28 % 
 15  16  15  Realtek  Taiwan  615  706  15 %  742  5 % 
 16  17  17  HiSilicon  China  572  652  14 %  710  9 % 
 17  27  67  Spreadtrum  China  105  346  230 %  674  95 % 
 18  19  19  PMC-Sierra  U.S.  496  635  28 %  654  3 % 
 19  18  14  Himax  Taiwan  693  643  −7 %  633  −2 % 
 20  21  –  Lantiq  Europe  0  550  N/A  540  −2 % 
 21  33  30  Dialog  Europe  218  297  36 %  527  77 % 
 22  22  21  Silicon Labs  U.S.  441  494  12 %  492  0 % 
 23  29  20  MegaChips  Japan  445  337  −24 %  456  35 % 
 24  23  24  Semtech  U.S.  254  403  59 %  438  9 % 
 25  24  23  SMSC  U.S.  283  397  40 %  415  5 % 

 Top 25 total  –  –  38,242  47,733  25 %  52,076  9 % 
 Non-top 25 fabless  –  –  11,091  14,781  33 %  12,811  −13 % 
 Total fabless  –  –  49,333  62,514  27 %  64,887  4 % 

   Source : Company reports, IC Insights’  Strategic Reviews Database  
  a Represents the 50 % share not accounted for by ST  
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            Appendix 2: Results of Alternative Score on Criteria 
and Sub-Criteria 

 Alternatives have been analyzed horizontally and vertically in order to know the 
how each sub criteria is affecting alternatives. Additionally effect on alternative will 
be different if location for fabless R&D fi rm are changed due to change in weight 
for criteria and sub criteria 

  Quality of Life : Portland exceeds all other alternatives. Due to Portland’s environ-
ment friendly policies and good available infrastructure for semiconductor makes 
this city perfect candidate for quality of life. San Jose, Stockholm and Hsinchu are 
at medium level. Tokyo and Haifa are low in the sub-criteria. Tokyo low rating could 
be attributed to high density population, and high cost of living (Fig.  3.13 , Table  3.12 ).

   Table 3.11    Top 20 semiconductor sales leaders ranked by growth   

 2011 rank  Company  Headquarters  2010 ($M)  2011 ($M)  % Change 

 1  Spreadtrum  China  346  674  95 % 
 2  Dialog  Europe  297  527  77 % 
 3  Qualcomm  U.S.  7,204  9,910  38 % 
 4  MegaChips  Japan  337  456  35 % 
 5  LSI Crop.  U.S.  1,616  2,042  26 % 
 6  MStar  Taiwan  1,065  1,220  15 % 
 7  Avago  Singapore  1,187  1,341  13 % 
 8  Nvidia  U.S.  3,575  3,939  10 % 
 9  HiSilicon  China  652  710  9 % 

 10  Semtech  U.S.  403  438  9 % 
 11  Broadcom  U.S.  6,589  7,160  9 % 
 12  Altera  U.S.  1,954  2,064  6 % 
 13  CSR  Europe  801  845  5 % 
 14  Realtek  Taiwan  706  742  5 % 
 15  SMSC  U.S.  397  415  5 % 
 16  Novatek  Taiwan  1,149  1,198  4 % 
 17  PMC-Sierra  U.S.  635  654  3 % 
 18  AMD  U.S.  6,494  6,568  1 % 
 19  Silicon Labs  U.S.  494  492  0 % 
 20  Himax  Taiwan  643  633  −2 % 
 21  Xilinx  U.S.  2,311  2,269  −2 % 
 22  Langiq  Europe  550  540  −2 % 
 23  Marvell  U.S.  3,592  3,445  −4 % 
 24  MediaTek  Taiwan  3,590  2,969  −17 % 
 25  ST-Ericsson a   Europe  1,146  825  −28 % 

 Top 25 total  47,733  52,076  9 % 
 Non-top 25 fabless  14,781  12,811  −13 % 
 Total fabless  62,514  64,887  4 % 

   Source : Company reports, IC Insights’  Strategic Reviews Database  
  a Represents the 50 % share not accounted for by ST  
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     Market Growth Trend : Hsinchu exceeds all others greatly. Portland and San Jose are 
nearly at same level. Performance of Stockholm and Haifa is not very attractive for 
opening a fabless fi rm in these cities (Fig.  3.14 , Table  3.13 ).

     Intellectual Property : Hsinchu rated lowest. Haifa is the second lowest alternative. 
Others are on the same level in performance in the sub-criteria (Fig.  3.15 , Table  3.14 ).

     Vertical Comparison of Sub-criteria for each Alternative  (Fig.  3.16 )

    Stockholm : is good at Quality of Life, Competitor/Alliances, Intellectual Property 
and Transportation, but suffers a low score in Market Growth Trend, Access to 
Venture capital and Cost (Fig.  3.17 ).

    Tokyo  :  is good at sub-criteria of Proximity to University and Proximity to Foundries, 
but has the disadvantages of low Market Growth Trend and low Quality of Life and 
Expensive Cost (Fig.  3.18 ).

    Haifa : in Israel is low in majority of sub-criteria, but gets a good score in Cost.    

  Fig. 3.13    Alternative score of sub-criteria quality of life       

  Table 3.12    Performance of 
alternatives under the 
sub-criteria of quality of life  

 Performance level  Alternatives 

 High  Portland 
 Medium  San Jose 

 Stockholm 
 Hsinchu 

 Low  Haifa 
 Tokyo 
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  Fig. 3.14    Alternative score of sub-criteria market growth trend       

  Table 3.13    Performance of 
alternatives under the 
sub-criteria of market growth 
trend  

 Performance level  Alternatives 

 High  Hsinchu 
 Medium  San Jose 

 Portland 
 Low  Stockholm 

 Tokyo 
 Haifa 

  Fig. 3.15    Alternative score of sub-criteria intellectual property       
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  Fig. 3.16    Scores of all sub-criteria for alternative Stockholm       

  Fig. 3.17    Scores of all sub-criteria for alternative Tokyo       

  Table 3.14    Performance of 
alternatives under the 
sub-criteria of intellectual 
property  

 Performance level  Alternatives 

 High  San Jose 
 Portland 
 Stockholm 
 Tokyo 

 Medium  Haifa 
 Low  Hsinchu 
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     Appendix 3: Pairwise Comparisons by Experts: 
PCM Software Results 

         

  Fig. 3.18    Scores of all sub-criteria for alternative Haifa       
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Abstract In the 2010 National Broadband Plan, the FCC recommended a new 
regulatory course for video navigation devices to replace the ineffective CableCARD 
regime. The vertically integrated nature of these consumer devices has dampened 
the progress of innovation and specifications for which consumers should come to 
expect. This paper frames the features and specifications of video navigation devices 
in a dynamic Kano concept that qualitatively estimates customer demands before 
and after regulation. Through an integrated benefit-cost model, industry analysts 
can quantitatively gauge whether society will benefit from further FCC orders, or if 
these actions simply drive up the rates and complexity for consumer access.

4.1  Introduction

On March 16, 2010, the Federal Communications Commission (FCC) released 
“Connecting America: The National Broadband Plan”, which recommends the 
framework that the United States should pursue in the upcoming decade in order to 
develop and strengthen its broadband infrastructure. The FCC created this plan as 
required by Congress’ American Recovery and Reinvestment Act of 2009 in order 
to stimulate a struggling economy. The Plan lays out goals and recommends govern-
ment regulation on the broadband industry that can help achieve those objectives. 
One of the potential problems that the FCC has identified, and intends to correct, is 
the lack of competition in the video navigation device industry. In the Code of 
Federal Regulations (CFR), the FCC defines video navigation devices as “Devices 
such as converter boxes, interactive communications equipment, and other equip-
ment used by consumers to access multichannel video programming and other 
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services offered over multi-channel video programming systems” [9]. The Broadband 
Plan further defines these devices “to broadly include set-top boxes, digital video 
recorders (DVRs), and home theater PCs (HTPCs)” [10]. With the influx of contin-
ued innovation, this set of devices will likely grow to include items such as video 
game consoles [31] and other hybrid multipurpose tuners.

Citing innovation through competition in other industries, such as personal com-
puters and mobile devices, the FCC notes a lack of similar advancement in the set- 
top box market. They reference Dell’Oro Group’s Set-Top Box report, which shows 
that as of 2008, only two set-top box manufacturers (Cisco and Motorola) con-
trolled 92 % of the market [10]. The FCC derives that this problem is an effect of 
the overwhelming majority of consumers leasing rather than buying devices. The 
Plan says that between July 2007 and November 2009, 97 % of deployed set-top 
boxes, were leased through Multi-channel Video Programming Distributors 
(MVPDs), rather than purchased from a retail source. As of August 2009, CableLabs 
has only certified 11 set-top boxes in accordance with FCC regulations. When com-
paring this number to the over 850 mobile devices that manufactures have certified 
for wireless networks, there appears to be obstacles that prevent potential competi-
tors from entering the market.

The FCC has made two recommendations in the Broadband Plan to stimulate 
competition in video navigation devices. The first of these is Recommendation 4.12, 
which proposes a new video distribution topology, which would require a residen-
tial gateway to separate the MVPDs network from the consumer’s home video net-
work. The second of these is Recommendation 4.13, which calls for fixes to current 
CableCARD issues that industry members must implement before the end of 2010. 
This paper presents a benefit-cost model that the FCC and other industry partici-
pants can use to predict and measure the effectiveness of these new recommenda-
tions. We also analyze the shortcomings of the initial integration ban and offer 
recommendations to prevent similar deficiencies from negatively effecting further 
legislation.

4.2  Literature Review

Many academic papers cover the effects of regulation and standardization on the 
telecommunications industry. The sizable capital investment costs are a tremendous 
barrier for market entry. Several papers analyze government mandated functional 
and structural separation designed to promote competition. Howell, Meade, and 
O’Connor correlate structural separation in telecommunications companies to the 
experiences of electric utilities [23]. Meidan reviews the effects that standardization 
entities have had on the market for customer premise equipment (specifically the 
effects of CableLab’s standardization of the cable modem) [4]. This paper concen-
trates on a market entry barrier that has arisen from a vertical integration scheme. 
De Fontenay and Gans show how vertical integration by a monopolist allows greater 
industry profits at the expense of consumers [19]. Buehler and Schmutzler 
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demonstrate how vertical integration produces an “intimidation” effect, which leads 
to decreased investment from competitors [2]. Contrary to the results of anti-vertical 
integration research, Lee, Katayama, and Oh conclude that consumers are “always 
better off” with a vertically integrated telecommunications market [25]. 
Matsubayashi uses a telecommunications example to show that in some conditions, 
vertical integration can be beneficial to both the consumer and the integrated 
firm [27]. While many academic papers have concentrated on various aspects of 
vertical integration, few have concentrated specifically on the market for video navi-
gation devices.

Kano, Takahashi, and Tsuji first published their customer demand attribute 
model in the mid 1980s. Many publications have expanded on this idea often call-
ing it the “Kano Model” or “Kano Concept” [24]. Maltzer et al. contrasts the dif-
ferences between the linear and symmetrical Importance-Performance Analysis 
with the non-linear and asymmetrical Kano Model [28]. Li et al. recommends 
using a combination of the Kano model along with AHP, rough set theory, and 
scale method to determine the most precise priority of customer requirements [26]. 
Xu et al. introduces an analytical Kano (A-Kano) model that includes indices for 
further quantification of customer needs [38]. Little research has attempted to 
quantify the value gained by society when Kano analysis indicates increasing cus-
tomer demands over time.

4.3  Framing Regulation Using a Dynamic Kano Concept

The Kano concept captures the consumer’s voice/mind at a single moment in time. 
This paper asserts that in a competitive high-tech market, customers will expect 
increased feature sets and better specifications over time. This will result in a down-
ward shift of features and specifications in the Kano diagram, which is indicative of 
value gained by society. This paper defines this idea or progressive customer 
demands as a Dynamic Kano Concept. When market strategies (such as vertical 
integration) stifle competition, the progress of the Kano shift dampens. The goal of 
regulating these markets is to promote competition, which if successful, will lead to 
a downward shift in the Kano diagram and ultimately provide society with value. 
A comparison between this value gained and the cost of regulation becomes the 
basis for the benefit-cost model presented in this paper.

One can categorize the features of a video navigation device using the Dynamic 
Kano Concept. In this graph (Fig. 4.1), the horizontal axis represents the fulfillment 
of product requirements. The vertical axis measures customer satisfaction. The 
three plots on the graph represent the relationships between different levels of cus-
tomer needs and implementation of the corresponding features. Basic Needs are the 
unspoken features that customers expect to have. If those features are present in the 
product, the customer is indifferent. However, if the features are missing, the cus-
tomer becomes quickly dissatisfied. Performance Needs are the features and speci-
fications that are directly proportional to customer satisfaction. When the device 
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manufacturer implements these features, they rely on the Voice of the Customer as 
a guideline. Excitement Needs are the differentiators that will draw consumers to a 
product based on innovation that they did not expect. If device manufacturers imple-
ment these features, end users quickly become satisfied. However, if those features 
are not present, the consumer is indifferent. Both Basic Needs and Excitement 
Needs rely on the Mind of the Customer’s unspoken and unknown demands.

Through the evaluation of video navigation devices currently available to con-
sumers, eight primary features stand out as differentiators for providing value 
(Fig. 4.2). Only one feature fulfills the consumer’s Basic Needs. As a Connection 
End Point, the device must be able to receive, tune, and decrypt the services to 
which the customer subscribed. Different audio and video connectors may be avail-
able depending on the other features of the box, but consumers will expect common 
connectors for their given application.

This paper argues that four features currently define the consumer’s Performance 
Needs. Guide Data is a feature that gathers information from either the Internet or 
the MVPD’s middleware to show a table of upcoming programs. Users often prefer 
different implementations of the guide data between devices, such as the ability to 
show more programs and channels per screen, or the option to view data for only the 

Need
not fulfilled

Need
well fulfilled

Basic

Performance

Excitement

dissatisfied

satisfied

indifference

Fig. 4.1 The Kano concept

Fig. 4.2 Customer needs for 
a video navigation device
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channels to which they have subscribed. Some inexpensive devices such as Digital 
Transport Adapters (DTAs) do not include any Guide Data. The ability to display 
High Definition programming is the second Performance Needs feature. Although 
nearly all television sets currently available at retail can support HD broadcasts, a 
large deployment of Standard Definition sets remain that have no need for a HD 
device. As SD sets become less prevalent, High Definition should become a basic 
feature on set-tops. The FCC currently only allows SD DTAs as an exception to the 
integration ban, but many service providers are currently lobbying for an exception 
on HD DTAs as well. Video on Demand (VOD) is a third Performance Needs fea-
ture that allows consumers to access free or pay-per-view content from the service 
provider. The fees for VOD access are generally included with a provider’s sub-
scription fees. This feature does not exist in DTAs, and will not be available in retail 
devices until the industry deploys a reliable two-way standard. The fourth 
Performance Needs feature is a Digital Video Recorder (DVR). The specifications 
and features of a DVR can vary in different ways, such as storage capacity, number 
of tuners, and commercial skipping. As of this writing, most leased DVRs can only 
record around 20 h of HD content, with no option for expansion. Many consumers 
willing to purchase retail DVRs point to this lack of capacity as one of the primary 
reasons for making the investment.

This paper points to three Excitement Needs features that are rarely available in 
leased devices. First, Device Networking is the ability to share video, music, and 
other multimedia files between devices in the home. This includes sharing recorded 
content from a DVR to other set-tops or computers in a residence, as well as playing 
files from a networked storage device to the set-top. Some leased devices include 
partially implemented Device Networking, but recorded content is only limited to 
other leased devices. The second Excitement Needs feature this paper identifies is 
having a Broadband Enabled device. This includes the ability to access features 
such as Internet Video, Social Networking, and Web Browsing directly from the 
video navigation device. While retail manufacturers have begun integrating these 
features in their devices, they are mostly absent in leased devices. Integrating video 
navigation devices with broadband features appear to be a primary driver in the 
Broadband Plan’s recommendations. This paper will generalize the final Excitement 
Needs feature as Wow Factors. This funnel for innovation seeks to integrate features 
that consumers are not expecting. Such features may integrate the device with HD 
optical drives, gaming systems, home automation, and future technologies that only 
exist in innovator’s imaginations at present. As competition drives innovation, Wow 
Factors will differentiate products and provide society with options that were not 
previously available.

Customer needs are dynamic, and when it comes to technology, they often 
change at a swift pace. Over time, Excitement Needs become Performance 
Needs, and Performance Needs become Basic Needs. The FCC correctly identi-
fies that the changing Voice and Mind of the Customer is largely ignored in the 
current leased Set-top Box market. Other than choosing some basic features of the 
device to lease or switching between service providers, there is little power that 
consumers have when choosing between specifications or advanced feature sets. 
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The competition between MVPDs has not been enough to spur innovation that 
will keep up with the shifting demands of consumers. Although the CableCARD 
regime has failed to correct this problem, the FCC’s new recommendations show 
they are determined to drive competition and innovation using regulation.

A successful implementation of FCC regulations will result in more choices in 
video navigation devices on the market that fulfill increasingly demanding customer 
needs (Fig. 4.3). The funnel of Wow Factors generically fulfill Excitement Needs, 
so they will continue to appear in novel products and some of those features will 
catch on to become performance factors. Customers should expect the choice to pay 
for different levels of Device Networking and Broadband Enabled features as these 
options move from being Excitement Needs to becoming Performance Needs. 
While DVR features and specifications will likely continue to fulfill Performance 
Needs, greater competition will result in more choice in specifications such as larger 
storage capacities. Guide Data, High Definition, and Video on Demand should 
become customer expectations to fulfill Basic Needs with FCC regulation. The FCC 
has already made one unsuccessful attempt with Tru2Way to address the issue of 
retail devices not having access to the MVPD’s VOD or Guide Data. As the popula-
tion of SD-only consumers continues to fade away, HD capable devices will persist 
in becoming the expected standard. All these factors provide a qualitative frame-
work for measuring whether society benefits from FCC regulation.

Fig. 4.3 Changes in 
customer satisfaction in 
competitive market
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4.4  Benefit-Cost Analysis

The FCC appears to primarily drive its’ decision to regulate the video navigation 
device industry on heuristic ideals rather than a data driven approach. While the 
FCC intends that regulation will lead to increased competition and innovation, 
they present no underlying data model to predict the outcomes of their actions. If 
the FCC is incorrect in their assumptions, consumers ultimately absorb the fees 
associated with regulation without any benefit to their video lifestyle. Since the 
initial attempt by the FCC has proven unsuccessful, they should provide analysis 
that is more concrete before subjecting the industry and public to an additional 
round of regulation. This paper provides a model that both the FCC and industry 
participants can use to analyze projected costs and balance those against estimated 
benefits to society.

A Benefit-Cost Analysis weighs the potential advantages that society gains from 
a project against the cost accumulated while implementing the solution. When the 
Benefit/Cost ratio is greater than 1, the analysis justifies the regulatory agency’s 
actions. If the Benefit/Cost ratio is less than 1, the benefits to society do not justify 
the regulation. In this analysis, the Benefits are the value gained by society from the 
regulation and the Costs are the burden to society added by projects driven due to 
regulation.

 
Benefit to Cost Ratio for FCC Regulation

Value of Regulation

Cost of
=

RRegulation  
(4.1)

We will define the Value of Regulation as the summation of the product of the 
Consumer Value per Device multiplied by the number of devices sold for each type 
of device. This paper argues that there are currently four primary types of devices: 
SD STBs, HD STBs, SD DVRs, and HD DVRs. Regulation will result in a different 
value to society for each device type. Market analysis reports will predict the num-
ber of devices sold for each category.
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(4.2)

The Consumer Value per Device is the difference between the product of the pre- 
regulated Annual Lease Fees and the Expected Life of the Device (in years) minus 
the cost of the Retail Device. The Annual Lease Fees are the typical unregulated 
costs that a consumer would spend during the course of a year for a given device. 
The Expected Life in Years is the average length of time that the consumer would 
use the retail product. If the user is unable to switch the device between competing 
service types (Cable to Satellite to IPTV), the expected life in years would decrease. 
In addition, new encoding formats or communication protocols would have an 
adverse effect on the expected life. The product of the Annual Lease Fees and the 
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Expected Life in Years would be the amount the consumer would spend if they 
chose the leasing route. The Device Cost is the amount a consumer would pay at 
retail for the owned device. A positive Consumer Value per Device means that buy-
ing a device at retail is less expensive. A negative value means that leasing is less 
expensive.

 

Consumer Value per Device

Annual Lease Fees Expected Life in Yea= ( )* rrs

Device Cost

( )
−  

(4.3)

The first example (Fig. 4.4) implementing these equations centers on the 
Consumer Value per Device of HD Set-top Boxes (non-DVR). If a device were 
being leased for $10 per month, the Annual Lease Fee would be $120 ($10 per 
month * 12 months per year). For this example, we estimate that the Expected Life 
of the device will be 4 years. Consumers can currently purchase retail HD STBs for 
tuning broadband video for around $100. It is reasonable to believe that a competi-
tive market would likely yield similar STBs at this Device Cost. Plugging the data 
for this example into Eq. 4.3 shows that each HD STB purchased at retail would 
have a $380 value to consumers versus leasing a similar product. If retailers sell ten 
million HD STBs in the United States in a given year, the regulation will lead to a 
$3.8 Billion annual savings to American consumers.

In the second example (Fig. 4.5), we will look at the value of regulating HD 
DVRs. For devices the MVPD leases for $16 per month, the Annual Lease Fee is 
$192. We will continue to use an Expected Life of 4 years in this example. 
Unlike HD STBs, there is currently a selection (albeit limited) of HD DVRs 
available to purchase at retail. The current prices of these devices start around 
$600 and increase based on specifications. Retail prices will likely need to drop 
further before consumers switch from their current month-to-month payments. 
Some sales models offer the device for a lower amount, but then add a monthly 

Fig. 4.4 HD STB example

Fig. 4.5 HD DVR example
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fee that brings the cost of ownership significantly higher than the original 
 purchase price. Analysts would likely expect that the average sales price of a HD 
DVR would decrease as more competitors enter the market. For the purposes of 
this example, we will assume that regulation leads to an average device cost of 
$500. Once again using Eq. 4.3, we calculate that the ability to purchase a HD 
DVR has a $268 value to consumers. If analysts expect retailers to sell 13 million 
HD DVRs in the United States over the period of a year, this will capture an 
annual savings of $3.5 Billion for consumers (Fig. 4.5).

This paper will not include example calculations for standard definition devices. 
Although regulation may lead to a short-term value to American consumers, the 
rapidly decaying sales of these devices will not affect the Benefits to Cost Ratio as 
dramatically as high definition devices. By the time FCC regulation could affect the 
retail market, there would likely be very little demand. Hence, the estimated annual 
benefit of FCC regulation in these examples would be the sum of the annual values 
for each HD device, which is $7.3 Billion (Fig. 4.6).

The FCC and industry standards organizations funded by device manufacturers 
and MVPDs would directly pay for the costs association with this regulation. 
Indirectly, American television consumers and taxpayers will pay these costs. 
Taxpayers directly fund the FCC as they run the legal and administrative branches 
of the program. Device manufacturers will look to recoup their investments through 
future sales of video navigation devices. Since leased devices will become a com-
petitive market, MVPDs will face the harshest direct financial shortfall in the form 
of lost revenue streams from device leases. Higher subscription fees may be a result 
as MVPDs look to recover some of their losses, but competition between service 
providers should keep prices from dramatic increases. The ability for consumers to 
purchase their own video navigation devices could have a positive effect on service 
subscription revenues. Many subscribers that have discontinued services may return 
to MVPDs because of the newly perceived value from a competitive device market. 
Alternately, many users may choose to stick with their subscriptions rather than let-
ting them go, because they have already made an investment in devices that have not 
yet reached an acceptable payback period.

Analysts could use the costs associated with implementing the CableCARD 
regime to estimate what the cost will be to employ the AllVid solution. The NCTA 
estimates that the cable industry has invested around $1 billion in order to meet the 
FCC’s original integration ban [21]. The figures for the AllVid solution would likely 
be higher since they intend to include all devices for Satellite and Telephone video 
services along with the cable industry. Comparing these costs to the figures we used 
in the previous examples would yield a Benefit to Cost Ratio of at least 2, and that 
only includes the benefits accrued in the first year.

Annual Benefit of FCC Regulation

= Annual Value of HD STB Regulation

+ Annual Value of HD DVR Regulation

= $3.8 Billion + $3.5 Billion = $7.3 Billion

Fig. 4.6 Total annual benefit to society
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4.5  CableCARD: The First Round of FCC Regulation

Recommendation 4.13:

On an expedited basis, the FCC should adopt rules for cable operators to fix certain 
CableCARD issues while development of the gateway device functionality progresses. 
Adoption of these rules should be completed in the fall of 2010.

For a better understanding of Recommendation 4.13, it is crucial to review the 
previous attempt the FCC made to stimulate competition in the video navigation 
device market. The Telecommunications Act of 1996 was the first time Congress 
made a major revamping of the Communications Act of 1934. The stated goal of the 
1996 modification was “to promote competition and reduce regulation in order to 
secure lower prices and higher quality services for American telecommunications 
consumers and encourage the rapid deployment of new telecommunications tech-
nologies” [33]. Section 629 specifically addresses the competitive availability of 
MVPD services and the devices used to navigate those services. This section states 
that the FCC will work with industry standard-setting organizations to adopt the 
regulations that will assure competition of services and devices, but will not prevent 
MVPDs from continuing to offer devices as long as MVPDs state charges to con-
sumers separate from video access fees and do not subsidize those charges. This 
section also states that deregulation would only occur when the FCC deems the 
market for MVPD services and video navigation devices is competitive or the elim-
ination of the regulations would be in the public’s best interest.

Pursuant to the Telecommunications Act of 1996, the FCC issued a Notice of 
Proposed Rule Making (NPRM) [12] and began collecting comments from stan-
dards organizations, MVPDs, device manufacturers, and device retailers. In June 
1998, the FCC filed a Report and Order [15] stating the new rules for the video navi-
gation device market based on the comments and replies they received from the 
previous NPRM. The FCC encapsulated these rules in Title 47 CFR 76.1204 [6]. 
The primary goal outlined in the Order was to separate the conditional access func-
tions from the other purposes of the device. The Order laid out two deadlines. By 
July 1, 2000, MVPDs must make necessary changes to their networks to separate 
security functions from Customer Premises Equipment (CPE). By January 1, 2005, 
MVPDs could no longer distribute new CPE with integrated security functions. The 
Order states that after the industry reaches the first deadline, the FCC will re- evaluate 
the second deadline to assess the appropriateness given the market conditions.

The FCC included an exception in the 1998 Order that exempted video naviga-
tion devices for Direct Broadcast Satellite (DBS) systems (Cable’s biggest competi-
tor). The Commission reasoned that DBS consumers could already purchase their 
equipment through unaffiliated sources, while the DBS supplier manages security 
by providing a Smart Card separate from the device. The other differentiator is that 
DBS equipment can be operated anywhere in the continental United States, while 
security integrated cable equipment can only be operated on the Cable provider’s 
network. Thus, if the customer moves to a different city, they can still use their 
 currently owned DBS equipment.
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One of the advantages in the timing of the new rules was that most MVPDs were 
at the beginning of an analog to digital video transition. The shift to digital would 
allow the video industry to use their RF bandwidth more efficiently, and ultimately 
provide consumers with new technologies and services such as High Definition 
video and Video on Demand. This changeover required all new equipment in video 
distribution networks. The original Report and Order did not exclude analog equip-
ment from the integration ban. The FCC received requests for reconsideration from 
multiple sources, stating that the inclusion of analog equipment in the new separ-
able security rules would only slow down the digital-to-analog conversion. In May 
1999, the FCC released an Order on Reconsideration excluding analog equipment 
from the integration ban [13].

Through a series of meetings concluding in 2002 held by the National Cable and 
Telecommunications Association (NCTA) and the Consumer Electronics 
Association (CEA), the country’s largest cable Multiple Service Operators (MSOs) 
and consumer electronics manufacturers came to a consensus regarding a video 
delivery technology model for unidirectional digital cable products that would sat-
isfy the FCC’s integration ban. In December 2002, the group submitted a 
Memorandum of Understanding (MOU) to the FCC, which details a “plug and 
play” system, based on the Dynamic Feedback Arrangement Scrambling Technique 
(DFAST) and associated licensing agreements [37]. The agreement makes 
CableLabs the administrative body responsible for governing DFAST licenses. The 
MOU states that the DFAST licensing fee is not to exceed $5,000 and continued 
discussions will take place toward the development of a bidirectional receiver spe-
cification. The FCC took note of the voluntary cooperation between the consumer 
electronics and cable television industries and responded with a Further Notice of 
Proposed Rulemaking in January 2003 [8]. In this NPRM, the FCC sought com-
ments on the proposed DFAST system and associated licensing model. In September 
2003, the FCC released a Second Report and Order, in which they labeled the new 
technology “Digital Cable Ready” [16]. The Report and Order also adopts the uni-
directional model proposed in the previous MOU. The corresponding request for 
comments sought to validate if CableLabs was the appropriate administrative body 
for the new Point of Deployment (POD) specifications, since the country’s largest 
cable providers fund the organization. This document is also the first time that the 
FCC recognizes that, for marketing reasons, the NCTA will now refer to all POD 
devices as “CableCARDs”, which is a term trademarked by CableLabs and stan-
dardized in SCTE28, SCTE 41, and CEA-679.

Due to the prospect of an agreement between the NCTA and CEA for a bi- 
directional access model, the FCC felt it was in the public’s best interest to delay the 
deadline on the integration ban. In June 2003, they amended CFR 76.1204 to delay 
the deadline 18 months to July 1, 2006 [17]. By 2005, the video industry began 
considering a software-based conditional access solution that would prevent the 
need for the physical CableCARD. This new solution promised to reduce the com-
plexity of content security and lower the prospective cost to implement the integra-
tion ban. The FCC considered the arguments of industry lobbyists and amended 
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CFR 76.1204 once again to provide another 12-month extension to the deadline 
[18]. On July 1, 2007, 30 months after the original deadline, the FCC’s integration 
ban took effect.

Since the initial FCC Report and Order, various entities have submitted chal-
lenges against the new rules to the United States Court of Appeals. In April 2000, 
General Instrument Corporation (later bought by Motorola) petitions that syntax 
concerning the term “converter boxes” in the FCC order “jeopardizes” the security 
of the MVPD’s network (GIC v FCC and USA [36] USCA 98-1420). In May 
2006, Charter Communications made a similar argument as General Instrument 
concerning the use of the term “other equipment” (CC and A/NC v FCC and USA 
[34] USCA 05-123). In April 2008, Comcast Corporation petitioned that the inte-
gration ban is slowing down the analog-to-digital transition due to the increased 
expense of “low-cost integrated boxes” (CC v FCC and USA [35] USCA 07-144). 
In all three of these cases, the Court of Appeals found reason to deny the peti-
tioner’s requests.

In December 2009, the National Cable and Telecommunications Association 
provided a summary report to the FCC on the availability of commercial navigation 
devices [22]. This report states that since the integration ban took effect, the top ten 
MSOs serving 90 % of the nation’s cable subscribers have deployed over 17,751,000 
operator-owned set-tops, while only deploying about 456,000 CableCARDs. With 
an estimated program cost of around 1 billion dollars, the cost of the CableCARD 
initiative averages about $2,200 per card deployed. In April 2010, the FCC released 
a Fourth Further Notice of Proposed Rulemaking [7]. In this notice, the FCC states 
that the CableCARD regime has not been successful in meeting the goals of the 
integration ban and they propose rules for fixing those shortcomings until a succes-
sor technology becomes available.

4.6  The Failure of CableCARD Leads to the AllVid 
Approach

Recommendation 4.12:

The FCC should initiate a proceeding to ensure that all multichannel video programming 
distributors (MVPDs) install a gateway device or equivalent functionality in all new sub-
scriber homes and in all homes requiring replacement set-top boxes, starting on or before 
Dec. 31, 2012.

As part of the FCC’s Omnibus Broadband Initiative (OBI) to gather data and 
views in preparation for the National Broadband Plan, they released a Public Notice 
in December 2009 searching for comments on video device innovation [14]. Rather 
than stressing the competitive gap in the video devices market, the FCC focuses on 
the potential innovations that could take advantage of the continually evolving 
broadband network. The Notice includes several indicators that the FCC will now 
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begin considering successor technologies to CableCARD. This document poses 
four questions to its potential audience:

 1. “What technological and market-based limitations keep retail video devices 
from accessing all forms of video content that consumers want to watch?”

 2. “Would a retail market for network agnostic video devices spur broadband use 
and adoption and achieve Section 629’s goal of a competitive navigation device 
market for all MVPDs?”

 3. “Can the home broadband service model be adapted to allow video networks to 
connect and interact with home video network devices such as televisions, 
DVRs, and Home Theater PCs via a multimedia home networking standard?”

 4. “What obstacles stand in the way of video convergence?”

In April 2010, the FCC released a Notice of Inquiry [11] requesting comments as 
they embarked on their plans to meet the National Broadband Plan recommendation 
4.12. The Commission cites two reasons why the retail market for video navigation 
devices is still not competitive. The first reason is that there are few added features 
in retail devices to make up for the loss of bidirectional features available in inte-
grated devices such as Video on Demand. The second reason is that consumers 
cannot move their devices between competing MVPDs. In order to address these 
CableCARD shortcomings, the Notice introduces the AllVid concept, which treats 
the MVPD network as a separate entity from the consumer’s home delivery system. 
The document labels consumer devices that can connect between different MVPD 
services, “smart video devices”. There are two different topologies presented in the 
AllVid concept for connecting smart video devices to an MVPD network. In one 
approach, each device has an individual adapter. In the other method, consumers 
would use a single adapter gateway to connect all devices in the home to the MVPD 
network. The document specifies that the methodology that becomes the standard 
will become the successor to CableCARD.

FCC Commissioners Copps, McDowell, Clyburn and Baker, have all admitted 
that the CableCARD initiative has proven to be unsuccessful [1, 3, 5, 29]. McDowell 
points out that technological innovation has outpaced the government’s ability to 
keep up, so every time they have approached convergence on a decision, a promis-
ing technology on the horizon has prevented mandates from occurring. Chairman 
Julius Genachowski goes on to list four advantages that the proposed AllVid con-
cept will have over the current CableCARD regime [20]. First, the new technology 
platform will enable consumer electronics manufacturers to create devices that can 
transparently switch between competing video services. Second, the added separa-
tion of the gateway allows MVPDs to innovate and upgrade their distribution sys-
tems without the need for new customer premises equipment. Third, consumers will 
benefit from increased choice driven by growing competition in the retail CPE 
market. Finally, the AllVid concept promotes increased broadband adoption in the 
spirit of the National Broadband Plan as innovation continues to link television 
services with Internet content.
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This paper points to four reasons why the initial integration ban failed and 
 analyzes what the responsible parties need to do in the second round of rulemaking 
to avoid the same pitfalls. The first reason why the CableCARD regime failed is that 
the resultant devices were unable to switch between major service access types. 
When the FCC released satellite operators from the integration ban, the resultant 
regulation only affected devices connecting to cable networks. Since the devices 
have no requirement for modular components to switch between networks, con-
sumers forfeit provider flexibility when they purchase a retail device. In the second 
round of rulemaking, the FCC should ensure the new solution has modular compo-
nents that can easily switch between networks.

The second problem encountered by the CableCARD platform was that the pace 
of technology advancement outpaced the FCC’s tempo for decision-making. Every 
time the FCC approached a major milestone in the initiative, a disruptive technol-
ogy loomed on the horizon with much greater potential than the current plan pro-
vides. Device manufacturers and consumers waited for a stable platform to 
materialize, while the FCC continually pushed back deadlines while considering 
new technologies. Rather than trying to evolve regulation at the same rate as tech-
nology progression, the FCC should consider incremental phases that would coin-
cide with the lifecycle of products. A standards regulation phase would provide 
both device manufacturers and consumers with a predictable window of when new 
products will enter the market and how long before forthcoming platforms will 
become available.

The third issue that hindered the acceptance of CableCARD is consumer educa-
tion on the platform. Cable companies have developed complex pricing and instal-
lation schemes that may have indirectly discouraged customers from purchasing 
their own equipment. Due to a lack of marketing, the general population is often 
unaware of the availability of customer owned devices and the advantages they pro-
vide. Ultimately, the FCC needs to create a budget for promoting education on 
future regulatory platforms, rather than relying on device retailers and Cable com-
panies to provide the details.

The final predicament this paper identifies as a source of failure for the 
CableCARD regime is that the regulation resulted in little availability for inexpen-
sive retail devices. Manufacturers and retailers may have overestimated what 
 consumers are willing to pay for customer owned equipment. Televisions with 
 integrated devices made a brief appearance on the market, but the added feature 
generally included a significant price jump. Smaller profit margins were likely a 
distracter for manufacturers in pursuing a low-cost limited-feature product line. 
Since there was never a truly competitive market, lower-cost models never sur-
faced. The FCC has no rights to price control in a competitive market, but they can 
encourage consumers through incentives such as the digital converter coupon they 
provided during the analog-to-digital transition. These types of incentives may 
entice more device manufacturers to enter the market, jumpstarting a more com-
petitive atmosphere.
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4.7  Further Cost Considerations

Whether IPTV, Cable, or Satellite, most MVPD systems rely on a distributed 
 software model for the user’s experience. Middleware is the software platform that 
integrates several interfaces in the digital head-end, such as linear video content, 
conditional access, Video on Demand, Operations Support Systems (OSS), and the 
customer premises equipment. Rather than having the software on the customer’s 
set-top communicate directly to these various devices in the head-end, the set-top 
downloads applications from a middleware server for user interfacing. This means 
that for middleware-centric equipment, the manufacturer of the navigation device 
does not develop most of the user-interface software running on the equipment. 
Some of these applications include, the interactive program guide, DVR controls, 
channel mapping, automated pay-per-view billing, and other innovative services. In 
international DVB standards, the Multimedia Home Platform (MHP) is a set of soft-
ware standards developed to integrate these functions. From CableLabs, the 
OpenCable Applications Platform (OCAP) serves this function. OCAP standards 
are largely based on MHP [32].

One example of a proprietary middleware system is Microsoft’s MediaRoom, 
which they first announced for IPTV distributors in June 2007. Rather than imple-
menting MHP or OCAP, Microsoft developed a new open platform called 
Mediaroom Presentation Framework. With these ASP.net-based libraries, develop-
ers can use familiar tools to port internet experiences such as social networking and 
email directly to the video navigation device [30]. Similar to MHP and OCAP, this 
is another vehicle for innovation, but there may be some confusion over what the 
industry driver is for third party companies to take advantage of this platform.

On the smart-phone platform, both Apple and Google have already developed 
successful business models where users buy into a device and then continually add 
to and update the applications that run on the device through micro-transactions 
supported by either advertising or fee-per-application. Porting a similar model to 
the middleware solution, would likely result in a wave of third-party innovation that 
the FCC so desperately desires.

Consumers rarely realize their equipment leasing fees also go toward the capital 
and service fees of the middleware and other head-end equipment, such as the con-
ditional access system. Due to the analog-to-digital transition and the latest change-
over to MPEG-4 AVC encoding, most MVPD’s have recently completed major 
overhauls of their head-end equipment and are several years away from the break- 
even point. Depending on the MSO’s coverage area, the capital expenditure for a 
middleware platform can reach several hundred dollars per customer. One of the 
problems facing the MVPD, is where do they charge for the middleware expenses? 
If they bundle those charges with the service, they are forcing consumers that have 
purchased their own video navigation device to pay for something for which they 
are not using. Thus, the charges go to consumers through their lease prices on the 
set-top. If Motorola or Cisco were to sell their devices directly to customers, then 
there would probably still have to be a separate charge for use of the middleware 
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and other head-end equipment. This capital expenditure model justifies agreements 
for device manufacturers to distribute their set-tops only through the MVPD (rather 
than making them available at retail outlets).

For many consumers, the question remains, why are they unable to purchase the 
same piece of equipment from their service provider that they are currently leasing? 
Logically, if a consumer is willing to spend several hundred upfront dollars on the 
equipment, they will likely feel obligated to stick with that service provider until 
they near an acceptable break-even point on their original investment. This break- 
even point would likely occur long after the customer’s introductory pricing has 
expired, which would keep consumers from swapping between different service 
providers every other year. For example, a new customer may sign up for a dis-
counted bundle that expires after 12 months. This same customer has the option to 
purchase an HD-DVR for $400 or lease it for $16 per month. When the price of their 
services returns to the normal billing amount after a year, they may wish to switch 
to a competitor in order to start a new 12 months of discounted fees. If the customer 
has leased their equipment, they will have spent a total of $192 on equipment fees. 
However, if the customer purchased the same piece of equipment, they will likely 
recognize that they are $202 in the hole. This argument would be analogous to say-
ing that the inability to purchase equipment leads to increased customer choices in 
most service pricing schemes that MVPDs currently implement (thus, less customer 
loyalty). In addition, if the equipment were to malfunction after a warranty period, 
it would be up to the customer to fix or replace, rather than the service provider. 
Furthermore, if new technologies emerged such as encoding algorithms or media 
formats that require new hardware, the consumer would be stuck without the 
upgrades until they decide to lease or purchase a new box. These three reasons 
would all be strategic reasons why MVPDs should provide a sales option to con-
sumers for video navigation devices. Providing this option would not directly 
address the FCC’s integration ban goals, but would likely quell some of the unrest 
surrounding the MVPD control of video navigation equipment.

4.8  Conclusion

This paper uses a Dynamic Kano Concept to perform a qualitative analysis on video 
navigation device features, to point out how regulation should result in innovation 
 leading to greater consumer value and satisfaction. The concurrent benefit-cost analy-
sis compares the value gained by society through regulation against the cost of the 
initiative. While the results of this analysis may justify regulation, poorly executed 
rulemaking will not achieve those results. We have seen how the CableCARD initiative 
was defensible, but ultimately unsuccessful. The FCC must avoid similar pitfalls in this 
second round of rulemaking to achieve the expected results from this analysis.

The technology behind the AllVid gateway will continue evolving over the next 
several months. The currently proposed deadline may seem aggressive, given the 
length of time that the CableCARD initiative took and the increased complexity.  
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In order to meet these deadlines, agreement between the private and public sectors 
on the platform’s details must come about expeditiously. Those interested in further 
research should continue monitoring FCC proceeding 97-80, “Implementation of 
the [33], Commercial Availability of Navigation Devices”, to monitor the major 
proposals and agreements between the affected parties as the initiative continues to 
evolve. Given the cooperative spirit between device manufacturer and MVPDs 
while developing CableCARD, and the overall drive of the FCC to increase compe-
tition, the industry will likely implement the AllVid concept. The remaining ques-
tions are how long will it take, and will it truly lead to increased device competition 
and innovation.
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Abstract The problems in generation imbalance for wind power require 
 multi- criteria analysis for the decision makers. In addition to the required multi-
criteria analysis, there is also a problem of uncertainty inherent in future changes as 
a result of interdependence among these criteria. To counter this two problems, this 
paper describes a systematic approach of Bayesian causal maps and systematic 
probability generation method. Bayesian causal maps, which is built from causal 
maps, is used to develop a proposed framework on scenario-based assessment of 
energy storage technologies for wind power generation. Causal maps provides a 
rich representation of ideas, through the modeling of complex structures, represent-
ing the chain of arguments, as networks.

5.1  Introduction

In real-world decision problems, decision maker(s) utilize the available information 
for making analysis and reaching decisions. The process of data analysis and deci-
sion making can be considered as a prediction process. Liu [1] mentions that in 
general there are two types of tasks in this process, which require different 
approaches: (1) classification which is concerned with deciding the nature of a 
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particular system given the features, which usually produces labeled data; (2) causal 
prediction which is concerned with the effect of the changes in some features to 
some other features in the system.

The later process—causal prediction—is more related to causal inference which is 
concerned with the degree of change of features in the prediction process. This change 
would directly or indirectly alter some of the features in the data. Hence, Causal Maps 
(CM) considered being applicable for this purpose [2]. According to Nadkarni [3], 
since CM represent domain knowledge more descriptively than other models such as 
regression or structural equations, they are more useful as a decision tool.

Uncertainty can be caused by incomplete or noisy information, the conflict 
among criteria, the uncertainties in subjective judgment, and different preferences 
among different decision makers and so on. Better decision making can be achieved 
if the uncertain interrelations among these decision elements can be explicitly mod-
eled and reasoned with rather than ignored by some unrealistic assumptions or sum-
marized out by subjective weighting schemas or heuristic rules [4].

A Bayesian networks (BN) is a graphical model that encodes relationships 
among variables in the system. Spiegelhalter et al. [5] argue that BN has several 
advantages for data analysis: (1) BN readily handles situations where some data 
entries are missing, (2) BN can be used to model causal relationships, and hence can 
be used to gain understanding about a problem domain and to predict the conse-
quences of intervention, and, (3) BN is an ideal representation for combining prior 
knowledge (which often comes in causal form) and data since the model has both 
causal and probabilistic semantics.

BN can be constructed through two different approaches—data-based approach 
and knowledge-based approach [6]. The data-based approaches use conditional 
independence between variables of interest of Bayes nets to induce models from 
data. The knowledge-based approach uses expert’s judgment in constructing 
Bayesian networks. The knowledge-based approach is especially useful in situ-
ations where domain knowledge is crucial and availability of data is scarce.

5.2  Causal Map (CM)

In order to understand the effect of the change(s), decision maker(s) must have 
some mechanisms that can discover the cause and effect relations from the data set. 
Causal Map (CM) is widely known to approach such a problem. Eden [2] defines 
CM as a “directed graph characterized by a hierarchical structure which is most 
often in the form of a means/end graph”. In the last decades, CM have been widely 
used to construct a framework and represent major factors, knowledge and condi-
tions that influence decision making process [6, 7].

Causal relationships can be either positive or negative, as specified by a ‘+’, 
respectively a ‘−’, sign on the arrow connecting two variables. The variables that 
cause a change are called cause variables and the ones that undergo the effect of the 
change are called effect variables [8].

CM provide a rich representation of ideas, through the modeling of complex 
structures, representing the chain of arguments, as networks [2, 3]. Often times the 
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last stage of intervention process is to identify and agree to a set of potential strate-
gic options. In some cases, the preferred direction may emerge naturally from a 
process of negotiation; in others further, more or less formal, analysis to evaluate 
the options and to understand their impacts on the goals could be helpful [9]. CM 
can provide us to look at the problem more extensively than other decision tools 
which consider causal relations, such as regression. CM has been widely used in 
international relations, administrative science, political science, sociology, policy 
analysis, organizational behavior and management [1–3, 6, 9–11].

One major concern that needs to be addressed in CM is that CM is not easy to 
define and the magnitude of the effect is difficult to express in numbers. In general, 
CM is constructed by gathering information from experts. These experts are more 
likely subjectively express themselves in qualitative rather than quantitative terms 
[8]. Kosko [12] introduced the concept of Fuzzy CM (FCM) to overcome the prob-
lem. FCM represents the concepts linguistically with an associated fuzzy set. FCM 
is a signed directed graph that allows feedback and employs concepts (nodes) and 
weighted edges between concepts [13]. The degree of relationship between con-
cepts in an FCM is either a number in [0; 1] or [−1; 1], or a linguistic term, such as 
‘often’, ‘extremely’, ‘some’, etc. [8].

5.3  Bayesian Networks (BN)

5.3.1  Definition

Bayesian networks (BN), are widely used for knowledge representation and reason-
ing under uncertainty in intelligent systems [14, 15]. In the eighteenth century, 
Bayes’ Theorem is developed by Thomas Bayes (1702–1761); since then the theory 
had a major effect on statistical inferences. The probability of a cause is inferred by 
Bayes Theorem when effect of cause is observed. The theorem was expanded in 
time. It has been used as a cause and effect diagram since the end of twentieth cen-
tury [16]. Some of the advantages in using Bayesian Networks (BN) are: (1) BN can 
handle incomplete data sets, (2) BN focus on causal relationship and then facilitate 
the combination of background knowledge and experimental data in a way that the 
process can avoid over fitting problem [3, 5].

BN is a model in which events are connected to each other with probabilities. 
This model can be anything (e.g., economic reasons, vehicle parts, ecosystem, etc.) 
which can be modeled with Bayes. If the probabilities of events which affect each 
other are known exactly, the achievements are closer to the true results [17]. In a 
BN, the nodes in the networks (e.g., decision criteria and sub-criteria, factors that 
influence them) are treated as random variables that are connected by directed arcs 
indicating probabilistic dependencies between them. The networks structure also 
called as the Bayesian Causal Map, together with Conditional Probability Tables 
(CPT) associated with each node provide a compact representation of the joint 
probability distribution of all variables. A suite of algorithms have been developed 
for probabilistic inference with BN, especially those which, when some variables’ 
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values have been observed, compute the posterior probabilities of others [4]. The 
ability to infer posterior probabilities makes it possible to examine various scenario- 
based analysis under uncertainty.

BN is a directed acyclic graph (DAG) which means there are no cycles. In other 
word, BN is a probabilistic graphical model that restricts the graph to be directed 
and acyclic. Other models such as Markov random fields (MRFs) have no such 
restrictions [18, 19]. If there is a link between A and B (A → B) we say that B is a 
child of A and A is a parent of B [20, 21]. In BN, a link from node A to node B does 
not always imply causality. It implies a direct influence of A over B and the prob-
ability of B is conditioned on the value of A [22, 23].

5.3.2  Prior and Conditional Probabilities in BN

The direction of the arrows in BN can be explained with causality as long as arrows 
do not cause an endless loop. The advantage in comparison to other statistical models 
such like regression is that casualty can supply missing information and details as well 
as bringing the priorities and key factors into focus [11]. Besides, the networks are 
constructed in such a way that in the beginning all factors have the same certainties.

If A and B are the occurrences of two factors Bayes rule is defined as follows:

 

P B A
P A B P B

P A
|

|
( ) = ( ) ( )

( )  
(5.1)

Where, P(A) gives the probability of the occurrence of factor A and P(A|B) is the 
probability of the occurrence of A when B event is occurred. Hence, the link from 
node A to node B means that factor A has a direct affect on factor B. Furthermore, 
the probability of B depends on the probability of A [24].

The uncertainty of the interdependence of the variables is represented locally by 
Conditional Probability Distribution (CPD) that represents P(Xi|Pa(Xi)), where 
Pa(Xi) denotes the parents of Xi. An independence assumption is also made with BN 
that Xi, given its parents Pa(Xi), is independent of any other variables except its 
descendents. The graphical structure of BN allows an unambiguous representation 
of interdependency between variables [4]. This, together with the independence 
assumption, leads to one of the most important features of BN: the joint probability 
distribution of X = (Xi, …, Xn) can be factored out as a product of the conditional 
distributions in the network,

 
p X X p X Pa Xn

i
i i1,, ,,…( ) = ( )( )( )∏ |

 
(5.2)

BN helps us to observe whole structure of factor interactions from a graph. This 
is the way marginal and conditional probabilities of the factors can be computed by 
marginalizing over the joint [25].
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There are four different ways to generate conditional probabilities in BN:

 1. Using historical data. This approach involves transforming continuous data into 
discrete data.

 2. Noisy OR model, which is the most classic approach. Noisy OR model is utiliz-
ing canonical (parameterized) distributions [14, 26]. This approach can only 
handle the cases where the states of nodes are binary and the parents of variables 
are assumed to be independent.

 3. Direct input by the expert. With the increase of states of a variable, estimating 
probabilities directly to all states at one time may inevitably involve biases and 
inaccuracies

 4. Using pair-wise comparisons as proposed by Monti and Carenini [27]. In this 
method, experts only need to deal with two states instead of all the states of a vari-
able at a time when they give their judgments on the states’ probabilities. Hence, 
the biases of judgments could be reduced significantly and the consistency of 
judgments could be easily maintained. However, Monti and Carenini’s work were 
limited to generate the conditional probabilities of a node/variable with a single 
parent, while in Bayesian networks a node can have multiple parents.

Chin [28] proposed a method called systematic probability generation to over-
come certain limitations, particularly in generation of conditional probabilities. It is 
similar to Saaty’s AHP, but the details are different according to the types of nodes. 
The following summarizes the way of assessing the dependence relationship 
between nodes in BN.

5.3.2.1  Prior Probabilities for Root Node (Node Without  
Any Caused/Parent Nodes Linked to It)

Suppose there are n states x1, x2, …, xn of a node Ni which has no parent, and the 
probability of each state xi, P(xi) need to be specified. When the number of the states 
is small, then direct input of probabilities by experts may still be feasible. However, 
when the number of the states is growing, this approach may causes biases and inac-
curacies. Here, Saaty’s AHP approach can be implemented.

Pairwise comparisons are carried out across potential states of the node with 
respect to the possibility of occurrence using a scale of 1–9. For instance, the ques-
tion for pairwise comparisons in this category can be specified like: “Given root 
node N1 and its states x1 and x2, which state is more likely to occur and how much 
more likely?”. Similar to Saaty’s AHP, the relative priorities of the potential states 
are then derived from the maximum eigenvector.

5.3.2.2  Conditional Probabilities for Node with Single-Parent

The same procedure as for the root node is applied based on the number of states of 
the parent node. As shown in Fig. 5.1, suppose that node A, with its states x1 and x2, 
has a single parent node A1, with its states x3 and x4, the question for pairwise 
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comparisons in this category can be specified like: “if A1 is in the state of x3, com-
paring the node A’s state x1 and x2, which one is more likely to occur and by how 
much more likely, how about if A1 is in the state of x4?”. The conditional probability 
table is constructed by keeping the relative priorities together.

5.3.2.3  Conditional Probabilities for Node with Multiple-Parents

For a node related to multiple parents, pairwise comparisons are conducted with 
respect to the potential states of each parent node. The conditional probabilities are 
calculated by normalizing the product of relative priorities that correspond to the 
combinatory states of parents.

As shown in Fig. 5.2, when a node A has multiple parents of A1, A2… and An, as 
suggested by Kim and Pearl [29], its probability conditional on A1, A2.....and An can 
be approximated by:

 
P A A A A P A A P A A P A An n| , , , | | | ,1 2 1 2…( ) = ( ) ( )… ( )α

 
(5.3)

where α is a normalization factor that is used to ensure ∑ α ∈  AP(α|A1, A2, …, An) = 1.

5.3.3  Probabilistic Inferences

Probabilistic inferences about variables in the model can be drawn once a BN is 
constructed. The conditionals given in BN representation specify the prior joint dis-
tribution of the variables. If we observe or learn about the values of some variables, 
then such observations can be represented by tables where we assign 1 for the 
observed values and 0 for the unobserved values. Then the product of all tables 
(conditionals and observations) gives the (un-normalized) posterior joint distribu-
tion of the variables. Thus, the joint distribution of variables changes each time we 
learn new information about the variables.

A A1
Fig. 5.1 BN with single 
parent node

A 

A1 A2 An

Fig. 5.2 BN with multiple 
parents
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A simple system such as in Fig. 5.3 illustrate the concept of probabilistic 
 inferences in BN. If there is an arc pointing from A to B, we say A is a parent of B. 
For each variable, we need to specify a table of conditional probability distributions, 
one for each configuration of states of its parents. Figure 5.1 shows these tables of 
conditional distributions—P(A), P(B|A), P(C) and P(D|B,C).

A fundamental assumption of a BN is that when we multiply the conditionals for 
each variable, we get the joint probability distribution for all variables in the net-
works. For Fig. 5.3, we make assumption that:

 
P A B C D P A P B A P C P D B C, , ,( ) = ( ) ( ) ( ) ( )* | * * | ,

 
(5.4)

One can read these conditional independence assumptions directly from the BN 
graph as follows. Suppose we pick a sequence of the variables such that for all 
directed arcs in the networks, the variable at the tail of each arc precedes the vari-
able at the head of the arc in the sequence. Since the directed graph is acyclic, there 
always exists such a sequence. In Fig. 5.3, one such sequence is A B C D. Then, the 
conditional independence assumptions can be stated as follows. For each variable 
in the sequence, we are assuming that it is conditionally independent of its prede-
cessors in the sequence given its parents. The essential point here is that missing 
arcs (from a node to its successors in the sequence) signify conditional indepen-
dence assumptions. Thus the lack of an arc from A to C indicates that C is indepen-
dent of A; the lack of an arc from B to C indicates that B is independent of C; and 
the lack of an arc from A to D indicates that D is conditionally independent of A 
given B and C [3].

5.4  Transforming Causal Maps to Bayesian Causal Maps

Both BN and CM are causal models that represent cause–effect beliefs of experts. 
However, there are some differences in the two approaches to modeling that need to 
be addressed if we are to transform CM to Bayesian causal maps. These differences 
are discussed in the following paragraphs.

A

B C

D

Fig. 5.3 Graphic 
representation of BN
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5.4.1  Conditional Independencies

Pearl [14] states that a networks model can be either a dependence map (D-map) or 
an independence map (I-map). In a D-map, an arrow between two variables in the 
model implies that the two variables are related. However, a lack of an arrow 
between variables does not necessarily imply independence between the two vari-
ables. An I-map, on the other hand, implies that concepts found to be separated are 
indeed conditionally independent, given other variables. Hence, CM is a D-map 
since CM is a directed graph that depicts causality between variables and also in 
CM an arrow between two variables implies dependence. However, the absence of 
an arrow between two variables in CM does not imply a lack of dependence. There 
is a possibility that the absence of the arrow resulted from the lack of articulation of 
the expert’s judgement. It does not necessary imply that the expert believes that the 
variables to be independent [6].

BN, on the other hand, is an I-map. Hence, an absence of arrow from a variable 
to its child indicates conditional independence between the variables. Thus, when 
we want to transform CM to BN, it is important to ensure that the lack of links 
between the concepts in the causal map implies independence and the presence of 
links between concepts implies dependence [3, 6].

5.4.2  Reasoning Underlying Cause–Effect Relations

It is believed that from a logic or reasoning process standpoint, individuals perceive 
cause–effect relationships based on two types of reasoning: deductive and abductive 
[3]. A reasoning is called deductive if we reason from causes to effects. Abductive 
reasoning, on the other hand, happen when we reason from effects to causes.

A distinction between deductive and abductive reasoning behind the causal link-
ages is essential to establish accurate directions of linkages in CM. The emphasis in 
deriving CM should be on the causal theory underlying the causal statements rather 
than the language used [3, 9].

5.4.3  Direct vs. Indirect Relations

In CM a direct link between two variables does not guarantee a direct relationship 
between the two variables. It just implies a relation between the two variables that 
can be either direct or indirect. This distinction is important to identify conditional 
independencies in the CM [3, 6, 9]. Figure 5.4 illustrates the distinction of direct 
and indirect relationship and how a lack of distinction affects conditional independ-
ence assumptions in a CM.
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In Fig. 5.4 on the Original CM, both A and B affect C while in the Bayesian CM, 
there is no linkage between A and C, implying that A affect C strictly through B. If 
we have complete information of B, any additional information of A will be irrele-
vant in making inferences about C.

5.4.4  Circular Loop and Reciprocal Influences  
Are Not Permitted in BN

As explained in the previous paragraph, CM is directed graphs that characterized by 
an acyclic structure. However, circular relations or causal loops destroy the hier-
archical form of a graph. Circular relations in the CM violate the acyclic graphical 
structure required in BN. It is therefore essential to eliminate circular relations to 
make CM compatible with BN. Causal loops can exist for two reasons. First, they 
may be coding mistakes that need to be corrected. Second, they may represent 
dynamic relations between variables across multiple time frames [2, 3, 5, 6, 9, 30].

5.5  Designing a Roadmap Topology Using Bayesian  
Causal Map Approach

A procedure to design a roadmap topology using Bayesian causal maps approach 
can be summarized into two steps [3, 6, 31]:

 1. Qualitative modeling, which consist of: data elicitation; derivation of CM; and 
modification of CM to design a roadmap topology using Bayesian causal maps 
approach

 2. Quantitative modeling, which involve the derivation of the parameters of 
Bayesian causal maps

Original CM Bayesian CM

A

B

C

A

B

C

Fig. 5.4 Direct vs. indirect relations
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Data-based or knowledge-based approaches or a combination can be used for 
data elicitation purpose. Hence, literature review and/or expert’s opinion are used 
to determine the variables of interest for constructing the original CM. Based on 
the elicitate data, the next step is to construct an original CM. In the last step of the 
qualitative modeling, the CM of the expert is modified—using the approaches of 
transforming CM to BN as explained in the above paragraphs with regards to: 
conditional independencies, reasoning underlying the link between concepts, dis-
tinction between direct and indirect relations, and eliminating circular relations—
to eliminate biases that result from the use of textual analysis and to make the 
structure of the CM compatible with BN. In the qualitative modeling phase, the 
parameters of the Bayesian causal maps are derived using probability-encoding 
techniques [3].

In order to modify CM into a roadmap topology using Bayesian causal maps 
approach, the two most widely used methods are structured interviews and adja-
cency matrices [3, 9, 16, 28]. In structured interviews, the experts are provided a list 
of paired concepts as well as different alternative specifications of the relation 
between the concepts in the original map. The experts are then instructed to choose 
an alternative to specify the direct relation between the pair of concepts. Adjacency 
matrices, on the other hand, experts are provided the concepts in the form of an 
adjacency matrix, where the rows represent causes and columns represent effects. 
The experts are asked to enter ‘0’ (no relation), ‘+1’ (positive relation), or ‘−1’ 
(negative relation) in each cell to specify the relation between two concepts in the 
matrix. These two structured methods help in removing the four modeling biases 
relating to the construction of Bayesian causal map.

For the last step, once the structure of the Bayesian causal map is constructed, 
numerical parameters of this modified structure need to be assessed so that the 
propagation algorithms in the Bayesian networks can be used to make inferences [6, 
16]. For this purpose, data-based (historical data) and knowledge-based approaches 
(expert’s opinion) can be utilized to get the parameter (prior and conditional prob-
abilities of the variables of interest).

5.6  Case Study: Energy Storage Technologies  
for Wind Power Generation

This section describes the construction of Bayesian causal maps for a specific case 
study in energy storage technology for wind power generation [32, 33]. First, the 
paper illustrates how to construct the qualitative structure of a Bayesian causal maps 
from CM. Additional information—collected from experts to address the modeling 
issues discussed in Sect. 5.4.1 as well as to derive the numerical parameters of the 
Bayesian causal map—was also presented here. Second, Bayesian networks soft-
ware called Netica® is also introduced to draw probabilistic inferences in a Bayesian 
causal maps.
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5.6.1  The Goal: Choosing the Right Energy  
Storage Technology

The decision faced for the presented case study here is what type of energy storage 
technology should the decision maker(s) choose among these alternatives: pump 
hydro storage (PHS), sodium sulfur battery (NaS), and compressed air energy storage 
(CAES) to overcome the limitation of wind power generation. A completed study 
regarding the chosen storage technology can be seen in our previous study [32, 33] .

Wind power shares the major drawbacks of most renewable energy generation 
alternatives: higher costs and inconsistency of power generation. Wind power is 
available at the whim of nature: it can only be generated when the right amount of 
wind is blowing. If the wind is calm or too light, the wind turbines will not generate 
any electricity. When the wind is blowing at a high speed, the turbines must be 
slowed or shut down to avoid damages to the system [31].

Power balancing requirements resulting from the intermittency of wind power 
suggest using energy storage assistance to improve overall generation and load 
characteristics. The problems in generation imbalance for wind power require 
multi-criteria analysis for the decision makers. The role of the system analyst is  
to develop scenario-based analysis and to analyze the decision and suggest a 
recommendation.

5.6.2  Procedure for Constructing a Bayesian Causal Map

The procedure involves qualitative and quantitative modeling which describe as 
follow.

5.6.2.1  Qualitative Modeling

Three activities are conducted in this phase: data elicitation; derivation of CM; and 
modification of CM to design a roadmap topology using Bayesian causal maps 
approach.

Step 1: Data Elicitation

Through literature review and expert’s validation, we observed that there are 18 
variables representing technical factors, economical factors, environmental factors, 
and social factor. The seven technical factors are efficiency, maturity, capacity, life-
time, durability, technology risk and autonomy. The economical factors are repre-
sented by capital costs, O&M costs, economic risk, R&D budget and recurrent 
costs. The environmental factors are represented by air pollution, water pollution, 
and wildlife impacts. The social factor is represented by social risk. All of these 
factors are defined in Table 5.1 [33].
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Step 2: Derivation of CM

Adjacency matrix—as explained in Sect. 5.5—is presented to three power 
 administration authorities of Oregon State and three active members of Energy 
Nusantara (Indonesia Renewable Energy Community). The experts are instructed to 
specify the relation between two concepts in the matrix. Then the six responses are 
combined by taking the mode of the expert’s responses. The complete adjacency 
matrix is presented in Table 5.2. This process resulted in the original of CM as 
shown in Fig. 5.3.

The matrix is read from row to column. For example, life time affects O&M cost 
negatively which means that if life time of the energy storage increases O&M cost 
will decrease. Equipped by the adjacency matrix shown in Table 5.2, we developed 
our original CM as shown in Fig. 5.5. Figure 5.5 indicates that each nodes in the 

Table 5.1 Variables in energy storage technology

Variables Description

Efficiency The ratio between released energy and stored energy
Maturity The development phase of the storage technology such as early 

concept, prototype, demonstration, or commercialization stage
Capacity The quantity of available energy in the storage system after charging
Lifetime The length of time that the storage unit can be used
Durability The number of times the storage unit can release the energy level it 

was designed for after each recharge
Autonomy The maximum amount of time the system can continuously release 

energy
Investment costs The total costs include the purchase of land, buildings, construction 

and equipment to be used in the storage unit
Operations and 

maintenance costs
The costs include two main parts: a fixed one, rated power and a 

variable part depending on its annual discharged energy
Recurrent costs The cost per unit energy divided by the cycle life
Air pollution The contamination of the atmosphere by noxious gases and 

particulates
Water pollution The drainage of the waste water into natural water bodies
Wildlife impacts The effects on nature and wildlife
Social risk Risks arising from environmental problems or social discontent 

surrounding a project
Technology risk Risk associated with technical aspect of the proposed project
Environmental 

regulations
A set of regulations of state and federal statutes, and common-law 

principles covering air pollution, water pollution, hazardous 
waste, the wilderness, and endangered wildlife

Economic risk The risk that the project’s output will not generate sufficient revenues 
to cover operating costs and to repay debt obligations

Willingness to Invest The company’s willingness to invest on a project given different kind 
of risks associated with the project

R&D Budget allocated by the company for research and development
Storage technology 

decision
Selection of a energy storage technology among Sodium Sulfur 

Battery Storage, Compressed Air Energy Storage, and Pump 
Hydro Storage for balancing reserves in Northwest area

Y. Suharto and T.U. Daim



103

original CMs in most cases have reciprocal influences with one another, something 
that is not allows in developing Bayesian causal maps [3].

Step 3: Modification of CM to design a roadmap topology using Bayesian causal 
map approach

Utilizing approaches as explained in Sect. 5.4 when we want to convert the CM into 
BN—by looking at four basic requirements: conditional independencies; reasoning 
underlying the link between concepts; distinction between direct and indirect 
 relations; and eliminating circular relations—the original CM then converted into 
Bayesian causal maps. The final result of this processes is shown in Fig. 5.6.

5.6.2.2  Quantitative Modeling

Pairwise comparison are carried out across all states of the nodes with respect to the 
possibility of occurrence using a scale of 1–9. In this step, the parameters of the 
Bayesian causal maps—which consist of marginal probabilities and conditional prob-
abilities—are assessed using systematic probability generation method developed by 
Chin [28]. After all the marginal and conditional probabilities are calculated, the final 
step is to do a scenario-based assessment of the energy storage technology options.

Step 1: Conditional probabilities assessment

The conditional probabilities of analysis criteria are generated after the likelihood 
of the states of each node was evaluated by pairwise comparisons. Experts are inter-
viewed and pairwise comparison judgments are applied. Three different cases are 
presented here according to the type of comparisons. The rest of the nodes were 
calculated in the same manner.

Case one deals with the root/no-parent nodes. Pairwise comparisons were carried 
out among the states of the node. The relative priorities of the potential states can be 
generated from the maximum eigenvector and the relative priorities were derived as 
prior probabilities. The pairwise comparison matrix and the marginal probabilities 
for the node Capacity are shown in Table 5.3.

As for the case two, nodes having a single-parent node, pairwise comparisons 
were conducted among the states of the node with respect to each possible state of 
its parent node. The pairwise comparison matrices and the conditional probabilities 
for the node Life Time are shown in Table 5.4. Table 5.4 shows the final pairwise 
comparison matrix for the node life time when the its parent node durability is in the 
state of low. Similarly, we can get the probability of states of node life time on the 
condition that the state of its parent node durability is medium and high. The result 
is summarized in Table 5.5.

For the last case, nodes with multiple-parent nodes, pairwise comparisons were 
performed among the states of the node with respect to the all states of each parent 
node. The node water pollution is presented here as an illustration on how to use the 
systematic probability generation method. As shown in Fig. 5.6, the node water pol-
lution (WAP) has two parents, node environmental regulations (ENR) and node 
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Table 5.2 Interrelation of energy storage technology factors

Efficiency Maturity Capacity Lifetime Durability Autonomy
Investment 
costs

O&M 
costs

Recurrent 
costs

Air 
pollution

Efficiency 0 1 0 0 0 1 1 0 0 0

Maturity 1 0 0 0 0 0 0 0 0 0

Capacity 0 0 0 0 0 0 1 0 0 1

Lifetime 0 0 0 0 0 0 0 −1 −1 0

Durability 0 0 0 1 0 1 0 1 0 0

Autonomy 0 0 0 0 0 0 0 1 1 0

Investment  
costs

−1 0 0 0 0 1 0 0 0 0

O&M costs 0 0 0 0 0 0 1 0 0 0

Recurrent costs 0 0 0 0 0 0 0 0 0 0

Air pollution 0 0 0 0 0 0 0 0 0 0

Water pollution 0 0 0 0 0 0 0 0 0 0

Wildlife  
impacts

0 0 0 0 0 0 0 0 0 0

Social risk 0 0 0 0 0 0 0 0 0 0

Technology  
risk

0 0 0 0 0 0 1 0 0 0

Economic risk 0 0 0 0 0 0 0 0 0 0

Willingness to 
invest

0 0 0 0 0 0 1 0 0 0

R&D 1 1 0 0 1 0 1 0 0 0

Environmental 
regulations

0 0 0 0 0 0 1 0 0 −1

aStorage technology decision: pump hydro storage (PHS), sodium sulfur battery (NaS), and compressed air energy storage (CAES)
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Water 
pollution

Wildlife 
impacts

Social 
risk

Technology 
risk

Economic 
risk

Willingness  
to invest R&D

Environmental 
regulations

Health and 
safety

Storage  
technology 
decisiona

0 0 0 0 0 0 −1 0 0 0

0 0 0 −1 0 0 −1 0 0 1

1 0 0 −1 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 −1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 −1 0 −1 −1 0 0 0 0

0 0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0

0 1 0 0 0 0 0 1 0 0

0 1 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0 −1

0 0 0 0 0 0 0 0 0 −1

0 0 0 0 0 0 0 0 0 −1

0 0 0 0 0 0 0 0 0 −1

0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0

−1 0 0 0 0 0 0 0 0 0
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Social risk

Wildlife impact

Air pollution

Environmental regulations Capacity Willingness to invest Maturity Durability

R&D

Technology risk

Economic risk

Energy storage
technology option

Recurrent cost

Efficiency Autonomy OM cost Life time

Water pollution Investment cost

Fig. 5.5 Original CM

Social risk

Wildlife impact

Air pollution

Environmental regulations Capacity Willingness to invest Maturity Durability

R&D

Technology risk

Economic risk

Energy storage
technology option

Recurrent cost

Efficiency Autonomy OM cost Life time

Water pollution Investment cost

Fig. 5.6 Bayesian causal maps

Table 5.3 Pairwise comparison matrix for the node Capacity

Capacity Low Medium High P (capacity)

Low 1.000 0.333b 3.000a 0.258
Medium 3.000a 1.000 5.000a 0.637
High 0.333b 0.200b 1.000 0.105

Inconsistency indexc 0.037
aExpert’s judgments
bReciprocal of the expert’s judgment
cThe inconsistency index is less than 0.10, so no correction of judgments is needed
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capacity (CAP). Hence, we need to get the P(WAP|ENR) and P(WAP|CAP) first. 
The probabilities of node water pollution conditional on each parent are shown in 
Tables 5.6 and 5.7.

The next step would be computing the probabilities of node water pollution con-
ditional on the state combinations of both its parent nodes using Eq. (5.3). For 
example, when node environmental regulations is on the state of Relaxed (R) and 
capacity is on the state of Low (L), then using Eq. (5.1) we can compute the 
 probability of water pollution is L given the environmental regulations is R and the 
capacity is L:

 
P WAP L ENR R CAP L P WAP L ENR R P WAP L CAP L= = = = = = = =( ) ( ) ( )| , | |α

 

Table 5.4 Pairwise comparison matrix for node life time conditional on durability is low

Life time Low Medium High P (durability)

Low 1.000 0.333 4.000 0.073
Medium 3.000 1.000 9.000 0.256
High 0.250 0.111 1.000 0.671

Inconsistency index 0.002

Table 5.5 Probabilities of life time conditional on durability's different states

Life time Durability =L Durability =M Durability =H

Low 0.073 0.111 0.655
Medium 0.256 0.667 0.250
High 0.671 0.222 0.095

Table 5.6 Probabilities of water pollution conditional on environmental regulations’ different 
states

Water Pollution
Environmental  
regulations =R (relaxed) Environmental regulations =S (stricter)

Low 0.122 0.682
Medium 0.320 0.216
High 0.558 0.102

Table 5.7 Probabilities of water pollution conditional on capacity’s different states

Water Pollution Capacity =L Capacity =M Capacity =H

Low 0.648 0.570 0.196
Medium 0.230 0.333 0.311
High 0.122 0.097 0.493
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Since α is a normalization factor, then:

 

α =
= =( ) = =( )

+ = =( ) = =

1

P WAP L ENR R P WAP L CAP L

P WAP M ENR R P WAP M CAP L

| |

| |(( )
+ = =( ) = =( )P WAP H ENR R P WAP H CAP L| |

 

From the above equations, we can get the following result:

P(WAP = L|ENR = R, CAP = L) = 0.358
P(WAP = M|ENR = R, CAP = L) = 0.334
P(WAP = H|ENR = R, CAP = L) = 0.308

Similarly, the probabilities of the state of the node WAP conditional on the other 
state combinations of its parent nodes can also be generated and the final results are 
shown in Table 5.8.

Using the three cases as explained above, the Conditional Probability Table 
(CPT) of the other nodes with or without parent nodes in the Bayesian causal maps 
can be specified similarly. The CPT then used to compute all prior probabilities of 
all nodes in the Bayesian causal maps using Eq. (5.4). The number of nodes was 
large and each calculation of the prior probabilities was so complex that manual 
work was unrealistic. Hence, a graphical software package, Netica, was utilized and 
the final prior probability is shown in Fig. 5.7.

Step 2: scenario-based assessment of the energy storage technology options

A graphical software package, Netica [17] is utilized to make probabilistic infer-
ences using sum propagation. The sum propagation computes the marginal proba-
bilities of all the model variables and updates the marginals with all additional 
evidence received about other variables [3, 6, 16], . In this case study, we can evalu-
ate each energy storage technology options under different scenarios.

The scenarios were defined in consultation with the experts, and they represent 
situations in which the experts believe that there will be future changes in the soci-
ety, technology changes, internal changes, and unambiguous prescriptions for 
energy storage technology option in the energy literature. At the beginning of the 
case study we mentioned that the energy storage technology options are limited 
only to three options: pump hydro storage (PHS), sodium sulfur battery (NaS), and 
compressed air energy storage (CAES). Each option can be represented by 

Table 5.8 Probabilities of water pollution (WAP) conditional on different state combination of 
environmental regulations (ENR) and capacity (CAP)

ENR Relaxed Stricter

CAP L M H L M H

L 0.358 0.302 0.060 0.877 0.826 0.532
M 0.333 0.463 0.250 0.099 0.153 0.267
H 0.308 0.235 0.690 0.025 0.021 0.200
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specifying the state of three nodes: maturity; capacity; and durability. Each energy 
storage options has specification as follow:

 – CAES: capacity is medium, maturity is medium and durability is high.
 – PHS: capacity is high, maturity is high and durability is high.
 – NaS: capacity is low, maturity is medium and durability is medium.

We specify two different scenarios and demonstrate how our inferences on 
energy storage technology option change depending on the different scenarios. 
Scenario one is set to be in a favor condition, in which environmental regulation is 
relaxed, R&D budget is high and willingness to invest is high, whereas scenario two 
is completely the opposite: environmental regulation is stricter, R&D budget is low 
and willingness to invest is low. This information is used to compute the posterior 
probabilities of the nodes directly affecting the decision of energy storage technol-
ogy. Table 5.9 shows the prior probabilities of the three nodes directly affecting 
energy storage technology decision when all other variables, except capacity, maturity 
and durability) in the map, as shown in Fig. 5.7, are unknown.

When the scenario 1 is simulated on the Bayesian causal maps, the posterior 
probability of social risk = low increases from 0.27 to 0.45, and the posterior prob-
ability of energy storage technology option of Go is increases from 0.56 to 0.64. 
Under this conditions, the right decision is to select product option 1, which is 

Table 5.9 Prior and posterior probabilities under two different scenarios

Nodes Prior probabilities
Posterior probabilities in 
Scenario 1a

Posterior probabilities  
in Scenario 2b

1. Social risk
Low 0.27 0.45 0.22
Medium 0.50 0.22 0.24
High 0.23 0.33 0.54
2. Technology risk
Low 0.02 0.04 0.17
Medium 0.89 0.94 0.35
High 0.09 0.02 0.48
3. Economic risk
Low 0.18 0.19 0.23
Medium 0.48 0.56 0.27
High 0.34 0.26 0.50
4. Energy storage technology option 1c

Go 0.56 0.64 0.47
No go 0.44 0.36 0.54
aScenario 1: environmental regulation is relaxed, R&D budget is high and willingness to invest is 
high
bScenario 2: environmental regulation is stricter, R&D budget is low and willingness to invest is 
low
cEnergy storage technology option 1, CAES: capacity is medium, maturity is medium and durabil-
ity is high
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CAES. When scenario two is simulated, the posterior probability of social risk = high 
increases from 0.23 to 0.54, that of technology risk = high jump from 0.09 to 0.48 
and that of economic risk = high increases from 0.34 to 0.50. The posterior probabil-
ity of energy storage technology option of No Go is increases from 0.44 to 0.54. 
This implies that in scenario two, the right decision is to reject energy storage tech-
nology option 1, CAES.

Similarly, we can use the same procedure as described above to evaluate energy 
storage technology option two (PHS) and three (NaS) under scenario 2. Table 5.10 
summarized all the posterior probabilities of energy storage decision under the two 
different scenarios. Table 5.10 shows that under scenario 2, the highest probability 
of state Go is for energy storage technology option 3, NaS. The posterior probability 
of energy storage technology option 3, NaS = Go is increases from 0.47 to 0.67. This 
is implies that in scenario 2, the right decision is to go with energy storage technol-
ogy option 3, NaS.

5.7  Summary, Conclusion and Limitation

Two formal procedures are used in this study. Firstly is the use of a graphical struc-
ture of Bayesian causal maps introduce by Nadkarni [3]. Bayesian causal maps 
combine the strengths of causal maps and Bayesian networks and reduce the limita-
tions of both. Secondly, a systematic probability generation method, as an extension 
to the work of Kim and Pearl [29], to compute the conditional probability table. One 
of the biggest advantage of the proposed method is that once the Bayesian causal 
maps is validated, analytical results can be updated easily with minimal involve-
ment of experts, since the data are totally reusable and new finding or new data can 
be added and analyzed through support from the software system.

Bayesian causal maps provide a framework for representing the uncertainty of 
variables in the map as well as the effect of variables. Using concepts from the lit-
erature on causal modeling and logic [9, 14, 16], Bayesian causal map clarify the 
cause–effect relations depicted in the causal maps. They depict dependence between 
variables based on causal mapping approach (D-map) as well as a lack of depen-
dence between variables based on the Bayesian networks approach (I-map) [3, 6, 9, 
12, 14, 16].

States CAES PHS NaS

Prior probabilities Go 0.56 0.68 0.52
No go 0.44 0.32 0.48

Scenario 1 Go 0.64 0.42 0.50
No go 0.36 0.58 0.50

Scenario 2 Go 0.47 0.51 0.67
No go 0.54 0.49 0.33

Table 5.10 Prior and 
posterior probabilities of 
energy storage technology 
option under two scenario
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Abstract From razor thin tool blade coatings to shiny custom motorcycle parts, 
hexavalent chromium (Hex-chrome) has historically been the coating of choice for 
a vast array of industrial applications. Hex-chrome has many advantages over other 
coating alternatives including hardness, corrosion resistance, coefficient of friction, 
process maturity, and economic factors. Existing Hex-chrome process technologies 
are simple and well understood in the industry.

Recent reports and media coverage have brought Hex-chrome into the spotlight. 
Increased environmental and regulatory pressure on existing Hex-chrome has cre-
ated a need for companies to investigate alternative coatings. In 1988 [15] Hexavalent 
Chromium was declared a carcinogen and since has received additional scrutiny and 
regulation. Recent advances in coating technologies and process methods look to 
provide feasible alternatives to existing processes while providing Hex-Chrome free 
options. However, evaluating these potential alternatives is difficult as information 
from vendors is not easily obtained the decision process is not well documented.

In this project, the team provides a history of hard chromium coatings. We 
 discuss the issues emanating from hard chromium and traditional application 
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 processes. Various alternatives are discussed in detail, many of which are  considered 
“Nano-coatings” due to their tiny architecture and deposition methods.

A criteria analysis/decision matrix is provided which provides:

• Multiple selection criteria/key metric scoring (harness, coefficient of friction, 
corrosion resistance)

• Consideration of cost of ownership
• Environmental impact factors
• Priority weighting of factors (cost vs. environmental)
• Visual results for ease of analysis, helps technology managers prepare for 

 Hex- chrome alternative evaluation

In researching this topic, the team was unable to find such a decision model. The 
team adds to the existing body of knowledge by establishing this model and provid-
ing guidance regarding the model inputs. Although a fully comprehensive decision 
matrix could not be developed, due to limitations in available data, the team pro-
vides a detailed overview of each replacement technology and guidelines for mak-
ing decisions in the future when such information is available.

6.1  Introduction

6.1.1  Overview

From razor thin tool blade coatings to shiny custom motorcycle parts, Hexavalent 
chromium (also called “Hex-Chrome”) has historically been the coating of choice 
for a vast array of industrial applications. Hex-chrome has many advantages includ-
ing maturity and cost. In 1988 Hexavalent Chromium was recommended a carcino-
gen by NIOSH (National Institute for Occupational Safety and Health) [15]. Since 
this time Hexavalent chromium has received additional scrutiny and regulation. 
Traditional chrome plating processes and materials are no longer deemed safe and 
present many hazards to workers and the environment. Government regulations and 
increasing safety concerns have risen to a point where companies are investigating 
replacement materials for existing processes which use Hex-Chrome.

Increased environmental and regulatory pressure on existing Hex-chrome has 
created a need for companies to investigate alternative coatings. Recent advances in 
coating materials and process methods look to provide feasible alternatives to exist-
ing processes. However, evaluating these potential alternatives is difficult as infor-
mation from alternative vendors is not easily obtained and the decision process is 
somewhat complicated. Evaluating Hex-chrome alternatives is complex; a need for 
a decision model exists. In this project, we provide a history of hard chromium coat-
ings and discuss the issues emanating from hard chromium and traditional applica-
tion processes. Various alternatives are discussed in detail, some of which are 
considered “Nano-coatings” due to their tiny architecture and deposition methods. 
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A criteria analysis and decision matrix was developed, providing guidance to 
 managers and engineers who need to make chrome replacement decisions. Although 
a fully comprehensive decision matrix could not be developed, due to limitations in 
available data, the team provides a detailed overview of each replacement technol-
ogy and guidelines for making decisions in the future when such information is 
available.

6.1.2  Summary of Contributions

In researching this topic, the team was unable to find such a decision model. The 
team adds to the existing body of knowledge by establishing this model and provid-
ing guidance regarding the variables. Although a fully comprehensive decision 
matrix could not be developed, due to availability of quantifiable data, the team 
provides a detailed overview of each replacement technology and establishes guide-
lines for making decisions in the future when such information is available. Example 
model implementation is shown in following sections for a specific application (pis-
ton rod). The team also developed a scenario analysis which looks at hex-chrome 
material alternatives weighted by environmental and cost driven preferences.

6.2  History and Background Information

6.2.1  History of Chromium and Electrolytic Plating

The element chromium (Cr) was discovered in 1797 by Louis Nicolas Vauquelin 
[19]. A professor of chemistry and pharmacology, Vauquelin detected chromium in 
the mineral crocoite or red lead ore from Siberia. Chromium by itself is a lustrous, 
grey metal of high hardness and corrosion resistance, and is the only elemental solid 
that is antiferromagnetic. It is said to be the 21st most abundant element in the 
earth’s crust and is typically mined from chromite in South Africa, Kazakhstan, 
India, Russia, and Turkey.

The study of chromium and its properties eventually led to its use as an alloying 
element in a variety of metals including stainless steel. Approximately 85 % of 
mined chromium is used in metal alloys [18], but its useful qualities also make it an 
excellent choice for chromate conversion and surface coatings on various substrates. 
Electroplating, which is the deposition of a thin layer of metal onto a cathode, was 
invented in 1839 with patents issued in 1840 [17]. Soon after, chrome began to be 
used as a surface coating, although it was not a widely adopted surface coating for 
industrial uses until the 1920s.

Due to its versatility as a surface coating and its excellent properties and charac-
teristics, chrome plating has been used extensively throughout the world for a variety 
of industrial and commercial applications. Chrome plating can be applied at a 
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variety of thicknesses from thin coatings of less than 0.0001″ to thick coatings of 
0.030″ or more. Thick chrome plated coatings are often used to “build-up” worn 
part surfaces, which allows for rebuilding and resurfacing of parts to bring them 
back to their original part dimensions. From aircraft components, hydraulic actua-
tors, and other wear components to gun barrels, hand tools and automotive trim, 
Chrome has been the surface coating of choice for almost a century.

There are several different surface preparations that utilize chromium, but the 
focus of this paper and analysis will be on those concerning electrolytic deposition on 
steel. The two main types of electrolytic chromium deposition on steel substrates are 
referred to as decorative chrome plating and hard chrome plating (also known as 
functional or industrial chrome plating). The variations in chemicals and processes for 
these two surface coatings impart unique and specific surface coating characteristics.

Decorative chrome plating typically has a thin layer of bright nickel underneath 
the chrome layer. This undercoat contributes to the lustrous surface of decorative 
chrome plating and also improves corrosion and tarnish resistance. As indicated by 
its name, decorative chrome is typically selected for its aesthetic appeal. It is often 
used as a coating for automotive bumpers, bicycles, plumbing fixtures, and other 
consumer products where visual appeal and tarnish resistance are desired.

Functional chrome coating often has a dull, gray appearance and imparts many 
desirable physical properties. These include high hardness, abrasion and wear 
resistance, corrosion and chemical resistance, as well as high adhesion strength. 
These attributes make hard chrome a suitable surface coating for engine compo-
nents, hydraulic cylinders, cutting tools, and a multitude of other items. As men-
tioned previously, hard chrome plating is also used extensively to repair worn parts 
and tools. This is very common for expensive components used in heavy equipment 
and ships. A large consumer of this service is the U.S. Department of Defense.

Chrome electroplating is well understood since it has been around for nearly a 
century. The process is relatively simple and inexpensive. However, it is not without 
issue. Chrome electroplating is normally considered a line-of-sight plating process. 
This means that there must be a clear and direct path between the cathode (part to be 
plated) and the anode for movement of electrical current. This makes fixturing and 
positioning of small parts difficult, and plating of holes is very challenging. The dis-
tribution of chromium on part surfaces can be inconsistent when compared to other 
surface coating technologies, and the electrical efficiency of this process is very low.

6.2.2  Health, Safety, and Environmental Issues

Although chrome plating is very versatile and indispensable as an industrial sur-
face coating, it does have major drawbacks of which health, safety, and environ-
mental concerns top the list. Most hard chrome plating processes use plating 
solutions that  contain hexavalent chromium which is a known carcinogen and 
mutagen [2]. Contact with chromic acid can cause dermatitis, and in severe cases, 
ulcers or burns on the skin. Prolonged inhalation of fumes or mist can result in 
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ulcers and perforation in the nasal septum and esophagus. Hexavalent chromium is 
also extremely toxic if taken orally. Once reaching the bloodstream, hexavalent 
chromium causes damage to the kidneys, liver, and blood cells [2].

During the electroplating process, large amounts of hydrogen gas are produced 
at the anode/solution and cathode/solution interfaces. The evolution of hydrogen 
gas results in the formation of tiny hydrogen gas bubbles. As these bubbles reach the 
surface of the plating solution and burst, they create a fine mist of plating chemistry. 
Once airborne, the risk of these chemicals coming in contact with workers and 
being released into the atmosphere is high. Precautions must be taken to mitigate 
worker and environmental risks involving airborne hexavalent chromium. This 
commonly involves the enclosure of open plating tanks and the addition of air hand-
ling equipment to draw mist and vapors from the surface of the plating solution 
where it is pulled into a scrubber system which removes all chemicals and gases 
before releasing the air in to the atmosphere.

In addition to equipment needed to reduce airborne chemicals, people working 
near plating chemicals must also wear extensive PPE (personal protective equip-
ment) to reduce or eliminate direct contact with plating chemicals. Plating chem-
icals have a very low pH (near 0) and, as stated above, can cause burns along with 
other long-term reactions. Common PPE includes safety goggles or face shields, 
water-proof and chemical resistant gloves, aprons, sleeves, and leg spats with shoe 
covers. To prevent workers from carrying contaminated clothing home with them, it 
is often recommended that all clothing and PPE worn while working around plating 
chemicals is left at the job site.

Chrome plating also creates a lot of toxic waste as everything that comes in con-
tact with the plating solution must be decontaminated and disposed of as toxic 
waste. All fluids involved in the plating process must be treated before disposal. 
This includes water used to rinse plating solution from parts. This fluid is typically 
sent to an in-house water treatment facility where a filter press removes all solids, 
and then the remaining fluid is analyzed and treated to neutralize its pH before send-
ing to the sewer system or to a waste disposal site.

6.2.3  Safety and Environmental Regulation

1970 was a pivotal year for worker and environmental protection. It was in this 
year that President Richard M. Nixon signed executive orders to create 
Occupational Health and Safety Administration (OSHA) and Environmental 
Protection Agency (EPA) [9, 16]. In 1975, National Institute of Occupational 
Safety and Health (NIOSH) documented the carcinogenic effects of water-insoluble 
Cr(VI) compounds, and in 1988 they recommended that all Cr(VI) compounds be 
considered occupational carcinogens [15]. In 1998, EPA’s Integrated Risk 
Information System (IRIS) classified hexavalent chromium as a known human 
carcinogen via inhalation [11].
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Formerly known as the Federal Water Pollution Control Act, the Clean Water 
Act was reorganized and expanded in 1972 with additional amendments and renam-
ing in 1977 [12]. During this same timeframe the Clean Air Act of 1970 and its 
amendment in 1990 were enacted. These acts gave the EPA the authority to limit 
emissions of pollutants affecting air and water quality [10]. Since the formation of 
these entities, scientists have studied the toxicity of hexavalent chromium. Armed 
with this information, OSHA and EPA have continued to set and update regulations 
to safeguard the environment and people.

As previously mentioned, regulations mandated by OSHA and EPA create the 
need for extensive equipment and processes meant to protect workers, the commu-
nity, and the environment. Industry has come up with some ingenious methods to 
reduce the risk of working with hexavalent chromium plating solutions, but these 
are only successful when used properly. To ensure conformance to regulation 
requires constant monitoring of systems, processes, and working environments. All 
these precautions add cost to chrome plating operations. This additional cost has put 
many smaller plating facilities out of business, but hasn’t been great enough to deter 
larger facilities from using chromium-based plating chemicals up to this point.

Regulation of hexavalent chromium and electrolytic chromium plating has raised 
public awareness of its harmful qualities. This has resulted in many stories, investi-
gative news reports, and law suits regarding standards violations and contaminated 
lands and water near industrial sites. Public consciousness and recent interest in 
care for the environment, sustainable energy and products, and other “green” tech-
nologies may end up being the tipping point for a major reduction in hexavalent 
chromium plating. Regardless of what “tips” the use of hexavalent chrome, it is 
clear that it will not always be a viable surface coating technology.

6.2.4  Economic Issues and Trends

Initially, the team expected to see downward trends related to hex-chrome manufac-
turing and production due to regulatory trends. However, through literature review 
and research the team discovered that upward trends in manufacturing are continuing. 
The data suggests that Companies are simply pushing more of their manufacturing 
and production to developing countries.

Since the turn of the century, costs of high grade chromium have been increas-
ing. Figure 6.1 shows an increase from roughly 6,000$/t in 2000 to almost 10,000$/t 
in 2010 [5]. Production capacity, shown in Fig. 6.2, in developed countries has 
been flat to down, while developing countries have seen increased production [3, 5, 
24, 25].

There are multiple reasons for this switch of roles, both economic as well as envi-
ronmental. Environmentally, the maximum respiratory limit in China for Chromium 
exposure is 0.05 mg/m3. This is 2.5 times the same limit in the US. (0.02 mg/m3) and 
3 times the EU limit (0.015 mg/m3) [24]. This means that workers can be exposed to 
higher levels of Chromium in a plant atmosphere in China than in the US or EU. 
Combining this with significantly lower costs of labor and transportation have led to 
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multiple new manufacturing facilities in China. For example, there are slightly more 
than 1,000 manufacturing facilities in the entire US, while there are more than 800 
facilities in the Pearl River Delta area of China alone [1, 7].

This leads to the disposal factor of Chromium waste. China has more than six 
million tons of Chromium waste awaiting disposal [13], which is roughly twice the 
worldwide production of Chromium per year. By comparison, the total Chromium 

Fig. 6.1 Historical cost of chromium per ton in USD

Fig. 6.2 Historical production capacity for China, United Kingdom and United States 
1992–2006
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waste within the US in 2009 was only 7,500 t [6]. The point can be made that the 
environmental waste impact of Hexavalent Chromium in developing countries does 
not carry as much concern as in developed countries and companies are finding 
ways to get around these restrictions by moving their manufacturing to countries 
with lower environmental regulations. However, environmental regulations cover-
ing the usage of Hexavalent Chromium in developed countries are becoming more 
restrictive. There are regulatory movements underway to restrict imports of prod-
ucts manufactured with Hex chromium and even exemptions for areas like defense 
are being denied [26, 27].

There are many available alternate materials to replace Hexavalent Chromium 
for multiple uses; however these are typically highly proprietary, as they’re basic-
ally variations in the chemical and elemental properties of Chromium. Because of 
this proprietary nature, there is not a lot of data available in the public domain 
regarding the usage and industrial experience of these materials. Which, has essen-
tially led to a “Catch-22” situation where the lack of workplace data has slowed 
down the adoption of these new materials which, in turn has restricted the creation 
of an industrial need for widespread usage of the technology.

6.2.4.1  Patent and Article Data

Figure 6.3 illustrates the data that was collected using the Patent Search method as 
illustrated in Appendix 2. When the data is plotted in cumulative fashion, as shown 
in Fig. 6.3, the information exhibits a linear upward trend-line. This trend would 
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infer that the developments with respect to standard Hexavalent Chromium have 
continued without interruption from outside forces.

Figure 6.4 illustrates the data that was collected using the article search method 
as defined in Appendix 1.

As indicated by the above data, the first NIOSH article occurred in 1974; this 
article documented the carcinogenic effects of water soluble hexavalent chromium 
compounds. The research in the field has continued since the publishing of the ini-
tial article, although the data does exhibit distinct S curve trends. The first S curve 
appears to originate from the publishing of the initial article. Then as indicated by 
the plot, the interest plateaus. Then in 1996, the articles published continue to rise 
after settlement of the PG&E lawsuit. Therefore, the data suggests that as more 
research and exposure is completed, the regulatory environment with respect to 
Hex-Chrome is likely to increase as well.

6.2.5  Summary

A Force Field analysis was used to visually study the forces for change and the 
forces against change. Figure 6.5 shows the results of this analysis. We see that 
most of the forces for changing to alternate materials are environmental regulation 
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based. The only economic based force for change is the cost of chromium waste 
disposal. Of the forces against change, they’re primarily economically driven.

Eventually, a tipping point will be reached where the environmental impact out-
weighs the economic advantages. At the current time it is easier to invest in equip-
ment to meet safety and environmental regulations, or to move production to 
developing countries. Environmental regulations covering the usage of Hexavalent 
Chromium in developed countries are becoming restrictive. If past events are a pre-
dictor for future events we expect chromium will eventually be regulated to the 
point where it is not feasible in most applications. In the past other hazardous mater-
ials (e.g. lead, mercury, and halogens) followed a similar regulatory and environ-
mental trajectory.

In summary, companies are currently finding ways around regulation but regula-
tory trends indicate that eventually alternatives must be considered. As with other 
materials, hex-chrome will be very difficult for companies to use.

6.3  Decision Model

6.3.1  Overview

Prior to implementation in software, the team developed a mathematical model. An 
overall score is established for each alternate material type as well as the process of 
record (standard hex-chrome). The overall score, called the “selection material rat-
ing score” is a function of the priority given to the category (i.e. hardness, corrosion 

Fig. 6.5 Force field analysis
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resistance, friction coefficient, environmental cost, economic cost). The model 
 provides an overall score for each material type as well as visual charts (bar charts) 
for easy material comparisons.

6.3.2  Functional Description

The evaluation process takes several steps. First, the user determines the application 
as the criteria weighting is highly dependent on the specific application. Next, a 
benchmark (control) must be selected; in our case we chose the existing hex-chrome 
process. The evaluation model compares alternate materials to the benchmark. 
Identifying performance criteria is the next step; our team chose hardness, corrosion 
resistance, friction coefficient, environmental cost, and economic cost. Selecting the 
materials to evaluate is the next step.

Our team chose various alternatives as described in future sections. Next, a pri-
ority must be assigned to each of the performance criteria for the given application. 
For example, if hardness is the most important factor for a given application, then 
hardness would be given a higher score (weight) than the other performance criter-
ion. After assigning proper weighting, scoring guidelines must be established. 
Depending on what information is available, different scoring approaches may be 
selected. Future sections of this paper discuss the scoring guidelines out team used 
in detail. An evaluation scenario must be selected next in order to properly evaluate 
alternatives. In some applications cost might be the primary driver. In this case, a 
“cost driven” scenario would be selected. The final step in the process is the ranking 
materials step using the evaluation model. Once ranked, the user would move to a 
feasibility stage with the selected material(s). Since the material would still need to 
be proven in a real-world application, this step is beyond the scope of this project. 
The process as stated is flowcharted in Fig. 6.6.

6.3.3  Detailed Description

The mathematical model is shown below. A selection total ranking is calculated for 
each material (Si) which is the summation of the weighted performance criteria PjCi,j 
for all the criteria scores.

 

S PC i ji
j

n

j i j= ∀
=
∑

1
, ,

 

(6.1)

Where
Si = Selection Material Rating Score for material i
Pj = Priority for Criteria j
Ci,j = Criteria Score j for Material i
n = Number of Selection Criteria

6 Hexavalent Chromium Substitution



126

6.4  Data Gathering and Model Implementation

6.4.1  Material Selection Criteria

The component that was chosen for the material selection analysis was a hydraulic 
piston rod. Hydraulic pistons are used in several applications such as vibration 
dampening in automobiles, mechanical movement of objects such as lift stations, 
and compression applications such as waste collection [4].

In order to analyze hydraulic piston rods effectively, the several criteria were 
selected that were necessary for performance and functionality of the component. 
Table 6.1 identifies the selection criteria with respect to product performance.

In addition to the above required criteria, additional criteria that were nonphysical 
or mechanical properties were analyzed. These properties are of importance, since 
the evaluator since it is the responsibility of the evaluator and management to predict 
and anticipate internal and external market forces when making decisions. Table 6.2 
identifies the additional selection items that were weighted in the decision analysis.

In order to analyze the non-Hexavalent Chromium materials several assumptions 
needed to be made with respect to the selection criteria as listed above. Assumptions 
are needed because of data availability and the qualitative nature of the available 
data. In the situation were raw data is available, the raw data will supersede the 
assumptions, and be used in the selection methodology. However, when unavailable 
the assumptions will lead the selection.
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Fig. 6.6 Evaluation process flowchart
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6.4.2  Criteria and Priority Scoring

We used a priority scale of 1 (not important), 2 (somewhat important), and 3 (very 
important). For the rating scale, we used a similar scoring method: 0.5 (property not 
listed in datasheet), 1 (bad), and 3 (good).

6.4.3  Criteria and Material Analysis Assumptions

In order to test the functionality of our decision model, some assumptions were 
established. If material data was not available from the manufacturer for the alter-
nate material, the assumption was the given property was less than that of hex- 
chrome. The environmental cost and impact of the alternative material was 
considered to be less than that of hex-chrome. The material cost for the alternative 
material was considered greater than the cost of hex-chrome.

6.4.4  Alternate Materials Evaluated

The alternative materials were chosen based on the explicit identification that the 
materials were hexavalent chromium free in the marketing brochures, and material 
specifications sheets. The material information was searched and compiled utilizing 
information that was publicly available on the internet. Table 6.3 identifies the 
 alternate materials that we evaluated in the analysis, specifically, the manufacturer, 
product name, and web address.

Table 6.1 Selection criteria

Material property Description

Surface roughness Material having the capability of a smooth surface.
Surface hardness Adequate hardness to prevent wear from the friction and contact  

with mating components during operation.
Corrosion resistance Ability of the coating to resist corrosion.

Table 6.2 Additional selection criteria

Material property Description

Material cost The cost of ownership should be similar to the current material  
and process

Environmental cost The cost incurred by the environment for the use and disposal  
of products and by-products should be lower than the current material
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6.4.5  Strengths and Weakness

In order to analyze the materials, the strengths and weaknesses were recording from 
all the material data sheets identified for analysis. Appendix 3 lists all the strength 
and weakness tables collected for the materials analyzed. Table 6.4 summarizes the 
strengths and weaknesses of the subject materials, as they relate to the criteria 
 identified for the hydraulic cylinder.

Additional assumptions:

 1. If listed as strength the performance is equal to or better than the traditional 
Hexavalent Chromium product.

 2. If a physical performance characteristic is not listed, then the physical property 
is less than traditional Hexavalent Chromium.

6.4.6  Model Implementation and Results

Five alternative materials were compared to the standard existing Hexavalent 
 chromium process. These five materials were evaluated using the mathematical 
model outlined above. The initial evaluation consisted of five primary factors as 
described above: surface roughness, surface hardness, corrosion resistance, cost, 
and environmental impact. An overall score was calculated for each potential 
replacement which is the summation of each of the weighted (priority) criteria 
scores. These scores were then compared to each other for a cursory decision. As 
previously discussed, the goal of this project was to build a decision process, rather 
than a conclusive decision analysis, due to limitation of alternative coating data.

Table 6.3 Potential materials

Manufacturer Product name Web address

A Brite Enviro-Alloy http://www.abrite.com/acs.htm
Shining Surface Systems Mettex 6 http://www.surface-systems.com/
U.S. Chrome Hard TriCom http://www.uschrome.com
Integran Nanovate CR http://www.integran.com
Sub-one InnerArmor http://www.sub-one.com

Table 6.4 Material summary

Material property

Material type

Enviro- Alloy Mettex 6 Hard TriCom Nanovate CR InnerArmor

Corrosion resistance Gooda NA Good Good Good
Hardness NAb Good Good NA Good
Coefficient of friction NA Good NA Good Good
Environmental cost Good Good Good Good Good

Bad = material property less than chrome
aGood = material property equal to or greater than chrome
bNA = material property data not available
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The decision model was implemented using MS-Excel version 2007. Input cells 
were created which allow engineers and managers to enter data for each vendor and 
view the results visually in easy to read charts.

Data was used for each alternative based on information obtained from the man-
ufacturer’s data-sheets or input was empirically decided based from research. The 
following example illustrates a typical output results (Fig. 6.7), for Enviro-Alloy.

6.5  Scenario Analysis

In order to analyze the implication of economic and environmental criteria on mate-
rial selection, the methodology of scenario analysis was utilized. For the material 
selection process, three separate scenarios of the model stated above were con-
ducted and compared.

For the analysis, the priority levels of the Environmental and Economic factors 
were altered from a high (value of 3) to low (value of 1) level, and the resulting 
preferred material was determined mathematically. Figure 6.8 titled Scenario 
Analysis Summary identifies the three different scenarios that were utilized for the 
decision model and corresponding priority levels. Note: all other material criteria 
were held constant for the evaluation.

6.5.1  Cost Scenario

A cost driven scenario is defined as a high priority value on economic costs, and low 
priority value on environmental costs. Under this scenario the preferred material of 
choice is standard Hexavalent Chrome. Figure 6.9 titled Cost Driven Scenario 
Model Output, illustrates the results of the model under a cost driven scenario.
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6.5.2  Balanced Scenario

A Balanced scenario is defined as setting the economic costs are equal to the 
 environmental costs. Under this scenario the preferred material of choice is either 
standard Hexavalent Chrome or the InnerArmor material. Figure 6.10 titled bal-
anced scenario model output, illustrates the results of the model under a balanced 
scenario.

6.5.3  Environmental Scenario

An environmental driven scenario is defined as a high priority value on environmen-
tal costs, and low priority value on economic costs. Under this scenario the pre-
ferred material of choice is InnerArmor. Figure 6.11 titled Environmental Scenario 
Model Output, illustrates the results of the model under an environmental driven 
scenario.

Fig. 6.8 Scenario analysis summary
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6.5.4  Conclusion

From a pure cost standpoint, existing Hex-chrome is the most cost effective  followed 
by InnerArmor. Currently Hex-chrome is not the best choice when environmental 
criteria are considered. InnerArmor looks to be the best choice in this category fol-
lowed by three other alternate vendors. When a balanced scenario is analyzed, 
where cost and environmental impact are both considered, InnerArmor and the 
existing Hex-chrome appear to be the best choices.

6.6  Conclusion and Recommendations

6.6.1  Project Summary

In this project, the team provided a history of hard chromium coatings. We dis-
cussed the regulatory, environmental, and economic issues emanating from hard 
chromium. Various alternatives are discussed in detail, many of which are 
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Fig. 6.11 Environmental driven scenario output

6 Hexavalent Chromium Substitution



132

considered “Nano-coatings” due to their tiny architecture and deposition methods. 
An evaluation model/decision matrix was developed. This model evaluates various 
alternatives using a multiple selection criteria along with weighted scoring and 
 scenario analysis. The team added to the existing body of knowledge by establish-
ing this model and providing guidance regarding the model inputs.

6.6.2  Future Direction

As data becomes available, scoring factors should be a gradient of the actual values. 
For example, the model could support actual hardness data for each material nor-
malized to the baseline (hex-chrome). Weighting factors could also be added to the 
model to comprehend additional factors such as professional, organizational, and 
other factors. This expanded model is shown below:
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(6.2)

6.6.3  Concluding Remarks

In this project, the team provides a history of hard chromium coatings. We dis-
cussed the issues surrounding hard chromium and traditional application processes. 
Various alternatives were discussed in detail, and a decision matrix/evaluation 
model was developed.

 Appendix 1: Article Search Methodology

In order to understand the future of hexavalent chromium, a article search was con-
ducted using data that is available on the National Institute for Safety and Health 
(NIOSH) website. The NIOSH site provided an internal search engine that was used 
to data mine the information on the site. Table 6.5 identifies the search criteria that 
was utilized to search the website.

Find results: with  
all the words

Issue date:  
start

Issue date:  
end

Chromium, hexavalent January December

Table 6.5 Article search 
criteria
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For each of the above searches the years that were analyzed were from year 1970 
to year 2009 (inclusive). For each of the samples the issue date was changed for 
both the Start and End values to represent the year of interest.

For Example:

Entry (1) January 1980 and December 1980
Entry (2) January 1981 and December 1981

For each of the samples, the number of articles published was recorded in the 
responding data set.

 Appendix 2: Patent Search Methodology

In order to understand the future of hexavalent chromium, a patent search was 
 conducted using data that is available on the United States Patent and Trademark 
(USPTO) website. The search engine that was used to data mine the information on 
the USPTO site was Google patents [14]. Through Google patents, data was col-
lected using the following search criteria (Table 6.6).

For each of the above searches the years that were analyzed were from year 1970 
to year 2009 (inclusive). For each of the samples the issue date was changed for 
both the Start and End values to represent the year of interest.

For Example:

Entry (1) January 1980 and December 1980
Entry (2) January 1981 and December 1981

For each of the samples, the number of patents issued was recorded in the 
responding data set. In order to obtain the y-intercept for the number of patents 
issued before 1980, data set was searched without an opening Issue date, and with 
the closing date of December 1979.

Table 6.6 Patent search criteria

Find results: with all 
the words

Find results: 
without the words

Document 
status Issue date: start Issue date: end

Hexavalent chromium Trivalent Issued January December
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 Appendix 3: Alternate Materials Strengths  
and Weaknesses

Table 6.10 Material: 
Nanovate CR strengths and 
weaknesses [23]

Strengths Weaknesses

Friction coefficient No data listed
Sliding wear
Corrosion protection
Fatigue debit
High temp durability
Deposition frequency
Throughput
Energy consumption
Bath stability

Table 6.9 Material: Hard 
TriCom strengths and 
weaknesses [22]

Strengths Weaknesses

Hardness No data listed
Wear resistance
Fatigue debit
Thermal stability
Corrosion resistance
Coverage

Table 6.8 Material: Mettex 6 
strengths and weaknesses [21]

Strengths Weaknesses

Hardness Wear rate
Heat treat hardness
Friction coefficient
Surface roughness
Throwing power
Covering power
Current efficiency
Deposition rate

Table 6.7 Material: 
Enviro-Alloy strengths  
and weaknesses [20]

Strengths Weaknesses

Corrosion resistance No data listed
Electrical throw
Coverage

Table 6.11 Material: 
InnerArmor strengths and 
weaknesses [8]

Strengths Weaknesses

Hardness No data listed
Corrosion resistance
Coefficient of friction
Coverage/uniformity
Thinner application
Environmental
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    Abstract     Better services are best developed by understanding the requirements 
and needs of the users. In this study, our intention was to shed some light on the 
process of mobile service adoption and preference by investigating value added 
 services especially for information services. The study started with background 
research to identify factors determining the adoption of mobile services; then 
 continued with qualitative studies. After these studies, an experimental study was 
conducted. During the experimental study, a conjoint analysis had been conducted. 
During conjoint analysis, product preference factors were explored. Our results 
show that service cost and service speed were the most critical factors. Mobile tech-
nologies are gaining more popularity and diffusing into every aspect of our life. 
Value Added Services (VAS) have a huge impact on consumers’ usage patterns and 
has become a signifi cant differentiator across the operators. These led to new oppor-
tunities in innovation of differentiating services.  

7.1         Introduction 

 Mobile service adoption can be attributed to several effective factors: personal, 
social or level of technology. Before exploring the mobile service adoption factors, 
foundation of theories and previous studies on technology adoption were explored. 
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 A number of theories have been developed to help explain the concept of 
 technology adoption [ 1 ,  2 ]. In summary, theoretical models that aim to clarify the 
relationship between consumer attitudes, intentions, and actual use include the Theory 
of Reasoned Action (TRA) [ 3 ], the Theory of Planned Behavior (TPB) [ 4 ], Innovation 
Diffusion Theory [ 5 – 8 ], the Technology Acceptance Model (TAM) [ 9 ,  10 ] and 
Unifi ed Theory of Acceptance and Use of Technology (UTAUT) [ 11 ]. 

 Kauffman and Techatassanasoontorn [ 12 ] explored different adopter categories 
and factors that affect adoption decisions of digital wireless phones from 46 devel-
oped and developing countries from 1992 to 2002 and found that digital wireless 
phone adoption patterns did not follow a normal distribution and did not map 
exactly into Rogers' fi ve adopter categories. Another study has been conducted by 
Lal et al. [ 13 ] regarding the usage of mobile wireless. The paper intended to look at 
how homeworkers used mobile phone for social interaction purposes. In-dept, semi- 
structured interviews were conducted for small sample. The fi nding suggested that 
signifi cant number of homeworkers (employees who work from home) actually use 
mobile wireless to communicate with relatives outside designated work hours. 
It shows that the importance of mobile wireless are increasing from time to time. Lal 
and Dwivedi [ 14 ] also conducted research regarding the usage of mobile phones. 
They investigated the usage of mobile phones to stay connected to work “anytime, 
anywhere”. The paper attempted to uncover whether homeworkers actually remain 
connected as indicated. Semi structured interviews were conducted and the fi ndings 
suggest that actually homeworkers took various actions in order to control their 
contactability outside the work domain. 

 Scupola [ 15 ] conducted research in adoption of e-commerce in SME’s in the 
 perspectives of Denmark and Australia. The paper highlighted similarities and dif-
ferences of SMEs of those count4ries. Literature review and questionnaires were 
conducted in Danish and Australian Companies. The fi ndings suggest that both 
countries have similar signifi cant factors that affecting SME’s e-commerce adop-
tion and implementation. Although differences still exist for some part. Tan et al. 
[ 16 ], wrote a paper to investigate the demographic characteristics of Small and 
Medium Enterprises (SMEs) in adopting ICT by looking at the benefi ts, barriers and 
the intention. Questionnaires were distributed to collect the data. The results show 
that regardless year of business and internet experiences, SMEs would adopt ICT. 
The study is applicable only to the setting of SMEs in southern Malaysia. The topic 
of technology adoption in SMEs is not actually new. Research has been conducted 
back in 2006 by Zeimpekis and Giaglis [ 17 ] in which they examined the implemen-
tation of telematics use in SMEs in Greek Market. The research found that the adop-
tion of telematics was still low in Greece however they realized the importance of 
mobile services. It is undeniable that the operators are looking toward this direction 
and already starting to make strategic decisions. Aleke et al. [ 18 ] also looked into 
the adoption of ICT in developing country. It is expanded the scope of what Tan, 
et al. did in 2010. They used focus group that consists of 27 agribusiness proprietors 
to examine how social augmented parameters impact the effective adoption of ICT 
in Southeast Nigeria. The fi ndings suggest that a balance between efforts in design-
ing ICT and social factors need to be maintained in order to ensure successful diffu-
sion of innovation. 
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 Seneler et al. [ 19 ] conducted a study on adoption of online services. The study 
was focusing on factors that affect the attitude towards using online services. 
Through series of literature research and focus group, the study concluded that 
 usefulness and ease of use are affecting the “intention to use” in the case of online 
services. Not only that, acquaintances, commercials, and self-effi cacy also identifi ed 
as positive factors. The study is expected to give insight to the developers of online 
services on factors that matter, so that people will actually use online services. Ozkan 
et al. [ 20 ] explored similar issues by looking at the adoption of e-payment status. 
The adoption of e-payment systems correlate with the adoption of online services. 
The fi ndings of this research concluded that security, trust, perceived advantage, 
assurance seals, perceived risk and usability were important factors for customers to 
use e-payment. Similar study with Ozkan et al. [ 20 ] was conducted earlier by Khalifa 
and Shen [ 21 ]. The examined the factors that affect the adoption of B2C mobile 
commerce. Technology Acceptance Model and Theory of Planned Behavior (TPB) 
were developed and empirically tested. The results showed that technology charac-
teristics variables are important in the adoption of mobile commerce. 

 Standing, et al. [ 22 ] studied electronic markets in the resource engineering sector. 
The paper looked at economic, social, political and cultural factors and their intercon-
nections in the transition of companies into global e-markets. It concluded that the 
implementation of ICT will allowed the incremental growth of suppliers in the global 
electronic market. The implementation of ICT can reduce the transaction cost which 
made the electronic market more desirable. Al-maghrabi et al. [ 23 ] looked at e-shop-
ping in Saudi Arabia as the manifestation of adoption of ICT. This research comple-
ment and add research insight to what Seneler (Seneler 2010) and Ozkan (Ozkan 2010) 
did. A structural equation model was used to prove that usefulness, enjoyment and 
subjective norm are determinants of online shopping. Abbasi et al. [ 24 ] also investi-
gated the topic of Technology Acceptance to complement Al-maghrabi et al. [ 23 ] 
work. The fi nding suggested that social belief along with management  support and 
user experience infl uenced individual’s perceptions in adopting IT technologies. 

 As identifi ed through the review of literature, the adoption of mobile devices and 
services depends on several factors and is diffi cult to assess. Therefore, we propose 
and demonstrate a prototype based approach for this objective.  

7.2     Methodology 

7.2.1     Research Model 

 Personalization may be defi ned as a powerful tool that enables consumers to select the 
content, presentation and functionality of the service according to their unique needs 
and preferences. According to the needs of consumers, personalization seems to be a 
desired feature. This is also mentioned by Carlsson et al. [ 25 ] such that dimensions of 
communication which involve personalization predict the use of some mobile services. 
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The effect of personalization on preference was investigated by Kargin and Basoglu 
[ 26 ] in 2006. One of their signifi cant fi ndings is that personalization has a direct 
impact on usefulness and an indirect impact on attitude via usefulness. Making it 
unique to the individual in various ways is an important part of any service. 
Consumers should feel services are unique to them. Bouwman et al. [ 27 ] also indi-
cated that the characteristics (personalization) of mobile services will affect the 
future use or adoption of mobile services. 

 H1: Personalization signifi cantly and positively infl uences the preference of the 
mobile service user. 

 Content is a major factor for the performance of such services. Grantham and 
Tsekouras [ 28 ] reviewed the recent diffusion literature and indicated that services 
should not focus on one single attributes or products. In other words, the contents 
(attributes) should be rich in order to lead users to adopt the mobile services. 

 Content correctness, content delivery time, content quality, content quantity, and 
content provider are the ingredients of content. In literature, Gilbert et al. [ 29 ] also 
focus on importance of the content aspect of services. According to their fi ndings, 
one key barrier to attracting a critical mass of adopters is the lack of compelling 
content [ 29 ]. In 2005, Repo emphasized on construct of content in his study of User 
Applications of Mobile Multimedia [ 30 ]. Muthaiyah [ 31 ] cited on useful applica-
tions and premium content which will lead to consumer demand. 

 H2: Content of services signifi cantly and positively infl uences the preference of 
the mobile service user. 

 Cost is another aspect of mobile services which can be compared with the 
value of services. Users compare costs and benefits of services and try to find a 
relative advantage over other services. Service costs are also researched by 
[ 32 ]. They found that financial costs are significant barriers to the use of mobile 
services [ 32 ]. Additionally, Hong et al. [ 33 ] examines the “Perceived Cost” in 
his model. 

 Mallat [ 34 ] found that premium pricing will be a barrier for users to adopt mobile 
payments. Kim et al. [ 35 ] researched the adoption of Mobile Internet and found 
that cost plays important role in the adoption of the mobile internet. Turel et al. [ 36 ] 
contribute by conducting research in the adoption of mobile services and found that 
price (cost) is critical driver in adoption decision. 

 H3: Cost signifi cantly and negatively infl uences the preference of the mobile 
service user. 

 In conjoint test, different screen sizes are offered in different scenarios. Two 
types of screen size are offered: Handsets with large and small size screens (large: 
176 × 208 pixels—small: 96 × 68 pixels). In 2003, Yamakawa and Matsumoto 
emphasized handset features during adoption of mobile internet services. They 
called this construct “size and form factors” in their integrating framework. 
They called these type factors as facilitating conditions for the demand side [ 37 ]. 

 H4: Screen size of mobile terminal positively and signifi cantly infl uences the 
preference of the mobile service user. 
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 In 2004, Pagani used speed of use as a construct in her model [ 38 ]. According to 
the result of the study, speed of use is the most important determinant of adoption 
of multimedia mobile services. Results also showed that speed of use is more appre-
ciated by young people. In addition to Pagani, Hung et al. [ 39 ] revealed that connec-
tion speed infl uences attitude formation towards WAP usage. 

 H5: Service speed positively and signifi cantly infl uences the preference of the 
mobile services user    (Fig.  7.1 ).

   Research hypotheses for conjoint constructs drawn from the research framework 
have been summarized in Table  7.1 . These factors may positively or negatively 
infl uence user’s preference. The main goal of this conjoint analysis is to identify a 
hierarchy of importance of the critical factors infl uencing the adoption and prefer-
ence of mobile services.

   During conjoint analysis, a mobile pharmacy service was described in terms of a 
number of attributes. Mobile pharmacy service provides the nearest pharmacies’ 
information depending on the user’s current location. To use this service, the user 
sends a message from his/her phone by writing “PHARMACY” to the short number 
of 1111. The mobile service is described in terms of personalization, content, cost, 
screen size and service speed. Then, each attribute was broken down into a number 
of levels    (Table  7.2 ):

   The hypotheses were explained separately and the relationships between the 
research constructs for each hypothesis have been indicated in the following pages.  

Preference

Screen Size

Content

Cost

Personalization H1

H3

H2

H4

H5

Service Speed

     Fig. 7.1    Mobile service conjoint framework       

   Table 7.1       Mobile service conjoint framework hypotheses   

 Hypotheses  Dependent variable  Independent variable  Relationship 

 H1  Preference  Personalization  Positive 
 H2  Content  Positive 
 H3  Cost  Negative 
 H4  Screen size  Positive 
 H5  Service speed  Positive 
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7.2.2     Data Collection 

 This study was part of a series of research projects. In addition to the literature 
review, qualitative studies including interviews, brainstorming sessions, and an 
expert focus group study via e-mail were employed to build and test the research 
hypotheses. In addition to these studies, different constructs of the fi nal research 
framework were tested via different pilot studies. In the fi nal step, a quantitative 
study was conducted. In the development process of the framework and survey scale 
for this study, a series of empirical studies were administered. Table  7.3  summarizes 
these studies.

   Qualitative studies started with the literature survey. For this purpose, studies 
about mobile services and theories about research models were investigated in 
depth. In the References section, you may fi nd detailed information about 
references. 

 In terms of qualitative studies, interviews, brainstorming and expert focus group 
study were conducted. Face to face, semi-structured, in-depth interviewing with 
mobile service users were also employed. The goal of the interview was to deeply 
explore the participants’ point of view, feelings and perspectives about mobile ser-
vices. In this sense, in-depth interviews yielded a lot of information. The data for the 
current research was extracted from interviews concerning the adoption factors of 
mobile services, especially information-based services. Users were categorized as 
experienced and novice users according to their usage level of mobile services and 
number of different services they had. The minimum selection criterion for partici-
pants was experience on SMS use. Experience on SMS use was estimated to be 
necessary to be able to discuss the adoption factors of more advanced mobile ser-
vices. The interviewees were aged between 25 and 35. Six of the respondents were 

  Table 7.2    Attribute levels   Attribute  Levels 

 Personalization  Exist—not exist 
 Content  SMS—detailed SMS—MMS 
 Cost  Inexpensive (0.25 YTL)—expensive (1 YTL) 
 Screen size  Large (176 × 208 pixels)—small (96 × 68 pixels) 
 Service speed  Fast (1 min)—slow (8 min) 

   Table 7.3    Research studies   

 Study  Date  Sample  Remarks 

 Interviews  Dec. 2006   12  12 questions, 28 constructs 
 Brainstorming  Mar. 2007   10  19 constructs 
 Expert focus group  Apr. 2007   11  2 questions, 28 constructs 
 Pilot study  May 2007   8  35 questions, 18 constructs 
 Experimental study  May 2007  102  35 questions, 18 constructs 
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male, and eight of them were female. Users were also categorized as experienced 
and novice users according to their service usage experiences and number of differ-
ent services they use. Each interview was audio recorded; notes were taken and each 
of them took approximately 1 h. Interviews were reported after each meeting. 

 After interviews, a brainstorming session was conducted to generate new ideas 
and new constructs about mobile service adoption. Brainstorming was usually con-
sidered a task of divergent thinking, and the ideas produced in most research on 
brainstorming were counted and scored [ 40 ]. Brainstorming is a specifi c technique 
developed by Alex F. Osborn who introduced the modern brainstorming session in 
1938 as a means of using the brains to storm a problem [ 41 ]. Before the brainstorm-
ing session, a brainstorming plan was developed. It was ensured that everyone par-
ticipating in the brainstorm session understood and agreed with the aim of 
the session. The brainstorming session was carried out with ten people. Four of the 
participants were experienced users. The average age of the group was 28, and 
the education level was university or above. Four of the participants were male, and 
six of them were female. When scheduling the meeting, a brief explanation of the 
problem and history of the study was given. This helped participants prepare men-
tally for the session and focus on the particular issue. When inviting individuals 
to the session, people with different backgrounds and degrees of expertise were 
 chosen. The rules of brainstorming were explained before the session. The brain-
storming session lasted approximately 1 h and ten participants were invited to the 
meeting. Some of the participants were experienced in mobile service usage, some 
of them were not. During the meeting, notes were taken and the whole meeting was 
video- recorded. A whiteboard was used for brainstorming since ideas were written 
on the whiteboard. After the session, the brainstorming notes were edited, the ideas 
were arranged and the video was watched again. 

 After the brainstorming session, an expert focus group study was conducted via 
e-mail to verify the constructs and their importance levels. This element of the study 
was carried out with 11 people who have experience with mobile service usage and 
also 6 of them were employees in telecommunication sector. Average age of the 
expert group was 28 and education level was high (university degree or above). Three 
of them were male, and eight of them were female. The study had two questions. The 
fi rst question tried to measure the importance levels of construct group. The second 
question was about selecting the most important constructs during mobile service 
usage or design. The results of this study can be found in the fi ndings section.  

7.2.3     Conjoint Alternatives 

 The main goal of the experimental study was to obtain knowledge and inputs about 
mobile service adoption and design. Conjoint analysis and a questionnaire were 
used as data collection methods for this study. For the mobile service conjoint 
framework, conjoint analysis was selected to evaluate service alternatives. In a real 
purchase situation, consumers do not make choices based on a single attribute. 
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Consumers examine a range of features or attributes and then make judgments or 
trade-offs to determine their fi nal purchase choice. Conjoint analysis examined 
these trade-offs to determine the combination of attributes that will be most satisfy-
ing to the consumer. In other words, by using conjoint analysis, a company can 
determine the optimal features for their product or service. In addition, conjoint 
analysis will identify the best advertising message by identifying the features that 
are most important in product or service choice. 

 The experimental study was conducted via a portable application which was 
coded in Microsoft Excel with Visual Basic. The application includes three differ-
ent screens. The fi rst screen aims to collect user demographics. Demographic ques-
tions include gender, age, education and mobile service experience years. The 
second and last screens were designed to test the framework which was mentioned 
in the framework section. In detail, the second screen was designed to identify a 
hierarchy of importance of the critical factors infl uencing the design and the adop-
tion of mobile services. By using this screen, the mobile service conjoint framework 
was tested. For this purpose, conjoint analysis was conducted. Conjoint analysis is 
a statistical technique used to determine how people value different features that 
make up an individual product or service. SPSS Conjoint software package was 
selected for analysis. It uses the full-profi le (also known as full-concept) approach, 
where respondents rank, order, or score a set of profi les, or cards according to pref-
erence. Each profi le describes a complete product or service and consists of a dif-
ferent combination of factor levels for all factors of interest. Depending on the 
conjoint analysis method, a mobile pharmacy service was described in terms of a 
number of attributes (constructs in this study); namely personalization, content, 
cost, screen size and service speed. Then, each attribute was broken down into a 
number of levels. 

 An SPSS Conjoint method was used to generate alternatives with these attributes 
and its levels. SPSS conjoint generated 64 alternatives for fi ve attributes and their 
levels in a traditional way. In order to decrease the number of alternatives, fractional 
factorial designs were used. Finally, SPSS Conjoint formed eight alternatives 
(Table  7.4 ). Each alternative had different attribute levels and therefore represented 
a different service or product. One of the alternatives was modifi ed after a pilot 
study. Participants offered a new alternative which was somehow different from one 
of the alternatives. After the evaluation of this alternative, it became one of the alter-
natives feasible for the design that meets the needs of consumers. All these alterna-
tives were called scenarios during the experimental study.

   Users were asked to rank these eight alternatives (see Fig.  7.2 ). These alterna-
tives were presented as a classical card view. And each card could be ranked easily 
by the help of choice buttons. Users may rank cards from 1 to 8. “1” is for the most 
desirable one, “8” is for the least desirable one. Each card has a detailed button on 
it. User can click this button and see all details of the related alternative.

   The items of this instrument and the instrument itself were examined via a pilot 
study. This pilot study was done with ten people. According to comments from the 
pilot group, the instrument was modifi ed. After the pilot study, the experimental 
study was conducted with 102 people. The data from this study was collected in a 
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Microsoft Offi ce Excel worksheet. After collecting, the data was sorted, transposed 
and arranged and became SPSS suitable. Then the organized data was transferred to 
an SPSS fi le for analyses.   

7.3     Results 

7.3.1     Profi le of Experimental Study Users 

 The profi le of respondents is presented in Table  7.5 . This table represents all the 
frequency analysis conducted on demographic variables. Only mobile service 
experience construct was regrouped. The results indicate that our sample was 

   Table 7.4    Conjoint alternatives generated by SPSS   

 Alternative #  Speed  Cost  Screen size  Other characteristics 

 1  Low  High  Small  Detailed SMS 
 Personalization 

 2  Low  Low  Small  MMS 
 3  High  Low  Large  SMS 

 Personalization 
 4  High  Low  Large  Detailed SMS 
 5  High  High  Large  MMS 

 Personalization 
 6  High  High  Small  SMS 
 7  Low  High  Large  SMS 
 8  High  Low  Small  SMS 

 Personalization 

51

62

73

84
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Personalization
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Fast Cheap

Large

Detailed SMS

Detail

Fast Cheap
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Personalization
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Personalization

Detail
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Select

Select
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  Fig. 7.2    Screen-shot of alternative selection screen       
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predominantly aged between 26 and 30. The gender distribution of the study 
 subjects was 43 % females and 57 % males. This represented a homogeneous sample 
with regard to gender. The educational level of the respondents was high. The sam-
ple predominantly consisted of university students, undergraduates or graduates. 
25 % of respondents had mobile service experience less than or equal to 2 years and 
only 9 % of respondents had experience more than 8 years.

7.3.2        Results of Mobile Service Conjoint Analysis 

 The mobile service conjoint framework hypotheses were tested via conjoint ana-
lysis of SPPS conjoint module. Using conjoint analysis, we tried to answer ques-
tions such as: Which attributes are important or unimportant to the respondents? 
What levels of product attributes are the most or least desirable in the respondents’ 
mind? What is the market share of preference? During analysis, the average impor-
tance values for attributes and utility scores for attribute levels were calculated. 
According to the results, the attribute “speed” showed the greatest range with the 
resulting average importance score of 37.5, while the attribute “personalization” 
showed the smallest range with the resulting average importance score of 8.29. The 
range of the utility values (highest to lowest) for each factor provides a measure of 
how important the factor was to overall preference. Factors with greater utility 
ranges play a more signifi cant role than those with smaller ranges. Table  7.6  pro-
vides a measure of the relative importance of each factor known as an importance 
score or value. The values are computed by taking the utility range for each factor 

   Table 7.5    Profi le of respondents   

 Range  Frequency  Percentage  Cumulative percentage 

  Gender  
 Female  44  43  43 
 Male  58  57  100 

  Age  
 21–25  50  49  49 
 26–30  41  40  89 
 31–40  11  11  100 

  Education  
 High school  1  1  1 
 University student  16  16  17 
 Undergraduate  45  44  61 
 Graduate  40  39  100 

  Mobile service experience  
 ≤2 years  25  25  25 
 >2–4 years  25  25  50 
 >4–6 years  21  21  70 
 >6–8 years  21  21  91 
 >8 years  9  9  100 
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separately and divide by the sum of the utility ranges for all factors. The values thus 
represented percentages and have the property to add up to 100. The calculations 
were done separately for each subject, and the results are then averaged over all the 
subjects. Average importance scores of all attributes can be seen in Table  7.6 .

   Table  7.7  shows the utility (part-worths) scores and their standard errors for each 
factor level. Higher utility values indicate greater preference. As expected, there is 
an inverse relationship between costs and utility, with higher cost corresponding to 
lower utility (larger negative values mean lower utility) (Fig.  7.3 ).

    In addition to summarizing the average utilities, which were explained above, 
each respondent’s utility calculations were done separately. Fiwas not the most 
important factor as opposed to overall preference of our sample. For this respond-
ent, content (36 %), speed (29 %), screen (19 %), cost (14 %) and personalization 
(2 %) are important in the written order. Content is the most important factor in 
service purchase as it has the highest range of utility values. Content is followed in 
importance by the speed of the service. Based on the range and value of the utilities, 
we can see that personalization was relatively unimportant to this respondent. 
Therefore, advertising which emphasizes personalization would be ineffective. This 
person would make his or her purchase choice based mainly on content and then on 
the speed of the service. Marketers could use the information from utility values to 
design products and/or services which come closest to satisfying important con-
sumer segments. This technique, therefore, could be used to identify market oppor-
tunities by exploring the potential of product feature combinations that are not 
currently available. Table  7.8  shows average importance scores of attributes for the 
selected respondent (Fig.  7.4 ).

   Table 7.6    Average 
importance score of attributes  

 Attribute  Average importance score 

 Speed  37.47 
 Cost  34.87 
 Content  10.49 
 Screen  8.88 
 Personalization  8.29 

   Table 7.7    Utility scores   

 Attributes  Levels  Part-worths utility  Std. error 

 Speed  Fast  1.102  0.051 
 Slow  −1.102  0.051 

 Cost  Inexpensive  1.026  0.044 
 Expensive  −1.026  0.044 

 Screen  Small  −0.261  0.044 
 Large  0.261  0.044 

 Personalization  Exists  0.244  0.044 
 Not exist  −0.244  0.044 

 Content  SMS  −0.338  0.059 
 Detailed SMS  0.279  0.067 
 MMS  0.059  0.067 

 (Constant)  4.309  0.045 
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  Fig. 7.3    Results of mobile service conjoint model       

  Table 7.8    Subject II’s 
average importance score  

 Attribute  Average importance score 

 Content  36.21 
 Speed  28.78 
 Screen  19.18 
 Cost  13.91 
 Personalization  1.92 

    Depending on the conjoint scores, market shares for all alternatives were calcu-
lated (see Table  7.9 ).

   Alternative 4 was chosen as the most preferred alternative. The attribute levels of 
Alternative 4 can be seen in Table  7.10 . In the light of these facts, it can be said that 
Alternative 4 will obtain more market share than others.

   Alternative 3 and Alternative 8 followed the Alternative 4, respectively. Their 
market shares were very close to Alternative 4.  
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7.3.3     Sample Clustering 

 In addition to the models of the study, mobile service adoption factors were also 
explained by the sample clustering method. For that reason, different cluster analy-
ses, having two, three and four clusters, were tried. These cluster analyses were 
done depending on service attributes such as speed, cost and depending on technol-
ogy and personality characteristics such as experience, innovativeness and enjoy-
ment. In this part of the study, cluster analysis with four clusters was explained in 
depth. The names given to the clusters are subjective and they may be changed. 

 The most important and interesting results were obtained with cluster analysis 
having four samples. This cluster analysis was done depending on service attributes 
which were used in conjoint analysis. Number of cases in each cluster is 10, 36, 20, 
and 36, respectively (see Table  7.11 ).

  Fig. 7.4    Conjoint result of subject II       

 

7 Exploring Adoption of Services Delivered Through Information Technology…



152

   Ta
bl

e 
7.

9  
     A

lte
rn

at
iv

es
 a

nd
 m

ar
ke

t s
ha

re
s   

 C
ar

d 
 Sp

ee
d 

 C
os

t 
 Sc

re
en

 
 Pe

rs
on

al
iz

at
io

n 
 C

on
te

nt
 

 R
an

k 
 A

ve
ra

ge
 

sc
or

e 
 M

ar
ke

t 
sh

ar
e 

(%
) 

 1 
 2 

 3 
 4 

 5 
 6 

 7 
 8 

 A
lte

rn
at

iv
e 

4 
 Fa

st
 

 In
ex

pe
ns

iv
e 

 L
ar

ge
 

 N
ot

 e
xi

st
 

 D
et

ai
le

d 
SM

S 
  35

  
 27

 
 25

 
 8 

 5 
 2 

 0 
 0 

 6.
73

 
 19

 

 A
lte

rn
at

iv
e 

3 
 Fa

st
 

 In
ex

pe
ns

iv
e 

 L
ar

ge
 

 E
xi

st
 

 SM
S 

 25
 

  40
  

 23
 

 7 
 7 

 0 
 0 

 0 
 6.

60
 

 18
 

 A
lte

rn
at

iv
e 

8 
 Fa

st
 

 In
ex

pe
ns

iv
e 

 Sm
al

l 
 E

xi
st

 
 SM

S 
 22

 
 17

 
  34

  
 13

 
 10

 
 1 

 1 
 4 

 6.
08

 
 17

 
 A

lte
rn

at
iv

e 
5 

 Fa
st

 
 E

xp
en

si
ve

 
 L

ar
ge

 
 E

xi
st

 
 M

M
S 

 13
 

 4 
 12

 
 29

 
  30

  
 9 

 2 
 3 

 4.
95

 
 14

 
 A

lte
rn

at
iv

e 
2 

 Sl
ow

 
 In

ex
pe

ns
iv

e 
 Sm

al
l 

 N
ot

 e
xi

st
 

 M
M

S 
 2 

 8 
 2 

 26
 

 10
 

  34
  

 12
 

 8 
 3.

79
 

 11
 

 A
lte

rn
at

iv
e 

6 
 Fa

st
 

 E
xp

en
si

ve
 

 Sm
al

l 
 N

ot
 e

xi
st

 
 SM

S 
 2 

 3 
 2 

 15
 

 25
 

  33
  

 20
 

 2 
 3.

54
 

 10
 

 A
lte

rn
at

iv
e 

1 
 Sl

ow
 

 E
xp

en
si

ve
 

 Sm
al

l 
 E

xi
st

 
 D

et
ai

le
d 

SM
S 

 3 
 2 

 3 
 4 

 7 
 14

 
  36

  
 33

 
 2.

44
 

 7 

 A
lte

rn
at

iv
e 

7 
 Sl

ow
 

 E
xp

en
si

ve
 

 L
ar

ge
 

 N
ot

 e
xi

st
 

 SM
S 

 0 
 1 

 1 
 0 

 8 
 9 

 31
 

  52
  

 1.
86

 
 5 

N. Basoglu et al.



153

   The fi rst of these clusters was named SMS addicts. The results showed that they 
prefer SMS (Short Messaging Service) and detailed SMS instead of MMS. Second 
cluster represented the price-sensitive users. The most signifi cant differentiator of 
this cluster is that they prefer lower prices. In addition to this, getting a quick reply 
from the service is not an important factor. And also, they are indifferent to content, 
screen size and personalization features. The Third cluster was called MMS 
(Multimedia Messaging Service) addicts. They preferred messages with pictures and 
sounds, namely MMS instead of SMS. They are indifferent to cost. It can be more or 
less. The last cluster represented speedy users. They would like to get a response 
from the service quickly. Personalization and large screen size are not very important 
for this cluster. The details of the analysis can be seen in Fig.  7.5  and Table  7.12 .

  Table 7.10    Attribute levels 
of alternative 4  

 Card  Alternative 4 

 Speed  Fast (1 min) 
 Cost  Inexpensive (0.25 YTL) 
 Screen  Large (176 × 208 pixels) 
 Personalization  Not exist 
 Content  Detailed SMS 

  Table 7.11    Number of cases 
in clusters  

 Clusters  Number of cases 

 SMS addict  10 
 Price-sensitive  36 
 MMS addict  20 
 Speedy  36 

-2,0
-1,5
-1,0
-0,5
0,0
0,5
1,0
1,5
2,0

fast

cheap

large

existsSMS

dSMS

MMS

SMS Addict

Price-Sensitive

MMS Addict

Speedy

  Fig. 7.5    Cluster analysis result with four clusters (service attributes)       
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7.4          Research Synthesis 

 The results for conjoint analysis reveal that speed, cost and content are the most 
important factors to overall mobile service preference. During the design of value 
added services, operators should consider the factors identifi ed and tested in this 
theoretical framework in depth. The Speed problem may be resolved with employ-
ing new high speed technologies. Cost is another important factor. Users prefer low 
costs. In addition to offering low cost, different payment methods can be searched 
such as credit card payment or partial payment. Some services may be offered as 
free for trial or loyalty purposes. 

 In terms of part-worth utilities, alternatives which have fast, inexpensive, detailed 
SMS, large screen and personalization features were preferred. Although screen 
size was not a direct characteristic of service, large screens were preferred by users 
during the service usage. This is an important insight to handset producers and 
operators. Operators may force handset manufacturers to produce handsets which 
are compatible with services. 

 In terms of market shares for alternatives, alternative 3 and alternative 8 were the fol-
lowers of the alternative 4. All three alternatives have high-speed capability, and they are 
inexpensive. Table  7.13  displays the alternative levels of the most preferred alternatives:

   According to these results, it is understood that services delivered via SMS based 
platforms will obtain more market shares than others. 

 According to results of the cluster analysis, different segments have been 
defi ned. Communication and marketing programs should be varied based on dif-
ferent segments. For example,  SMS Addict  segment prefers to receive text mes-
sages, instead of MMS. Text-based services can be offered to them such as 
text-based information services. On the other hand,  MMS addicts  prefer services 
that include pictures, images or sounds. Downloadable contents such as video or 
wallpaper may be marketed to them. Additionally, new services should be adver-
tised to them via MMS instead of SMS. 

 It is considered that fi ndings of this study will contribute to the mobile service 
adoption literature. This research provides insights for mobile service and product 

Attribute Level F Sig. SMS
addict

Price-
sensitive

MMS
addict Speedy

Speed Fast 41.900 .000 1.01 0.46 1.15 1.74

Cost Inexpensive 28.390 .000 0.70 1.59 0.58 0.81
Personalization Exists 4.490 .005 0.30 0.40 0.40 −0.01
Content SMS 24.690 .000 0.80 −0.37 −1.05 −0.23
Content Detailed SMS 16.180 .000 0.90 0.41 −0.40 0.35
Content MMS 98.220 .000 −1.70 −0.05 1.45 −0.12

   Table 7.12       Results of cluster analysis with four clusters (service attributes)       
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managers during service design and requirement phases in the telecommunication 
industry. Value added services’ marketing experts will also gain some additional 
insights about users’ behaviors, needs and preferences. They may use them in their 
marketing activities accordingly. 

 During this study, many limitations were encountered. First of all, sample size 
of 102 was appropriate, but having a larger sample size would provide more ben-
efi cial and fruitful results. However, due to the burden of answering time in the 
application, the return rate fell below the estimations. Secondly, the respondents 
of the study represented people between 21 and 40 years of age. This may be 
seen as a limitation. However, since value added services target young genera-
tion, it was acceptable, particularly since results did not draw conclusions out-
side this demographic. 

 In addition to this, the experimental study was conducted only in Turkey, so cul-
ture effect could not be estimated. It is also limited with Istanbul, there is no other 
city. Further studies in mobile service adoption area would extend this study. 
Adoption factors should analyzed on larger samples from different cultures. In this 
way, the effect of culture may be estimated.  

7.5     Conclusions 

 Some technology forecast studies show that mobile systems will gain more pop-
ularity and will diffuse into different parts of our life. Better services will be best 
developed by understanding the requirements of the potential users. In this 
study, our intention was to shed some light on the process of mobile service 
adoption by investigating and understanding factors affecting the users’ prefer-
ence and intention. 

 The results for conjoint analysis reveal that speed, cost and content are the most 
important factors to overall mobile service preference. In terms of part-worths utili-
ties, alternatives which have fast, inexpensive, detailed SMS, large screen and per-
sonalization features were preferred. 

 As a result of market-share analysis, alternative 4 was selected as the most pre-
ferred service. Alternative 4 provides quick response to users (after querying, 
response delivers in 1 min). It is relatively inexpensive and displayed in large screen. 

   Table 7.13    The most preferred alternatives   

 Card  Speed  Cost  Screen  Personalization  Content 

 Alternative 4  Fast  Inexpensive  Large  Not exist  Detailed SMS 
 Alternative 3  Fast  Inexpensive  Large  Exist  SMS 
 Alternative 8  Fast  Inexpensive  Small  Exist  SMS 
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For this alternative, content is delivered via detailed SMS which provides more and 
detailed information, but it does not include a map. This alternative does not include 
personalization option. This may be a result of desire for simplicity. Users may 
think that if it does not have personalization option, it will be simple. 

 Further studies in mobile service adoption area may include the extension of 
the models with different constructs. Moreover, constructs should be analyzed 
on larger samples from different cultures. By this way, the effect of culture may 
be estimated. 

 The framework developed for this research was benefi cial for further empirical 
studies in this area. Extension of this study should include analyzing new constructs 
on more advanced value added services such as video-downloading and Mobile-TV. 
Their adoption process may include different factors. Additionally, due to rapid 
changes in the mobile service and telecommunication environment, following the 
sectors of telecommunication and value added services will be very benefi cial for 
understanding the dynamics in this turbulent marketplace.      

    Appendices 

    Interview Questions (English) 

     1.    Do you follow technology closely? Do you use a new technology, product or 
service right after its launch or do you wait until others use and adopt it?   

   2.    In the same medium, which do you prefer? The Internet over PC or mobile 
phone? Why?   

   3.    Did you use any mobile services? (Logo Melody, Chat, News Package etc.)   
   4.    Which mobile service do you use most? How long have you been using this 

service? Do you remember the fi rst mobile service you have used?   
   5.    What do you think is the most important feature of the mobile service that 

makes it popular? Does usage occur randomly, or consciously? Does it occur 
willingly and in a planned way?   

   6.    Is there any location based services that you’ve used recently? What is the most 
favorite feature of this service? When and in which conditions and situations 
did you use it?   

   7.    Do you feel comfortable using this service?   
   8.    Do you think this service adds value to your life?   
   9.    What other LBS applications or services would you like to use?   
   10.    Is there any other new feature(s) you wish were offered by any LBS?   
   11.    Any other comments?      
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    Main Screen of Experimental Study 

THE STUDY OF MOBILE SERVICE OR APPLICATION ADOPTION FACTORS

The user tries to find the nearest pharmacy depending on his/her location by the help of his/her handset. For this purpose, he/she writes "PHARMACY"
and sends to the short number of 1111. The response of service changes according to features of selected service. 

Service Feature Descriptions
Features
Cost
Content
Screen Size
Personalization
Speed

* Please choose one of the 8 alternatives according to your preferences (1 means most preferred, 8 means least preferred)
and rank them according to their features that they have

* To change order, a) Choose "Select" Button, b) And with the help of Rank buttons(on the right hand side), put the alternative  to the desired order (Rank)

* With the help of "Detail" button, you may obtain detailed information about the selected alternative

51

62

73

84

Description

Personalize the service depending on user's preferences (Exist or Not Exist)
Service response speed (Fast or Slow)

The cost of service, single or package cost (Expensive- Cheap)
Content with short message (SMS), detailed long message or MMS (Message + Map)
Handset Screen Size (Large or Small)

Fast Expensive

Large

MMS 
Personalization

Detail

Fast Cheap

Large

Detailed SMS

Detail

Fast Cheap

Large

SMS
Personalization

Detail

Fast Cheap

Small

SMS 
Personalization

Detail

Slow Expensive

Large

SMS

Detail

CONTINUE

Rank
Buttons

Slow Expensive

Small

Personalization
Detailed SMS

Detail

Speed Cost Screen OtherRank Speed Cost Screen OthersRank

Slow Cheap

Small

MMS

Detail

Fast Expensive

Small

SMS

Detail

Select

Select

Select

Select

Select

Select

Select

Select

  Fig. 7.6    Experimental study—main screen       
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         Alternatives 4 of Experimental Study 

SENARYO - D

Step1:  User requests information about the nearest
pharmacy by using his large screen handset (Writes
Pharmacy, sends to the short number of 1111)

Step2: The response is received after 1 minute with a long
and detailed SMS. The response was very fast. The user
could easily get the needed information.

Step3: User can not request customized information based
on his/her preferences.

Step4: User is pleased with the cost of the service. The
cost was within the budget of user. The service price is
0.25YTL per usage.

The nearest pharmacies are 
following: Beyoglu Tepebasi 
Pharmacy, 02123553555; 
Zumrutevler ISTIKLAL Pharmacy: 
02124546345; Asmalımescit YENI 
Pharmacy 02123645567. For more 
info, send the name to 1111.

FROM: 2737

PHARMACY

TO: 1111

  Fig. 7.7    Experimental study—scenario-D’s screen shot       
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    Abstract     This paper reviews a completed product development project at a semi-
conductor manufacturing fi rm. The data gathered is organized using a Risk 
Categorization Framework and Behavior Model. Key questions explored include 
the unpredictable nature of R&D as related to semiconductor manufacturing and the 
manner in which risk can be better managed in an R&D setting. The research was 
accomplished through an action research methodology. The researchers have been 
a part of the development team for over 2 years starting with the planning of the 
product and ending with the launch of the product. A post launch process helped 
gather the fi nal data used in this paper  

8.1         Model Building 

 As high-technology markets battle a “civilized war” [ 5 ] R&D managers continue to 
radically shift corporate strategies to better align business units, centralize oper-
ations, and narrow product launch windows [ 13 ]. The ultimate goal of these stra-
tegic maneuvers by technology managers is to focus acute attention on fi nancial 
returns [ 7 ] in the hopes of further empowering their own positions as guardians of 
enormous investments, beholden only to the shareholders whom they ultimately 
serve. While these strategies may be essential for business operations, they tend to 
create new challenges for project managers by promoting an environment where 
unforeseen risks can materialize from a variety of sources. These unforeseen risks 

    Chapter 8   
 Risk Management in Research 
and Development: A Case Study 
from the Semiconductor Industry 
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can strain an organization’s fl exibility to use unique and heretofore underexplored 
methodologies in order to avoid project failures and to thereby drive it towards insti-
tutionalized rigidity and ineptitude [ 13 ]. 

 Using data collected from interviews with project managers in technology fi rms 
across multiple geographies [ 11 , 17 ], researchers in the fi eld of technology manage-
ment have introduced a unique framework for identifying and assessing risk [ 3 ]. 
This framework, styled the “ Risk Categorization Framework and Behavior Model ,” 
identifi es classes of risks and provides guidance to technology managers to choose 
the appropriate response and behavior to uniquely mitigate each category of risk. 
Prior to this, conventional wisdom held that traditional frameworks encompassed 
individual risk items, whereas the newly introduced framework consolidates risk 
into manageable categories and behaviors, thus simplifying the need to identify 
every risk and ensuring that heretofore latent or undiscovered risks will be compre-
hended, characterized and mitigated as opposed to going undetected. 

8.1.1     Risk Categorization Framework and Behavior Model 

 As seen in Table  8.1  below, this newly posited Risk Categorization Framework and 
Behavior Model identifi es and characterizes two major divisions of risks: ‘Inside’ 
risks and ‘Outside’ risks.

   Inside risks are those that are under the direct infl uence of the project manager 
and which are traditionally taught in standard management programs. Cule et al. [ 3 ] 
further divide these risks into two behavior categories: Self Assessment and Task 
Control. Self Assessment behaviors refer to characteristics of the project manager. 
They describe the manner in which the project manager assesses her skills when 
confronted with questions such as: “Do I have the competence to thoroughly assess 
risk?” or “Do I lack the appropriate people skills to be a successful communicator?” 
or “Can I manage change effectively?” and so on. Task Control behaviors refer to 
what the project manager can directly control and is generally considered to be the 
textbook approach to project management [ 3 ]. This category relates to questions 
such as: “Have I staffed the appropriate personal for the project?”; or “Is the tech-
nology stable?”; or “Should I outsource?” and so on. 

 Outside risks, by contrast, are those that are not under the complete infl uence 
of the project manager and are the kinds of risks that are not traditionally taught in 
standard management programs. Cule et al. [ 3 ] further divide these risks into two 
distinct behavior categories: Client Relationship and Environment Monitor. Client 
Relationship behaviors refer to activities that the project manager can not directly 
control, but over which she maintains some degree of infl uence. In this context, 
the client refers to the people internal to a company with whom the project man-
ager deals [ 3 ]. These internal personnel are the key stakeholders who essentially 
defi ne the successful outcome of a project. They include executive managers, divi-
sion managers and other project managers. Environment Monitor behaviors refer 
to activities over which the project manager has no control and no infl uence. 
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Examples include: corporate takeovers, time sensitive markets and organizational 
changes (i.e., layoffs) and so on. Cule et al. [ 3 ] recommend that project managers 
constantly monitor the environment for deviations, by working more closely with 
marketing personnel and by maintaining access to industry trade journals. Like 
many other researchers [ 6 , 8 , 11 , 16 ], Cule et al. [ 3 ] stress the importance of estab-
lishing a contingency plan.   

                Table 8.1    Risk categorizing and behavior model from company data under study   

 Inside risk 

 Self  Task 

 •  Inadequate communication  
 1. One voice was not utilized 

in communicating issues 
 2. Deviations of design in Manufacturing 

not communicated to tech marking 
and thus to customers 

 •  Inadequate planning  
 1. Lack of foresight 

 • Made decisions without data 
 • Made poor projections 
 • Goals copied from a different project 

without understanding the differences 
 • Failure to collect and analyze product 

design requests for other products see 
overlap and leverages 

 • Key pieces not taken seriously early 
on the process 

 2. Setting unrealistic goals and expectations 
 3. Documenting issues early 

 •  Inadequate communication  
 1. Different engineers presenting data 

in different formats 
 2. Inconsistent reworks 
 3. Too little time to work 

 •  Inadequate planning  
 1. Inadequate Resources (human 

and equipment): Increase head count 
to support major project 

 2. New methodology needs to be certifi ed 
 3. Different test environments causes 

unforeseen/uncomprehensible issues 
in the real factory 

 4. Planning systems were out synch 
between Manufacturing 
and Production Planning 

 Outside risk 

 Client  Environment 

 •  Inadequate communication  
 1. Customer 

 • Customers not notifi ed of key issues 
 2. Get fi rm commitments from 

stakeholders about reviews; they need 
to be done regularly 

 3. Division not engaged early enough 
 4. Requirements not established or tracked 
 5. Clear expectations not set 

 •  Inadequate planning  
 1. Underfunding of development 
 2. Priority cause tester resources 

and engineers to be assigned to higher 
priority issues 

 3. Changed launch plans 
 4. Freeze requirements 

 •  Inadequate planning  
 1. Organizational changes before the 

product was released 
 2. “Preemption” of higher priority 

projects 
 3. Roadmap changes 
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8.2     Methodology 

 The data used in this paper was obtained from a postmortem presentation to execu-
tive staff at a semiconductor manufacturing company. Managers representing vari-
ous functional and cross-group organizations gave presentations that summarized 
the project into two bipolar extremes of performance during the development time-
frame of a specifi c product such as: “What we did well?” and “What we could 
improve upon?” 

 To populate the behavior model, the data was  grounded  for recurring themes. 
Grounded theory, also known as ‘emergent’ or ‘action’ research, is a qualitative 
methodology based on the assumption that theory is concealed in data, to be dis-
covered through iterative sampling and analysis [ 21 ]. Two themes emerged: com-
munication and planning. These themes were used as categories in each of the 
quadrants from the Cule model: Self, Task, Client and Environment. The key data 
items were placed under the theme categories according to their risk pattern from 
   Table  8.1 . Table  8.1  shows the populated Risk Categorization Framework and 
Behavior Model using this data. 

8.2.1     Communication 

 Employees prefer open and honest communication [ 9 , 19 ]. Whenever communica-
tion is found to be failing, it can be costly to an organization. For example, at HP, 
two engineers at two different sites geographically apart were working independ-
ently for several weeks on a printer problem. Their goal was to prove throughput 
consistency across different media. At the end of their tests, they discussed their 
results. Not surprisingly, these results were found to be inconsistent. After some 
analysis it was determined that there was confusion over the defi nition of the prob-
lem (specifi cally, on the limit breakpoints used to control the ink fl ow). This high-
lights a distinct lack of communication. Some of the tests had to be performed 
again, resulting in several weeks of wasted output and effort. 

 In order to establish a common theme among researchers concerned with project 
management practices, Schultz et al. [ 18 ] pooled together a list of research factors 
that were critical for success in project management. About the importance of com-
munication they wrote:

  Adequate communication [is where] suffi cient information is available on project object-
ives, status, changes, organizational coordination, clients’ needs, and so forth. Further, for-
mal lines of communication have been established between the project team and its clients 
and between the team and the rest of the organization. 

   Oz and Sosik [ 12 ] interviewed executives at software development companies 
and collected both quantitative and qualitative data. Using this data, they produced 
a list of fi ve major factors that could contribute to project risks. They hypothesized 
and proved that poor project management skills and lack of corporate leadership 
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were positively related to poorly communicated goals and deliverables. Furthermore, 
about communication they wrote:

  …poor communication within a project team, between developers and users, and between 
the development team and senior management, can increase the likelihood of project 
failure. 

   Thus, using the data from Table  8.1  above, we hypothesize the following:

  H1: Inadequate communication can lead to unnecessary project risk and ineffi ciencies such 
as delays, repeated work and so on. 

8.2.2        Planning 

 Successful teams need successful plans. Good planning practices, with a good set of 
goals and metrics create good estimates [ 9 ]. Likewise, inadequate planning prac-
tices, such as bad estimates, cause market delays, scope redefi nitions and feature 
creep, as well as budget issues, Pinto    [ 13 ]. Writing on the importance of planning, 
Pinto and Kharbanda [ 16 ] state that the:

  …essence of effi cient project management is to take the time to get it as right as possible 
the fi rst time. “It” includes the schedule, the team composition, the project specifi cations, 
and the budget. There is a truism that those who fail to plan are planning to fail. 

   In order to be effective in this effort, it is important to create a contingency plan 
early in the process. By doing so, disruptions to key projects can be minimized 
[ 8 , 15 , 16 ]. Thus, using the data from Table  8.1  we hypothesize the following:

  H2: Inadequate planning can lead to unnecessary project risk and ineffi ciencies such as 
delays, repeated work and so on. 

8.3         Discussion 

 We focused on the key issues as they relate to the four behaviors in the life of a 
project manager. While the intent of this paper is not to cover every item on the Risk 
Categorization Framework and Behavior Model (see Table  8.1 ), the general themes 
will be reviewed below. 

8.3.1     The Self Assessment 

 As discussed earlier, Self Assessment behaviors refer to characteristics of the proj-
ect manager that can be directly infl uenced. It is often hard to be critical of one’s 
own behavior in the absence of an honest feedback mechanism. Once the self 
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assessment is complete, it is even harder to change one’s behavior for the common 
good. Project managers can get accustomed to a particular mode of operation and 
any involuntary impetus for behavior modifi cation can be viewed with suspicion. 
Thus, project managers tend to fall into the ‘comfort zone’ trap. See the result of the 
analysis in the  SELF  quadrant in Table  8.1  for additional context.  

8.3.2     Inadequate Communication 

 From the data, it appears that some of the project managers failed to effectively col-
laborate on changes. The problem appears to be the failure to use a consensus-based 
approach along with a common set of assumptions and semantics (sometimes 
known colloquially as ‘one voice’) to communicate design changes to the different 
divisions and customers. For example, the manager of one of the units (validation) 
stated the following:

  One voice was not utilized in communicating with validation on issues. The most damage 
occurred when a change in design was not properly communicated to the rest of the team. 
This was noticed by customers who were not notifi ed of the key issues. They thought the 
company was hiding something. 

   In order for an organization to be effective, consistent and clear communication, 
for both internal and external clients, should come from one voice [ 2 ]. Further, the 
one voice needs to emanate from a strong and respected leader who understands 
how to tailor the message to the situation and avoid the “Mushroom Principle of 
Management” [ 16 ]. This management principle is thus named as it refers to keeping 
the employee base in the dark and regularly fed with manure.  

8.3.3     Inadequate Planning 

 The project managers made several mistakes due to inadequate planning. While re- 
use is an important strategy and can reduce the amount of workload on subsequent 
products, some project managers neglected to verify whether the methodologies 
were aligned with the product plan. To make matters worse, the “lack of foresight” 
on the part of these project managers led to the unfortunate integration of negative 
experiences and poor projections from previous projects.  

8.3.4     The Task Control 

 As discussed earlier, Task Control behaviors are under the direct control of project 
managers. For more on this context, see the  TASK  quadrant in Table  8.1 .  
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8.3.5     Inadequate Communication 

 Whenever communication is consistent among different divisions and teams in 
R&D environments, misunderstandings about goals, objects and development 
issues are greatly reduced [ 20 ]. In our case, a manager in manufacturing states:

  Different engineers [are] presenting data in different formats [; we need to] standardize 
templates for better data collection. 

   Now, it is often the case that designs may need to be changed or reworked 
during the course of the project. These planned alterations are important in the 
course of the project and they must be carefully anticipated and managed. If done 
incorrectly, they can become expensive and lead to unnecessary project delays. 
The reader is referred to in the HP printer engineers example cited earlier in 
this paper. To effectively manage planned alterations and rework cycles, project 
managers must:

    1.    Reduce avoidable repetitions [ 1 ]   
   2.    Engage as many cross functional teams as possible [ 14 ]     

 Another example may be necessary to clarify this point. After conducting 
interviews with expert engineers, a project manager determines that certain issues 
cannot be resolved due to inadequate or old software. In an attempt to formulate 
a solution, the project manager engages a software engineer to discuss alterna-
tives with other engineers on the project. Afterwards, the software engineer is 
surprised to learn that the problems in question were not related to the software 
but to some other elements of the project that were imported from previous proj-
ects. These elements were not suited well to this project and needed to be updated. 
No one adequately researched the root cause of the problem, as the prevailing 
attitude from the majority of the project engineers was that it was either not 
important enough, or that they did not have suffi cient time to look into it. The urge 
to keep “hammering” onward to produce products creates a mental barrier for 
addressing this problem in a timely manner. This type of communication problem 
has been discussed before by Hallum and Daim [ 4 ]. The authors believe that man-
agers and engineers have a different sense of urgency and priority for problem 
identifi cation and resolution.  

8.3.6     Inadequate Planning 

 The data suggest that the project managers inadequately planned the product devel-
opment cycle. Possibly, managers incorrectly forecasted both personnel and equip-
ment and tools requirements [ 11 ]. Additionally, managers may not have aligned the 
various organizations, such as R&D labs with product validation or the factory. 
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Finally, these project managers may have allowed the integration of unproven 
methodologies during the production cycle [ 3 ]. Better planning could have miti-
gated these problems, since they are all seemingly within the project manager’s 
sphere of control.  

8.3.7     The Client Relationships 

 As discussed earlier, Client Relationship behaviors refers to activities that the proj-
ect manager cannot directly control, but may be able to infl uence. See the  CLIENT  
quadrant in Table  8.1  for further context.  

8.3.8     Inadequate Communication 

 According to the research conducted by Keil et al. [ 11 ], failure to adequately com-
municate with the customer has been rated as the second most important risk factor 
that a project may face, the fi rst being the lack of commitment by senior manage-
ment. In short, if the customer does not perceive a value from the project then the 
project is a failure [ 16 ]. To rectify this issue, a manager offered a simple, yet insight-
ful observation:

  Set expectations with customers up front. If they don’t like the product, better to know that 
up front and change the plan. 

8.3.9        Inadequate Planning 

 Pinto and Kharbanda [ 15 ] puts it bluntly: “If you want to fail ignore the stakehold-
ers.” In the case examined here, the engineers who worked in R&D with well-devel-
oped timelines were continually frustrated by having to hit “a moving target.” Their 
frustration stems from uncontrolled schedule slips, anxiety over project cancellation 
and its attendant consequences (such as layoffs, etc.). Although it is not clearly 
stated in the data, the failure to freeze the requirements possibly could be attributed 
to the low confi dence and trust among the key stakeholders [ 10 ]. Nevertheless, 
uncommitted schedules, shrinking budgets and the loss of key personnel to higher 
priority projects may inevitably lead to project cancellations.  

8.3.10     The Environment Monitoring 

 As discussed earlier, Environment Monitor behavior refers to activities that the 
 project manager cannot directly control or infl uence; however, they still need to be 
monitored. See the  ENVIRONMENT  quadrant in Table  8.1  for more context.  
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8.3.11     Inadequate Planning 

 Organizational changes are seemingly uncontrollable. Pinto [ 14 ] suggests that 
“project managers and their teams need [to be protected]” from the “change in play-
ers” so that their focus can remain on their primary managerial duties. Organizational 
changes can destroy the positive relationship that project managers painstakingly 
cultivate with senior management [ 3 , 16 ]; they must start over and rebuild. 

 The data in this study suggests that both organizational and product priority 
changes occurred during the development timeframe. In fact, the product was “pre-
empted” [ 11 ] to other higher priority projects. To ease the impact of these diffi cul-
ties, project managers need to develop contingency plans, monitor the environment, 
and update the plan as necessary [ 3 , 6 , 8 , 11 , 16 ].   

8.4     Conclusions 

 The project failures analyzed in this paper increased risks as shown in the behav-
ior model in Table  8.1 . Project mangers need to be aware of these types of risks 
and be alert to risk mitigation strategies. As we have seen in this case, communi-
cation and planning were the two recurring themes and problem areas that were 
gleaned directly from the data. These issues lead to many ancillary problems as 
discussed above. Thus, the original H1 and H2 hypotheses shown below have 
been partially proven:

  H1: Inadequate communication can lead to risk and unnecessary delays 
 H2: Inadequate planning can lead to risk and unnecessary delays 

   The above hypotheses should be further analyzed in future studies using quanti-
tative methodologies and corroborated with the application of the model referenced 
in this paper to additional cases. According to Pinto and Kharbanda [ 15 ], “it is 
through these past failures that we gain experience and wisdom to push on towards 
successful conclusions.” Companies that conduct project analysis, such as postmor-
tems referenced in this paper, are to be commended for their determination to learn 
from mistakes in order to not repeat them.     
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    Abstract     Distributed Innovation and inter-company collaborative development 
have become prevalent modes of operation for some technology-intensive fi rms 
which rely on them to reduce their investment outlays while concomitantly preserv-
ing their technology leadership positions within their respective industries. 
Technology standards development has become a key enabler for achieving these 
seemingly bipolar objectives. The de facto model that exemplifi es this trend can be 
summed up as: ‘collaborate, standardize, compete!’ 

 Under the rubric of a proposed technology standards development paradigm 
derived from extant practice, we examine the case of the Universal Serial Bus (USB) 
technology. By probing the reasons and the processes for the creation of technology 
standards such as USB, we explore the underlying methods by which fi rms collab-
oratively pool intellectual assets while maintaining their competitive edge. Our 
model identifi es and describes the environmental forces that infl uence technology 
standards development and sheds lights on governance issues that emanate from 
such activities. Experiential observations point to opportunities and challenges that 
call for the deft management of standards-related investments and activities by 
pace-setting technology fi rms. 

 Several shortcomings have surfaced from this study, such as the need for metrics 
to measure the degree to which technology standards contribute to business objec-
tives, the development of effi cient methods to engender collaboration across large 
multinational corporations, the impact of standards on new product development 
and the effects of globalization on standards development in emerging economies.  
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9.1         Introduction 

 In the fast-paced and chaotic milieu of technology development, no longer can a 
single fi rm operate—to borrow a phrase from the seventeenth century British poet 
John Donne—as ‘an island, entire of itself.’ Owing to the massive investment 
requirements of ecosystem infrastructures to enable market growth, most 
technology- intensive fi rms fi nd it necessary to work in partnership with other fi rms, 
including their direct competitors, to pool their resources and to lessen their invest-
ment burdens in order to survive and thrive. The phenomenon of Distributed 
Innovation and the collaborative development of technology via an ecosystem con-
stitute the foundational paradigms that are explored in this study. 

 Researchers in the fi eld of business strategy and technology management have, 
in recent times, noted a persistent pattern affecting large technology-intensive fi rms 
in the Personal Computer (PC) and Consumer Electronic (CE) industries. It appears 
that most of these fi rms fi nd it diffi cult to register sustained revenue and profi t 
growth as markets mature and saturate with their products and services [ 1 ]. This 
growth-stall trend that affects many large technology-intensive fi rms has been docu-
mented in the literature and its impact has been analyzed in recent studies [ 2 ,  3 ]. 
Here, we will also consider whether the development, promulgation, and adoption 
of technology standards can enable fi rms to achieve incremental growth and thereby 
gain or retain competitive advantage. 

 To precisely defi ne the scope and reach of this study, some nomenclature clarifi -
cations are in order. We defi ne ‘technology’ as the application of tools to solve 
problems that extend human potential for the benefi t of society. We defi ne ‘stan-
dard’ as establishment of a norm [ 4 ]. Thus, a ‘technology standard’ is the applica-
tion of tools using an established norm to solve problems that extend human 
potential for the benefi t of society. Hariharan (1990) gives an alternative defi nition 
in which a ‘technology standard’ is said to be a model, a specifi cation or a design 
with a dominant market position in the industry for its product class [ 5 ]. This latter 
defi nition is more appealing owing to its focused delineation of the term standard—
namely, a specifi cation with a dominant position within the industry—which we 
will adopt in this paper. Throughout this study, therefore, a technology standard 
refers to the development of a technical specifi cation which is in turn implemented 
by the promoters and adopters of said specifi cation, and instantiated in products 
that are introduced in various technology-driven markets such as consumer elec-
tronics, enterprise computing, information technology and so on, by the members 
of those ecosystems. 

 The question inevitably arises: Why develop technology standards in the fi rst 
place? The short answer can be traced back to Donne’s ‘an island, entire of itself’ 
metaphor. A more illuminating answer is provided by Cline et al. (2008) in that 
standards accelerate technology adoption by enabling “the timely deployment of 
value-added functionality, followed by the broadest possible industry support for 
the necessary infrastructure to deliver the next level of innovations” [ 6 ]. Further, 
anytime a certain technology can be instantiated in multiple different ways with 
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dissimilar interface points, there is the potential for a proliferation of disparate 
methods for accomplishing the same task or end result. This proliferation in turn 
can lead to ineffi ciencies and lower returns for the fi rm, confusion and higher costs 
for the consumer, or both. Another raison d’être for technology standards develop-
ment is offered by Gawer (2000) in that standards setting invariably spawns comple-
mentary innovations that enhance the value of interoperable products emanating 
from a horizontally disintegrated ecosystem [ 7 ]. 

 The premise of this study is centered on standardization as a facilitator of sim-
plicity, cost reduction, and interoperability between products from different vendors 
participating in a business ecosystem, thus engendering market growth and better 
business prospects for all participants in the standards activity. By the same token, 
standardization cannot militate against innovation and value-added differentiation. 
Simply meeting the minimum requirements of a standard can be viewed as ‘good 
enough’ and thus serve as a disincentive to take on the harder challenge of innovat-
ing around and above the interface points defi ned by the standard. There is a crucial 
tension between differentiation through innovation and ‘vanilla’ standardization 
which we will explore further in this paper. 

 A technology standard is generally developed and maintained by an organiza-
tion formed from a collection of representative fi rms or entities operating within 
that industry. In the PC and CE industries, for instance, there are a number of 
standards developing organizations with varying levels of openness, authority, 
infl uence, charter, and function. In this context, openness refers to the degree of 
availability of participation to an individual, an entity, a representative fi rm, or a 
governmental agency. A formal Standards Developing Organization (SDO) may 
operate under the aegis and sponsorship of a national organization or completely 
independently, and may have representation from a variety of institutions or indi-
viduals. Examples of SDOs include IEEE, ANSI, and so on. Furthermore, an 
International Standards Developing Organization (ISDO) typically operates at the 
multi-national level with representation determined by a national organization or 
governmental bureau, and generally carries a high level of legitimacy and infl u-
ence. Examples of ISDOs include the ISO and the ITU. With the advent of per-
sonal computing in the early 1980s, a steady shift has occurred toward the creation 
of special-purpose, focused, and agile types of standards developing organiza-
tions, commonly referred to as Special Interest Groups (SIGs). Figure  9.1  in 
 Appendix 1  depicts the trend towards the stabilization of SDOs and the linear 
growth of SIGs over time. As can be seen, SDO formation has been relatively 
stable since the 1970s while the formation of SIGs has seen an ascending linear 
growth since the 1980s. By construction, a SIG is an informal and decentralized 
standards developing consortium. As an incorporated, legally recognized entity, a 
SIG may operate as a mutual-benefi t corporation, a non-profi t corporation with 
by-laws, a governing board, or the elected offi cers of a board [ 8 ]. In the state of 
Oregon, for instance, a SIG is legally recognized by state statute such as 501(C)
(6) [ 9 ]. A SIG may be open or closed with respect to its acceptance of partici-
pants, but it is invariably focused on a narrow scope of technology development. 
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This may be one reason for the proliferation and popularity of SIGs in recent 
times. A more thorough comparison between SIGs and SDOs is shown in Table  9.1  
in  Appendix 1 . The gist of this comparison yields a useful insight: The informal 
and relatively fast-paced nature of SIGs, in contrast to SDOs, is more responsive 
to business needs. This may be a reason for the growing popularity of SIGs over 
SDOs. Commenting on the reasons that induce technology fi rms to cooperate on 
standards activities, Chiesa and Toletti (2003) assert that the SDO represents the 
ultimate evolution of a collaborative structure due to its ability to retain broad 
representation of vested fi rms in the industry [ 10 ]. The same is true for a SIG. 
This coming-together of a disparate collection of participants to develop a 
standards- based business association and commercial collaboration is referred to 
as an ecosystem. Notably, this feature—an ecosystem to facilitate commerce—is 
absent in the SDO framework. 

 The most compelling feature of SIGs is their ability to channel mutually-benefi -
cial collaboration towards the development of complementary and interoperable 
products with robust attention paid to the verifi cation of compliance to the agreed-
upon standard by the SIG’s participating members. While the SIG itself may not be 
invested in a commercial enterprise, yet it must facilitate the proper conditions to 
benefi t its members, all of whom are presumably invested and intensely interested 
in commerce. Also, it should be noted that the collaborative innovation emanating 
from SIGs is inherently different from that which is present in the open innovation 
environment. The latter occurs in the absence of formal planning or centralized 
organization and does not always operate according to the business needs of its 
consumers. The former is a planned, organized activity with clear and specifi c 
objectives that are linked to the business imperatives of its stakeholders [ 11 ]. Indeed, 
open innovation is a very complex phenomenon that draws upon many research 
streams, including globalization, technology intensity, technology fusion, new busi-
ness models, and knowledge leveraging. A thorough treatment of the open innova-
tion phenomenon is beyond the scope of this study. 

9.1.1     Research Questions 

 We consider three important questions that comprise the core of this paper. These 
questions are as follows:

    (a)    Why and how do PC and CE technology fi rms create standards?   
   (b)    Can these technology fi rms protect their intellectual assets while sharing knowl-

edge and expertise with industry ecosystems? Furthermore, will such knowl-
edge sharing help or hinder their competitiveness and growth potential?   

   (c)    Are standards organizations such as SIGs suitable vehicles for promoting col-
laborative innovation in technology-intensive industries?     

 We will explore and answer these questions through the course of this study.  
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9.1.2     Methodology 

 Both qualitative and quantitative methodologies are employed here. A review and 
assessment of the academic literature on the phenomenon of Distributed Innovation 
(DI) and a brief case study on the creation of the Universal Serial Bus (USB) tech-
nology comprise the qualitative methodologies in this paper. The quantitative meth-
ods consist of the identifi cation of distinct and relevant factors for technology 
standards development gleaned from a survey of experts in the fi eld of technology 
management and the subsequent pair-wise comparisons between these factors using 
a PCM software tool to derive rank ordering and the assignment of priorities to 
these factors. Other statistical analysis is performed as well. The qualitative and 
quantitative methodologies are employed independently of each other.  

9.1.3     Literature Review 

 In the academic literature, DI is described as the act of collaboration among and 
between several fi rms to develop and sustain technological innovations for the ben-
efi t of all. Sawhney and Prandelli (2000) maintain that the trend towards the adop-
tion of DI has accelerated in recent years as a result of the dilemma in which the 
knowledge required to compete in the technology industry has continued to diver-
sify even as disparate markets collide; at the same time, technology fi rms have con-
stricted their knowledge base around their core competencies in order to compete 
more effectively [ 12 ]. One such collision is currently occurring between the Personal 
Computer (PC) and the Consumer Electronics (CE) industries. This gap, between 
diversifi cation on the one hand and specialization on the other, has created an oppor-
tunity for increased collaborative innovation, which is dubbed Distributed Innovation 
(DI). We frame technology standards development as an extension of DI, given that 
the end result is benefi cial to a group or an ecosystem of fi rms and requires cross- 
company collaboration before its potential benefi ts can materialize and be realized 
commercially. Addressing the importance of an ecosystem to collaborative innova-
tion within the framework of technology standards development activity from an 
R&D perspective, Horn (2005) highlights the central importance of an ecosystem in 
bringing together technological inventions and capabilities with business and soci-
etal needs [ 13 ]. Horn further acknowledges some of the problems inherent in estab-
lishing successful ecosystems, namely overcoming the ‘not invented here’ mentality 
and the coordination of technological innovations in order to enable value added 
differentiation. In this vein, R&D activities are better harvested when technology 
standards development is managed to be ‘in tune with the marketplace.’ 

 Expanding on the theory of organizational ecology, Ozsomer and Cavusgil 
(1999) contend that DI can be extended to study the competitive behavior of PC 
fi rms before and after the release of technology standards. They fi nd that fi rm 
behavior before the release of technology standards can be characterized as positive 
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interdependence or mutualism but that after a standard is released fi rm behavior 
shifts towards negative interdependence or full competition. These researchers con-
tend that the net effect of competition decreases as adoption of technology standards 
increases and caution technology managers to promote strategies that rapidly 
expand the user base of standards-based products and services [ 14 ]. In analyzing the 
impact of technology standards on New Product Development (NPD), Sahay and 
Riley (2003) concluded that NPD is greatly infl uenced by the volume and pace of 
technology standards. These researchers distinguish between ‘customer interface’ 
standards and ‘compatibility’ standards. The former determine the pattern of inter-
action between the user and the product, such as the Microsoft Windows operating 
system, while the latter defi ne the fi t and interaction between components within a 
product or between various products [ 15 ]. Thus, fi rms that develop customer inter-
face standards demonstrate strong appropriability and an affi nity towards proprie-
tary interfaces, while fi rms that develop compatibility standards demonstrate weak 
appropriability and a penchant for open interfaces. These researchers advise manag-
ers to account for the differences between customer interface and compatibility 
standards on resource allocation for new product development, as these decisions 
may impact the fi rm’s market competitiveness. 

 Much of the literature on the impact of standards development on product and 
process innovation borrows from the groundbreaking work of Utterback and 
Abernathy (1975), in which they established patterns of innovation within tech-
nology fi rms and developed various models to explain the rate of innovation of 
products and processes on the basis of the fi rm’s chosen business and competition 
strategy [ 16 ]. One of the main upshots of this research suggests that technology 
fi rms race to propagate their own implementation of a technological innovation 
in order to establish a de facto standard which others will have to emulate. In 
applying the Utterback and Abernathy model to the fi rm’s strategic alliances, 
Mauri and McMillan (1999) found that technology-intensive fi rms form alliances 
as the level of technology complexity and cross-dependencies increase [ 17 ]. 
Their fi ndings buttress the Utterback and Abernathy product and process innova-
tion models and contradict a large body of research which contends that technol-
ogy fi rms avoid alliances to protect their intellectual assets from potentially 
exploitative and opportunistic behaviors of their rivals, partners, and others in 
their ecosystem. 

 The importance of technology standards development for the purpose of reinvigo-
rating the US economy and renewing the competitiveness of US technology fi rms 
cannot be overemphasized. Burnside and Witkin (2008), while confi rming the futility 
of the ‘go-it-alone’ approach, point to alarming statistics concerning the decline of US 
technological prowess [ 18 ]. For instance, measured as a percentage, in 2004 the US 
was overtaken in the issuance of science and engineering degrees by China, Japan and 
Ireland. Further, in 2005 US R&D as a percentage of GDP was below that of China, 
Ireland, Russia and the EU. These researches contend that the lack of an Intellectual 
Property (IP) licensing model between university R&D and the industry is the key 
obstacle in maintaining a steady fl ow of technological innovation and business col-
laboration. Echoing similar sentiments, Pisano and Shih (2009) draw a bleak picture 
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of the gradual decline of the US technology industry in its inability to produce its own 
innovations and inventions [ 19 ]. These researchers call for focused research and 
development as well as closer collaboration between business, academia and govern-
ment to restore US technological competitiveness. This advice hearkens back to a 
couple of decades ago when a similar alarm was sounded over America’s declining 
prowess in semiconductor manufacturing, which ultimately gave birth to the collab-
orative arrangement called Sematech [ 20 ]. Sematech is a consortium of the leading 
semiconductor manufacturing fi rms that pool their research and development in a 
collaborative manner for the benefi t of all of its members [ 21 ]. Clearly, collaborative 
innovation is not alien to American technology fi rms. However, the evolving process 
of technological change has a profound effect on the development, diffusion, and 
adoption of technology standards. In studying the increasingly rapid pace of techno-
logical innovation, Coyle (2005) found that technology standards can pace innovation 
by providing stability in a time of constant change [ 22 ]. Thus, standards defi ning 
organizations must maintain a steady beat rate of technological innovation and reach 
across other standards defi ning organizations for coordination and infl uence to build 
dependence pyramids. Using these standards, fi rms can specialize in the development 
of tools and other technology-based products to enable the development of more 
advanced innovations and applications. For instance, semiconductor makers rely on a 
host of sophisticated factory tools, such as reliability and measurement equipment, to 
streamline and automate their operations. In turn, these tools may be based on certain 
standards in order to engender multiple sourcing and choice. Thus, technology stan-
dards facilitate competition as well as innovation. 

 In a seminal study on the diffusion of competing standards in two-sided markets, 
Sun and Tse (2006) found that network effects overshadowed technological superi-
ority in determining the outcome of confl icting standards, in that strong network 
effects locked in an inferior standard even though a superior standard was available 
[ 23 ]. This implies that in defi ning technology standards new entrants must have 
superior technologies or fi nancial resources to succeed as latecomers or when there 
is already a standard in place. By coining terms such as ‘single-home’ (i.e. the adop-
tion of one standard by a fi rm) and ‘multi-home’ (i.e. the adoption of multiple stan-
dards by a fi rm) these researchers draw distinctions between the ‘Dynamic System’ 
and the ‘Differential Game’ models. One clear implication from this study is par-
ticularly instructive: The tendency to multi-home will result in multiple standards, 
but within the context of the Differential Game model there will be a gradual con-
vergence of multiple standards towards a harmonious steady state. This bringing of 
a potentially chaotic environment into focus and creation of predictability facilitates 
the requisite and organic evolution of a business ecosystem. Thus, a fi rm that is 
contemplating investing in technology standards development or participating in an 
existing standards activity can have a better sense of its potential payback. Riley 
(2007) likens technology standards to elements of a competitive strategy and offers 
a conceptual framework for the successful pursuit of technology standards [ 24 ]. 

 An interesting, but often overlooked, point about the willingness and funding 
of personnel for technology standards development activity is raised by Blind 
(2006) who contends that standards work results in the fl ow of R&D primarily 
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from large, well-funded and resourced fi rms to smaller and less-resourced coun-
terparts [ 25 ]. The implication being that industry leaders with high R&D output 
must be wooed by the standards developing ecosystem with favorable licensing 
terms as incentive to counterbalance the net outfl ow of R&D output from large to 
small fi rms. Another implication is related to the resource requirements of tech-
nology standards development. Large fi rms are more able to afford assigning their 
talented employees to these tasks while the same may not be true for small or 
medium-sized fi rms. Thus, the latter may be chronically under-represented in 
infl uencing the direction of technology standards development which may neces-
sitate external policies, such as governmental or regulatory, to goad these fi rms 
into active participation and positive contribution. In a related stream of research, 
Waguespack and Fleming (2009), examined the role of startup fi rms in technology 
standards development and found that participation in standards activities greatly 
accelerated a ‘liquidity event’ [ 26 ]. The surprising fi nding here is that technology 
adoption, per se, was not the sole benefi t for the startup but that simply attending 
standards organization meetings and conferences provided a suffi cient level of 
exposure to exert infl uence, establish relationships with others in the ecosystem, 
and thus gain traction for the startup fi rm’s technological innovations. This impor-
tant fi nding highlights the impact of relationships within technology standards 
developing regimes. Consistent with this fi nding, Harryson (2008) reports on the 
importance of relationship management for startup fi rms to balance technological 
explorations with industrial exploitations [ 27 ]. An implication of this study 
suggests that by building relationships, R&D managers can establish bridges to 
‘previously disconnected disciplines and areas of value creating activities to drive 
creativity, innovation and entrepreneurship.’ 

 The academic literature on technology standards development is somewhat scant 
as of this writing but it is beginning to get the attention of researchers. The main 
threads from the literature review in this study can be summarized as: (1) the prac-
tice of Distributed Innovation and the interdependence of fi rms when pooling intel-
lectual assets towards a common cause; (2) the legal and regulatory environment for 
collaboration; and (3) the necessity, complementarity, and network effects of robust 
business ecosystems. With this review of the germane academic literature behind 
us, we proceed to formulate a proposed framework for the pursuit of technology 
standards development.   

9.2     Framework 

 To outline a framework for the development of technology standards, we begin with 
a consideration of the necessary key attributes and elements that are important in 
this endeavor. With the aid of a survey instrument and a blind survey of a randomly 
selected set of technology managers in the greater Portland metropolitan area—all 
of whom participate in technology standards development to varying degrees—we 
have identifi ed the following six attributes and characteristics of technology 
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standards development as being signifi cant and consequential for managers in 
technology- intensive fi rms:

    1.    Cost of development   
   2.    Functionality and usability   
   3.    Compatibility with existing standards and infrastructures   
   4.    Strategic synergy with business objectives   
   5.    Longevity of technology standards   
   6.    Leadership opportunities afforded the fi rm by virtue of its investment in 

standards     

 These managers were asked to identify the top attributes and success metrics for 
the pursuit of technology standards development by their respective fi rms. The attri-
butes that were consistently singled out were then enumerated from the survey 
responses, resulting in the list of six attributes shown above. In a follow-up survey 
of the same set of technology managers, the respondents were asked to compare and 
rate these six factors for relevance and importance using the pair-wise comparison 
method. The result of this exercise is shown in Table  9.2  in  Appendix 1 , and the 
survey data appears in  Appendix 2 . 

 Notably, our survey respondents rated ‘compatibility with existing standards and 
infrastructures’ as the highest priority consideration in the development of technol-
ogy standards, followed closely by ‘functionality and usability’ as well as ‘strategic 
synergy with business objectives.’ Contrary to our expectations, ‘cost of develop-
ment’ and ‘longevity’ of technology standards were rated lower, tied for fourth place 
in the rankings, with ‘leadership opportunities…’ bringing up the rear. The key 
learning from the analysis of the results of this survey highlights the importance of 
continuity, through generational compatibility, when developing technology stan-
dards. Specifi cally, our survey respondents identifi ed temporal congruency as the 
most important characteristic in the development of technology standards. A cursory 
refl ection of a popular extant technology standard bears out this fi nding. Consider, 
for example, the recent success of the Blu-ray optical disc technology that has effec-
tively superseded the incumbent DVD [ 28 ]. Compatibility with the existing digital 
video disc format as well as superior bit rate scalability are two of the most com-
monly cited reasons for the success of this new technology by its proponents. 

 Using the top three priority factors identifi ed by our survey—compatibility, 
functionality and strategic synergy—we now offer a general model for the develop-
ment of technology standards that addresses aspects of each factor. 

9.2.1     Model Defi nition 

 The paradigm proposed in this paper is patterned after the so-called ‘fi ve forces’ 
model that drive competition as originally identifi ed and described by Porter [ 29 ]. 
In Porter’s model, these competitive forces—threat of new entrants, threat of substi-
tutes, bargaining power of buyers, bargaining power of suppliers, and rivalry among 
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competitors—inform the nature and intensity of competition within an ecosystem. 
Depending on the strength and direction of these forces, competing fi rms can 
formulate strategies to outmaneuver their rivals and manage their business interests. 
Fortunately, Porter’s model is suffi ciently malleable and can be used to describe the 
dynamics within the technology standards development process. Our modifi ed fi ve 
forces model, derived from Porter’s work, is shown in Fig.  9.2  in  Appendix 1 . In the 
context of technology standards development, the fi ve forces are defi ned as: 
Business objectives, market requirements, alternative technologies, industry eco-
system, and standards strategy. 

  Business objectives  are unique to each fi rm that decides to participate in a standards 
development organization, such as SDO or SIG. In effect, each fi rm must have a 
viable business interest in the development of the technology standard in question 
and to manifest these interests through objectives that are tangibly connected with 
the performance of the fi rm. These objectives do not need to be made known beyond 
the confi nes of the fi rm itself, but their existence is necessary for without clear and 
measurable business objectives a fi rm’s participation in technology standards devel-
opment is likely to be an ineffi cient and wasteful activity. 

  Market requirements  drive the defi nition and the boundaries of the standards activ-
ity in question. Depending on the depth and breadth of these requirements defi ni-
tions, a standards activity can either fl ower or fl ounder. Crisp, well-articulated 
requirements can channel attention and focus on solving immediate and important 
problems, thus enabling the participants in the standards development activity to 
respond to market requirements and to recoup their investments in a timely, effi cient 
and gainful manner. By contrast, lack of clear requirements can plunge the stan-
dards development group into a potentially endless spiral of iterative, ineffi cient and 
divergent activities relative to the original goals. 

  Alternative technologies  act as the counterbalance to the need for investment in the 
pursuit of technology standards development. Before a new technology standard is 
contemplated, the question must be posed as to whether existing alternatives can be 
used to solve the same problem or to respond to emerging market requirements. If 
an objective assessment of the available alternatives does not turn up viable options 
or substitutes, then investment in the standards development activity in question can 
be justifi ably pursued. At times, an alternative technology may exist but it could be 
defi cient for the future needs of the industry. In such a case, the assessment of the 
alternative technologies must also address the feasibility of extending the existing 
technology to meet market requirements. 

  Industry ecosystem  refers to a multitude of technology-intensive fi rms that exist in a 
dynamic and chaotic milieu. Together, the ecosystem members at once defi ne as well 
as take advantage of technology standards through commercial enterprise. These 
fi rms may constitute suppliers, customers, complementors, competitors, leaders, fol-
lowers, component providers, platform builders, and so on. The important aspect of 
the ecosystem is the provision of choice in offering an interoperable suite of products 
and services that add value and enhance the appeal of the technology standard. 
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Ecosystem members endeavor to deliver products that meet a minimum bar for com-
pliance and quality, seamless interoperability, and future evolutionary compatibility. 

  Standardization strategy  lies at the core of our model and is comprised of four main 
components that delineate the key considerations in the pursuit of technology stan-
dards development by any fi rm joining a standards developing body. These consid-
erations include: Scope defi nition, intellectual property rights management, 
execution and exit strategy.

•    The scope identifi es the range and extent of the technology to be standardized 
and defi nes the tasks and activities that are necessary in the development of the 
standard. These may include authoring technical specifi cations, developing mar-
keting communications and press relations, observing regulatory and govern-
mental laws, and developing a robust suite of compliance and interoperability 
rules and tools to measure adherence to the technology standard by those fi rms 
with commercial interests. In defi ning the scope it is important that the standard 
establish the necessary and suffi cient functions to meet market requirements as 
well as to allow for differentiation by providing hooks and headroom for exten-
sions by those fi rms that wish to offer enhanced capabilities above the minimum 
requirements of the standard.  

•   Intellectual Property (IP) is a complex and consequential aspect of the strategic 
decision to participate in technology standards development as it provides a uni-
form metric for measuring returns on innovation. There are many options avail-
able, ranging from the decision to not participate and not disclose any IP to one 
of full participation and the royalty-free (RF) licensing of all IP rights to any and 
all takers. The IP model that is generally used in most of the SIGs today is dubbed 
‘reasonable and non-discriminatory’ (RAND), or a variant thereof. In short, this 
model allows for the licensing of the relevant IP by its holder to the members of 
the standards developing body (SIG, SDO or other) under terms that are deemed 
reasonable, that is they cannot be too harsh to drive any licensee out of business, 
and non-discriminatory, in that no potential licensees will be discriminated 
against or be given prejudicial treatment by the licensor. Consistent with the IP 
model outlined here, Hemphill (2007) posits a patent strategies matrix for de jure 
technology standards development [ 30 ]. Another important consideration of the 
choice of an IP model is the size of the fi rm. Participating in technology stan-
dards activities can increase the difference between large and small fi rms’ incen-
tives to litigate, rather than the relative value of their patents. According to 
Simcoe, Graham and Feldman (2009), since specialized technology providers 
cannot seek rents in complementary markets, they fi nd the need to defend IP 
more aggressively once it has been incorporated into an open platform [ 31 ].  

•   Execution strategy addresses the choice of the organization in which to partici-
pate for the purpose of developing a technology standard, as well as the level and 
intensity of participation. As has been mentioned, there are many types of stan-
dards developing organizations and alliances such as SDO, SIG and others. 
Before joining an organization, careful consideration should be given to the legal 
obligations of memberships in these organizations, particularly with respect to IP 
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disclosure or licensing requirements. Once a fi rm has decided to join, it must also 
decide the level at which it should participate, whether it should participate as a 
full-fl edged voting member or as an observer, whether it should populate the 
organization’s governing body, such as board of directors or functional equiva-
lent, or simply confi ne its participation to the technical specifi cation develop-
ment committees, and other tactical considerations.  

•   Exit strategy is equally important to all of the above considerations and must be 
contemplated before the decision to join a technology standards developing 
organization. In general, the fi rm must anticipate its position within the technol-
ogy defi ning body once its initial objective has been accomplished. This is 
important since industry standards defi ning bodies can live for a long time and 
may deviate from the strategic intent and objectives of many of its members over 
time. A key consideration in formulating an exit strategy can be the provision of 
termination or expiration contingencies in the organization’s bylaws. Another 
consideration can be the transfer of the technology standard from an incubatory 
organization, where the technology is initially defi ned, to a more permanent stan-
dards maintenance organization for long-term support and evolutionary updates 
of that technology.    

 Having outlined our generalized model, we now proceed to apply the case of the 
Universal Serial Bus (USB) technology to this model.  

9.2.2     Model Application: The Case of USB 

 In the early 1990s peripheral devices that connected to a PC platform such as scan-
ners, printers, personal digital assistants, and video cameras, each had their own 
complicated installation procedure. In fact, many such connections required the 
complete shutdown of the system, manual installation of the hardware and requisite 
software, and a restart of the entire system followed by post-installation adjust-
ments, before a simple data transfer could take place between the PC and the periph-
eral device such as a printer. This level of functional malleability and expandability 
was both the boon and the bane of the PC. 

 With the growing popularity of the PC as a desktop printing and communications 
platform and the ever-increasing demand for connectivity with the burgeoning 
worldwide network of PC systems called the Internet, a faster and more convenient 
method of connecting and interacting with devices was needed without the hardship 
and the ineffi cient interruptions of the PC shutdown and reboot sequence. In recog-
nizing this problem, Intel Corporation contributed technology from its research 
facilities to enable the low-cost and high-speed connectivity of peripheral devices to 
the PC platform with the ease of plug-and-play simplicity [ 32 ]. In fact, Intel spear-
headed the formation of a group of infl uential industry leaders in developing an 
industry specifi cation with royalty-free IP licensing that would be made available to 
all adopters of this technology. The technology was dubbed the Universal Serial 
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Bus, or USB for short. Intel implemented the USB technology in its chipset prod-
ucts and hosted many interoperability events to facilitate the adoption of this tech-
nology by other members of the growing USB ecosystem in peripheral devices and 
software. Ultimately, the USB Implementers Forum (USB-IF) was formed in 1995 
and later incorporated as a stand-alone industry standards organization to support 
and accelerate the market and consumer adoption of USB-compliant products. 
Today, USB is a household name and is the preferred connectivity standard for 
nearly all major CE and PC devices being produced worldwide. The list of devices 
that implement USB connectivity continues to grow and expand [ 33 ]. 

 The generational compatibility and easy-to-use functionality of the USB tech-
nology standard have facilitated an expanding list of CE devices to connect and 
disconnect with the PC platform without requiring complicated installation proce-
dures to be performed by the consumer. Progressively, the USB standard has 
displaced older and competing means of connectivity such as the parallel port, IEEE 
1394, or FireWire technology. In 2007,  Maximum PC  magazine named USB the 
premier PC technology innovation of all time [ 34 ]. Notably, this accolade puts USB 
ahead of the Intel Pentium processor or the Microsoft Windows operating system. 

 In applying our generalized model to the case of the USB technology standard, 
using our proposed framework, we consider the following elements: Business 
objectives, market requirements, alternative technologies, industry ecosystem and 
standardization strategy. The resulting model application is shown in Fig.  9.3  in 
 Appendix 1 . 

 Business objectives: The goal here is to accomplish PC and CE connectivity with 
ease in a progressively effi cient, low-cost and performant manner. 

 Market requirements: The market requires an open standard that is accessible to 
a variety of hardware and software vendors, in order to facilitate a robust ecosystem 
of interoperable products and services. Furthermore, the market requires a technol-
ogy that is easy to adopt without arduous IP licensing and royalty obligations. 

 Alternative technologies: At the time when USB was being contemplated, there 
were existing technologies, such as the parallel and serial ports, but these alterna-
tives were deemed to be ‘out of gas’ as their performance and ability to transfer 
large amounts of data was limited and restrictive of the overall performance of the 
platform. Additionally, there were other technologies, such as 1394/FireWire, but 
owing to their proprietary nature and onerous licensing and royalty terms, the indus-
try was loathe to adopt these technologies. 

 Industry ecosystem: At the time of the introduction of the USB technology, there 
existed a healthy and thriving ecosystem comprised of Original Equipment 
Manufacturers (OEMs), Independent Hardware Vendors (IHVs), Operating System 
Vendors (OSVs), Independent Software Vendors (ISVs), as well as a plethora of 
device and tools vendors. This ecosystem came together through the leadership and 
infl uence exerted by a few industry vanguards such as Intel and Microsoft to form 
and propel the broad adoption of the USB technology and its subsequent mainte-
nance and evolution. 

 Standardization strategy: The scope consists of specifi cations to enable easy and 
compatible PC-to-device connectivity. This requires a simple interface between 
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hardware and software to ensure consumer-friendly attachment points, without the 
need for complex installation or post-installation procedures. The IP policy is cru-
cial in ensuring the rapid adoption and instantiation of the standardized technology. 
As its original author and proponent, Intel decided to contribute the USB technol-
ogy under royalty free (RF) IP licensing terms to all members of the USB ecosys-
tem. For its execution strategy, Intel opted for a two-stage technology transfer 
model. This model is depicted as Fig.  9.4  in  Appendix 1 . Intel acted as the technol-
ogy incubator and released its initial specifi cation to a group of like-minded propo-
nents of the technology called the USB Promoters Group. This group of companies 
came together under legal provisions much like a SIG for the express goal of refi ning 
and endorsing a set of specifi cations to enable the implementation and compliance 
of the USB technology standard. After the accomplishment of these goals, the USB 
technology transferred to the USB Implementers Forum (USB-IF), another industry 
standards body much like a SIG, for the express purpose of promotion, maintenance 
and evolution of the technology. In effect, the USB ecosystem interacts and inter-
faces with the USB-IF to facilitate interoperable product development and the 
pursuit of commerce.   

9.3     Discussion 

 Technology standardization continues to evolve over time. Recently, we have wit-
nessed a gradual weakening in the dissonance between the different approaches to 
standards development in the computing, communications, and consumer electron-
ics industries, as these previously isolated technology domains have collided and 
blended together. The PC industry has historically been unregulated, market-driven, 
and has shown a preference for informal standardization bodies, such as SIGs or 
ad-hoc alliances. By contrast, the CE industry has historically been regimented and 
regulated through governmental oversight and has thus exhibited a strong prefer-
ence for more formality in standards development, such as the SDO or the ISDO 
format. Thus, it is possible to hypothesize ( H1 ) that in the near future we can antici-
pate and observe a strengthening of SIG structures with increasing formality and 
rigor, and we may equally expect that SDOs adopt a more business-friendly stance 
through shorter specifi cation development cycles and increased attention to product 
instantiation and compliance issues. 

 The assertiveness of developing economies such as China, India, and Brazil, con-
stitutes another mega-trend on the horizon. These economies, previously absent 
from the Western-dominated technology standards development sphere, will increas-
ingly exert infl uence and seek out their place on the global stage of international 
standards developing organizations. It is possible to hypothesize ( H2 ) that in the 
near future we can anticipate and observe the formation of local technology stan-
dardization bodies that are housed and sponsored in these emerging economies. 

 Finally, the growing sensitivity to the rapid decay of our global environmental 
and the rise of the ‘green’ movements across will undoubtedly have an impact on 
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technology standards development. For example, energy effi ciency, lead-free com-
ponents, and other such concerns will begin to exert their infl uence in the direction 
and scope of technology standards development. It is possible to hypothesize ( H3 ) 
that the increasing awareness and demand for conservation of energy in computing, 
communications, and consumer electronics platforms and devices will lead to the 
need for enhanced and sophisticated standards in managing energy delivery and 
energy consumption. 

 Moreover, some clearly discernible trends in IP policy cannot escape our atten-
tion. IP rights management has become a highly visible issue in recent times, 
owing to some high-profi le patent infringement cases. The choice of the IP model 
in technology standards development depends in large part on the scope of the 
technology in question, the preferences of the ecosystem participants and the pre-
dilections of those implementing the technology in question. In addition, the dif-
ferent approaches and emphases on IP rights management between the developed 
and the developing economies around the globe will become more pronounced and 
fraught with management challenges and possibilities. In this vein, it is possible to 
hypothesize ( H4 ) that in the near future we will witness a noticeable movement 
towards the adoption of royalty-free IP rights policies. There are many opportuni-
ties for policy innovations in this regard such as ex ante disclosure of licensing 
terms, the durability of licensing commitments, the formation and nature of patent 
pools, and related concerns. 

 In the course of the development of technology standards, the authors of this 
study have compiled both experiential and strategic lessons worthy of citation in this 
study. The most important lesson is related to the existence of entrenched, 
‘legacy’ technologies. These technologies are usually extremely diffi cult to dislodge 
with the introduction of new technology standards as the existing infrastructures and 
ecosystem are deeply vested in the recoupment of their initial investments and in 
continuing to milk cash cows. Furthermore, breakthroughs and disruptive technol-
ogy innovations need business justifi cation followed by massive enabling invest-
ments to achieve traction. The development of such technology standards has 
historically consumed inordinate amounts of resources and heavy lifting. Finally, a 
strategy to ‘lift all boats’ by way of technology standards is not always in the best 
interest of the lead sponsor as it may easily enable its competitors without requiring 
them to invest equally in the development of the standard. To mitigate this weakness, 
most technology standardization advocates prefer hooks and harnesses to enable 
them to innovate above the standard for differentiation and value-added functionality 
in order to create distance between themselves and their competitors and imitators. 

 Strategically, any participation in standards development activities must support 
a business objective. This truism is often taken for granted or not taken seriously by 
engineers and technologists whose main aim is to innovate and develop technolo-
gies. Thus, a large amount of technology standardization effort often is left on the 
table without commercial exploitation or instantiation because the business impera-
tives of the company were incongruent with the effort of its employees that pro-
duced the technology standard. Moreover, a fi rm must ensure that only its top skills 
and sophisticated, mature human resources are tapped for participation in standards 
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developing bodies. This is crucial as the protection of the fi rm’s crown jewels—its 
IP portfolio—is at stake and could easily be jeopardized or compromised if the cali-
ber of participants is lacking the requisite training in group dynamics, effective 
communication, IP law, infl uencing skills, and related profi ciencies.  

9.4     Future Research 

 In this study we outlined three research questions as follows:

•    Why and how do PC and CE technology fi rms create standards?  
•   Can these technology fi rms protect their intellectual assets while sharing knowl-

edge and expertise with industry ecosystems? Moreover, will such knowledge 
sharing help or hinder their competitiveness and growth potential?  

•   Are standards organizations such as SIGs suitable vehicles for promoting col-
laborative innovation in technology-intensive industries?    

 As a result of this study we know that technology standards are created through 
a variety of standards organizations and bodies, such as SIGs and SDOs, to facilitate 
technology diffusion and to advance the business objectives of the sponsoring fi rms. 
Secondly, we have noted that technology fi rms must balance their business impera-
tives to effectively compete while sharing critical intellectual properties that are 
used to develop technology standards. Thirdly, we have observed that standards 
developing organizations can pose challenges for technology managers as indus-
tries with differing disclosure and regulatory cultures collide and converge. 

 Each of the four hypotheses posited in the discussion section above, ( H1 – H4 ) 
merit further exploration and empirical scrutiny through fi eld work, longitudinal stud-
ies, ethnographic observations, and so on. In addition, some of the other fi ndings in 
this study point to the need for scholarly examination of additional topics such as:

    1.    Success metrics to measure the achievement of business objectives in driving 
technology standards.   

   2.    Effi cient methods to coordinate the desired objectives and results across large, 
multinational corporations and ISDOs.   

   3.    The effects of technology standards on new product development (NPD) and the 
market impacts of dominant designs on horizontal industries.   

   4.    The effect of globalization and culture on technology standards development 
and the emergence of new economies.   

   5.    Geographic and cultural differences in technology standards development. For 
instance, a comparative study of the market-oriented, industry-led model preva-
lent in the US with the government-infl uenced model prevalent in the EU and 
Japan, and the government-funded and directed model prevalent in China.    

  Contributions in any of the above areas will greatly enhance and round-out the 
existing knowledge base on technology standards development, diffusion, and 
adoption in the coming decades.      
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          Appendix 1: Exhibits 

  Fig. 9.1    Trends in the formation of centralized SDOs and decentralized SIGs [ 35 ]       

   Table 9.1    Comparison between SDOs and SIGs [ 35 ]   

 SDO (e.g. IEEE)  SIG (e.g. PCI) 

 Focus  Architectural purity  Product interoperability 
 Scope  Broad  Narrow 
 Sponsor  Government  Business 
 Outcome  Predictable  Predictable 
 Mode of operation  Formal  Informal 
 Pace of operation  Slow  Fast 
 Order  Before implementation  With implementation 
 Verifi cation  Rare  Robust 
 Time horizon (years)  5–10  2–5 

   Table 9.2    Survey results of factors infl uencing technology standards development   

 PCM results  Cost  Usability  Compatibility  Synergy  Longevity  Leadership 

 Max  0.21  0.24  0.26  0.19  0.23  0.15 
 Min  0.09  0.14  0.17  0.13  0.10  0.08 
 Mean  0.16  0.19  0.20  0.17  0.16  0.12 
 Std dev  0.04  0.03  0.03  0.02  0.04  0.02 
 Rank  4T  2  1  3  4T  6 
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  Fig. 9.4    The USB technology transfer model       

Alternative Technologies
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Industry Ecosystems
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Business Objectives
PC and CE Connectivity
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PC-device connectivity

HW and SW interface simplicity

IPR
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Execution
Develop in Promoters Group

Transition to Implementers Forum

Exit
Implementers Forum

Market Requirements
Open Standard

  Fig. 9.3    Standards development model applied to the case of the USB technology       

  Fig. 9.2    Model for 
technology standard 
development (adapted from 
Porter, 1983)       
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    Abstract     Western countries’ information technology and software intensive fi rms 
are increasingly producing software and IT services in developing countries. 
Regardless of the swift advancement in offshore outsourcing, there are arrays of 
issues that must be investigated in order for companies to benefi t from the offshore 
outsourcing. Numerous signifi cant benefi ts can be accomplished through the suc-
cessful management of offshore outsourcing. Critical issues are the challenges that 
can happen throughout the lifecycle of offshore outsourcing IT service projects. 
This research will investigate these critical issues throughout the whole lifecycle of 
executed offshore outsourcing projects in the IT service industry from the client 
managerial perspective.  

10.1         Introduction 

 Information Technology (IT) service offshore outsourcing describes the transfer of 
IT services to an offshore outsourcing supplier (OOS) in a near or far away country. 
The services themselves are partially or totally transferred [ 1 ,  13 ,  34 ,  38 ,  48 ,  59 ]. 
IT offshore outsourcing is worth being researched because it has specifi c characteristics 
that distinguish it from the well researched fi eld of IT outsourcing. IT service and 
software development offshore outsourcing is becoming a dominant paradigm in 
the IT service and software development industry [ 72 ,  75 ]. 

 Western countries’ information technology and software intensive fi rms are 
attracted to offshore outsourcing in developing countries because of the promised 
benefi ts of: lower costs, faster delivery speed, the ability to focus their in-house 
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IT staff on more higher value work, access to supplier resources, capabilities and 
process improvement [ 14 ]. IT outsourcing should not be viewed as a process 
that leads to instant success. Not all IT service and software development projects 
benefi t from offshore outsourcing as half of the organizations that shifted processes 
offshore failed to generate the benefi ts they expected [ 23 ,  24 ,  48 ,  51 ]. The literature 
indicates that 20 % of offshore outsourcing software development contracts are 
cancelled in the fi rst year, more than 25 % of all offshore outsourced software devel-
opment projects are cancelled outright before completion and 80 % of offshore 
outsourcing IT projects overrun their budgets [ 39 ]. 

 IT services and software development offshore outsourcing projects pose 
substantial issues and challenges to the client companies in managing these 
projects [ 20 ]. In IT service offshore outsourcing, delivery occurs under the 
additional condition of distance between the service supplier and the client in 
terms of physical distance, time zone differences or cultural differences. 
Additionally, complexity increases due to the higher degree of geographical 
dispersion among team members [ 36 ,  58 ,  72 ,  86 ]. Therefore, there is a need to 
investigate the critical issues of IT service offshore outsourcing projects from 
the client managerial perspective.  

10.2     Sourcing Options 

 There are four major types of sourcing options for U.S. IT services and software 
development projects: (1) in-sourcing, (2) outsourcing, (3) off-shoring, (4) offshore 
outsourcing as shown in Figs.  10.1  and  10.2 .

1.
Outsourcing

4.
Offshore 

outsourcing

2.
Offshore

1.A. In-state supplier
1.B. Domestic supplier

1.C. Multinational Companies

1.C.1. Body-shopping
1.C.2. Domestic  offices

1.C.3. Sub-
Outsource offshore

1. C.4. 
Offshore 
subsidiaries

3.
In-source

3.a.
Offshore

Subsidiaries

3.b.
Domestic

Subsidiaries

  Fig. 10.1    Sourcing options       

 

R. Hanna et al.



199

       1.     In-sourcing : Decision makers decide to keep the IT services and software 
production in house on their own premises and in their home countries. Clients 
may also decide to build and operate their own facilities in domestic locations in 
their own country as domestic subsidiaries [ 13 ,  84 ].   

   2.     Outsourcing : Decision makers decide to contract out part or all of a fi rm’s IT 
services and software development to a domestic third party vendor [ 68 ]. The 
third party can be one or multiple domestic/national vendor or instate provider 
[ 35 ,  57 ].

    2.1     Outsourcing with multinational companies : Companies have their head-
quarters in high-wage countries open subsidiaries in low-wage countries to 
work on products and services for their domestic and global markets. 
Companies also can have their headquarters in low-wage countries open 
subsidiaries in high-wage countries to serve their local market(s) [ 63 ,  77 ]. 
For instance, some Indian enterprises set-up wholly owned facilities overseas 
to perform parts of the software development process. The most common 
practice is to perform systems analysis and design work at the customers’ 
site while the rest of the development process is done from Indian and other 
locations of offshore development centers [ 41 ,  56 ]. Indian Firms hold a 
number of top ten positions across types of services offered. Key Indian 
players are Tata Consultancy Services (TCS), Wipro and Infosys as shown 
in Table  10.1 .
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   Common workfl ows or delivery models that multinational companies 
such as Genpact, Accenture, IBM Services, Tata or any other outsourcing 
multinational companies (see Table  10.1 ) dispatch teams to thoroughly inves-
tigate the workfl ow of an entire IT department. The team then helps build a 
new IT platform, redesigns all processes, administers programs and acts as a 
virtual subsidiary. The contractor then disperses work among a global net-
work of staff ranging from the U.S. to Asia and to Eastern Europe [ 21 ]. 

 For instance, Tata Consultancy Services TCS is part of the Tata Group. 
TCS was founded in 1968 as a consulting service fi rm for the emerging IT 
industry. By 2006, TCS had expanded to become a global player with reve-
nue over USD 2 billion with over 74,000 associates and 50 service delivery 
centers in 34 countries. TCS has developed a global delivery model in which 
tangible work is handled mainly by teams located remotely from clients, 
while a small team remains at the client’s site. Usually, TCS’s on-site and 
offshore teams conduct frequent interaction and collaboration with each 
other until a task is completed. TCS project teams based on-site, onshore, 
near-shore and offshore work together depending on the expertise and 
knowledge that reside within TCS’s different locations. In an example 
beginning in late 2005, Netherlands based ABN AMRO Bank announced a 
USD 1.2 billion outsourcing contract with fi ve providers. Tata Consultancy 
Services was one of the fi ve and provides support and application enhance-
ment services. The outsourcing project of the ABN AMRO Bank TCS con-
tract consisted of three arrangements across three continents. Each 
arrangement type has an on-site component at the client site and a remote 
component somewhere else [ 64 ].    

      3.     Off-shoring : Occurs when an organization moves work from one location to 
another location on a different continent [ 74 ,  75 ], researchers call it offshore 
 in- sourcing and offshore subsidiaries [ 42 ].   

      Table 10.1       The top ten multinational companies and country of origin   

 Business services  Software development  Call centers 

  1. Hewitt Association  U.S.  
  2. ACS  U.S.  
  3. Accenture  U.S.  
  4. IBM  U.S.  
  5. EDS  U.S.  
  6. Hewlett-Packard  U.S.  
  7. Wipro  India  
  8. HCL Technology  India  
  9. Tata Consultancy 

Services  India  
 10. WNS Global Services 

 India  

  1. Tata Consultancy Services 
 India  

  2. Infosys Technology  India  
  3. Wipro  India  
  4. Accenture  U.S.  
  5. IMB  U.S.  
  6. Cognizant Technology 

Solutions  U.S.  
  7. Satyam  India  
  8. Patni Computer Systems  India  
  9. EDS  U.S.  
 10. CSC  U.S.  

  1. Convergys  U.S.  
  2. Wipro  India  
  3. ICICI OneSource  India  
  4. ClientLogic  U.S.  
  5. 24/7 Customer  India  
  6. SR.Teleperformance  France  
  7. eTelecare International  U.S.  
  8. SITEL  U.S.  
  9. Teletech  U.S.  
 10. CustomerCorp  U.S.  

   Source : National Association of Software and IT Service Companies (NASSCOM)—India’s software 
regulatory board—  http://www.nasscom.org    , July 2002 [ 26 ]. Business Week (2006) [ 21 ]  
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   4.     Offshore outsourcing : Outsourcing of IT Services and software development work 
to a third party supplier located on a different continent than the client [ 74 ,  75 ]. 
This particular option has been quite prevalent in recent years and it will be 
examined in more detail.    

10.3       Issues of IT Service Offshore Outsourcing Investigated 
in this Research 

 In offshore relationships, users and business analysts usually reside at the client side 
and technical analysts and developers tend to perform their work from offshore 
locations [ 48 ]. Large geographic distances substantially accentuate the complexity 
of coordination in such global set-ups and demand strategies for working effi ciently 
[ 31 ]. Some of the most common challenges faced in offshore outsourcing projects 
relate to: over-expenditure, hidden costs [ 3 ,  41 ,  65 ,  82 ], communication problems, 
differences in project management practices, language barriers, time-zone differ-
ences, cultural differences, security and political issues and supplier site location 
[ 10 ,  47 ]. 

 Raffo et al. [ 72 ] and Setamanit et al. [ 79 ,  80 ] identifi ed the issues that affect the 
performance of offshore outsourcing for software development projects. Issues were 
identifi ed and placed into three groups: fundamental issues, strategic issues and orga-
nizational issues as listed in Table  10.2 , which will be described in further detail.

   According to Raffo et al. [ 72 ] and Setamanit et al. [ 79 ,  80 ], fundamental issues, 
listed in Table  10.1 , are directly impacted by the nature of all offshore outsourcing, 
including software development projects. These inherent obstacles can greatly 
impact the effectiveness of an project that has been outsourced offshore. However, 
by using an appropriate strategy and tool support, the project manager can mitigate 
the negative impacts of these issues. Communication issues could be caused by (1) 
inadequate informal communication and (2) loss of communication richness. 
Moreover, cultural and language differences are also identifi ed as main challenges 
that affect the offshore outsourcing projects in many different ways. These include 
the effectiveness of communication and coordination, group decision making and 

   Table 10.2    Issues and challenges affecting the performance of offshore outsourcing for software 
development projects [ 72 ,  79 ,  80 ]   

 Fundamental issues  Strategic issues  Organizational issues 

 •  Communication issues  
 1. Inadequate informal communication 
 2. Loss of communication richness 

 •  Coordination and control issues  
 •  Cultural differences  
 •  Language differences  
 •  Time-zone differences  

 •  Development site location  
 •  Product architecture  
 •  Development strategy  

 1. Module-based 
 2. Phase-based 
 3. Follow-the-sun 

 •  Distribution overhead  
 •  Distribution effort loss  

  Team formulation  
  Team dynamics  

( building trust ) 
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team performance. A project manager working on a project that has been outsourced, 
particularly offshore, should develop a plan to address these communication issues. 
Failure to do so, could negatively impact the success of the project; and perhaps 
worse, an underestimation of the importance of these issues may have a leave a 
project manager having regrets during a post mortem of the project. 

 One of the most important global software development challenges is related to 
the requirements phase of software development [ 70 ]. The requirements phase asks 
for a great deal of communication between the client team and supplier team [ 76 ], 
and is particularly acute in offshore outsourcing teams [ 61 ]. Prikladnicki et al. [ 69 ,  70 ] 
suggest face to face requirements elicitation as functional business requirements 
can easily be misunderstood due to the organizational, distance, cultural and lan-
guage differences [ 61 ]. Even in stable business environments [ 9 ,  27 ,  33 ,  61 ] the 
need for detailed requirements [ 17 ,  78 ] are required to overcome the diffi culties of 
global software development. Also, the level of familiarity (precedent requirements) 
with similar requirements seems to have a positive impact on a project [ 9 ,  83 ]. 

 Building on the work of Raffo et al. [ 12 ] and Setamanit et al. [ 79 ,  80 ] and other 
researchers [ 15 ,  22 ,  29 ,  48 ,  61 ,  69 ,  78 ] in the area of issues and challenges of 
offshore outsourcing IT service projects, the most common issues and challenges 
were identifi ed and compared to other sourcing options as shown in Table  10.3  
below. As shown below, although offshore outsourcing approaches are common, 
they are certainly not without risk.

   The main differences between “outsourcing” and “offshore outsourcing” of IT 
services and software development from a fi nancial point of view are the labor costs 
and transaction costs [ 19 ,  49 ,  71 ]. When offshore outsourcing is chosen, the labor 
costs are typically lower while transaction costs are high. Transaction costs are 
associated with the overhead required to facilitate the interaction between the client 
and service provider. Khan et al. [ 41 ] states that when companies offshore out-
source, labor costs are up to ten times lower than domestic outsourcing but the 
transaction costs are much higher and less certain than domestic outsourcing. These 
transaction costs can be up to 75 % of the total costs of offshore outsourcing. 
Transaction costs include communication costs, travelling costs, costs of poor qual-
ity and extra testing among others. These transaction costs are sometimes consid-
ered as hidden costs [ 41 ]. Therefore, in Table  10.3 , offshore outsourcing has high 
degree of challenges on the cost vector, particularly related to hidden costs and cost 
overruns. 

 Outsourcing to domestic suppliers potentially has the advantage of personnel 
speaking the same language and within the same cultural background. The down-
side is that local outsourcing (for western companies) is expensive due to labor costs 
[ 49 ]. Previous research addressed the issue of knowledge transfer due to cultural 
and language issues. Indeed, cultural and language issues may exist with a domestic 
service providers, but the cultural, language, communication issues are much more 
signifi cant with the offshore outsourcing service providers [ 4 – 6 ]. 

 Issues associated with outsourcing with multinational companies are considered 
medium degree and similar to outsourcing with domestic suppliers. Often, multina-
tional service suppliers have offi ces in the client’s home region to help assist with 
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       Table 10.3    Issues/challenges level of sourcing options in terms of risk   

 Issues/challenges 

 Sourcing types 

 In-sourcing  Outsourcing 

 Offshore 
outsourcing 

 USA 
offi ces 

 Offshore 
subsidiaries 

 National 
vendors 

 Multinational 
companies 

 Over expenditure/Hidden costs 
incurred by the client [ 4 – 6 , 
 50 ,  52 ] 

 Low  Low  Medium  High   High  

 Difference in interpretation of 
project requirements between the 
client and the supplier [ 78 ] 

 Limited  Low  Medium  Medium   High  

 Poorly developed and documented 
requirements by the client 
company 

 Limited  Low  Medium  Medium   High  

 Poor tracking and managing 
requirement changes by the 
client company [ 78 ] 

 Limited  Low  Medium  Medium   High  

 Lack of a full communication plan 
between the client and the 
supplier [ 46 ,  72 ,  79 ,  80 ] 

 Limited  Low  Medium  Medium   High  

 Communication and coordination 
problems between the client 
and the supplier [ 32 ,  78 ] 

 Limited  Low  High  High   High  

 Language barrier [ 4 ,  10 ,  47 ,  67 ]  Limited  Low  Medium  Medium   High  
 Time-zone differences between the 

client and the supplier [ 4 ,  10 , 
 47 ,  67 ,  82 ,  85 ] 

 Limited  High  Low  Low   High  

 Cultural differences between the 
client and the supplier [ 4 ,  10 , 
 32 ,  41 ,  47 ,  60 ,  85 ] 

 Limited  Low  Medium  Medium   High  

 Incomplete and unclear contract [ 32 ]  N/A  N/A  Medium  Medium   High  
 Contract renegotiation and 

termination 
 N/A  N/A  Medium  Medium   High  

 Difference in project management 
practices between the client and 
the supplier 

 Limited  Low  Medium  Medium   High  

 Unable to measure performance of 
the supplier 

 Limited  Low  Medium  Medium   High  

 Supplier technical/security and 
political issues [ 3 ,  4 ,  32 ,  41 ,  55 , 
 67 ,  85 ] 

 Limited  Low  Low  Low   High  

 No previous experience of the 
supplier 

 N/A  N/A  Medium  Medium   High  

 Lack of supplier standardized 
working methods 

 N/A  N/A  Medium  Low   High  

 Poor execution plan-timing of 
transition to supplier [ 47 ,  82 ] 

 Limited  Low  Medium  Medium   High  
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any communication or cultural issues with an overseas facility. In fact, once a decision 
has been made to outsource with a multinational company, negotiation of the con-
tract and the agreement is commonly signed with the domestic offi ces of that mul-
tinational company [ 40 ,  41 ,  56 ]. In this arrangement, the domestic offi ce holds legal 
responsibility for delivering the services according to the specifi cations in the con-
tract ensuring that savings, service levels, and other outsourcing objectives are 
attained as stipulated in the contract [ 40 ]. All communications between client and 
the international company will generally be routed through the specialized technical 
and legal personnel at the domestic offi ce. Therefore, international companies will 
be treated the same as the outsourcing vendor with the exception of more expensive 
contracts to deliver high quality services [ 56 ,  63 ,  64 ]. Development of IT services 
and software costs vary substantially across nations because of labor costs. The cost 
of offshore outsourcing in India is the same regardless of the location of the client, 
but the labor costs of body-shopping to the US entails higher costs due to the higher 
wages paid [ 56 ,  62 ]. 

 For example, Indian vendors such as WiPro and Tata consultancy (TCS) (see 
Table  10.1 ) have recognized the need for closer, personal, day-to-day relationships 
with major customers and have opened offi ces and increased staff in North America 
to provide them [ 42 ]. In addition, due to political situations and potential risks of natu-
ral disasters [ 43 ,  44 ], many multinational companies are developing backup sites in 
places such as the Philippines and Canada where English fl uency is common [ 42 ]. 

 As IT services and software development have high degrees of interaction 
between the client and the service provider with more dynamic requirements the 
likelihood of issues to arise increases. Each individual client-service provider 
interaction has the opportunity for communication problems, cultural differences, 
language and time zone differences to create higher levels of challenges in offshore 
outsourcing compared with in-sourcing and outsourcing options [ 2 ,  4 ] as indicated 
in Table  10.3 . 

 Offshore subsidiaries are developed to overcome some of the problems with 
offshore outsourcing of IT services and software development to third party suppliers. 
Many fi rms have committed themselves to offshore in-sourcing strategy to obtain 
the advantages of low-cost professionals [ 53 ,  73 ]. In this model, foreign technology 
workers are employees of U.S. based companies and receive the same training, 
software tools and development process guidelines as their western counterparts 
[ 73 ]. The main difference between these workers and domestic employees is salary 
[ 42 ,  73 ]. 

 Researchers have found that offshore outsourcing of IT services and software 
development work poses considerably more challenges than domestic outsourcing 
as shown in Table  10.3 . Offshore outsourcing is more challenging because of time 
zone differences [ 11 ,  25 ], the need for more controls [ 16 ,  45 ], distance and time- 
zone difference [ 30 ,  64 ], cultural differences [ 15 ,  37 ,  66 ,  73 ,  81 ], language problems 
[ 5 ,  6 ,  8 ], having to defi ne requirements more rigorously [ 27 ,  28 ], diffi culties in 
managing dispersed teams [ 64 ,  66 ], security and political issues [ 3 ,  41 ,  85 ] as in 
Table  10.3 . The complexity of an outsourcing decision, and specifi cally an offshor-
ing one, should not be underestimated. While cost is a major motivating factor in 
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this decision, it is important, or even imperative, to consider costs beyond salary 
differential between two countries. Developing a plan that can be well executed to 
address the potential problems discussed here is a prudent step for any company 
considering offshore, or any type, of outsourcing as part of their strategy to deliver 
goods and services.     
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    Globalization        In the age of ubiquitous internet bandwidth, the development of a 
global market, coupled with rapid development of what once were underdeveloped 
countries and regions has led to many companies thinking and acting globally. 
This phenomenon has brought many new challenging facets of globalization to the 
surface in today’s business world. These new challenges have to be managed effec-
tively to succeed in the rapidly changing world. The areas of Technology 
Management and New Product Development have long been a signifi cant area of 
interest for academic researchers and corporations, for fairly obvious reasons. New 
products are the key to continued profi table existence and growth for companies and 
exceptional versus ordinary technology management can be the difference between 
thriving and extinction. A perceived trend in new product development has become 
more prevalent in recent times; the trend of globalization of the development process. 
Stemming from efforts to develop better products faster, cheaper, and with greater 
market success, companies have looked to globalize their product development 
efforts. If a corporation is to start a global product development strategy, other more 
general issues in management related to management of technology in general 
must also be considered and understood to have a reasonable chance of success. 
This chapter will focus heavily on New Product Development in a global context 
while also addressing some larger issues related to Global Technology Management. 
Specifi cally this text will include (1) An overview of recent articles on Global New 
Product Development a framework to access the motivations and reasons to proceed 
on New Product Development Globalization Method as well as an assessment on 
the effectivity of its implementation; (2) an overview of articles on some aspects of 
Technology Management in a global context and a framework to evaluate address-
ing potential issues in this arena; (3) A review of a few product development cases 
at Xerox, a large multinational corporation who has globalized some of their 
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product development efforts, and an evaluation of these case studies with the 
 frameworks that have been created. The end result of this exercise will be an evalu-
ation of current practice related to Global New Product development at Xerox, more 
specifi cally products with design responsibility residing at the Wilsonville, Oregon 
site, and identifi cation of gaps between current practice and best practices identifi ed 
through papers published in academia. Additionally, a discussion touching on the 
more generalized issues that can become relevant to global technology management 
in general will also be presented.  

11.1         Introduction 

 The Xerox Wilsonville site is engaged in the practice of developing printers for the 
offi ce market, and is part of the Global Technology Corporation familiar to most 
people. The majority of the activities on site are aimed at printers based on propri-
etary marking technology termed, Solid Ink. Solid Ink technology is similar to ink 
jet printing that is used by many participants in the printing market across many 
segments, but differs as it uses a wax based ink system rather than an aqueous 
based system. This difference offers some inherent advantages as well as chal-
lenges, both technically based and market centered. Like other industries, competi-
tion is fi erce and signifi cant cost and profi tability pressures exist. One of the ways 
that Xerox has attempted to improve the cost structure and product portfolio 
offered, is to leverage other geographic locations, both within and external to captive 
Xerox resources. 

 The fi rst specifi c case that will be examined from Xerox will include the products 
known as the  ColorQube 9200 series  of products. This development effort repre-
sented many fi rsts for the Xerox Solid Ink business. It was the fi rst foray into the A3 
paper size (the European equivalent to 11″ × 17″ paper size) market segment as well 
as being the fi rst product developed by resources not solely located at the Wilsonville 
site. The development effort was global as two sites in North America, a single loca-
tion in the United Kingdom and two sites in Southeast Asia were active and signifi -
cant participants in the development effort. The second case study is another 
development effort that has yet to launch a product. The announcement of the prod-
uct is forthcoming in the near future. Due to the timing of this writing and the prod-
uct announcement, many details related to the development effort and product 
details will intentionally be left vague, the product will be a new entrant into a 
market space where Xerox has been an active participant. Lastly, a third case study 
will be viewed. Once again, this third case study is a branching out into new market 
space for Solid Ink Technology. This third case is somewhat different as the bulk of 
the development effort was done in Monroe Country, New York with content pro-
vided by Xerox Wilsonville and another overseas development partner. This third 
product has recently been announced to the public and is called the CiPress. It is a 
machine aimed at the production printing business which prints directly to paper 
while it is still on a roll at very high speeds, in excess of 500 ft/min. 
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 Xerox, like many others, is a for profi t business entity. Of course, many factors 
contribute to the profi tability of a product and business. The focus of this work will 
be on the development efforts and not upon the execution of the marketing strategy. 
Although this execution and the marketing plan in general are signifi cant contribu-
tors to the overall profi tability of a product, this will not be examined in this work. 
The development process itself, including time to market considerations, NRE 
(Non Recurring Engineering) costs to develop the product and manufacturing trans-
fer issues will be the focus of the work.  

11.2     Global New Product Development Defi nition 

 The term Global New Product Development has been extremely prevalent in literature 
and management discussions. The form of the “globalization” can take many shapes 
and structures; simply purchasing foreign made components may be considered as 
the globalization of a product, but this practice is generally not what is meant by 
global development [ 1 ]. The output of development is the knowledge required to 
create a product or service that has value in the marketplace. This knowledge has 
many forms, but for the focus of this paper it will not include of parts or subsystems 
that are commoditized—readily available from more than one source. The structure 
by which an organization spreads out the responsibility of New Product globally can 
have many manifestations, but more than one geographic region must be represented 
to be global. An organization may choose to open a development offi ce in a foreign 
region or it may elect to partner with another company with a development location 
in another region. Some researchers have defi ned Global New Product Development 
as “using a highly-distributed, networked development process facilitated by a 
fully digital PD [Product Development] system…. This practice may involve out-
sourced engineering work along with captive offshore engineering facilities.” [ 2 ]. 
von Zedwitz and Gassmann developed their structural model of global research and 
development as illustrated in the following table [ 3 ]    (Fig.  11.1 ).

   To comply with this defi nition, the ownership of development resources is not 
constrained; development resources can be owned by the outsourcing or geographi-
cally expanding company or by another development partner altogether. In the 
following chart either option including offshore locations should be considered to 
be Global New Product Development, provided that there is substantial develop-
ment work occurring at more than one location (Fig.  11.2 ).

   Both of the following heuristics look at where resources are geographically located 
and who “owns” these resources. Global New Product Development Teams are not 
required to be “owned” or employed by the same fi rm to fi t either of the above models. 
Many “simple” New Product Development approaches take the form of partnering 
with an offshore manufacturing location that is often owned by Contract Manufacturer 
(CM). In this scenario, the CM often leverages economies of scale with the purchas-
ing of commodity components or purchasing agreements with subcontractors and has 
the opportunity to focus on supply chain logistics and optimization [ 4 ].  
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11.3     Factors Considered in the Globalization Decision 

 Global New Product Development has been defi ned by others as the use of engi-
neering or scientifi c resources from more than one geographic region and should not 
be confused with Global Product Development. In fact differences between market 
requirements can be one of the reasons to move towards a Global Product 
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Development Strategy. For example, video cassette recorders often have different 
formats and standards for transmissions, such as PAL, NTSC or SECAM. 
These standards are generally country or region specifi c [ 5 ]. If a company engaged 
in the manufacturing of VCRs is located in a region where PAL is the standard, it is 
reasonable that the depth of technical knowledge about another region’s standard is 
lacking when compared to engineers and companies who reside and work where a 
different standard is in place. In the von Zedwitz and Gassmann model, this would 
be termed either a market driven or global R&D approach, depending on where the 
supporting technology-work related to the different content standards—research 
was done. The ability to fi nd new ideas is one of the basic motivations for Global 
New Product Development and there are many examples for a domestic company 
fi nding new ideas abroad [ 6 ]. A further extension of the fi nding product ideas con-
cept, is the concept of entering a new market. Some companies have the opening of 
a new offi ce in a new region or country as part of the overall corporate strategy, 
from a market access point of view. This is often done as potential tariffs, taxes or 
other regulatory issues may also be avoided. Further, having a local offi ce can help 
make a foreign company more attractive to potential local customers [ 7 ]. 

 Without question, the increase in R&D spending has been signifi cant as summarized 
by other researchers [ 8 ], but it would be inaccurate to conclude that the Globalization 
of New Product Development activities are a new phenomenon. Research and writ-
ing on global research and development was quite prevalent for more than a decade 
[ 9 – 11 ]. The underlying reasons as to why corporations choose to move to a global 
new product development strategy needs to be understood before a basis for com-
parison as well as how to develop a strategy to successful implement such a strategy. 
Certainly the potential benefi ts for a global new development strategy must out-
weigh the risks, and then the execution of the strategy must adequate to enable the 
net benefi t to exceed the risks and costs of doing so. It is not a foregone conclusion 
that an outsourcing arrangement to leverage the labor rate differences between two 
regions will automatically offset the added management and logistics that are 
required for such a structure to be successful [ 12 ]. From a purely project manage-
ment point of view; project quality, cost and schedule are primary deliverables for 
any project all which factor in to project success. A substantial report completed by 
the management consultants, McKinsey & Co., found that the impact to total profi t-
ability of a project that is completed 6 months late is a reduction in after-tax profi ts 
of 33 %—clearly showing the impact of reducing time to market for the profi tability 
of a new product [ 13 ]. 

 Many studies and theories have been presented regarding factors to consider 
when formulating a global product development strategy. Some factors that are 
frequently considered are related to the potential for lower costs, improved develop-
ment process, access to new markets and access to technology [ 2 ,  3 ]. Another sig-
nifi cant undercurrent leading to global new product development is simply related 
to which countries are producing more skilled workers. Statistics show that India, 
China and other countries in Asia are graduating more students formally trained in 
engineering and sciences than the United States and other fi rst world countries [ 14 ]. 
With a heightened supply of technical professionals and a lower cost of living, the 

11 Global New Product Development



214

cost of an engineer in some of these countries is substantially less than the cost of 
an domestic engineer for an American company. The salary of an engineer in China 
or researcher, for example, was approximately one third of a comparable US salary in 
2005 [ 15 ]. It has been noted by some researchers that the “labor arbitrage” between 
two countries or regions can be the sole reason for pursuit of a global product devel-
opment strategy, especially for companies doing new product development work 
abroad and not basic or pure scientifi c research [ 16 ]. In addition to the savings from 
salaries, government policy in many developing companies have made direct for-
eign investment by US and other companies attractive from a taxation point of view 
as well as terms of government loans to be extremely attractive [ 17 ]. The innovation 
strategy of a country is often tied to new technology investments and can be the 
means for a government to try to elevated the standard of living for the an entire 
nation while also balancing other objectives. In the case of Malaysia, government 
policy was enacted to attempt to improve the standard of living while balancing 
environmental objectives [ 18 ]. 

 Much of this economic policy is guided in an effort to create innovation clusters, 
geographic regions that specialize in specifi c industries [ 19 ]. The purpose of this 
clustering is to help with the sharing of knowledge and to establish centers of excel-
lence in various industries and technologies [ 20 ]. Not all innovation clusters are 
located in developing countries, as most Americans are familiar with software and 
technology clusters in the Silicon Valley, the automotive cluster in and around 
Detroit, and Boston’s Route 128 high tech cluster. Some researchers have argued 
that clusters are most effective when they are “tied” to other clusters to further knowl-
edge [ 21 ]. Many companies are interested in participating in clusters, as there is the 
feeling that being geographically closer to areas where excellence in a particular 
science or technology is benefi cial, and that there is a signifi cant need to have a 
presence in that area for both marketing and brand awareness [ 22 ,  23 ]. As a result of 
clustering, it is very rare, perhaps even unheard of, for an automotive supplier not to 
have a presence in the Detroit area or a software company with a signifi cant web pres-
ence to not have a Silicon Valley offi ce. Porter and Stern conclude that a common 
innovation infrastructure that arises from technology clusters help to stimulate and 
drive overall innovation within a particular market segments [ 24 ]. 

 Effi cient Global New Product Development has the opportunity to shorten 
design cycles. Some of the potential benefi ts come simply form the use of more 
hours in the development day due to the difference in time zones. Just as “the sun 
never set on the British Empire”, with a truly global development effort, it would 
be possible to effectively leverage a series of development sites so that value 
added work could be done 24 h per day. This perceived benefi t must overcome the 
noted challenges in coordination, communication and cultural and time zone dif-
ferences, among other challenges [ 16 ]. The basic desires of business, to reduce 
development costs, increase market reach and to shorten time to market for a new 
product are fundamental reasons why Global New Product Development has 
become a popular strategy [ 25 ]. 

 Depending upon the structure of the offshoring arrangement, another potential 
benefi t is freeing up of capital by the parent, or outsourcing, company. This is espe-
cially common when the globalization strategy is done by the use of a contract 
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manufacturer in a low cost wage region or country. Especially as an outcome of the 
global fi nancial crisis of 2010, many companies are more conservative in their new 
product development expenditures. When the offshore or outsource agreement takes 
development activities to an outside fi rm, it is possible that the fi nancial arrange-
ment will have the outsourcing company to invest in the development costs for a 
share of the product profi ts [ 26 ]. When this approach is taken, the outsourcer will 
now fi nd a means to work on more projects than if the corporate R&D budget were 
the only access to development funds. Many times, this is an attractive route to pursue 
as it will virtually ensure that the development partner is truly interested in market 
success of the new product [ 27 ,  28 ]. 

 It is clear that that the decision and factors to pursue a global new product devel-
opment approach is an important decision. As previously noted, this structure of the 
arrangement can have substantially different depths. For example, Magna Steyr, 
a large automotive supplier with many development capabilities, has been hired to 
‘simply manufacture’ vehicles with the Mercedes Benz nameplate in contrast to 
developing and engineering the ride and feel of BMW’s X3 SUV [ 29 ]. The need and 
strategic intent of the outsourcing arrangement should be tailored to meet the specifi c 
situation. This may or may not include offshoring. 

 When a development partner is chosen, it is also of paramount importance to 
decide strategically which of the value creation activities will be handled away 
from the home offi ce. This decision becomes a more important one, if the offshore 
resources are not controlled or owned by the same company. For example, Sony 
Ericsson has decided that only ‘older’ cell phone models would be manufactured 
by contract manufacturers and Porsche has determined that only the lower end 
models of their product portfolio were suitable for allowing another company to 
manufacture them [ 29 ]. When the partnership includes development work, many 
researchers have concluded that outsourcing the core technical competency of the 
business is a decision that should not be made [ 2 ]. It may be easy to conclude that 
a parent company owned development center in a foreign location would alleviate 
any and all concerns in this area, but this may not be the case. A region or country 
with a high level of technical competence may also experience a high level of 
employee turnover to competing fi rms. Development partnership agreements often 
occur in regions of technology clusters, which may create issues with knowledge 
management of critical concepts, which is often termed “Intellectual Property 
Leakage” [ 30 ]. 

 In addition to the decision on whether or not to pursue a global new product 
development approach, considerations about where this globalization should be 
carefully thought out. There typically are a few ‘hot spots’ such as Bangalore, 
Moscow, Chengdu, Delhi or Shanghai, but failure to look beyond these ‘hot spots’ 
could be a serious mistake. Farrell has developed a framework to help identify spe-
cifi c factors to help select an appropriate location for offshore development. 
According to her work, the historical ’hot spots’ often experience rapid increase in 
labor rates; and due to more foreign R&D and service work added to a developing 
region, the infrastructure may not be able support such rapid growth [ 31 ]. According 
to Farrell, making a bad decision with respect to location for an offshore location is 
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very diffi cult to change due to the capital expense of the initial investment. 
Farrell further describes many reasons why some of the ‘hot spots’ such as Prague, 
Mumbai or China may not be the best choices for the long term. Her framework 
based on a series of factors such as risks from a political and policy angle as well as 
from natural disasters, total pool of skilled employees with appropriate language 
skills, accessibility to the local market and infrastructure such as power grid stability, 
IT bandwidth and transportation [ 31 ]. 

 Many authors warn about the outsourcing of core competencies or core technolo-
gies, due to the strategic nature of inherently differentiated technology [ 2 ,  32 ,  33 ]. 
Fundamentally, a company should strive to excel in the technical area where it supe-
rior to its competitors, wherever this competitive advantage may lie. Outsourcing 
what should be a sustainable competitive advantage does not seem like a sound long 
term strategy. For example, Apple should think twice before outsourcing develop-
ment related to user interfaces. If the globalization center is a captive center, being 
owned by the parent company, careful consideration should be taken before sending 
core competency work to another region. When a decision is to be made related to 
sending core technology development work abroad; factors to consider maybe the 
Intellectual Property policy and culture of a potential “host” nation and turnover 
rates among technical professional in the foreign nation. There certainly can be a 
number of other considerations, but is extremely sensitive decision that should not 
be based uniquely on potential cost savings on direct labor.  

11.4     Effi ciency of Global New Product Development 

 Logically, it seems unlikely that a corporation could transition from a self-contained 
development model to a global development organization overnight. Many key 
learning points are required to increase the likelihood of success with a global 
development effort. It seems that the majority of these could be broken down into 
two main areas: (1) Issues with moving to a distributed development model and (2) 
Issues dealing with the international nature of Global New Product Development. 
The ability to address potential issues in one or both of these areas will have a posi-
tive contribution to how well the new product development effort will be executed. 
Researchers have noted that some practitioners have acknowledge that foreign R&D 
investment is often expensive with respect to the cost of execution and may result in 
low project effi ciency, but even with these beliefs, the potential of the approach is 
“underestimated and insuffi ciently exploited” [ 3 ]. 

 It seems logical, that having an effi cient local new product development process 
that is effi cient and effective would increase the probability of exporting research 
and development work abroad. A large study by Kleinschmidt, de Brentani and 
Salomo has demonstrated this. Their study showed signifi cant relationships 
between having a formal development procedure, strong management commitment 
and a strong local innovation culture to be related to positive fi nancial performance 
of the new products and taking advantages of opportunities when they arise [ 34 ]. 
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Their research took a case study approach on 387 global new product development 
efforts across many industries and geographies. It should also be understood that an 
accurate and honest assessment of these impendent variables should be considered 
when evaluating criteria to decide on the pursuit of a global new product develop-
ment effort, and this assessment may not be totally obvious. Research has shown 
that the single most important factor in innovation is the actual corporate culture—
and specifi cally the willingness to take risks, an orientation towards future markets 
and a willingness to cannibalize existing products. Often companies use the number 
of patents granted as a proxy for innovation, but the correlation between patents 
granted and radical innovation is quite low, which may not be an obvious conclusion 
to many technology managers [ 35 ]. The salient point is that in order to be success-
ful in a global development strategy, you fi rst need to examine the strengths and 
weaknesses of the current development paradigm before a globalization effort is 
undertaken. Further, when such an analysis is done, ensure that the measures of 
the effi cacy of the NPD process are what are evaluated and not simply metrics that 
are simply easy to measure, such as the number of patents granted as a metric for 
innovation. 

 To truly measure the effi cacy of a global new product development effort, clearly 
adherence to original time to market schedule and development budget are obvious 
metrics. Another reasonable metric will be a measure of commercial success such 
as market share or a fi nancial metric such as gross profi t. Further, given the circum-
stances, it should be reasonable to consider unplanned trips measured in either cost 
or time away from the home offi ce for engineers or managers to spend ‘bringing up’ 
the offshore facility. Other considerations could be resolution time of complex 
design or manufacturing problems or manufacturing line uptimes. The key concept 
in measuring effectiveness of a globalized New Product Development is that the 
specifi c metrics have to be carefully selected, and well aligned with objectives.  

11.5     Global New Product Development at Xerox 

 To further the basis of this work, examples of Global New Product Development 
of Xerox will be compared to fi ndings highlighted in the academic literature. 
Three product development efforts will be used as test vehicles for concepts developed 
on Global New Product Development. 

 In addition to understanding what specifi c traits should be present to increase the 
probability for success in Global New Product Development, some understanding 
of the transition from domestic new product development to a global new product 
development is required. The path for Xerox, and specifi cally, Xerox Wilsonville 
started more than a decade ago. Prior to 2000, the Xerox Wilsonville facility was a 
part of Tektronix. Tektronix purchased a manufacturing facility in Northern 
Malaysia. This manufacturing facility became the manufacturing facility for all 
products that were developed by the then Corporate Printing and Imaging Division 
(CPID) of Tektronix. This action was motivated by the signifi cant cost of labor 
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benefi t in moving manufacturing from Oregon to Malaysia. As this facility was 
owned by Tektronix, signifi cant spending in the areas of IT infrastructure and 
employee training occurred. In early 2000, Xerox Corporation purchased the CPID 
division from Tektronix. The Malaysia facility was an asset that was part of that 
sale. The existing IT infrastructure was left largely untouched. In 2004, Xerox sold 
many manufacturing facilities to Flextronics, a global contract manufacturer based 
in Singapore, and named them as the global manufacturing partner for Xerox for all 
markets excluding the production market [ 36 ]. Very little could be seen as far as 
changes made to the Northern facility through these ownership changes. IT capability 
and connectivity between Malaysia and Wilsonville saw no noticeable impact. 
The Flextronics facility in Northern Malaysia manufactures complete printers for 
one of the market segments that Solid Ink printers participate in. Additionally, this 
facility performs some manufacturing processes and all functional tests for all print-
heads serving other markets. For needs in other market segments, completed and 
tested printheads from Northern Malaysia are shipped to other locations so that print-
heads can be integrated into those products. It appears that this approach has been 
taken for two main reasons. First, it appears that Xerox does not want to duplicate the 
capital expense for the equipment and facility needed to manufacture printheads. 
Second, the printhead is viewed as a core competence and a technology differen-
tiator. Xerox has taken then approach to attempt to limit the number of facilities 
with access to process knowledge and the need technical expertise to test and 
manufacture it. 

 In a much more recent transaction, Xerox has sold off parts of their engineering 
services and some development capabilities to an Indian engineering services fi rm, 
HCL Technologies [ 37 ]. Some functions involved in this transaction are facilities that 
product prototype printed circuit boards and engineering design tool support as well 
as some software development and electrical engineering design groups. It appears as 
this transaction occurred for two reasons: (1) To eventually move this work to lower 
cost regions and (2) To establish a relationship with HCL so that their design resources 
could be used by Xerox if the need exists. HCL Technologies is an engineering 
services fi rm with substantial development capabilities. Xerox believes that HCL will 
be able to take over some of the engineering support services and tasks as well as 
take over some of the “basic” engineering that is not technology differentiators for 
the products and services that Xerox offers, all at a lower cost structure to Xerox. 
HCL Technologies has received rave reviews for its management practices that 
“puts employees fi rst” and for their ability to meet customer’s needs [ 38 ,  39 ]. Many 
engineers see this as a fi rst step to seeing their jobs move to lower cost regions, result-
ing in fear and uncertainty in their job security. However, there is a very large and 
signifi cant exception to this commonly held view. Engineers who work on printheads 
and ink do not share this opinion. They see these elements as a strategic part of the 
corporation’s future and do not share the same fear. 

 As mentioned above, one of the reasons for corporations to begin a global new 
product development strategy is exposure to new markets. For Xerox, Asia has been 
a region where a substantial amount of foreign activity but this factor is not a 
consideration for Xerox. Xerox is a partner with Fuji Film Company in a joint venture, 
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Fuji Xerox. Fuji Xerox is a separate business entity who is the exclusive sales channel 
for Xerox products in Asia. With this arrangement, Xerox expanding through either 
a Xerox owned facility of through an outsourcing provider does not provide Xerox 
direct access to the new market.  

11.6     Specifi c Case Studies in Global New Product 
Development at Xerox 

11.6.1     Case 1: Globally Distributed Development Using Xerox 
Resources (Fig.  11.3 ) 

    The globalization of the product development has not stopped with the Northern 
Malaysia facility. A fairly recent product launch was the ColorQube 9200 and follow 
on 9300 series products. These products were the fi rst foray of Xerox’s proprietary 
Solid Ink Technology into the A3 market segment. The development sites for this 
product were spread out to three main sites, two in North America and one in Europe. 
Additionally, the manufacturing site for the product was chosen to be located in 
Southern Malaysia with the most technically challenging component, the printhead, 
was still to be manufactured and tested at the well-known facility in Northern 
Malaysia. The Southern Malaysia factory was not unknown to Xerox, as it was 
factory used for a number of black and white products developed elsewhere within 
Xerox. However, the factory was a new factory using the Solid Ink technology from 
Xerox. This southern facility experiences a high employee turnover rate when com-
pared to the turnover rate in Northern Malaysia. Additionally, the IT connectivity 
between Southern Malaysia and Wilsonville is substandard when compared to the 
information fl ow between Wilsonville and Northern Malaysia.  

11.6.2     Case 2: Partnered Offshore Development 

 Another project that is nearing launch has been a joint development of a new multi-
function (print, copy and scan) device. In which Xerox partnered with an offshore 
company to assist with the development of a new product. The core technology of 

  Fig. 11.3    Xerox ColorQube 
9200 series. Image from 
xerox.com       
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printheads and inks were re-used from other products while the partner company 
redesigned the rest of the product under the guidance of a team of engineers from 
Xerox Wilsonville. There had been two Xerox resources living abroad at the part-
ner’s site to help facilitate communication between the two companies and to give 
guidance to the local engineering resources. On an as needed basis, other resources 
from Xerox Wilsonville have been engaged to assist with technical problems. It seems 
as the quality of work performed has been of a high standard and the cost to Xerox 
has been quite favorable. The specifi c details of the development agreement are 
unknown, but the partner also sells the product under their company name in their 
home country while Xerox sells the product under a Xerox badge in other geogra-
phies. The development partner chosen was known to Xerox as they have been a 
long term supplier to Xerox for modules across many platforms and products. This 
approach has seemed to work fairly well with respect to adherence to original 
schedule and development budget. As this product is not yet launched, it is not yet 
known how successful it will be with respect to original business goals. 

 Although this project has gone well, there could be trouble in the future, if this 
model is used again. According to research done in the automotive industry, Xerox 
may be positioning itself to lose critical knowledge in how its products work and 
interact between modules and components. In a product that has a high degree of 
interdependencies, not understanding the components at a deep, intricate level 
related to how these components interact can often lead to problems that will be 
costly and diffi cult to address, at the integration stages of the project. Engineering 
the product as a system will require trade-offs and the engineers making these 
trade-offs need to understand the component capabilities as well as the system 
performance requirements [ 40 ]. 

 In an outsourcing development model, many researchers have concluded that 
module partitioning is a good overall approach, but keeping the technical responsi-
bility for design and development of the core technology, and the activities that 
have direct impact on product performance, should be an absolute must [ 2 ,  40 ]. 
The approach taken here does follow this advice, as the core technology of print-
heads and ink are still supplied by Xerox directly. 

 Establishing a level of trust is an important step in any joint development effort 
and doing so quickly is usually benefi cial. Having a few collocated engineers is a 
smart decision, but it is also important that the specifi c individuals chosen have 
personal skills that will help to bridge two cultures. Having this trust is an important 
building block for a successful relationship, but joint innovation also requires 
knowledge sharing and the implementation of ideas not simply idea proposals [ 41 ]. 
Knowledge sharing, and especially knowledge sharing outside of the immediate 
workgroup is related to better performance in a globally distributed development 
model [ 42 ]. The basic arrangement between Xerox and this development partner 
helps to address some of the potential concerns that may exist between the sponsor-
ing corporation and the development partner. Clearly, the development partner 
benefi ts from the success on the product (and not just the development project) as 
they will stand to benefi t in building their brand with the product branded with their 
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company’s logo in their home region. This helps to address a basic concern related 
to the motivation of the individual entities involved [ 43 ]. In this arrangement, there 
is clearly a reason to make a successful product and therefore there is some comfort 
knowing that the development partner has more to gain than learning knowledge 
from Xerox. 

 When this project began, Xerox identifi ed a need to assign two individuals to 
largely serve as the conduit for information between the two organizations. Research 
has shown that additional workshops or forums to share knowledge have been 
shown to be benefi cial [ 42 ]. There has also been a better defi nition of responsibili-
ties between Xerox and the development partner with this product when compared 
to case 1 above. The use of a resource interface matrix, which specifi cally defi nes 
accountability and ownership of specifi c tasks, has helped in this area.  

11.6.3     Case 3: Partnered Development in Production 
Space (Fig.  11.4 ) 

       The last example of Global NPD is the CiPress which has just been recently 
announced publically [ 44 ]. This product once again re-used printhead and ink tech-
nology that have been used in other already released products. The paper handling 
system was handed over to a development partner in Switzerland while the system 
software and other portions of the machine, specifi cally the marking hardware, was 
developed in Monroe Country, New York. Overall, the development effort went 
better than expected, but system complexity made some problem solving efforts 
non-trivial. This project had some inherent advantages over this fi rst example case 
discussed, one of the largest is that the manufacturing of the product occurred in the 
same location as the majority of the product development. As this product is aimed 
at the Production Market, it is manufactured in Monroe Country, New York, in 
close proximity to most of the product design engineers as well as the individuals 
responsible for system integration. This proximity helped with the handoff between 
development engineers and manufacturing engineers as well as the opportunity to 

  Fig. 11.4       Xerox CiPress™ 500 continuous feed press. Image from xerox.com       

 

11 Global New Product Development



222

establish relationships between individuals in these different, but interdependent 
functional areas. It is further supported by some research that organizations learn 
from previous Global NPD programs [ 45 ]. 

 These three cases all represent slightly difference approaches to a distributed 
global new product development model. It is not required that there be a “one size fi ts 
all” approach to this overall trend within Xerox. In fact, IBM has taken the approach 
of different types of open innovation for different market segments, which are pre-
cisely what the three products represent—three difference segments in which Solid 
Ink Technology for Xerox participates in [ 25 ]. There are some other common trends 
that are seen in these three development approaches, one of the most concerning 
is the lack of a common database across all of these development teams to share 
product requirements and actual product performance during manufacturing. 

 Once again, this development effort kept core technology competencies of print-
heads and inks under the control of Xerox while practicing the reuse of these items 
from other projects. Reuse is a common practice that can aid in the development of 
new products as there is a substantial body of knowledge associated with the com-
ponents or modules to be reused. Additionally, keeping the technology related to 
printheads and ink under the control of engineers and scientists thereby keeping the 
core technology within the corporation and not outsourced should be a long term 
benefi t to xerox (Table  11.1 ).

11.7         Relevant Aspects of Technology Management 

 Technology Management is an important fi eld onto itself, but some areas are quite 
signifi cant when globalization is considered. Some of these topics will be examined 
in a similar fashion to the approach taken on Global New Product Development. 
Specifi cally, the aspects related to Intellectual Property and Virtual Teams will be 
examined. The broad topic of Virtual Teams has many subtopics such as communi-
cation and potential cultural issues that will be touched upon. Additionally, when 
global issues are involved, there certainly will be economic and development policy 
aspects will also be involved. 

 It is well known, and supported by data, than salaries in China and other develop-
ing countries, are less than salaries in other developed nations such as the United 
States and Western Europe. For this reason many companies have moved manufac-
turing and development activities to these lower cost regions as a method to reduce 

   Table 11.1    Global new product development summary for Xerox Solid Ink Technology   

 Case study 
 Potential labor 
rate savings 

 Overseas 
mfg. 

 Outsourced 
mfg. 

 Multiple 
development sites 

 Outsourced 
devel. effort 

 ColorQube 9200  Yes  Yes  Yes  Yes  No 
 #2 (yet to be 

announced product) 
 Yes  Yes  Yes  Yes  Yes 

 CiPress 500  No  No  No  Yes  Yes 
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the cost to develop a new product. Additionally, there is evidence that may indicate 
that the government of China has been engaged in practices that may not be in 
adherence to World Trade Organization policies on free trade [ 46 ]. International 
Commerce rules and regulations prohibit “unfair” government involvement in 
the form of illegal loans and land gifts [ 47 ]. As an example of these claims, very 
recently, SolarWorld, a German company with North American Headquarters in 
Hillsboro, Oregon has fi led a complaint with the United States Department of 
Commerce and the International Trade Commission making these claims of unfair 
business practices along with a consortium of solar companies [ 48 ]. Clearly, this 
potential issue has not been settled, but it is possible that if SolarWorld is successful 
in its fi ling, the cost structure of some goods and services from China may change 
eroding some of the cost benefi ts that exist today. 

11.7.1     Intellectual Property Management 

 Intellectual Property laws are slightly different from country to country, and under-
standing the differences and their implications is of extreme importance for any orga-
nization wanting to protect IP as part of their sustainable competitive advantage. 
Recent changes in United States Law has changed the US from a ‘fi rst to invent’ 
country to a ‘fi rst to fi le’ country which is in line with more industrialized countries 
[ 49 ]. Although this change will make a signifi cant step towards a more uniform 
Intellectual Property front, there are still many potential issues that have to be con-
sidered when either manufacturing or development is done offshore or with the assis-
tance of a partner of some type. There have been fairly recent agreements between 
the United States and China on the Intellectual Property [ 50 ], but there is still some 
concern among some American executives and companies about piracy in China and 
other countries. It seems that Steve Ballmer, the former Microsoft CEO, is likely one 
of these executives. According to reports Ballmer believes that 2011 profi ts in China 
will be about 5 % of US profi ts despite having comparable sales of personal com-
puters, and likely operating systems and application software, in both countries [ 51 ]. 
Could it possible this profi t differential is due partly to software piracy? 

 When Intellectual Property Management is concerned, fi rst it is important to 
understand that a cohesive patent strategy should be an integral part of the business 
strategy for any technology based business. Additionally, the strategy that is based 
solely on the number of patents granted is almost always a poor one. According to 
Bhatia and Carey, in addition to their opinions noted above, it is quite possible for a 
company to spend signifi cantly less money on the cost of acquisition and mainte-
nance of the patent portfolio and still increase revenue associated with the portfolio, 
as Hitachi has achieved [ 52 ]. 

 Primarily due to labor cost savings, China has seems to be at the forefront of 
globalization movements of US based companies as well as forefront of Intellectual 
Property concerns. Before entering into any agreement or practice in another 
country it is very important to understand the laws and intellectual property rights 
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in the country [ 53 ]. Failing to take this action is bluntly foolish and bordering on 
negligent for any technology manager. When a contract manufacturer or any other 
partner is brought on, it is important to ensure that the selection will protect a fi rm’s 
intellectual property. Arruñada and Vázquez write:

  If a contract manufacturer tries to retain its services by offering to share other clients’ trade 
secrets, assume that, somewhere down the road, it will do the same with your IP. [ 29 ] 

   It seems that Intellectual Property leakage is a real concern when these secrets are 
shared with manufacturing or other development partners. It would be prudent to 
make sure that appropriate steps, such as fi ling for patents or securing non- disclosure 
agreements, as well as understanding the enforceability of these fi lings and agreements 
are in order before work commences in a foreign country. In the specifi c area of 
Intellectual Property Management, Roy and Sivakumar conclude that a partnership 
agreement with an out of country fi rm should not be made from a purely short-term 
standpoint [ 54 ]. They believe that a longer term relationship between outsourcing 
companies and the outsourcing suppliers is fundamentally a safer approach in secur-
ing Intellectual Property. Additional research done suggests that the two objectives of 
reducing manufacturing costs and retaining adequate Intellectual Property protection 
can be addresses by a subset of manufacturing being done by captive resources rather 
than by outsourcing all manufacturing steps. The resulting developed framework also 
estimates the fraction of the IP claims are at risk for leakage given what specifi c steps 
are handled by a contract manufacturer. Given this estimate of leakage and the potential 
to save production costs, an optimization between these two competing objectives can 
be optimized for a given situation [ 30 ].  

11.7.2     Virtual Teams and Communication 

 A globally dispersed presence will guarantee the need to establish of cross functional 
teams that are geographically dispersed. Teams in this format are often referred to as 
“virtual teams”. For companies that do not have all employees physically located in 
the same place, the use of virtual teams has become common resulting in some 
inherent challenges that need to be addressed and overcome. What may be the fi rst, 
and most obvious is communication. It is also imperative that a common goal is 
understood and communicated so that all parties can rally behind it. Further individ-
ual roles and responsibilities need to be defi ned in a manner that supports common 
goals [ 55 ]. Communication is one of management’s fundamental responsibilities. 

 Effi cient and effective communication can help with the some of the diffi culties 
that can arise in multisite product development or multisite work teams. This 
communication should help bridge gaps between groups, whether they be manufac-
turing or development resources. Experts have warned that not having good infor-
mation sharing, especially when it comes to revision control can be a signifi cant 
problem in the global new product development arena [ 56 ]. Some researchers recom-
mend having a shared database or source of record to eliminate errors and to ensure 
that all parties refer to the same data repository for reference [ 2 ]. 
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 Communication modes and their relationship to success in global development 
teams, have been studied for quite some time. The increase bandwidth of computer 
and telephony connectivity of today has unquestionably helped facilitate some of 
these asynchronous communication medium, such as email and shared data reposi-
tories. As such, these communication methods are often called “computer-medi-
ated” communication. These mediums are termed as asynchronous as they do not 
require, nor do they lend themselves well to an immediate exchange of information 
between the communicating parties [ 57 ]. As trivial as it may appear, research has 
shown that training of team members about capabilities of various communication 
mediums can be signifi cant factor in the effectiveness of the exchange of ideas [ 58 ]. 
Just as a shared data repository can help with sharing technical details, computer 
mediated communication can also assist in bridging a geographic gap with com-
munication [ 59 ]. It has long been established that face to face communication is the 
benchmark that all other forms of communication is measured, but some studies 
have shown that video conferencing is equivalent in the ability to communicate over 
great distances [ 60 ]. 

 Despite the increase of asynchronous communication tools that are readily avail-
able today, some individuals prefer face to face meetings, especially at the begin-
ning of a new project. When IBM was developing what was to become the award 
winning family of laptop computers called the ThinkPad, numerous face to face 
meetings among the development community, despite being located at multiple 
locations around the world was one of the best practices of the development, as 
judged by the development team [ 61 ]. Some feel that face to face meetings maybe 
the best way to establish trust, which is a core value in learning to work together 
[ 26 ,  55 ]. Further, it seems that different cultures develop trust differently. According 
to Bailey; Asian, Latin American and Eastern European cultures typically spend 
more time to develop professional relationships when compared to Western Cultures 
[ 62 ]. The key point is that different cultural backgrounds impact work relationships 
differently. Having a “one size fi ts all” approach may not work, but establishing 
trust between work groups and individuals is unquestionably a good intermediate 
step to help with functional excellence [ 63 ]. 

 As previously mentioned, cross-cultural virtual teams have been an active topic 
for researchers for quite some time. Some studies have identifi ed points that are 
quiet salient in this context. Australian researchers gathered data to support than 
most members (80.3 % of respondents) of cross-cultural virtual teams admit that 
they change the way they speak when a part of cross-cultural virtual teams while 
60.7 % change the way they write when communicating within the team. Some of 
the changes seem obvious, but in practice may not be. The top two verbal commu-
nication changes found in the study were “speaking more slowly/clearly” (53.3 % 
of respondents) and the “avoidance of slang/colloquialisms” (27.0 %). These 
changes, coupled with the data that 96.7 % of the respondents said that team tele-
phone conferences were a media used for interaction meaning that these changes in 
behavior happen frequently [ 64 ]. Other problems can arise in the arena of commu-
nication stemming from cultural norms. An example given in the same study, 
explains that silence is largely interpreted in one of three ways, depending on 
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culture and experience in cross cultural teams. The fi rst interpretation of silence is 
frustration that other team members do not speak, the second is that some team 
members prefer to be invited into the conversation rather than “interrupt” and the 
third interpretation came from team members with more cross cultural experience 
who could indentify why the silence was occurring which resulted in them eliciting 
other team members to speak. To explain further, the second interpretation seemed 
to be relatively common among Asian team members and the more observant indi-
viduals fi tting the third interpretation practiced allowing team members “think 
time” to digest and interpret the preceding comment to the silence before inviting 
other opinions [ 64 ]. This example of silence and its interpretation is fairly specifi c, 
but it demonstrates how different cultures may interpret the same thing differently. 
The effect could potentially be even more profound in an asynchronous communi-
cation medium, such as email especially when work hours are substantially differ-
ent due to changes in time zones that can be commonplace in globally distributed 
teams [ 65 ]. It could be easy to believe how an email that is not replied to could be 
either a sign of agreement or that the recipient is not comfortable with expressing a 
contrary opinion [ 66 ]. 

 Another potential diffi culty in virtual teams can be a function of the makeup of the 
team. When a team is geographically dispersed, the likelihood of having individuals 
with different cultural backgrounds certainly is increased [ 67 ]. The research area of 
cross cultural teams has been quite rich in published papers and studies looking at the 
effectiveness of such teams and potential issues that may arise—highlighting a few of 
the issues here will hardly do the topic justice. A recurring mistake that organiza-
tions can make is holding on to an assumption that policies, procedures or practices 
that work in one region will be directly portable to another region that may have a 
different value structure that is rooted in its culture [ 62 ]. Often it is important to under-
stand motivations and cultural tendencies to develop a fruitful working relationship. 
Having a different cultural background from others working in the same team may 
make this and understanding these differences are often the fi rst step in fi nding a com-
mon ground and shared historical perspective [ 64 ]. 

 Cultural differences also impact how individuals perceive others when an indi-
vidual is acting under norms that are typical in their native culture but seemingly 
take on another meaning when interpreting actions or responses by an individual 
from a foreign culture. A good example is a Japanese “yes”. Most Westerners inter-
pret this reply as an agreement, but often a Japanese individual means to acknowl-
edge the request intending to give an answer at a later time. Further cultural 
differences, such as religious and national holidays also impact the ability for teams 
to collaborate effi ciently [ 67 ].  

11.7.3     Xerox Global Technology Practices 

 Xerox has network of global research centers that are established in various technol-
ogy hubs across the globe. The Palo Alto Research Center, PARC, is probably the 
most famous and is located in the heart of the Silicon Valley, a center for software 
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and other high tech ventures. The newest center is located in Chennai, India which 
has rapidly become another technology center in the software arena. Other centers 
in the global network are located in suburban Toronto, Ontario Canada and Monroe 
County, New York. Xerox has generally located centers in geographic locations 
where the benefi ts of a technology cluster can be leveraged. It may seem odd that 
Monroe Country, New York is included in this listing, but it is geographically 
located in the American center of document and color science technology. Other 
important entities in the local vicinity are Kodak’s World Head Quarters as well as 
the Munsell Color Science Lab located within Rochester Institute of Technology, 
which is widely regarding as the premier research lab in the area of color science. 

 Xerox has established a long term partnership with Flextronics as a manufactur-
ing partner in Southeast Asia. The longevity of the relationship is a method that can 
be used to assist in intellectual property protection. This is done with the under-
standing that Flextronics is also an outsourcing provider to many of Xerox’s largest 
competitors—so the “safety” of intellectual secrets should not be deemed as a topic 
without risk. Practices such as early fi ling of intellectual property as well as non- 
disclosure agreements are drawn up between Xerox, Flextronics, and suppliers to 
Flextronics. By having a long-term relationship, a level of trust between the organi-
zations and individuals has a greater chance to be established. This trust can be 
another reason that confi dential information is treated appropriately. Additionally, 
Xerox has retained legal representation in all countries where any type of develop-
ment or manufacturing work to assist in understanding the local laws where busi-
ness is being done. It is important, and a best practice to understand the local laws 
and policies where business takes place from an intellectual property point of view. 
As the arrangement with Flextronics is practiced, Xerox provides manufacturing 
process development, supplier quality engineering and supplier sourcing and tech-
nical problem solving when issues arise. Flextronics provides unskilled labor, 
purchasing power, logistics support and some process and quality engineering to 
monitor production processes. With this division of labor, Xerox still is able to 
maintain critical knowledge of inner workings of the manufacture of their products. 
It is quite important to note, that this arrangement is where the relationship evolved 
to, and not necessarily where it was originally planned to settle. 

 In the area of virtual teams and communication, there exist opportunities for 
improvement. First, there are some infrastructure issues between Xerox and the 
Southern Malaysia manufacturing facility which prohibits a shared data repository 
for technical information sharing as well as a general lack of standardized informa-
tion formats to quickly convey important status updates. It was quite unfortunate 
that the issues was not foreseen and addressed before it hindered progress on issues 
related to production launch. The high turnover rate of technical staff in some of the 
Flextronics facilities also causes problems in establishing trust amongst team mem-
bers as there seemingly are always changes in the team makeup due to staffi ng 
issues. The issues related to infrastructure connectivity also make the use videocon-
ferencing or shared desktop meetings such as Skype problematic. The use of such 
communication tools that are readily available today have been found to be a “criti-
cal contingency” to help with the barriers and communication issues that can occur 
within virtual teams [ 66 ].  
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11.7.4     Conclusions and Management Implications 

 Of course Xerox is like any organization in that there will certainly be opportunities 
to improve. With any luck there will also be some items that the organization does 
well and has already starting to improve through its own learning cycles. In the area 
of Global New Product Development, Xerox has had some obvious successes and 
perhaps more importantly improvements from its fi rst whole hearted endeavor in 
the practice. Specifi cally, in the cases under review for global product development 
Xerox management would agree that the effi ciency of the development effort has 
been noticeable. Adherence to original project budget and schedule has appeared to 
improve. The motivations behind Xerox’s global development efforts are readily 
found in academic literature. 

 For a variety of reasons, it seems that the Southern Malaysia facility has a num-
ber of opportunities for improvement. It seems that this opinion is held by a number 
of individuals at Xerox. Unfortunately, Xerox has found that Farrell was correct 
when she warned, “the inherent ‘stickiness’ of established offshore locations make 
it crucial to choose the right one the fi rst time” [ 31 ]. Bluntly, Xerox is extremely 
hesitant to essentially start over with another Flextronics site given the time and 
effort that has already been invested at the current facility. If Xerox knew then what 
Xerox knows now, would this site been selected for the manufacturing? Hopefully, 
Xerox can objectively look at the current situation and remedy some of the issues in 
the near future. It may be premature to conclude that the Southern Malaysian site is 
no capable of producing products and to provide the service and support expected.      
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    Abstract     Firms that invest in developing cutting-edge technologies rely on leading 
technology practitioners to make innovations happen. These technology practitio-
ners grow in their domain through continued discoveries which results in recogni-
tion of their work assessed through peer evaluations. These professional recognitions 
need to then translate into career growth for the practitioner within the fi rm in order 
for them to feel that their contributions are also valued by the company. Retaining 
technical talent is critical for the company in not only leveraging the skills of these 
individuals to achieve the company’s goals but these technology practitioners also 
serve as role models for other, newer members in the fi rm. This study analyses the 
various models that companies use to manage the career growth of these critical 
individuals. The study found four predominant career models from studying litera-
ture as well as in practice. Using this information, the study then selected fi ve com-
panies in various leading technical fi elds to understand their approach to technical 
career growth. Their characteristics such as size of the company, research invest-
ment, etc. and predominant career growth ladders were compared and contrasted. 
This study gives managers of leading technology fi rms some rich information on 
managing the individuals in their organization.  

  Keywords     Technical Career Growth   •   R&D   •   Management  

    Chapter 12   
 A Comparative Analysis of Career Growth 
Models in R&D Organizations 

                Sowmini     Sengupta  ,        Jorge     Garcia     ,     Nayem     Rahman     , and     Daria   Spatar    

        S.   Sengupta    (*) •       J.   Garcia •         N.   Rahman      
     Intel Corporation ,   Santa Clara ,  CA ,  USA   
 e-mail: jorge.l.garcia@intel.com; nayem.rahman@intel.com; sowmini.b.sengupta@intel.com   

    D.   Spatar      
  Portland State University ,   Portland ,  OR ,  USA   
 e-mail: spatar@pdx.edu  

mailto:jorge.l.garcia@intel.com
mailto:nayem.rahman@intel.com
mailto:sowmini.b.sengupta@intel.com
mailto:spatar@pdx.edu


234

12.1         Introduction 

 The organizations that emphasize on research and development (R&D) require 
outstanding professionals in the subject matter. Managing those resources is criti-
cal to conduct state-of the-art research and development, and manufacturing. It is 
important to understand what these R&D professionals want to achieve. If manag-
ers cannot comprehend their career growth needs they may end up losing those 
personnel. Organizations need to come up with career paths to retain and motivate 
workers. They need to make a balance between organizational needs and indiv
iduals’ needs, and develop career paths accordingly [ 1 ]. This allows for achieving 
employee commitment and retention within the organization. 

    Professionals in R&D often have a desire to focus on a particular specialty on top 
of career orientations geared towards promotions [ 1 ]. Research scientists tend to 
care more about how their colleagues around the world think about their work than 
their immediate supervisor [ 2 ]. Organizations must make efforts to have R&D per-
sonnel achieve excellence in scientifi c discovery. A healthy, competitive environ-
ment needs to be maintained so that organizations can get most out of their R&D 
personnel’s talents and capabilities. 

 An organization’s R&D activities are different from the other functions within the 
organization. R&D encounters many challenges and uncertainties in terms for project 
duration, budget, and due to the uncertain nature of R&D results [ 2 ]. The R&D results 
aspect is very important. This requires that R&D personnel have a healthy research 
work environment, proper motivations, and adequate job satisfaction. R&D personnel 
need to have freedom of work, as opposed to being micromanaged. 

 In high-tech companies, R&D is the main driver of competitive advantage and 
growth [ 3 ]. Organizations invest huge amounts of money in R&D. Large compa-
nies, such as Intel, IBM, HP, Microsoft, and Siemens, spend billions of dollars on 
their R&D. A key managerial challenge is to make sure R&D investments are effec-
tively translated into innovation to foster growth and competitiveness of the com-
pany [ 3 ]. Managers in R&D must ensure that scientists and researchers get logistics 
and managerial support to be successful [ 4 ,  5 ]. Managers needs to promote com-
munication channels between R&D personnel and the rest of the relevant organi-
zation to keep employees engaged. 

 Given that the R&D department is such a vital part of high-tech organizations, 
career growth paths need to be designed effectively [ 6 ]. In this paper, we make an 
attempt to review the R&D career paths of some selected high-tech global companies 
in the US and suggest a career growth model that could be used by R&D organizations 
in different sized companies in different sectors. We make an attempt to provide 
details of career path hierarchy, training, logistic support, and incentives to be success-
ful in different stages of R&D career paths. Chen et al. [ 7 ] argue that appropriate 
career development programs need to be developed to satisfy the requirements of 
R&D personnel at various stages of the career ladder. 

 The emergence of the Internet and communication technologies have made busi-
ness organizations global. Innovation, research and development, and business have 
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become much more competitive. R&D personnel in organizations need to stay com-
petitive and organizations need to invest in R&D growth of employees. Organizations 
need to come up with a management framework for the sustainability of R&D 
departments. The framework for R&D management needs to allow employees to 
stay engaged, and the rest of the organization to perform effi ciently. 

 R&D career paths might differ from one another depending on the size of organi-
zations. Large organizations might have more hierarchical career ladders compared to 
small- and medium-sized organizations. To manage employees in large organizations, 
many processes need to be in place. This might make employee promotion growth 
overly bureaucratic. This needs to be streamlined to maintain employee morale and 
career growth. On the other hand, small companies might not be able to provide 
logistical support, such as state of the art research labs, or they might not be able to 
provide career growth opportunities. This needs to be addressed as well. In this 
paper, we will make an attempt to come up with career growth models for organiza-
tion of different sizes. We attempt to provide detailed career growth models. 

 In this study, we will attempt to obtain information from selected companies to 
understand what their R&D personnel look for in career growth. On the other hand, 
we will also review what the management of these R&D organizations expects from 
the R&D personnel: How these organizations lay out career paths for R&D personnel; 
and what kind of training and growth opportunities they offer R&D personnel. 

 This paper is organized as follows: Sect.  12.2  briefl y provides an overview of 
existing literature on this topic; Sect.  12.3  provides details of the research methodol-
ogy; Sect.  12.4  discusses data collection and analysis; Sect.  12.5  summarizes and 
concludes the paper.  

12.2      Literature Review 

 There are four major career paths described in the literature: (1) Linear, (2) Dual, 
(3) Hybrid, and (4) Project. The fi rst one, the Linear Career Path, implies that a 
scientist is promoted to a managerial position. In this case, an individual gradu-
ally leaves his or her technical responsibilities [ 8 ]. One of the major downsides to 
this approach is that R&D organizations end up losing good scientists, who go on to 
become administrators [ 9 ]. Usually, in the organizations with linear career develop-
ment, there is no way to grow if a person chooses to stay in a technical area of 
expertise. He or she eventually reaches a plateau, which leads to decreased effi -
ciency and satisfaction [ 10 ]. 

 Another career development model is called the “Dual Career Path” or “Dual 
Ladder System.” It was introduced in late 1950s [ 11 ]. The dual approach lets an 
employee choose to grow either along a technical path or to pursue an administra-
tive route. This gives more career opportunities within an organization that can lead 
to success. John P. Doherty, DuPont's director for U.S. compensation, commented 
on this type of system, saying: "We want to provide them with parallel routes so 
they can go into either track, whichever one is suitable for them as well as suitable 
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from a business perspective in what [we] see as the strengths of particular employ-
ees [ 9 ].” It is notable that this approach did not fi nd successful applications until the 
1990s [ 12 ]. Nowadays, it is widely utilized in scientifi c and engineering companies 
[ 13 ]. Although the details may vary, the career paths are similar. Salary grades are 
equivalent across both ladders. An example of a dual career ladder is presented in 
the picture below. Some authors feel that this approach stimulates innovation among 
employees [ 14 ]. 

 In 1991, Bailyn proposed the “hybrid career” system, which allowed employees 
to move among various career routes both sequentially and concurrently [ 15 ]. A study 
conducted by Allen and Katz [ 11 ] indicated that many R&D professionals would 
prefer neither management nor scientifi c paths, but would rather move from one 
project to another. Petroni called this approach “from project to project [ 15 ].” 

 In 2000, Petroni [ 15 ] did additional research on which career routes were most 
preferable for R&D specialists. The questionnaire was completed by 151 engineers 
and scientists. The fi ndings showed that only 45 respondents had unequivocal pref-
erences, whereas others expressed equal preferences for several career paths. 
Among those who had clear preferences, the managerial path had the highest score. 
On average, though, the technical route was the most preferable one, followed 
by the “from project to project” route. The managerial path was ranked the lowest. 
The author concluded that the Dual Career Path was not an effective approach for 
managing R&D professionals. Another fi nding by Chen et al. [ 16 ] concluded that 
career opportunities and rewards should be fl exible to suit employees with different 
needs and aspirations. 

 It is notable that even though the Dual Ladder is one of the most widely used 
system, it is still criticized, because it does not provide equal opportunities for 
growth along the management paths and technological routes. Technical employees 
lack decision power, and a managerial career is more attractive and prestigious than 
a technical one [ 11 ,  15 ,  16 ]. Petroni et al. [ 14 ] in a recent study conclude that this 
system does not support employees’ development as integration experts, or T-shaped 
people, which is requirement for open innovation. The authors propose an “open 
dual ladder” approach, which is described as following: “Graduates with a technical 
background start their career in the R&D division of a fi rm and can later move to 
other positions, including those that involve signifi cant managerial responsibility.” 
They also suggest that managerial training is an important part of this system to better 
prepare specialists for administrative positions. 

 Besides the four most common career development paths, there are several 
alternatives that are less widely used, but can be more suitable for certain compa-
nies. Strategic spin-off as an alternative to traditional R&D management has been 
proposed by Ferrary [ 3 ]. The main idea of this approach was that a parent company 
helps its researcher–entrepreneurs to create a spin-off and supports it in the begin-
ning. The parent company could partner or acquire the spin-off if it turns out to be 
successful. Ferrary says that in case of strategic spin-offs, researcher-entrepreneurs 
were more innovative, creative and motivated, as they were not limited by bureau-
cracy and formalities of big company. They had more decision autonomy and got 
more social recognition. In order to encourage such career development, the parent 

S. Sengupta et al.



237

company should provide entrepreneurial training and allow former employee to 
return back if a spin-off fails. 

 An alternative to the Dual Ladder called the “Knowledge lLadder” has been 
proposed by Debackere et al. [ 17 ]. The main determinants of career growth in this 
system were individual knowledge and competence. Salary and rewards were not 
directly connected to the hierarchy but to the employee’s performance. The authors 
suggested that this would allow linking organizational development to personal evo-
lution and growth. 

 Chen et al. [ 7 ] conducted a study to analyze how career development programs at 
R&D organizations fi t employees’ career needs and whether the gap between career 
needs and available programs affected satisfaction and turnover. More than 360 R&D 
personnel in the high-tech industry in the Hsinchu Science-based Industrial Park 
(HSIP) participated in the study. The results showed that gaps between available 
programs and employees’ needs negatively affected job satisfaction and led to 
higher levels of turnover. The authors argued that there were a number of diverse 
groups within R&D organizations that had different career needs and expectations. 
Thus, there should be different career development programs to meet those needs. 
They proposed that managers should identify career needs at different career stages: 
Exploration, Establishment, Maintenance, and Disengagement. They should offer 
appropriate career development programs at each of these stages. 

 One of the major works on employees’ aspirations and drivers was published by 
Edgar Schein [ 18 ] in 1970–1980. He identifi ed following eight patterns that affected 
a person’s career development: (1) Autonomy/independence; (2) Security/stability; 
(3) Technical-functional competence; (4) General Managerial Competence; (5) 
Entrepreneurial Creativity; (6) Service or Dedication to a Cause; (7) Pure Challenge; 
and (8) Life Style. He found out that most people would classify themselves into 
several groups, but in most cases, a person’s decision about his or her career would 
be primarily dominated by one of the anchors. Bigliardi and Dormino [ 6 ] studied 
how career anchors corresponded with three career routes: Managerial, Technical 
and Project. More than 150 R&D specialists participated in their study. The results 
indicated that the managerial route had a strong positive correlation with managerial 
competence, entrepreneurial creativity, and pure challenge anchors. But, it had a nega-
tive correlation with technical–functional competence and security/stability anchors. 
The technical route was positively correlated with technical–functional and life 
style anchors. It was negatively correlated with the managerial competence anchor. 
The project route was correlated positively with the technical functional anchor, but 
negatively with managerial competence. They also found out that age was strongly 
related to security/stability, autonomy/independence and technical–functional 
anchors. The life style anchor was found to be the most important one, followed by 
technical–functional, and service/dedication. Managerial competence was the least 
preferable anchor. Based on these results, the authors suggested that a greater number 
of career opportunities should be offered in order to overcome the overly formalized 
ladder system. The same conclusion was made by Igbaria et al. [ 19 ]. They surveyed 
78 R&D employees in New Mexico to study career orientations, job involvement, 
and satisfaction. The researchers found that the managerial and technical 
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competence orientations got the lowest scores, whereas service, job security, and 
lifestyle had the highest priorities. Thus, they concluded that the dual career ladder 
did not provide a complete model to satisfy career needs and aspirations for R&D 
professionals. The authors proposed that additional career paths and appropriate 
reward systems should be developed. 

 Multiple research shows that a company not only needs to develop career paths, 
but also provide training to its employees [ 3 ,  20 ,  21 ,  22 ]. This would increase 
knowledge and skills, positively affect employees’ attitude and job satisfaction, and 
increase effi ciency and performance [ 20 ]. As Schein [ 18 ] points out, in addition to 
technical competence, employees need managerial and leadership skills, which 
could be developed through training and seminars. Also, trainings might have a 
positive effect on knowledge sharing among R&D professionals [ 22 ].  

12.3      Methodology 

 Our approach was to review the career growth models and practices in companies 
with major R&D investments and make observations from the data collected from the 
study. We came up with three main focus areas to investigate. First, what kinds of 
questions are relevant to career growth in an organization? Second, what kind of orga-
nizations are good candidates for this study? Third, are there are other kinds of data 
about the organization itself that would infl uence the career model in practice. 

12.3.1     Research Questions 

 We broke down these questions on career growth models into fi ve main categories:

•    The fi rst objective for understanding the career growth model used in an organi-
zation is to understand if they are following any of the commonly known career 
growth model.

 –    What kind of progression levels exist? What is the model in use by a company?     

•   Driving higher results requires not only innovation and expertise in a technical 
fi eld, but also non-technical competencies, e.g. communication. Documented 
and readily available expectations remove ambiguity in interpretation. Hearing 
career success stories in the organization not only has the ability to inspire, but 
also to educate. So, our next set of questions focused on the information and 
resources available to employees so that they can understand, own, and drive 
their own career growth.

 –    Are the requirements for each level documented? Is it divided into categories 
of competencies (Technical and Non-technical)? Are the R&D career path 
success stories available and shared? Is this information available to the 
employees?     
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•   Continuous learning is key to the growth for any individual. Organizations that 
recognize and encourage on-going training will benefi t not only from enhanced 
knowledge, but also from the motivation that the employee will gain.

 –    What kind of training or career development programs do they provide 
(e.g. tuition re-imbursement, ad-hoc—internal and external—training classes, 
professional memberships, or attending conferences)?     

•   People are more successful when they are passionate about the job they do. 
Continuous education needs to be augmented with practice. Having an open 
environment where the employee can work on assignments in different roles will 
help them experiment and determine what types of jobs are the most desirable 
and in line with their personal growth. It also gives them an opportunity to practice 
and hone different skills.

 –    What kinds of additional opportunities are provided for skills needed for 
career advancement (e.g. short-term assignments, or rotation programs)?     

•   A recognition pinnacle for any researcher is the ability to patent their innovation. 
However, the cost involved in patenting can be a challenge. An organization that 
wants to retain and grow innovators can benefi t from supporting the fi nancial 
impact of patenting for the individual.

 –    Does the company encourage and support patent submissions?        

12.3.2     Choosing the Organizations 

 Second, we had to decide what type of organizations we were interested in examining. 
Some of the industry giants in innovation had to be included in the study. As patents 
are a widely known measure of R&D innovation, we fi rst picked a company with 
the highest number of patents in the last year, referred to from here on as Company 
A. Given that R&D investment is yet another widely publicized metric for a com-
pany, we next chose one of the top investors, referred to from here on as Company B. 
We decided that it would be useful to look at an industry beyond semiconductor and 
ICT, so we included one leading R&D investor in the energy sector, which is referred 
to as Company C. We also decided to include start-ups and academic research institutes 
to the study, as these are other common leading R&D avenues. These are referred to 
as Company D and Company E respectively.  

12.3.3     Additional Data Points 

 Third, we felt it would be interesting to study other R&D data regarding the organiza-
tion. We decided that R&D expenses, number of employees, and number of patents 
fi led in 2012 would be useful information to correlate the career growth model against. 
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 We collected R&D data from annual reports. We met with and discussed with 
one or more individual from the organization to cover the list of questions regarding 
the career development models and programs in practice.   

12.4      Findings and Analysis 

 We studied fi ve companies are in different sectors. We discovered a number of facts 
about these companies regarding their R&D career paths and career development 
opportunities. 

12.4.1     Career Ladders 

 First, we defi ne the various career ladder that have been identifi ed in the literature 
which we will then identify each company against in the future sections    (Figs.  12.1 ,  12.2 , 
 12.3 , and  12.4 ).

12.4.2           Company A  

 Company A is the number one company in the world, for the    last 20 years, in 
obtaining patents. As such, it prides itself on encouraging and helping employees 
to submit patents, and provides resources to cover the legal, technical, and fi nancial 
expenses associated with fi ling patents. 

 Company A close matches the hybrid career ladder. It allows its employees 
to remain technical/professional or move to management/executive ladders. 
Company A distinctly documents the technical and non-technical competencies and 
expectations for each level (Fig.  12.5 ).

   Company A offers a variety of training programs to its employees in order to 
keep its workforce competitive and up to date. The main programs include the 
following: 

  Individual Development Plans— this is an annual activity used to identify future 
business commitments and opportunities to improve employee’s skills. The man-
ager and employee discuss career opportunities to identify areas of growth or gaps 
in the individual’s repertoire. 

  Mentoring —each employee is encouraged to fi nd multiple mentors for different 
areas, such as career growth, technical knowledge, business and client knowledge. 

  On Demand Learning —this is a customized training offered by professionals and man-
agers in different areas of the company. The program allows individual employees to be 
trained in areas of development, new initiatives, or as an aid to re- skill the workforce. 
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  Fig. 12.1    Linear Career 
Model [ 8 ]       

  Fig. 12.2    Dual Career Model [ 11 ]       
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  Foundation Competences —is an in depth training designed to grow workforce skill 
for future market shifts. 

 In addition to these unique training opportunities, Company A also offers career 
advice, tuition reimbursement, and “internal job markets.” This is an internal jobs 
database allowing current employees to apply directly for existing positions available 
at Company A.  

12.4.3     Company B 

 One of the R&D companies studied in this research was a semiconductor company. 
In 2012, this company spent more than ten billion US dollars in R&D. Each year, it 
releases a large number of cutting-edge products to the market. All this indicates 
that the company manages a large number of strong R&D personnel. 

 This company provides hybrid career paths for R&D employees. One path pro-
vides an R&D managerial ladder and the other path provides a pure R&D technical 
leadership ladder. In this dual path approach, both managerial and technical ladders 
have stages in their career paths. Expectations for each of the stages in the ladder 

  Fig. 12.3    Hybrid Career Model [ 15 ]       
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  Fig. 12.4    Project Career 
Model [ 15 ]       

  Fig. 12.5    Company A Career Model       
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demands varying levels of expertise. These technical ladders are used as tool for 
strategic development, systematically developing technical experts in accordance 
with strategic business needs. These technical ladders are also used as motivators, 
for promotions, for development, and as strategic planning tools. Technical ladders 
provide an exclusive career path for outstanding experts. Technical ladder distribution 
is driven by strategic business needs. The technical ladder nomination on different 
levels expresses the potential for a technical ladder career for an employee and is a 
sign of recognition of the employee’s technical expertise. 

 In the managerial path, R&D managers are expected to assume both managerial 
and leadership role in driving the R&D personnel to achieve business expectations 
and contribute to the company’s business and revenue growth. Management puts 
employees on different ladders in the technical career path. They are in charge of 
ensuring selection of technical employees for different ladders by carefully cross- 
checking nominations and reviewing technical ladder employees. 

 This company assists its R&D personnel and engineers in career advancements 
to allow them to acquire varied skill-sets. These include short-term assignments as 
rotation engineers, normally 6 months to 1 year. 

 Each year, this company allocates large amounts of money for employee career 
development in terms of internal and external training classes, attending profes-
sional conferences, and acquiring professional memberships. 

 This company provides tuition-reimbursement opportunities to its employees. 
This allows employees to take university classes to learn the latest tools and tech-
nologies and earn advanced degrees. This signifi cantly helps employees to be pro-
ductive and successful in their jobs. The company hires intern engineering students 
for summer jobs. Later, many of them join the company as full time employees. 

 The company also provides mentor and mentee partnerships as part of its men-
toring program. By matching mentee's identifi ed development areas and mentor's 
areas of expertise, this program allows employees broaden their skill-sets. 

 Company B also strongly encourages its R&D personnel and engineers to submit 
patent applications. For 2012, this company was granted 1,290 patents.  

12.4.4     Company C 

 Company C is a leading solar panel manufacturer with a history of innovation. It is 
headquartered in Germany. In their 2012 annual report, the company listed 2,355 
employees. 

 The company uses a linear career ladder currently. Career growth is managed care-
fully, and ongoing attention is given to every employee. Regular discussions happen 
between managers and employees in terms of career growth opportunities and poten-
tial for advancement. The company takes pride in supporting on-going education for 
every employee and has a tuition re-imbursement program. They also recognize 
the need for both theoretical learning and practical applications of knowledge. 
They encourage researchers to practice their skills and apply it to their manufacturing 
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lines. Managing R&D with a global development viewpoint is considered a critical 
competency. Ongoing technical growth is encouraged by incentive programs such as 
bonuses. They also have an award called the Edison award. Patenting is encouraged 
and supported by the company. It is even mentioned in the annual report.  

12.4.5     Company D 

 We conducted an interview with a representative of a small biopharmaceutical start- up 
company, which was founded in 2006. The company focuses on developing oncol-
ogy treatments. In 2013, seven employees are engaged in R&D. Though the com-
pany does not have a formalized career development model, the employees are 
encouraged to expand their areas of expertise and acquire new knowledge and skills. 
Salary and rewards are mostly linked to individual’s level of experience, compe-
tence, and performance. Based on this description, we have concluded that Company 
D employs a “knowledge ladder.” The salary level is determined using a bench-
marking service called Radford, which allows comparing aggregated information 
about different companies in biotech industry. 

 The company supports employees’ aspirations to study and provides tuition reim-
bursement. In 2013, two employees were studying to get MBAs and their expenses 
were covered by the employer. The representative emphasized that the company is 
promoting and encouraging employees’ desires to learn and grow professionally. 
He emphasizes that his role as an employer is to provide his employees with a valu-
able set of knowledge and skills that are in high demand in the market. The company 
has a patent that provides exclusivity for the medication they have developed. It also 
is actively managing two patent families, including 14 pending applications. The patents 
are results of teamwork, but if a researcher decides to fi le the patent on his/her own, 
the company will support the submission and processing costs. 

 The representative made the following observations about the dual ladder system: 
 There are people who are neither talented scientists nor great managers. So, they 

cannot successfully progress through either of those paths. These employees tend to 
stay in their positions for many years without any visible performance improvement. 
Managers have to make the decision on whether such employees are worth keeping. 
If a company does not have a clear and understandable system for personnel evalu-
ation, such decisions might be considered subjective and unfair. Criteria for employ-
ees’ evaluation should be identifi ed and a process for promotion or termination of 
employment should be developed.  

12.4.6     Company E 

 We also studied career paths in a public university that employs over 2,200 faculty 
members. The university provides a faculty track for those who teach, do research and 
service, and a track for those employees who only conduct research. The levels are 
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similar and linked to rewards and salary. It can be concluded that this career development 
model is similar to a Dual Career Ladder found in R&D organizations. 

 The university offers classes to its employees at reduced price and also allocates 
some money to each department for external trainings. The patent submission is 
supported and all the decisions are made by high level of management.  

12.4.7     Summary 

 A summary of the fi ndings from the various companies discussed in this study is 
provided in Table  12.1 .

   Table  12.1  shows that there is a potential relationship between the types of career 
ladders, based upon both the industry and the number of employees. We also found 
that organizational development is critical in all sectors, so a management career 
path is imperative for all. Some organizations, however, do have the ability to also 
sustain a technical career path. 

 In our discussions, we also came across that fact that private and public organizations 
have different performance management methods and policies.   

12.5      Conclusion and Future Work 

 This study is based on data collection from interviews and documents related R&D 
career paths in fi ve organizations. We also conducted an extensive literature review. 
We identifi ed several key areas that an organization should consider in developing 
its R&D career path. We observed that large organizations maintain hybrid or dual 
career path to allow R&D personnel to pursue a managerial or pure technical path. 
R&D personnel fi nd job satisfaction in their career when they are encouraged and 
provided support to show excellence in terms of state of the art research work 
and scientifi c discovery. Adopting a continuous improvement processes in R&D 
career paths were found to be the strongest predictors of career aspiration in R&D 
organizations [ 23 ]. 

 The R&D organizations need to provide employees with other professional 
development opportunities, such as tuition reimbursements, and training opportuni-
ties in latest tools and technologies. They need to promote and encourage employ-
ees’ desires to learn and grow professionally. R&D organizations must encourage 
and support patent application submissions. In order to make sure R&D personnel 
are motivated at work and in their career growth, there must be a well-defi ned 
system for employee performance evaluation. This helps employees to know upfront 
what is expected of them by company management. 

 In this paper, we have come up with an R&D career growth model that R&D 
organizations might fi nd benefi cial. To make the R&D career growth model effec-
tive, senior executives need to champion it. Our career growth model should enable 
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R&D organizations to deliver operational excellence in terms of quality, effi ciency, 
speed, and capacity to deliver scientifi c discoveries on cutting-edge technologies. 
Given that high-tech industries are fast moving, business conditions change fast and 
employee aspirations also change quickly. Therefore, career growth models need to 
be revisited periodically and improved as needed. As part of future research, we will 
work on sustainability metrics for an R&D organization’s career path.     

   References 

     1.    Lee H-W, Yen K-W (2011) A study of the relationship between work values and career orien-
tation of employed in the high technology industry. Qual Quant 47(2):803–810  

     2.    Clarke TE (2002) Unique features of an R&D work environment and research scientists and 
engineers. Knowl Technol Policy 15(3):58–69  

       3.    Ferrary M (2007) Strategic spin-off: a new incentive contract for managing R&D researchers. 
J Technol Transfer 33(6):600–618  

    4.    Post C, DiTomaso N, Farris GF, Cordero R (2009) Work–family confl ict and turnover inten-
tions among scientists and engineers working in R&D. J Bus Psychol 24(1):19–32  

    5.    Yeh C (2009) Career needs of R&D personnel during the ‘Maintenance’ stage : a exploration 
study and a new scale. J Hum Resour Adult Learn 5:35–43  

     6.    Bigliardi B, Dormio AI (2009) R&D personnel career routes : an exploratory study. J Technol 
Manage Innovat 4(1):8–21  

     7.    Chen T-Y, Chang P-L, Yeh C-W (2004) A study of career needs, career development programs, 
job satisfaction and the turnover intentions of R&D personnel. Career Dev Int 9(4):424–437  

     8.    Tremblay M, Wils T, Proulx C (2002) Determinants of career path preferences among 
Canadian engineers. J Eng Technol Manage 19(1):1–23  

     9.    Thayer AM (1998) Dual career ladders. Chem Eng News 76(44):1–80  
    10.    Connor GCO, Cocco J, Laverty T (2011) Corporate entrepreneurship, human capital, and the 

third career ladder. Corp Entrepreneurship 31(17):541–554  
       11.    Allen TJ, Katz R (1986) The dual ladder: motivational solution or managerial delusion? R&D 

Manage 16(2):185–197  
    12.    Epstein KA (1986) The dual ladder: realities of technically-based careers  
    13.    Wu F-S, Haak R (2013) Innovation mechanisms and knowledge communities for corporate 

central R&D. Creativity Innovat Manage 22(1):37–52  
     14.   Liu Y (2011) Building and analysis of iceberg model for innovation capability of R&D personnel 

in enterprises. 2011 International conference on management and service science, pp 1–3.  
         15.    Petroni A (2000) Strategic career development for R&D staff: a fi eld research. Team Perform 

Manag 6(3/4):52–62  
     16.    Petroni G, Venturini K, Verbano C (2012) Open innovation and new issues in R&D organization 

and personnel management. Int Hum Resour Manage 23(1):147–173  
    17.    Debackere K, Buyens D, Vandenbossche T (1997) Strategic career development for R&D 

professinals. Technovation 7(2):53–62  
     18.    Schein EH (1996) Career anchors revisited: implications for career development in the 21st 

century. Acad Manage Exec 10(4):80–88  
    19.    Igbaria M, Kassicieh SK, Silver M (1999) Career orientations and career success among research, 

and development and engineering professionals. J Eng Technol Manage 16(1):29–54  
     20.   Kang Y-C, Fang C-H (2009) Developing a R&D competency framework to support training 

– a case study in Taiwan. 2009 International conference on management and service science, 
pp 1–4, Sep 2009  

S. Sengupta et al.



249

    21.    Adnan Z, Shah K, Ahmad J (2011) Direct infl uence of human resource management practices 
on fi nancial performance in Malaysian R&D companies. World Rev Bus Res 1(3):61–77  

     22.    Liu N-C, Liu M-S (2011) Human resource practices and individual knowledge-sharing behavior 
– an empirical study for Taiwanese R&D professionals. Int Hum Resour Manage 22(4):981–997  

    23.    Ismail M, Ramly ES (2010) Career aspirations of R&D professionals in government research 
institutes and multinational corporations. Organ Markets Emerg Econ 1(2):32–47    

12 A Comparative Analysis of Career Growth Models in R&D Organizations



251T.U. Daim et al. (eds.), Technology Development, Innovation, Technology, 
and Knowledge Management, DOI 10.1007/978-3-319-05651-7_13,
© Springer International Publishing Switzerland 2014

    Abstract     An increasing number of publications in R&D management embrace the 
concept of social capital to observe, measure, and explain very different phenomena, 
such as R&D knowledge diffusion patterns; research productivity on the individual, 
team, and regional levels; and the governance and structure of R&D alliances and 
partnerships. The various research fi ndings are diffi cult to compare, contrast, and 
integrate, since no coherent defi nition of  social capital  exists. To close this gap, this 
paper proposes a framework for social capital in R&D management that describes 
three dimensions of social capital (structural, relational, cognitive) and their links to 
R&D knowledge transfer. The framework is theoretically derived from social science 
literature, in which the concept of social capital fi rst originated, and the recent R&D 
management literature. The framework is subsequently used to guide the inquiry in a 
case study of a complex, multi-year knowledge transfer process between a university 
and a high-tech company. The case study shows the complex impact of all three social 
capital dimensions on R&D knowledge transfer and supports the proposed frame-
works as a useful tool for R&D management research on social capital.  

13.1         Introduction 

 The concept of  social capital  originated in sociology, but it is increasingly used in other con-
texts [ 62 ] and, as a result of the rise of social networking, even in everyday language [ 8 ,  24 , 
 33 ]. A number of studies link the concept of social capital to R&D management. 

    Chapter 13   
 Researching Social Capital in R&D 
Management: A Case Study in High-Tech 
Industry 

             Songphon     Munkongsujarit     ,     Antonie     Jetter     , and        Tugrul     U.     Daim    

        S.   Munkongsujarit      (*) 
     NSTDA ,   Klong Luang ,  Thailand   
 e-mail: songphon@hotmail.com   

    A.   Jetter •         T.  U.   Daim      
  Engineering and Technology Management Department , 
 Portland State University  ,    Portland ,  OR ,  USA   
 e-mail: jettera@gmail.com; tugrul@etm.pdx.edu  

mailto:songphon@hotmail.com
mailto:jettera@gmail.com
mailto:tugrul@etm.pdx.edu


252

Among others, research has been conducted on R&D knowledge diffusion 
patterns [ 21 ]; R&D outcomes of individuals and teams [ 47 ]; fi rm-level innovation 
[ 22 ,  46 ,  81 ]; technology management at the regional, national, and interna-
tional levels [ 3 ,  35 ,  42 ]; and the governance and structure of R&D alliances and 
partnerships [ 5 ,  39 ]. 

 However, to date studies have lacked a shared defi nition and operationalization 
of social capital, and study fi ndings are diffi cult to integrate and assimilate. In order 
to close this gap, this paper develops a framework for social capital in R&D 
management that describes three dimensions of social capital (structural, relational, 
cognitive) and their links to R&D knowledge transfer. The framework is subse-
quently used to guide the inquiry in a descriptive case study of a complex, multi-year 
knowledge transfer process between a university and a high-tech company. 

 Section  13.2  reviews the social science literature on social capital as well as pub-
lications in R&D and technology management that use the concept of social capital. 
Section  13.3  builds on the literature review and develops an integrated framework for 
social capital and knowledge transfer: Sect.  13.3.1  describes the dimensions of social 
capital, Sect.  13.3.2  introduces a knowledge transfer model and discusses its rele-
vance for R&D management, and Sect.  13.3.3  proposes an integrated social capital 
and knowledge transfer model. The purpose of the framework is to synthesize and 
organize the literature discussed in Sect.  13.2 . By providing a preliminary theory on 
social capital in R&D, it further serves the practical purpose of guiding case study 
research. All case studies, unless they follow a purely ethnographic or grounded 
theory design, need to be preceded by the development of a preliminary theory [ 79 ]. 
The framework proposed in Sect.  13.3  provides such a preliminary theory and can be 
used for case studies that are targeted at exploration, description, or explanation [ 79 ]. 
In Sect.  13.4 , the framework is used for a descriptive case study that reports on a 
knowledge transfer process between academia and industry. Section  13.5  discusses 
the case study fi nding in the context of this paper.  

13.2       Literature Review 

 Social capital is widely understood as a form of capital that complements other 
production factors (such as labor and fi nancial capital) and that consists of personal 
connections and interpersonal interactions [ 24 ]. Ostrom [ 61 ] defi ned  social capital  
as the arrangement of human resources to improve the fl ow of future income. 
The author made a clear distinction between human capital and social capital. 
 Human capital  is defi ned as the knowledge and skills that individuals bring to the 
solution of any problem whereas  social capital  is defi ned as capital created by indi-
viduals spending time and energy working with other individuals to fi nd better ways 
of making possible the achievement of certain ends that in its absence would not be 
possible [ 61 ]. 

 The social capital concept has its roots in social science and has been indepen-
dently developed by the French sociologist Pierre Bourdieu, the American 

S. Munkongsujarit et al.



253

sociologist James Coleman, and the American political scientist Robert Putnam. 
Their work in different fi elds has cumulated in the modern understanding of the 
phenomenon. Bourdieu investigated how the persistence of social class and estab-
lished inequality leads to unequal access to resources. Based on Marxist theory, he 
theorized that economic capital, in the form of accumulated labor, is at the root of 
all other types of capital. Cultural (later named social) capital is derived from the 
social structure and the social structure is a result of economic capital. This explains 
the unequal academic achievement of children from different social classes and 
from different groups within social classes [ 10 ]. With the view of social capital as 
resources that result from social structure, Bourdieu defi ned social capital as 
follows: “Social capital is the sum of resources, actual or virtual, that accrue to an 
individual or a group by virtue of possessing a durable network of more or less insti-
tutionalized relationships of mutual acquaintance and recognition” [ 11 ]. 

 Coleman also investigated the relationship between social inequality and academic 
achievement [ 24 ] and used rational choice theory, which assumes that individuals 
automatically act in ways that serve their own interests to integrate economic and 
social theory. Coleman [ 19 ] defi ned  social capital  as a function of the social structure 
that serves as a resource for its owners:

  Social capital is defi ned by its function. It is not a single entity, but a variety of different 
entities having two characteristics in common: they all consist of some aspect of a social 
structure, and they facilitate certain actions of individuals who are within the structure. Like 
other forms of capital, social capital is productive, making possible the achievement of 
certain ends that would not be attainable in its absence.    

   Building on Coleman’s work, Putnam investigated the role of civic engagement in 
generating political stability and economic prosperity in society [ 24 ] and claimed that 
a strong decline in social capital in the U.S. had rendered much of urban America 
ungovernable [ 63 ,  65 ]. In Putnam’s defi nition, “social capital refers to features of 
social organization, such as trust, norms, and networks, that can improve the effi -
ciency of society by facilitating coordinated action” ([ 64 ], p. X). Putnam also contrib-
uted to the concept of social capital by introducing a distinction between the bonding 
(or exclusive) and bridging (or inclusive) aspects of social capital. The bonding aspect 
of social capital reinforces exclusive identities and maintains homogeneity while the 
bridging aspect of social capital brings together people from diverse social divisions, 
which leads to a better linkage to external assets and information. 

 Based on the foundational work on social capital by Bourdieu, Coleman, and 
Putman, several extensions to the theory have taken place. One of the research dis-
ciplines that may gain new insights into organization behavior, such as the R&D 
team, focuses on the concepts of social capital and social networks [ 13 ]. Product 
development has long been regarded as not only a technical but also a social pro-
cess, especially in complex product development [ 49 ]. Burt further investigated 
aspects of social capital and proposed two additional concepts, namely structural 
holes and network closure. The concept of structural holes originated in the works 
of Granovetter [ 30 ,  31 ] on the strength of weak ties, which assumes that information 
in a social network is not uniformly distributed: strong ties provide a fl ow of homog-
enous information between strongly connected individuals while weak ties enable 
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the transfer of heterogeneous and new information between connected individuals. 
Thus, individuals who have connections with weaker ties are likely to be able to 
access broader information. Weak ties between individuals in the network structure 
can be viewed as structural holes, which separate non-redundant sources of infor-
mation between different groups of individuals. An individual whose relationships 
span across more structural holes, or bridges the holes between different networks, 
has broader and richer information access. Burt backed up his argument on the ben-
efi t of bridging structural holes with a number of empirical studies [ 14 – 16 ]. One of 
his studies, which looks at the networks around managers in a large American elec-
tronics company, explicitly points out that creativity and innovation are associated 
with networks of individuals and groups that span across structural holes [ 16 ]. 
Network closure—the second aspect of social capital introduced by Burt [ 15 ]—is 
critical to realizing the value that structural holes can provide: it creates closed 
relationships between individuals, promotes high level of trust in the network, and 
facilitates sanctions that prevent individuals from violating the norms of conduct. 
Network closure thus provides a reliable communication channel for information 
fl ow that makes it less risky for individuals in the network to collaborate, resulting 
in a reinforcement of strong ties. A number of studies support the argument that 
strong ties lead to less confl ict and a more productive environment [ 45 ,  57 ]. 

 Though structural holes (the bridging function of social capital) and network 
closure (the bonding function of social capital) focus on different network mecha-
nisms, Burt concluded that both aspects of social capital are important and contribute 
to the performance of individuals and groups; bridging and spanning across struc-
tural holes is the source of added value while bonding and closure of the network is 
critical to realizing the value buried in the structural holes [ 15 ]. 

 Burt’s extensions of social capital theory are not the only one. In the management 
literature, Nahapiet and Ghoshal [ 56 ] presented one of the most relevant applica-
tions of social capital: their theoretical model explains the organizational advantage 
of the fi rm as a result of the interrelationships between social capital and intellectual 
capital. They defi ned  social capital  as “the sum of the actual and potential resources 
embedded within, available through, and derived from the network of relationships 
possessed by an individual or social unit” (p. 243) and suggested the use of a three-
dimensional view of social capital, namely, the structural dimension, the relational 
dimension, and the cognitive dimension. Social capital facilitates the creation of 
new intellectual capital, which provides intangible assets and resources that deter-
mine the value and competitiveness of an organization. Nahapiet and Ghoshal [ 56 ] 
explicitly noted the similarity of their framework and the resource-based view of the 
fi rm proposed by Barney [ 7 ], which indicates that competitive advantage of the 
companies stems from their unique collection of resources (including physical 
resources, human resources, and organizational resources) that are rare, durable, 
imperfectly imitable, and non-tradable. 

 The link between knowledge creation, competitiveness, and various aspects of 
social capital is also researched in technology and R&D management. On the level 
of individuals and teams, Lee et al. [ 47 ] examined the impact of different aspects of 
an individual’s human capital (education, work experience, and training) and social 
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capital (level of interconnectedness, relationship, and shared expectations with others) 
on R&D outcome. The results of their work show that human capital and social 
capital complement each other. Dahl and Pedersen [ 21 ] investigated the effect of 
social networks on the R&D knowledge diffusion process. Their fi ndings indicate 
that social contact, especially long-term relationships based on trust and reputation, 
is used as a channel to diffuse knowledge that receivers fi nd useful. Gabbay and 
Zuckerman [ 26 ] identifi ed how social capital and organizational network structures 
affect expectations and actual job mobility in R&D organization. Their fi ndings 
showed that individuals with many dispersed contacts both inside and outside of 
the organization expect to move on to a managerial position and are highly likely to 
be promoted to their preferred position. The role of social capital and network struc-
tures was further researched by Reagans and Zuckerman [ 68 ], who proposed that 
network structures, rather than diversity, explain the productivity of R&D teams and 
confi rmed that network diversity (the structural holes point of view) and network 
density (the network closure point of view) both impact R&D outcomes. 

 The linkage between social capital and fi rm-level innovation was explored by 
Landry et al. [ 46 ], who examined the effect of social capital on the decision to inno-
vate and the degree of innovation in manufacturing fi rms in Canada. Their fi ndings 
indicated that the decision of the fi rms to innovate is highly infl uenced by the social 
capital of the fi rms. Yli-Renko et al. [ 81 ] used the concept of a resource-based view 
of the fi rm to explain the role of social capital in building the knowledge for 
technology- based new fi rms to achieve growth. They concluded that the fi rms 
should actively build, manage, and harness social capital in both their internal and 
external relationships. Edelman et al. [ 22 ] used empirical evidence from organiza-
tions in the United Kingdom to support the claim that social capital does not only 
have a positive impact on the fi rm, but it also has negative effects. They suggested 
that the organizations should develop a clear understanding of the bridging and 
bonding elements of social capital in order to gain benefi ts and avoid the pitfalls of 
over-using social capital in the fi rm’s activities. 

 Several studies investigated the impact of social capital on relationships between 
the fi rm and outside entities. Westerlund and Svahn [ 77 ] examined how social capital 
impacts business partner relationships in software SMEs’ entrepreneurial networks. 
Their empirical fi ndings indicated that the aspects of social capital vary systemati-
cally by different types of relationships. Tether and Tajar [ 72 ] explored the use of 
specialist knowledge providers as additional sources of information in the innova-
tion activities of fi rms beyond the traditional industry–university links. One of their 
fi ndings showed that, among other factors, fi rms with a higher level of social capital 
are more likely to engage with and get benefi t from specialist knowledge providers. 
Arranz and Fdez. de Arroyabe [ 5 ] used social capital theory and transaction 
costs theory to explain the governance structure of partnerships in R&D networks. 
They argued that both theories are complementary in explaining forms of gover-
nance through the degree of administrative and social factor. Inkpen and Tsang [ 39 ] 
examined how the social capital dimensions of a network affect the transfer of 
knowledge between network members. They proposed a set of conditions that facil-
itates knowledge transfer through the structural, relational, and cognitive 
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dimensions of social capital. Tomlinson [ 74 ] surveyed 381 manufacturing fi rms in 
the UK and found that the propensity of fi rms participating in collective activities 
rises where “shared interests” emerge. Xia et al. [ 78 ] explored how fi rms benefi t 
from participating in a consortium in terms of process benefi ts and social capital 
benefi ts. They found that fi rms anticipate more process benefi ts if they are more 
technically capable, value the forthcoming standards higher, and participate in a 
better- managed consortium. 

 There are also a number of studies that have focused on social capital and tech-
nology management at the regional, national, and international levels. For example, 
Kaasa [ 42 ] examined the effect of different dimensions of social capital on innova-
tive activity at the regional level using survey data from several European countries 
for analysis. The fi ndings provide strong support for the argument that social capital 
infl uences innovation activity. On the national level, Akçomak and ter Weel [ 3 ] 
identifi ed how social capital improves national economic outcomes by investigating 
the relationship between social capital, innovation, and per-capita income growth. 
They provided a statistical model and identifi ed innovation as an important mecha-
nism that transforms social capital into higher income levels. As for the interna-
tional aspect of social capital, Hitt et al. [ 35 ] identifi ed the importance of social 
capital and its cultural implications in different perspectives among Asian and 
Western fi rms. They concluded that in the global markets, the development and 
management of social capital is critical for the fi rm’s competitive advantage. 
Feldman [ 23 ] found that social capital, venture capital, and entrepreneurial support 
services, as well as actively engaged research universities, enable the successful 
establishment of an entrepreneurial culture. Al-Laham et al. [ 4 ] investigated 
biotechnology fi rms and found that while the effect of scientists’ recruitment and 
alliances as two sources of knowledge fl ow decay overtime, high degrees of human 
and social capital stock reduce the speed of erosion of new assets. 

 Social capital has also been investigated within the R&D management setting. 
McFadyen and Cannella Jr. [ 50 ] analyzed the relationship between individual social 
capital and knowledge creation and found that the strength of relationships had a 
higher marginal effect on knowledge creation than the number of relationships. 
Reagans and Mcevily [ 67 ] suggested that teams should not be designed and man-
aged by demographic criteria but by their members’ social networks. Fischer and 
Pollock [ 25 ] identifi ed the effects of management teams’ social network on initial-
public- offering success. Oh et al. [ 60 ] examined the role of informal socializing ties 
in the concept of “group social capital” and group effectiveness. Hoegl et al. [ 36 ] 
used a sample of 430 team leaders in a software development project to show that 
team perceptions alter individual networks and performance. Ahuja et al. [ 2 ] and 
Leenders et al. [ 41 ] used virtual R&D groups to show that network centrality was a 
determinant of individual performance. Bresnen et al. [ 12 ] argued the importance of 
social processes, patterns, and practices in project knowledge management. Huang 
and Newell [ 37 ] suggested that social capital plays a key role in shaping the level of 
coordination for knowledge integration in cross-functional projects. Cummings 
[ 20 ] indicated the importance of heterogeneity of team networks in promoting 
knowledge sharing. Athanassiou and Nigh [ 6 ] identifi ed the importance of the top 
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management team’s social networks in determining the internationalization of a 
company. Mehra et al. [ 52 ] used a sample of 116 member hi-tech fi rms to demon-
strate that self-monitoring personalities and centrality in social networks were 
related to both individual and group performance. Mead [ 51 ] used social network 
analysis to model and analyze a project team structure. Sparrowe et al. [ 70 ] used a 
sample of 190 employees in 38 workgroups to show that social networks were 
related to individual and group performance. Hansen [ 34 ] argued that weak network 
ties help with locating sources of information in new product development projects 
but strong ties are more important for transferring complex knowledge. Tidd [ 73 ] 
argued that open organizational networks are more effective than closed for radical 
innovation. A recent study by Karlsson and Wigren [ 43 ] surveyed a sample of 7,260 
university employees to investigate how legitimacy and social and human capital 
infl uence employees’ start-up propensity. 

 The studies above demonstrate that there has been a tremendous growth in R&D 
management research that builds on the concept of social capital. This research 
investigates and explains phenomena as different as the creativity, job mobility, and 
performance of R&D employees; the diffusion patterns of technology; the innova-
tiveness of companies; and the governance of R&D alliances, to name just a few. 
Many of the fi ndings provide valuable contributions to existing theory, but research 
results are scattered and are currently not integrated into a systematic understanding 
of the role of social capital in R&D management. 

 Moreover, the extension of research domains goes hand in hand with a broaden-
ing and weakening of defi nitions for social capital: in a review of social capital 
research in the management literature, Alder and Kwon [ 1 ] identifi ed no fewer than 
28 different defi nitions of social capital. A similar development was observed by 
Portes [ 62 ], who reviewed the origins and the applications of social capital in modern 
sociology. Portes pointed out that, even in the root discipline of social capital, 
the concept is increasingly defi ned broadly as “the ability of actors to secure bene-
fi ts by virtue of membership in social networks or other social structures” (p. 8). 
This broad defi nition has acquired popularity because of its elasticity and adapt-
ability, which allows researchers to relate their previous works with the concept. 
However, it has also reduced the rigor of the original concept. 

 Meaningful research on the role of social capital in R&D management that inte-
grates the different fi ndings requires sound defi nitions and a deeper understanding 
of where and how social capital impacts knowledge transfer.  

13.3       Development of a Research Framework for Social 
Capital in R&D Management 

 R&D covers three activities—basic research, applied research, and experimental 
development [ 59 ]—that lead to new knowledge. In each stage, knowledge is trans-
ferred from prior stages, integrated with other knowledge, and transformed into new 
knowledge. Knowledge transfer thus binds all R&D activities together. Social 
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capital determines how and between which entities knowledge transfer occurs [ 14 ,  39 ]. 
We therefore propose a general framework that links different dimensions of social 
capital to different stages in the knowledge transfer process. In the following section, 
we briefl y outline both elements and then integrate them into a framework for social 
capital in R&D management. 

13.3.1      Dimensions of Social Capital 

 We are adopting the defi nition of  social capital  as given by Nahapiet and Ghoshal 
[ 56 ]: social capital is the sum of resources embedded within, available through, 
and derived from the network of relationships possessed by an individual or organi-
zation. The different facets of social capital can be grouped into three dimensions: 
the structural dimension, the relational dimension, and the cognitive dimension of 
social capital [ 56 ]. 

13.3.1.1     Structural Dimension 

 The structural dimension of social capital is derived from the concept of structural 
embeddedness by Granovetter [ 32 ] and refers to the overall pattern of connection 
between actors. It is further refl ected in Burt’s theory on structural holes, which 
explains “who you reach and how you reach them” [ 14 ]. According to Inkpen and 
Tsang [ 39 ], important facets of the structural dimension of social capital that affect 
the knowledge transfer process are network ties, network confi guration, and network 
stability.  Network ties  explains the specifi c ways that the actors in the networks are 
related to each other [ 39 ]. The ties in the network are the facilitating condition for 
creating opportunities for social capital transactions [ 1 ] because they provide the 
access to either give or receive valuable resources, such as knowledge.  Network 
confi guration  determines the pattern of linkages between all members of the 
network. The properties of the network structure include network density, net-
work connectivity, and network hierarchy, all of which have impact on the accessi-
bility among the actors in the network [ 39 ].  Network stability  indicates the rate of 
change in membership of the network. In an unstable network, the opportunities to 
create and sustain social capital are diminished because network ties disappear 
when actors leave the network [ 39 ].  

13.3.1.2     Relational Dimension 

 The relational dimension of social capital is derived from the concept of relational 
embeddedness, which was fi rst described by Granovetter [ 32 ]. It focuses on the 
quality of personal relationships or the bond between actors that develops through a 
history of interactions [ 39 ]. The quality of a relational tie can be described in terms 
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of trust [ 39 ] and norms [ 56 ].  Trust  is based on social judgments of the actors in the 
network and the assessment of costs or risk associated with the interactions. It is one 
of the key factors that facilitate knowledge sharing process [ 39 ].  Norms  pertain to 
the degree of consensus among the actors in the network that indirectly controls 
their actions [ 56 ].  

13.3.1.3     Cognitive Dimension 

 The cognitive dimension of social capital refers to the resources that provide shared 
meaning and understanding among actors, namely shared language and codes [ 56 ] 
and shared goals [ 39 ].  Shared language and codes  represent the common ways for 
the actors in the network to communicate and understand each other [ 56 ].  Shared goals  
refers to the degree of common understanding and approach to the achievement of 
the tasks shared by all of the actors in the network [ 39 ].   

13.3.2      A Knowledge Transfer Model 

 The knowledge transfer model depicted in Fig.  13.1  was developed by Gilbert and 
Cordey-Hayes [ 29 ] as a framework for exploring technological and organizational 
change processes. Their model identifi es fi ve stages that are necessary for knowl-
edge transfer within an organization and that lead to development of the new core 
routines that mark the successful outcome of a knowledge transfer process. The fi ve 
stages are (1) acquisition, (2) communication, (3) application, (4) acceptance, and 
(5) assimilation.

    Acquisition : Knowledge has to be acquired before it can be transferred. The sources 
of knowledge for the organization include the experiences from lessons learned 
from the past, the knowledge from learning by doing, the intrinsic knowledge 
that comes with individuals who join the organization, and the knowledge from the 
continuous process of searching and scanning. 

  Communication : Once the knowledge is acquired, it needs to be communicated and 
distributed in the organization. 

  Application : For newly acquired and communicated knowledge to be retained in 
organizations, it needs to be applied. 

  Acceptance : The knowledge must be acceptable to the individuals in the organiza-
tion so that it can be assimilated. 

  Assimilation : The assimilation of the knowledge results in the transformation of the 
knowledge into the core routines of the organization; this is the stage where the true 
learning process occurs.  
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13.3.3      An Integrated Framework 

 Social capital can function as an enabling factor or an inhibiting factor to the pro-
cess of knowledge transfer. To understand the role of social capital in all knowledge 
transfer stages, the different dimensions of social capital have to be investigated 
separately. Figure  13.2  introduces a framework that serves as the basis of the fol-
lowing discussion.

13.3.3.1       Structural Dimension 

 A number of studies have linked the structural dimension of social capital to the 
different processes of knowledge transfer. Yli-Renko et al. [ 80 ] explored the effect 
of social capital and knowledge acquisition in entrepreneurial technology-based 
fi rms and found that the social interaction and network ties between the fi rms and 
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their customers were associated with greater knowledge acquisition. Ghoshal et al. 
[ 28 ] investigated the networking mechanism between different units of multina-
tional corporations and found that the ties within the network had a positive effect 
on the frequency of communication within the corporation both on the inter- 
subsidiary level and the subsidiary-headquarter level. These studies both show that 
network ties serve as a channel for communication and thus facilitate knowledge 
acquisition and internal communication of newly acquired knowledge. 

 Inkpen and Dinur [ 38 ] examined the knowledge transfer process used by interna-
tional joint venture fi rms and identifi ed four key processes that lead to the connec-
tion of knowledge between the fi rms: technology sharing, alliance–parent 
interaction, personnel transfer, and strategic integration. Reagans and McEvily [ 66 ] 
studied the effect of network structure and knowledge transfer and proposed that 
social cohesion and range of the network affected the willingness of individuals to 
invest their time in sharing and conveying complex knowledge with others. It can 
thus be seen that the confi guration of the network or the level of network connectivity 
affects the communication stage of knowledge transfer. 

 Carley [ 17 ] explored the impact of personnel turnover on the ability of an 
organization to learn and on the ultimate performance of the organization. 
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The study showed that organizational learning depends on institutionalized memo-
ries, which are embodied in the memories of the individuals and their learning abili-
ties. The higher rate of personnel turnover represented the instability of the network 
inside the organization. The effect of an unstable network on knowledge transfer is 
twofold: fi rst, it reduces the chance to acquire new knowledge from others in the 
network and second, it leads to the disappearance of communication channels.  

13.3.3.2     Relational Dimension 

 Levin and Cross [ 48 ] examined the particular role of trust in knowledge transfer 
processes. Their results showed that trust facilitates knowledge acquisition and 
acceptance both from strong ties (close relationships) and from weak ties (distant 
relationships) in dyadic (two-party) knowledge transfer processes. Misztal stated 
that “trust, by keeping our mind open to all evidence, secures communication and 
dialogue” ([ 55 ], p. 10). High levels of trust thus enable knowledge acquisition as 
well as the communication and the acceptance of newly acquired knowledge. 

 However, Nahapiet and Ghoshal [ 56 ] pointed out that the strong norms and 
mutual identifi cation that are associated with social capital do not only have positive 
impacts. Though they might improve group performance, they can also decrease the 
group’s openness to new knowledge and information and foster groupthink [ 40 ] or 
the  not invented here  syndrome [ 44 ]. Simply stated, new knowledge might be intro-
duced to and applied in the organization, but eventually it might not be accepted and 
assimilated because of the strong norms that resist any kind of change.  

13.3.3.3     Cognitive Dimension 

 Boland and Tenkasi [ 9 ] studied the process of knowledge sharing in the communities 
of knowledge-intensive fi rms and found that language and cognitive systems 
contributed to the shared perspectives of the communities. Similarly, Nonaka and 
Takeuchi [ 58 ] studied knowledge creation in companies and pointed out that knowl-
edge advances through new concepts and narrative forms, which are represented 
by a common coding system that is understood only within the organization. Shared 
language and codes thus have an effect on the communication stage of knowledge 
transfer. 

 Inkpen and Tsang [ 39 ] used the idea of shared vision proposed by Tsai and 
Ghoshal [ 75 ] to explain the shared goals of the actors in the network. A shared 
vision embodies the collective goals and aspirations of the members of the net-
works, which in turn encourages the actors to use every possible means to achieve 
the goals. These include the application and the acceptance of the acquired knowl-
edge if it helps the actors to achieve their shared goals. Moreover, a theory in the 
absorptive capability of the fi rm proposed by Cohen and Levinthal [ 18 ] also 
suggests that the goal and aspiration level of the organization contributes to the abil-
ity of the organization to assimilate knowledge. Shared goals thus have an effect on 
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the application stage, the acceptance stage, and the assimilation stage of the knowl-
edge transfer process. 

 The discussion above shows that social capital strongly impacts all stages of 
knowledge transfer, but each stage is affected by different aspects of social capital. 
Structural social capital provides connections to knowledge owners and pathways 
for communication and is relevant for the early stages of knowledge transfer, namely 
for knowledge acquisition and communication. Trust between exchange partners 
improves acquisition, communication, and acceptance, while norms impact the 
acceptance and assimilation of knowledge. If the norms are too rigid and self- 
referencing, they can lead to not-invented-here attitudes. The relational dimension 
of social capital thus has complex impacts on early and late stages of the knowledge 
transfer process. The third and fi nal dimension of social capital, the cognitive 
dimension, affects all but the very fi rst stage of knowledge transfer.    

13.4      Putting the Framework to Work: A Case Study 
in the High-Tech Industry 

 Case study research is suitable for exploratory, descriptive, and theory-building 
research designs [ 76 ,  79 ] when the phenomenon under investigation is complex, 
needs to be understood holistically within its context, and can best be studied in its 
natural setting [ 76 ,  79 ]. With the exception of theory-building case studies that follow 
a grounded theory design [ 71 ,  79 ], all case studies require a preliminary theory that 
integrates and synthesizes the state of the art and guides data collection and analysis 
[ 79 ]. The framework above provides such a preliminary theory. 

 In the following section, this framework is applied to collect and analyze the data 
derived from a descriptive case study. Descriptive case studies aim to obtain infor-
mation about a particular aspect of an issue—in our case social capital in the context 
of R&D—and report on it. These studies answer “what” and “how” questions with-
out moving far away from the data and without attempting to or requiring any but 
the most basic interpretation [ 27 ,  69 ]. They can serve as a starting point for other 
types of inquiry, but they provide value in themselves; many highly referenced and 
infl uential case studies are descriptive in nature [ 27 ,  69 ,  79 ]. 

 The case study setting is an R&D team at a lab in a major high-tech cooperation. 
The team was formed in early 2000 to develop new interconnect technology, with 
included physical components as well as design protocols for microprocessors that 
enable ecosystem partners to implement the new technology. Because of the cross- 
cutting nature of interconnect technology, the team had to heavily engage with and 
transfer knowledge from and to outside partners. Case study data were collected in 
multiple, open-ended interviews with the R&D program manager and by analyzing 
internal documents that were generated by the project team to track its progress and 
concerns. Two researchers attended the interviews and took notes. Additionally, the 
interviews were recorded. The case study report was shared and discussed with the 
R&D team lead for validation. 
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13.4.1     Case Background 

 The computer industry has long operated under the particular paradigm to improve 
computing power by packing more and smaller electronic elements into smaller 
circuit boards [ 54 ]. Starting in the mid-2000s, high-speed digital interconnection, 
especially in the microwave frequency range (300 MHz [0.3 GHz] up to 300 GHz), 
started to replace conventional interconnect circuitry. As a result, digital designers 
who lay out circuit boards had to become accustomed to more sophisticated design 
models than they were used to and they had to learn new design languages. 

 This technological transition has not occurred overnight: in the early 2000s, 
microprocessor manufacturers invested in R&D to create next-generation intercon-
nect technology. R&D efforts included physical components as well as design 
protocols for microprocessors to enable ecosystem partners to implement the new 
technology. The R&D team researched in the case study was tasked with these 
objectives. It was situated within a corporate research lab, which considered the 
team’s project a high-priority project. The team members of the project consisted of 
two program managers, fi ve engineers, and one technician. All team members were 
working on the project full-time. The program manager’s main duty included the 
control of the project schedule and budget as well as interfacing with internal and 
external customers. The team of engineers, which consisted of both experienced 
members and recent Ph.D. graduates, focused on the design concept, testing software 
development as well as the design testing supported by the lab technician.  

13.4.2     Case History 

13.4.2.1    Discovery of Knowledge Needs 

 At the onset of the R&D project, the program manager realized that the R&D team 
would have diffi culties solving a particular problem on high-speed interconnect and 
that an internal solution, if at all achievable, would take too many resources in the 
form of time, money, and manpower. Thus, the R&D program manager decided to 
leverage academic research by using the company’s grant mechanism for sponsor-
ing university research. Under this program, universities can apply for grant fund-
ing, as long as their proposed project has a corporate sponsor who is interested in 
the results of the research and will interact with university researchers. The funding 
is provided through the corporate R&D function and thus provides additional 
resources for company R&D teams. 

 The program manager started to look into candidate universities, which he iden-
tifi ed based on their academic publications and based on recommendations from his 
team members, especially newly graduated engineers who still had close connec-
tion to academic researchers. As a result, the program manager ended up with a 
shortlist of professors whose area of research matched the need of the R&D team. 
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The program manager picked the best candidates for the R&D collaboration from 
the shortlist by reviewing the professors’ educational backgrounds and academic 
activities, including conference papers and academic journal publications, which 
are the typical indicators of successful research. The program manager deemed the 
selected professor to be the best in the fi eld. Moreover, the university where the 
selected professor worked was included in a list of universities that the company 
had approved as recipients of research grants because of their reputations and past 
collaborations. Without any prior personal connection, the program manager con-
tacted this potential partner and explained the research interest of the team and 
opportunity of research grant from the company. The potential partner agreed to 
prepare the grant proposal to submit to the company for reviewing and approval 
by the company’s research council, which oversees research activities between the 
company and academic programs. The members of the research council are the 
company’s senior fellows who are considered top experts in the fi eld. After the pro-
posal was submitted, the R&D program manager acted as a promoter for his poten-
tial partner by using his personal connection with the members of research council 
to explain the advantage of this particular research collaboration and the benefi t that 
the company could gain from this grant. Eventually the grant to the university partner 
was awarded under the condition of shared rights for the intellectual properties 
between the company and the university. The grant was awarded for a 3 year project 
with annual progress reviews. The grant amount was $40,000 per year (a total of 
$120,000 for 3 years).  

13.4.2.2    Knowledge Source 

 According to the grant, the project team at the university consisted of one professor 
as the main investigator, one associate professor as the co-investigator, and one 
Ph.D. student working on the research. The team was expected to provide reliable 
simulation testing software as well as to publish academic conference papers and 
journal articles as a result of the grant. The grant was awarded from September 2000 
to August 2003. 

 In order to prepare the partner team for this project, the program manager asked 
the professor to send the prospective Ph.D. students who would work for this project 
to come to the company for an interview. The professor sent two of his students to 
the interview and the program manager selected one as a summer intern. During the 
internship period, which preceded the actual start of the project, the student had a 
chance to familiarize himself with the problem as well as the working culture of the 
company. It was also an opportunity for the student to form a personal connection 
with the research team at the company lab. The program manager signaled to the 
student that excellent performance would not only lead to an extension of the grant 
after the fi rst progress review but could also yield personal benefi ts because the 
student would have a chance to come back as an intern in a subsequent year and 
possibly also get a job offer after graduation. Through the internship and the interac-
tions it generated, the lab and the university established a relationship and gained 
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clarity about the research problem before the grant was offi cially awarded. The program 
manager expressed his intention to use this process to make sure that the partner 
team from the university was fully familiar with the problem and that they could 
start doing the research as soon as the grant was awarded to maximize the effi ciency 
of the grant.  

13.4.2.3    Knowledge Maintenance 

 For the grant to continue into its second year, the grant document required a progress 
report to the company’s research council and a positive review at the end of the fi rst 
year. Even though only one report was required, the program manager and the research 
team at the lab kept in close contact with the university. The research team went to 
visit the university campus every 3 months to see the progress of the research. During 
the visit, team members from the lab and the university had a chance to exchange 
ideas and clarify any problems that each side had. This gave the team an opportunity 
to develop a bond and trust through both offi cial social activity (e.g., a meeting) and 
unoffi cial social activity (e.g., going out after work). On occasion, the research lab at 
the company provided additional support for the research beyond the grant, such as the 
donation of newer and more powerful computers. At the middle of the fi rst year, the 
professors submitted the continuation proposal for the grant that stated the prog-
ress and expected result of the grant for the offi cial review by research council. 
The grant was successfully awarded for the second and third years. 

 In subsequent years, the process that the program manager used to manage the 
grant was similar to the fi rst year with some minor modifi cation. As the program 
managers saw the progress of the research done by the Ph.D. student who came as 
an intern during the summer before the fi rst year of the grant, he requested that the 
same student come back as an intern during the summer of the second year. 
Moreover, as the student was expected to graduate from the university during this 
year, the program manager made a job offer to the student and also requested that 
the professor send another prospective student who was expected to continue the 
research to be an additional intern. This would enable the former student to formally 
coach and “hand over the torch” to the new student as well as let the new student 
become familiar with the problem and the research team at the lab. During the 
second year, the program manager also invited the professor to offi cially visit the 
company and be a part of a guest lecture for the company-wide workshop organized 
by the lab. The objective of the workshop was to increase the awareness and visibil-
ity of the new technology inside the company; it was also a part of the company 
internal knowledge transfer process.  

13.4.2.4    Knowledge Transfer 

 The research grant resulted in a test model and better simulation tools for circuit 
design as well as a number of academic conference presentations and journal publi-
cations that were co-authored by the university and the lab and that demonstrated 
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the project’s contribution to the current state of knowledge. In addition, practical 
tools resulted from the collaboration, such as new design guides, books, and design 
tools. The grant was subsequently renewed beyond the initial 3 years: currently, 
the project is in its fourth renewal cycle. The knowledge transfer between the lab 
and the university is depicted in the linkage between both parties in Fig.  13.3 , as a part 
of external infl ow (outside-in) knowledge transfer process from the point of view of 
the company.

   Coupled with the successful knowledge transfer from this external partner, the 
lab rolled out a series of workshops, design guides, books, and tools on high-speed 
interconnect in the form of the design concept for the fi rst-generation (GEN 1) 
product with other labs in the same group of the company via the weekly transfer 
meetings. The aim of this single product was the proof of concept that would even-
tually lead to the assimilation of the new technology by the external vendors and 
customers of the company. Upon the successful review of the GEN 1 product, the 
lab came up with the design kit for the technology in the product meetings with 
other labs in the company and distributed the kit to the other business units of the 
company for the development of second-generation (GEN 2) products, which 
became the standard for a number of new products of the company. The technology 
was introduced to external partners of the company who were members of an elec-
tronics industry consortium called PCI-SIG (Peripheral Component Interconnect 
Special Interest Group). The members of the board of directors of PCI-SIG included 

University Case Company

Consortium

Other Vendors

Company’s Developer
Forum

Standard Body

Workshops
Design Guides
Transfer Meetings
Product Meetings

University Grants
Internshiop
Donations
Visiting Professors

Group 1

Group 2

Group 3
Unit 1

Lab

Vendor 1 Vendor 2 Vendor 3

Business Units

  Fig. 13.3    Knowledge and technology transfer linkages between the lab, internal partners, and 
external partners       
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representatives from several high-tech companies. PCI-SIG formally set the standard 
for this new technology, which would eventually be followed by the other vendors 
and the end users. The technology was also transferred to other vendors through the 
Developer Forum, which is the company’s annual technology showcase that includes 
keynotes, insights, and technical sessions (lectures, interactive panel, hands-on labs, 
and hot-topic Q&As). All the linkages of the outfl ow (inside-out) knowledge and 
technology transfer between the lab and external partners are shown in Fig.  13.3 .   

13.4.3     Case Analysis and Discussion 

 A case dynamic matrix [ 53 ] can be used to trace events and their consequences to 
provide preliminary explanations of the case study data. Table  13.1  shows the events 
that led to knowledge transfer process between the company, the university, and 
external partners. The events are listed in chronological order from the infl ow of 
knowledge from the university to the company, the internal knowledge transfer 
inside the company, and the outfl ow of knowledge from the company to external 
partners. The main actors involved in the knowledge transfer process are identifi ed 
for all events along with the stages of the knowledge transfer and the dimensions of 
social capital involved in the knowledge transfer process during the occurrence of 
the events.

   From Table  13.1 , it can be seen that the structural dimension of social capital, 
especially network ties that explain the relationship between actors, is one of the 
facilitating conditions for knowledge acquisition. Trust, as a part of the relational 
dimension of social capital, also plays an important role in facilitating knowledge 
acquisition. This is clearly shown in the case study: the university that was chosen 
as a partner was on the list of preferred university partners for grant funding through 
the company’s research council because the university and the company already had 
a relationship and the company had developed trust in the university. As the acquisi-
tion stage of knowledge transfer is the gate between outside knowledge and the 
company, it can be inferred that the presence of the structural dimension (or lack 
thereof) of social capital is an enabling (or inhibiting) factor for knowledge transfer 
to occur. However, even though the structural dimension is necessary, it is not a suf-
fi cient condition for knowledge acquisition because it should exist along with trust, 
which is a part of the relational dimension of social capital. The condition could be 
assured from the outfl ow of knowledge from the company to external partners as the 
acquisition of knowledge was facilitated by network ties and trust in the form of the 
industry consortium (for example, the product and technology transfer meetings 
between the company and PCI-SIG). 

 The communication of knowledge, which is the second stage of knowledge 
transfer process, was facilitated by both the structural dimension and relational 
dimension of social capital similar to the knowledge acquisition. However, as the 
knowledge has to transfer from one actor to the others during this stage, it also 
requires the medium or the means for the transfer. Shared language and shared 
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codes of conduct (which is a part of the cognitive dimension of social capital) 
between actors are among the most important means of knowledge transfer. That is 
why it is necessary for actors to have the structural dimension, relational dimension, 
and cognitive dimension of social capital for knowledge communication to occur. In 
the case of the university knowledge transfer to the company, the interaction between 
the professor, the Ph.D. student, and the research team at the lab was facilitated by 
their network ties and stability (structural dimension), trust (relational dimension), 
and their shared language and codes as the means of communication (cognitive 
dimension). Similar conditions are also true for the knowledge transfer from the 
company to external partners as their interaction was also facilitated by the struc-
tural dimension, relational dimension, and cognitive dimension of social capital that 
exist in the form of the product and technology transfer meetings in the industry 
consortium as well as the introduction of the new technology via the company 
developer forum to the other vendors. 

 The later stages of knowledge transfer, i.e., application, acceptance, and assimila-
tion, are focused in the internal fl ow of knowledge in the organization. These stages are 
mainly facilitated by the shared goals (the cognitive dimension), which represents 
the common understanding toward the achievement of all actors involved. This cog-
nitive dimension enables the application of knowledge inside the organization that 
eventually leads to the acceptance and assimilation of knowledge, respectively. In 
the acceptance stage of knowledge transfer, trust and norms (the degree of consen-
sus among the actors in the network) are also among the enabling factors besides 
shared goals. Lastly, the assimilation of knowledge occurs with shared goals and 
norms as an enabling factor. In our case of the outside-in knowledge transfer from 
the university to the internal knowledge transfer in the company, the workshops, 
design guides, books, and tools for new technology as well as the release of the 
fi rst-generation product based on the new technology refl ected these stages of 
knowledge transfer and the involvement of the relational and cognitive dimensions of 
social capital. We can see a similar effect of the relational and cognitive dimensions 
on the later stages of knowledge transfer in the case of inside-out knowledge transfer 
from the company to external partners and other vendors as shown in the release 
of the second- generation products as well as the setting of standards for the new 
technology by the industry consortium.   

13.5      Discussion and Conclusions 

 This study has summarized and synthesized current research on social capital in R&D 
management in a framework that shows the effects of social capital on the knowl-
edge transfer process. The framework differentiates three dimensions of social capi-
tal: structural, relational, and cognitive dimensions, and it links each facet of each 
dimension with different stages of knowledge transfer process. The framework 
shows that social capital is important to the entire process of knowledge transfer, 
but that different dimensions of social capital affect different transfer stages. 
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The framework thus goes beyond the current state of the art that has mainly 
researched social capital as a broad and somewhat fuzzily defi ned concept. 

 The framework was used to analyze a case in a corporate R&D team in a high- 
tech industry and traces how different aspects of social capital play out at different 
points in the R&D process. The framework proves itself to be a useful preliminary 
theory to guide case study inquiries, though naturally a single case does not allow 
for far-reaching generalizations. Future research, however, can use the framework 
to do multiple case studies, based on theoretical sampling, and subsequent cross- 
case comparisons in order to develop a theory on the impact of social capital on 
different aspects of R&D. That theory can subsequently be tested empirically. 

 This paper demonstrates that social capital is an important concept in R&D 
research, as evidenced by the large number of poorly integrated publications on social 
capital on R&D management and the case fi ndings that show how strongly social 
capital impacts the R&D process in real-world settings. A more fully developed 
and empirically tested theory is very much needed. The proposed framework can 
contribute to fi lling this research need.     
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    Abstract     The aim of the paper is to research the innovative capacities of local sub-
sidiaries in selected CEE countries. We defi ne innovative capacity as an ability of 
conducting innovation activities with innovation output variables i.e. innovation 
products and/or processes as the visible results of innovation inputs i.e. innovation 
investments. We found that the determinants of innovation input differ from the 
determinants of innovation output. The Innovation outputs variables are affected by 
productivity variables. On the other hand,  local subsidiaries as a knowledge source 
for other unit of MNEs group  as well as  SMEs as a type of the ownership  affect the 
innovation input determinants. However, similarities between innovation input and 
innovation output exist between business functions i.e. process engineering appear 
in both cases as determinants.The innovation performance measured by productivity 
are strongly reliant on local subsidiaries performance— changes in value in earning 
before interests and taxes , where investments into resources related to technologies 
are crucial i.e.  differences in number of R&D employees between 2005 and 2002  
and  difference in the annual expenditure on R&D and innovation as a percentage 
of total sales  positively infl uence local subsidiaries performance.  
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14.1          Introduction 

    Researching innovative capacity is focusing on the innovation process at the fi rm level, 
it is the analysis of the manner in which innovation inputs turns into innovation 
outputs. The innovative capacity depends on innovation activities of fi rms (R&D 
activities, acquisition of technologies). Therefore, there is an implied connection 
between R&D and innovation investments on the one hand and the fi rm’s capability 
to assimilate and exploit existing information within the fi rm [ 1 ] on the other. This 
ability is primarily a result of the relationship between innovation inputs and inno-
vation outputs (i.e. internal knowledge fl ow) within fi rms, closely connected with 
impacts on fi rm performance. 

 Traditionally, product and process innovations (i.e. innovation output, key 
element of innovation capacity) have been a critical source of MNE competi-
tive advantage [ 2 ]. As a result of internationalization, the advantages of MNEs 
have shifted to the role of the firm as a coordinator of a number of separate 
value-added activities, increasing their technological    opportunities and partici-
pation in various international markets. Therefore, production of innovative 
products and/or processes became a source of creating and sustaining competi-
tive advantage of local subsidiaries. Interests of local subsidiaries are primarily 
oriented towards enhancing their innovative capacities, 1  closely linked to 
resource agglomeration within subsidiaries, and in parallel with improving 
their significance within the MNEs network. At the same time, growth of 
knowledge through the creation of innovative products and/or process within 
the local subsidiaries could present an avenue for enhancing their autonomy 
with regard to MNEs. 

 High risks, costs and lack of available knowledge within the fi rms induce them 
to seek external sources of knowledge which stimulate formal 2  and informal 3  
co- operation with other organisations and/or institutions. In that way the availabil-
ity of external knowledge reduces the need for all fi rms to develop all stages of the 
innovation process within their own boundaries. In case of international economics 
literature, foreign sources appear as an infl uential element of productivity growth 
in developing countries [ 3 – 5 ] such as Central and Eastern European (CEE) 

1   Kamman [ 53 ] defi nes capacity in two ways. First, as the maximum volume of entities that: (a) can 
pass through a facility in a given time of period; (b) a node can produce in a given time period; (c) 
a node can absorb in a given time period; (d) a node can put through from one facility into another 
facility in a given time period; (e) can pass through the network between nodes, making use of as 
many facilities as is required, in a given time period; (f) does not upset the coordinating mecha-
nism, leading to entropy, chaos or a loss in power vis-à-vis other network/nodes. Second, capacity 
refers to the maximum of any usually physically variable it can endure, resist, contain, or absorb, 
without losing its prime important task it was designed for. 
2   Thus creation of various type of innovation cooperation with other fi rms and/or organisations is a 
normal sequence enabling these activities. 
3   The fi rms are a source of the innovation. 
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countries. 4  Their innovation activities therefore become tightly connected with the 
availability of the technology transfer mechanisms. In this regard, Perugini et al. [ 6 ], 
Dabić and Pejic-Bach [ 7 ], Damijan et al. [ 8 ] argue that industrial integration via FDI led 
to considerable increase in productivity, technology and quality in Central Eastern 
European (CEE) countries especially in the period prior to the current economic crisis. 5  

 Data about local subsidiaries within the manufacturing sector is applied in the 
selected CEE countries i.e. Eastern Germany, Romania, Slovenia, Croatia and Poland. 
Our empirical analysis is based on the postal survey of foreign investment enterprises 
in manufacturing. All the surveys took place in the period between 2006 and April and 
May 2007. The paper analyses the innovative capacity within local subsidiaries.  Section 
14.2  provides a theoretical background of the concept of innovative capacity and pres-
ents a hypothesis related to the relationship between fi rm innovation output and other 
variables i.e. innovation inputs, sources of innovation and fi rm’s productivity. In the 
next section methodology and data are presented.  Section 14.4  describes the model 
results. Concluding remarks are presented in the last section.  

14.2        Background Theory: Researching Innovative Capacity 
Within Local Subsidiaries 

 Innovative capacity is the ability of conducting innovation activities aimed at gaining 
and sustaining the fi rm’s competitive advantage. Improving the innovative capacity 
of the fi rm dependson various factors, most crucially the continuous supply of inno-
vation resources and the accumulation of innovation knowledge. As an approach, 
innovation capacity is in line with the resource based view, a theoretical approach 
which acknowledges that internal capacities are a key element of the fi rm’s techno-
logical development [ 9 ], also based on other theories such as the contingency theory 
where survival and success depends on the unit’s responses to diverse environ-
ments [ 10 ]. Therefore, the nature of innovation performance is relative, primarily 
depending on internal resources and/or external opportunities (market opportunities 
as well as linkage to the MNE) to achieve the business entity goals, so we may 

4   According to UNCTAD [ 54 ], developing and transition economies, for the fi rst time, attracted 
more than half of global FDI in 2010. Within the group, Eastern Asia countries considerably differ 
from Latin America and Central and Eastern European (CEE) countries. On the global level China 
belongs to countries that make up the bulk of the world’s surplus, whereas Latin America countries 
and CEE countries belong to the defi cit countries in terms of International trade. Therefore, 
proportion and characteristics of the FDI and innovation activities a reconnected with characteris-
tics of the national economies, where an export oriented economy such as China presents a more 
fruitful area for enhancing innovation activities in comparison to the national economies which 
belong to the defi cit economies (e.g. CEE countries). 
5   It is well established in the literature describing CEE countries and their transition that the entry 
of multinational corporations (MNCs) facilitated enterprise restructuring [ 55 ], export competitive-
ness [ 56 ] and productivity growth [ 57 ] as the most important factors infl uencing the integration of 
CEECs within the global markets. 
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assume that technological innovation consists of a package of interrelated assets 
including human capital, tangible and intangible assets [ 11 ]. 

 Innovation performance is a result of the fi rm’s innovation strategy. Various sources 
of innovation activities, both external and internal, produce different impacts and are 
observed at the fi rm level as various innovation strategies, the introduction of new 
products or processes within enterprises. 6  Thus, research about innovative capacity 
needs to include sources of innovation, innovation input variables (e.g. innovation 
expenditure, innovation output variables (i.e. innovation product, innovation pro-
cesses) as well as measures of fi rm’s productivity (like sales/employees) as a result of 
the fi rm’s participation on the domestic and/or international markets. Moreover, local 
subsidiaries enhance their innovative capacities as well increase the competitive 
advantage of the MNC by identifying and appropriating resources, capabilities, and 
competencies from the local environment and fi nally integrating these into their MNC 
network [ 12 ]. Therefore, the innovative capacities within the local subsidiaries are 
complementary with their absorptive capacities to appropriately scan resources from 
their environemnt and use them internally within own fi rms or providing them to other 
fi rms within the network. In the context of innovative capacity, innovation output is a 
key variable and the relation between innovation output and other aforementioned 
variables are crucial. Since innovation output i.e. innovation activities could be 
achieved by the use of internal knowledge (R&D activities) and/or use of the external 
knowledge (e.g. machinery equipment acquisition) different types of relations could 
appear [ 13 ,  14 ]. That is in line with Hobday and Rush [ 15 ] fi nding that ‘all fi rms are 
not the same’ in their strategies and practices towards technology.As a result, their 
autonomy functions differ among the subsidiaries and it depends on their absorptive 
capacity and time required for obtaining it. Above mentioned relations are an indis-
pensable part of FDI activities and the internalization of business activities [ 16 ]. 
Moreover, differences appear in the context of performance where innovative capacity 
emphasizes economic performance, with two group of indicators as potential indica-
tors of fi nancial performance [ 17 ,  18 ] and other group of indicators such as qualitative 
returns to the stakeholders, employee and customer satisfaction [ 19 ]. In that context, 
researching subsidiaries in Argentina, Marin and Bell [ 20 ] showed that more innova-
tive subsidiaries are better involved in the national economy and global economy, but 
this represents a small proportion of the total number of subsidiaries. In other words, 
majority of the subsidiaries were disconnected from both their global corporation and 
the local economy, i.e. using only the public utilities (e.g. electricity and gas) from the 
local economies. Marin and Sasidharan [ 21 ] found that only subsidiaries oriented 
towards technologically creative activities have signifi cantly positive effects on the 
Indian Economy in contrast to the subsidiaries mostly involved in technologically 
exploitative activities which generate negative effects in some circumstances. 

 In addition, the innovative capacity is tightly connected with the absorptive 
capacity, 7  a set of organizational routines and processes, by which fi rms acquire, 

6   It depends on technology acquisition, innovation strategy of their owner, level of competitiveness 
(cf. Aghion et al. [ 48 ]). 
7   There is another concept similar to technological capabilities (Richardson [ 58 ]) defi ned as appropriate 
knowledge, experience and skills needed by fi rms and organisations to introduce new products and 
forms of organisations. 
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assimilate, transform, and exploit knowledge to produce a dynamic organizational 
capability profi cient in conducting innovative activities aimed at gaining and sus-
taining competitive advantage [ 22 ]. However there are differences among them. 
Innovative capacity as a concept relies on internal resources focusing on innovation 
output (e.g. innovation product and/or innovation processes) where innovation out-
put depends on fi rm productivity. On the other hand, absorptive capacity points out 
innovation inputs as key variables within the business entities and as a crucial capabil-
ity use the value of external knowledge. In case of the local subsidiaries, innovation 
activities depend on the linkage with MNEs [ 23 ], organizational learning capacity 
(cf. [ 24 ]), innovation strategy of the MNEs [ 25 ] which includes the use of various 
knowledge sources [ 26 ]. Both approaches emphasise the role of the learning pro-
cess, stimulating an enhancement of the fi rm’s innovative capability to resource 
agglomeration tightly connected with knowledge use within enterprise.    Therefore, 
absorptive capacity and innovative capacity are complementary concepts with similar 
elements, where increase of absorptive capacity facilitates an increase of innovative 
capacities and vice    versa.

  H1: Determinants of innovation input differ from determinants of innovation output within 
local subsidiaries in CEE countries 

14.2.1       Internationalization as a Determinant of Enhancing 
Innovative Capacity 

 Internationalization is defi ned as a process entailing coordinated activities undertaken 
by an enterprise increasing involvement in international operations [ 27 ] via mecha-
nisms of international trade and/or international production where transfer of tech-
nology and skills are parallel with the transfer of capital. Within the international 
production theory, part of FDI theory, 8  issue of technology and technology transfers 
are crucial. MNEs facilitate (1) directly local subsidiaries; and (2) indirectly through 
spillover from other fi rms. MNCs operate through network of subsidiaries, and 
benefi t from market imperfections for example by exploiting sources of low-cost 
labor [ 28 ], or by switching production between plants in different countries [ 29 ]. 
Traditionally, only parent companies had been observed as a source of the capabilities 

8   International production theory, market imperfections theory and Internalization theory are 
approaches within the theory of the FDI (Morgan and Katsikeas[ 16 ]: 70). International production 
theory argues the propensity of a fi rm to initiate foreign production will depend on the specifi c 
attractions of its home country compared with resource implications advantages of locating in 
another country [ 59 ]; The fi rm’s decision to invest overseas is explained as a strategy to capitalize 
on certain capabilities and not shared with foreign competitors is a basis of market imperfection 
theory; Extension of the direct operations of the fi rm and bringing under common ownership and 
control the activities conducted by intermediate markets that link the fi rm to customers is a basis 
of internationalization theory (cf. [ 60 ]). 
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within the MNC network [ 30 ,  31 ]. Lately, appearance of the argumentation based 
on the transaction cost theory [ 32 ] emphasizes the role of various fi rms as capability 
sources [ 33 ]. The importance formal and informal type of co operations increased 
over time to be infl uenced by the markets-as-networks perspective [ 12 ] where the 
role of external partners (in majority international) had been recognised in terms of 
capability development in subsidiaries [ 34 ]. As a result, signifi cance of the various 
types of stakeholders as sources of formal and informal mostly international innovation 
co-operation has increased parallel with the increase of importance of intangible 
resources within the network. 

 Regarding to above mentioned arguments, Knell and Rojec (   [ 35 ]: 2) cited the 
following channels of technology transfer: competition, interactions with suppliers 
and customers, cooperation with universities, research laboratories, relevant govern-
ment institutions and the international movement of capital and goods. So, the quality 
of technology transfer mechanisms depends on MNC and their operations as well 
absorptive capacities [ 22 ] and the capabilities 9  of the indigenous fi rms. As result the 
technology transfer mechanisms infl uence the fi rm productivity, the knowledge 
creation within the fi rms as well mechanism of ways in which the indigenous fi rms 
cooperate with their environment. That is in line with De la Fuenta [ 36 ] fi nding, 
arguing that technology transfers produce the reallocation of the productive factors 
across regions and sectors. 

 Extensive empirical research has found numerous possible relationships between 
international expansion and performance, including negative, U-shaped, S-shaped 
and linearly positive relationships [ 37 – 39 ]. Many scholars have focused on the dif-
ferences in the environments in which MNEs are active, and the implications thereof 
for the transfer, deployment and exploitation of extant subsidiaries for specifi c 
   advantages [ 40 ,  41 ]. MNEs active in multiple environments need to adapt to a range 
of settings, which can in turn lead to innovation and capabilities [ 42 ,  43 ]; see the 
fi rm as a social community, which is an effi cient mechanism for creating and trans-
ferring ‘knowledge into economically rewarding products’, Kogut and Zander [ 44 ]. 
In context of Eastern Europe, it was shown that competition infl uences performance 
[ 45 ,  46 ], and this effect appears to be much more important than the effect of owner-
ship. In particular, Carlin et al. [ 47 ] show that competition affects fi rm innovation 
and growth, where some rivalry (1–3 competitors) affects innovation positively 
while too much rivalry and no rivalry can both be detrimental. Contrary to that, 
Aghion et al. [ 48 ] found that pressure raises innovation for both new and old fi rms 
competitive, where old fi rms innovate to survive, while new fi rms innovate to escape 
competition. Mainly the results of MNCs in the local market depend on the role of a 
subsidiary [ 37 ]. The empirical research confi rmed great heterogeneity in the fi rms’ 
performance, with differences appearing especially in terms of knowledge capital, 
i.e. innovation output measured as the percentage of innovation sales to total sales. 

9   We understand capabilities as the fi m’s specifi c knowledge used to utilize the resources within the 
fi rms (Amit and Shoemaker [ 61 ], Makadok [ 62 ]). That is in line with Teece et al. [ 63 ] explanation 
fo the concept the dynamic capabilities which describe how the fi rms effectively use the resources 
within their strategic context. 
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Additionally, heterogeneity appears in comparing the countries on international 
level as differences in productivity among the countries, 10  where heterogeneity 
among the local subsidiaries could be explained by their different roles within the 
MNE network. This is tightly connected with the principles and routines which the 
fi rms accept and implement in their business practice. 

 Moreover, the internationalisation is tightly connected with the fi rm’s inclination 
towards use of external knowledge. This is a infl uential element of stimulating innova-
tion performance (cf. [ 50 ]). The external sourcing or knowledge is recognised as 
mechanism for innovation upgrading, infl uencing organizational learning [ 51 ]. In this 
context, the learning process is a complex activity depending on the complexity of 
technology, interconnectideness between product and process as well as path depen-
dency in knowledge searching for business entities within the clusters [ 52 ]. In terms 
of activities of local subsidiaries with regard to nature of the relationships with other 
fi rms and/or    institution (defi ned as embeddedeness) ([ 19 ]: 1016) is a foundation for 
informal cooperation (i.e. information exchange) and/or formal cooperation.

  H2: Reliance on the external knowledge explains the subsidiaries innovative performance 
results neglecting the role of innovation inputs 

14.3         Research Design and Method 

 Our empirical analysis is based on the postal survey of foreign investment enter-
prises in the manufacturing sectors of selected countries, namely Croatia, former 
East Germany, 11  Poland, Romania and Slovenia. The complied dataset from these 
countries includes 734 business entities. On average, foreign owned SMEs in 
Slovenia (74.1 %), Croatia (65.2 %) and Romania (63.2 %) within a population of 
foreign owned fi rms have a favorable position (higher share of export oriented local 
subsidiaries in comparison to their counterparts in Poland (33.6 %) and Foreign 
Eastern Germany (35.4 %).On the other hand, Foreign Eastern Germany (24.8 %) 
and Romania (20.2 %) are leading among the analysed countries in the category of 
annual expenditures on R&D and innovation in percent of total sales in 2005. 
Moreover, on average the largest local subsidiaries exist in Romania (635) measured 
by number of employees, as well as averagely Croatia’s local subsidiaries are the larg-
est in criterion number of R&D employees (25.3) among the analysed countries. 12  
All the surveys, apart from Croatia 13  took place during 2006. In all the selected 

10   Explanatory factors for the differences in the prices of the fi nal products include the differences in sectoral 
structures of a national economy, and on the fi rm level functional structure (Steffen and Stephan [ 64 ]). 
11   Country selection is a result of participation in the U-KNOW project, partially fi nanced by the 
European Commission (EC) Framework Programme 6 (contract nr CIT5-028519). 
12   Appendix 1  consists of the list of selected variables. 
13   In Croatia the survey took place in April and May 2007. Therefore the analysed years are different. 
In analysed countries the survey took place in 2002 and 2005 whereas in case of Croatia, the survey 
was conducted in 2003 and 2006. 
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countries the surveys were implemented by a questionnaire, consisting of three parts: 
basic information about the fi rm, the relationship between the foreign investor(s) 
and the fi rm, and R&D and innovation activities. 

 For the purpose of the research, three multiple regression models were used, 
including different types of variables: technological knowledge, innovation input, 
innovation output, the fi rms’ productivity, the fi rms’ characteristics (type of owner-
ship, source of innovation) as well as the fi rms’ performance variables (internation-
alization, learning process, competition) (Appendix  2 —consists of detailed list of 
the variables). 14  Our framework allows us to analyse determinants of the three dif-
ferent stages of the innovation process, i.e. innovation inputs, innovation output and 
the fi rms’ performance in the analyzed Central and Eastern European countries. 

 In the fi rst model, the innovation output variables depends on innovation input, 
sources of innovation, productivity and technological knowledge variables. The inno-
vation output variable includes  product innovation intensity, process innovation inten-
sity, organizational innovation intensity and marketing innovation intensity, difference 
in the share of new or signifi cantly improved products in your fi rm’s total sales 
between 2005 and 2002,  and  difference in the annual expenditures on R&D and 
Innovation as a percentage of share of total sales between 2005 and 2002 in Euro. 

   

Innovation output
Innotype_1a
Innotype_2a
Innotype_3a
Innotype_4a

difRandDEXP
difRandDEXP2

difSofNP

Source of Innovation
BF(all)

TofRes(all)
ExofTofRes(all)

Productivity
RDNO2
RDNO4

Innovation Inputs
GI(all)

MofC(all)

Technological
Knowledge
SofTKfac1
SofTKfac2
SofTKfac3
SofTKfac4
SofTKfac5

MODEL 1

  

14   The variables within the models appear in various forms: nominal variables, categorical variables, 
percentage variables and binominal variables, where we try to analyze the static dimension of 
the variables. Calculating the percentage difference between categorical variables allows for the 
inclusion of the dynamic characteristics of the variables in the analysed period. 
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       In the second model, the innovation inputs variables depends on innovation 
source, the learning process, internationalization, competition, technological knowl-
edge, business functions and ownership variables. The innovation inputs consists of 
 difference in number of employees between 2005 and 2002, difference in number of 
R&D employees between 2005 and 2002, difference in value of total sales between 
2005 and 2002, difference in share of intermediate inputs/supplies as percentage of 
total sale between 2005 and 2002, difference in the annual expenditures on R&D 
and innovation as a percentage of share of total sales between 2005 and 2002 in 
local currency, difference in the annual expenditures on R&D and innovation as a 
percentage of share of total sales in the period between 2005 and 2002 in Euro as 
well as the share of new or signifi cantly improved products in the fi rm’s total sales 
between 2005 and 2002. 

   

Innovation Inputs
difRandDEXP
difRandDEXP2

difGI(all)
MofC(all)

Learning Process
TofRes(all)

EXofTofRes(all)
IMPofRandD(1EDE, 

2EDE, 5)

Internationalization
difSofTK (all)

difIMPofFasTS (all)

Competition
IC(all)

Business Functions
BF(all)

Ownership
TSEofFI (all)
TypeMNEG
TypeNEG

TypeE
TypeFI
V6(all)
IM(all)
SI_a

Technological 
Knowledge 

SofTKfac1
SofTKfac2
SofTKfac3
SofTKfac4
SofTKfac5

MODEL 2
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       Finally, the third model assumes that the performance of  Local subsidiaries  
depends on  Innovation inputs  and  Technological sources  variables. The dependant 
variables in our model are  Difference in productivity (value of total sales/total number 
of employees) between 2005 and 2002  in local currency and  Difference in innova-
tion productivity(the share of new or signifi cantly improved products in your fi rm’s 
total sales divided by number of R&D personnel) between 2005 and      2002 .

   

Subsidiaries
Performance

SLNOE
SLNOE_IN

Innovation Inputs
difRandDEXP
difRandDEXP2

difGI(for SLNOE:all
except difGI1, difGI4;

for SLNOE_IN: all
except difGI2)

MofC(all)

Technological 
Sources

SofTK(all except 2a and 2b)

MODEL 3

  

14.4          Results and Discussion 

 The hypotheses were tested using the models presented in the earlier section.

  H1: Determinants of innovation output differ from the determinants of innovation output 

   This hypothesis was explored through the analysis of the determinants of innovation 
outputs and inputs. The innovation output variable is determined by a knowledge 
intensive function of process engineering and the innovation input productivity 
variables (R&D expenditures 15  divided by number of employees) appear more 
frequently as the explanation variables, compared to variable group named general 
information about the fi rms as well as magnitude of the changes. 16  More precisely, 
 process engineering  as a business function affects  product innovation intensity , 
 organizational innovation intensity  as well as on the  share of new or signifi cantly 
improved products in the fi rm’s total sales . The innovation input productivity variable 
(R&D expenditures divided by the number of employees in 2002) affects positively 

15   Researching the business function division between Multinational national enterprises (MNE) 
and local subsidiaries Aralica et al. [ 65 ] found that knowledge intensive functions, such as strategic 
management and process engineering are under control of the MNE whereas production of innova-
tive products are controlled by local subsidiaries. 
16   General information data and Business function data could be found in the  Appendix 2 , Table  14.3 . 
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 organizational innovation intensity ,  marketing innovation intensity  and  difference 
in the annual expenditures on R&D and innovation as a percentage of share of total 
sales in Euro between 2002 and 2005.  

 In case of innovation input determinants (model two), the differences in process 
engineering negatively affect the  difference in number of R&D employees between 
2005 and 2002 , as well as  magnitude of change in share of exports in total sales,  
while positively infl uencing the  magnitude of change in category of market share on 
your most relevant market . Although,  the difference in market research and marketing  
as the business function positively infl uences the  magnitude of change in share of 
exports in total sales  and negatively the  magnitude of change in category market 
share on your most relevant market. The local subsidiaries as a knowledge source 
for other unit of the MNEs group  positively affects the  difference in annual expen-
diture on innovation and R&D expenditure ,  difference in number of R&D employee, 
difference in value of the total sales in 2005 and 2002 , as well as  magnitude of 
changes earnings before interest and rates. SMEs as a type of the ownership  posi-
tively affects the  difference in number of R&D employees ,  magnitude of changes in 
earnings before interests and taxes,  and negatively the  difference in values of share 
of intermediate inputs/supplies (as % of total sales) between 2005 and 2002 . There 
are, therefore differences between the determinants of innovation outputs (with a 
strong emphasis on the business function) and innovation inputs (with an emphasis 
on the local subsidiaries as a knowledge source for other unit of MNEs group as 
well as on SMEs as a type of the ownership). Thus the innovation input determi-
nants are more dependent on the characteristics of business entities, whereas inno-
vation output variables could be explained by the foreign investor enterprises’ 
knowledge applied within the local subsidiaries. However, similarities between 
innovation outputs and inputs do arguably exist, since the business function appears 
as the determinant in both cases.

  H2: Reliance on the external knowledge explains the subsidiaries innovative performance 
results neglecting the role of innovation inputs 

   This hypothesis was explored through the analysis of innovation performance 
determinants, explained by the dependent variable  Difference in productivity  (value 
of total sales/Total number of employees in the year 2005 subtracted by value of 
total sales/Total number of employees in the year 2002), in local currency, and the 
 Difference in innovation productivity  (the share of new or signifi cantly improved 
products in your fi rm’s total sales divided by Number of R&D personnel 2005 and 
the same values in 2002). The former dependent variable is positively affected by 
the difference in  total assets between 2005 and 2002, difference in number of R&D 
employees between 2005 and 2002 , and  changes in value in earning before interests 
and taxes, difference in the annual expenditures on R&D and innovation as a per-
centage of share of total sales in Euro between 2005 and 2002  as well as negatively 
affected by  changes in magnitude in value added per employees . The latter depended 
variable is positively affected by the variable named  competition within foreign 
investor network . It seems that innovation performance strongly depends on the 
resources of local subsidiaries (R&D personnel and the total assets) and the results 
(total revenues), where competition among the local subsidiaries stimulates 
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innovation productivity. Here, the reliance on the external knowledge could not be 
confi rmed in the case of local subsidiaries within the analysed Central and Eastern 
European countries.  

14.5     Conclusions 

 This paper makes several contributions. The signifi cant contributions are listed below:

•    An innovation process was developed through research models explored in this 
paper. This provides critical insight into the innovation process within the Central 
and Eastern European countries, thus providing an opportunity for policy makers 
for focus areas, due to the fact that main characteristics of innovation process 
within the analysed countries were found.  

•   More precisely, we found that the innovation input determinants are more depen-
dent on the characteristics of business entities. However innovation output vari-
ables could be explained by the foreign investor enterprises’ knowledge 
effectively applied within the local subsidiaries. Thus contribution of the local 
subsidiaries as a knowledge source for the other unit of multinational enterprises 
presents critical area for the policy makers in the analysed countries.  

•   We also found that innovation input determinants differ from innovation output 
determinants. This presents an important fi nding which highlights the role of the 
institutional environment as well as the MNE knowledge which needs to be con-
ducive for local subsidiaries as growth is measured by increase in total revenues 
and number of employees.         

    Appendix 1 

  Table 14.1    Descriptive    analysis of the selected variables   

 Poland  Romania  Croatia  Slovenia 

 Foreign 
Eastern 
Germany 

 Share of the local subsidiaries within the 
analysed countries 

 14.9 %  29.9 %  19.6 %  5.4 %  30.2 % 

 Share of MNE group in total number of foreign 
owned enterprises 

 52.7 %  38.6 %  38.1 %  45.1 %  54.5 % 

 Share of the export oriented local subsidiaries 
(more than 50 % of the total sales) in total 
number of foreign owned enterprises 

 33.6 %  63.2 %  65.2 %  74.1 %  35.4 % 

 Average number of employees in the local 
subsidiaries per country 

 349.1  672  635  415  310 

 Average number of R&D employees in the 
local subsidiaries per country 

 5.2  4.5  25.3  10.3  8.5 

 The annual expenditures on R&D and innovation 
in % of total sales 2005 per country 

 19.8 %  20.2 %  15.3 %  9.7 %  24.8 % 
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          Appendix 2: List of the Variables in the Models 

  Table 14.2    Dependent variables in the models a    

 Codename  Name of variable 
 Type of 
variables  Measures  Models 

 Innotype_1a  Product 
Innovation—Intensity 

 Innovation 
output 

 Very low—1, below 
average—2, industry 
average—3, above 
average—4, very 
high—5, no answer—0 

 Model 
one 

 Innotype_2a  Process 
Innovation—Intensity 

 Innovation 
output 

 Very low—1, below 
average—2, industry 
average—3, above 
average—4, very 
high—5, no answer—0 

 Model 
one 

 Innotype_3a  Organizational 
Innovation—Intensity 

 Innovation 
output 

 very low—1, below 
average—2, industry 
average—3, above 
average—4, very 
high—5, no answer—0 

 Model 
one 

 Innotype_4a  Marketing 
Innovation—Intensity 

 Innovation 
output 

 very low—1, below 
average—2, industry 
average—3, above 
average—4, very 
high—5, no answer—0 

 Model 
one 

 difSofNP  Difference in the share of 
new or signifi cantly 
improved products in 
your fi rm’s total sales 
between 2005 and 
2002 in local currency 

 Innovation 
output 

 Percentage points  Model 
one 

 difRandDEXP2  Difference in the annual 
expenditures on R&D 
and innovation as a 
percentage of share of 
total sales between 
2005 and 2002 in Euro 

 Innovation 
output/
innovation 
input 

 Percentage points  Model 
one 

 difRandDEXP3  Difference in the annual 
expenditures on R&D 
and innovation as a 
percentage of share of 
total sales between 
2005 and 2002 in local 
currency 

 Innovation 
input 

 Percentage points  Model 
two 

 difRandDEXP4  Difference in the annual 
expenditures on R&D 
and innovation 
between 2005 and 
2002 in Euro 

 Innovation 
input 

 Percentage points  Model 
two 

(continued)
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   Table 14.3    Dependent and independent variables in the models   

 DifGI2 

 Difference in number of 
R&D employees between 
2005 and 2002 

 Innovation 
input 

 Difference in 
categorical 
variable 

 Dependent variable in 
model two and independent 
in model three 

 DifGI3  Difference in value of total 
assets between 2005 and 
2002 

 Innovation 
input 

 Difference in 
categorical 
variable 

 Dependent variable in model 
two and independent in 
model three 

 MofC_1  The magnitude of the changes 
of value earnings before 
interest and taxes between 
2005 and 2002 

 Innovation 
input 

 Difference in 
categorical 
variable 

 Dependent variable in model 
two and independent in 
model three 

 MofC_3  The magnitude of the 
changes of value added 
per employee between 
2005 and 2002 

 Innovation 
input 

 Difference in 
categorical 
variable 

 Dependent variable in 
model two and 
independent in model 
one and model three 

 MofC_5  The magnitude of the 
changes of value 
competition within 
foreign investor network 
between 2002 and 2005 

 Innovation 
input 

 Difference in 
categorical 
variable 

 Dependent variable in 
model two and 
independent in model 
one and model three 

 Codename  Name of variable 
 Type of 
variables  Measures  Models 

 DifGI1  Difference in number of 
employees between 
2005 and 2002 

 Innovation 
input 

 Nominal variable  Model 
two 

 DifGI4  Difference in value of 
total sales between 
2005 and 2002 

 Innovation 
input 

 Nominal variable  Model 
two 

 DifGI5  Difference in share of 
intermediate inputs/
supplies as percentage 
of total sale between 
2005 and 2002 

 Innovation 
input 

 Nominal variable  Model 
two 

 SLNOE  Difference in productivity 
(value of total sales/
total number of 
employees) between 
2005 and 2002 in local 
currency 

 Productivity  Nominal variable  Model 
three 

 SLNOE_IN  Difference in innovation 
productivity (the share 
of new or signifi cantly 
improved products in 
your fi rm’s total sales) 
divided by (difference 
in number of R&D 
personnel 2005 and 
2002) 

 Productivity  Percentage points  Model 
three 

    a In    Croatia case, 2003 and 2006 were the years of the values’ measurement  

Table 14.2 (continued)
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  Fig. 14.2    Model two—multiple regression innovation input dependent variables       
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