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Abstract. In this paper, we present a new localization algorithm to estimate the
localization of a robot based on prior data. Over the past decade, the emergence
of numerous ways to utilize various prior data has opened up possibilities for
their applications in robotics technologies. However, challenges still remain in
estimating a robot’s 6-DoF position by simply analyzing the limited information
provided by images from a robot. This paper describes a method of overcoming
this technical hurdle by calculating the robot’s 6-DoF location. It only utilizes a
current 2D image and prior data, which consists of its corresponding 3D point
cloud and images, to calculate the 6-DoF position. Furthermore, we employed
the SURF algorithm to find the robot’s position by using the image’s features
and the 3D projection method. Experiments were conducted by the loop of 510m
trajectory, which is included the prior data. It is expected that our method can be
applied to broad areas by using enormous data such as point clouds and street
views in the near future.
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1 Introduction

For the past few decades, the topic of autonomous mobile robot and UGVs(Unmanned
Ground Vehicles) has been widely investigated [1, 2]. The most essential element of an
autonomous robot navigation system is to identify the physical location of the robot,
which in technical terms, is the localization problem.

Currently, there exist numerous methods proposed to solve the localization problem.
However, there still remain several challenges. Although GPS(Global Position System)
is generally used as a choice system to resolve the localization problem, there are some
technical difficulties, mainly the occurrence of poor results under conditions of non-
line-of-sight or in radio shadow areas of GPS. In order to overcome this complication,
an integrated sensor that is a fusion of GPS and INS(Inertial Navigation System) is
widely used [3]. However, the state of INS technology is imperfect as well, as there are
difficulties in estimating global positions due to accumulative errors.
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Recently, as the use of prior information became remarkably easier through such
programs as Google Street View [4], the global research endeavor to solve the localiza-
tion problem using prior information has gained momentum. One notable study that has
exploited prior images information employed an integrated sensor that was comprised
of a fusion of GPS, INS, and positions of prior images [5]. Another research team re-
ported the use of LADARs sensors to construct a prior point cloud, which constituted
the foundation on which localization was conducted with LADARs sensors [6]. How-
ever, the high cost of LADAR served as a bottleneck for practical applications. Thus,
another study dealt with the development of a system with a cheaper sensor, which uti-
lized a pre-constituted prior point cloud, a low-cost camera, and odometry information
to perform localization [7].

Therefore, this study proposes the use of existing prior data as a novel localization
method that only necessitates a camera. The precedent study of this system is introduced
[8] in the work-in-progress secsion. In this system, the features are extracted from prior
images, and 3D coordinates are obtained from the prior point cloud. Similarly, features
are extracted from the current image. Matching is performed with the features of the
current image and those of prior images. Finally, a 3D projection algorithm is applied
to estimate the robot’s location.

2 Proposed Localization System

In this study, our approach utilizes only the current 2D image data and prior data. The
processing steps of our proposed localization system are illustrated in figure 1. For pre-
processing, the 2D features of prior images are extracted using the SURF(Speeded Up
Robust Features) algorithm [9]. Furthermore, the 3D coordinates of the 2D features are
also extracted using a ray tracing algorithm in the prior point cloud. After performing
preprocessing, the 2D features of the current image are extracted on the fly. The features
of the current image are matched to those of prior images using a RANSAC(RANdom
SAmple Consensus) algorithm based on 2D homography. Then, the 3D coordinates of
the matched features from preprocessing are projected to the 2D features of the current
image to estimate candidate positions. Finally, the final position of the robot is estimated
by median and mean filter among the candidate positions.

2.1 Preprocessing

In the preprocessing step, it is possible to reduce the operating time by performing
SURF and ray tracing algorithm in advance using prior data. First, a survey vehicle that
is equipped with costly devices such as LIDARs and camera collects prior data. The
prior data consists of a point cloud and images. Each image contains 3D coordinates of
a camera center in the point cloud at the time when the image was taken. Each image
utilizes a SURF algorithm to extract its own feature descriptors. The 2D coordinates
of the extracted features in the image are expressed as lines in the point cloud, using
a pin hole camera model. The first meeting 3D point is found on the line formed by
connecting the camera center, the feature point, and point cloud by utilizing a ray trac-
ing algorithm. The concept of the ray tracing algorithm has been visually depicted in
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Fig. 1. Overview of the proposed localization system

figure 2(a), and figure 2(b) shows the ray tracing results for all images on the point
cloud map. All feature descriptors of all prior images and its corresponding feature
coordinates are saved for the main localization algorithm.

2.2 Feature Extraction, Matching, and 2D-RANSAC

In order to accomplish feature matching of the current image with prior images, the
SURF algorithm is utilized. The intensities of brightness between the current image
and prior images may show remarkable differences, even if the photos were taken from
similar locations. This contrast can be attributed to the fact that the data were obtained
from different cameras and time frames. Due to this discrepancy of light intensities,
poor results are drawn in feature matching, even in similar places, as shown in figure
3(a). In order to solve this problem, all images udergo histogram equalization method
before feature extraction. In figure 3(b), it is clear that the matching result is more
successful than that without pretreatment. However, there is still much mismatching,
due to the fact that the images were taken from different cameras and time frames.
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(a)

(b)

Fig. 2. (a) The green dashed lines show a concept of the ray tracing algorithm in the point cloud.
The red stars indicate 2D and 3D features (b) The red lines indicate the ray tracing result of each
2D feature for a full path.

In order to eliminate the mismatching results, the RANSAC algorithm based on 2D
homography was used. The final matching result is shown in figure 3(c). It is obvious
that the outliers have been successfully removed. After carrying out feature matching
of the current image and the prior images, the reference images are selected among
the prior images by selecting the images that project points more than a predetermined
threshold value.
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(a)

(b)

(c)

Fig. 3. (a) Feature matching between a prior image(left) and a current image(right) without any
pretreatment. (b) Feature matching after a histogram equlization method. (c) The result of the
RANSAC algorithm based on 2D homography.
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2.3 3D Projection Method

As the 3D projection method is essentially a mapping of 3D points to a 2D plane, the
location of the camera center is estimated by mapping the 3D coordinates in the point
cloud to a 2D image plane. The 3D coordinates in the point cloud are the values obtained
by conducting the ray tracing algorithm of the feature points in the reference image. On
the other hand, the 2D coordinates are the feature points that are matched with the
current image. A 6-DoF(Degree of Freedom) position is estimated from a perspective
projection method utilizing the parameters of a pin hole camera as follows:

[u, v, 1]′ = K[R|T ][x, y, z, 1]′,

where K is the parameter of the pin hole camera model of the current image, R is 3-
DoF rotation matrix and T is 3-DoF translation matrix. The 3D coordinates features in
the point cloud from the reference image are expressed by homogeneous coordinates
as [x, y, z, 1]′. The 2D coordinates features of the current images are also expressed
by homogeneous coordinates as [u, v, 1]′. Between the reference image and the current
image, one 6-DoF position is estimated. This is defined as the candidate position. As
such, several candidate positions are estimated from the reference images that exhibit
notable similarity to the current image.

Fig. 4. The yellow x, green crosses, red star, and blue small circle indicate the positions of refer-
ence images, the candidate positions, the GPS positions as ground truth, and the final localziation
result. The blue large circle indicates a boundary of filters.
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2.4 Localization

There exist numerous false candidate positions which occur due to mismatching of
features and ray tracing errors. To remove such incorrect results, median and mean
filters are employed.

In this system, the median value of the geometric distances of candidate positions is
calculated. This value is then used to determine outliers of the candidate positions by
comparing a distance. If the number of inlier candidate positions is lower than a specific
threshold, the localization is considered as a failure. Then, the final 6-DoF localization
result is calculated by determining the mean value of inlier candidate positions. The
result of a particular position is shown in figure 4.

3 Experiments

We have conducted experiments at the National Science Museum in Daejeon, South
Korea. A survey vehicle was equipped with three SICK LMS-291 LIDARs, a camera, a
Huace B20 GPS receiver, an Xsens MTi IMU, and a wheel odometry sensor. The cam-
era had 1280 × 960 resolution and was mounted in the front. EKF(Extended Kalman
Filter) sensor fusion of GPS, IMU, and odometry was used for localization in the sur-
vey phase. The prior data were obtained from one closed loop of 510m in the science
museum. The prior data consisted of 1.0 million point cloud(x, y, z, r, g, b) and 3466
images. Each image had a 6-DoF position in the prior point cloud. The RMSE(Root
Mean Squared Error) of the prior point cloud was lower than 1.5m.

To obtain the current data, a second vehicle was equipped with a Bumblebee XB3
stereo vision and a NovAtel OEM-Star GPS receiver. The current image was obtained
from a left image of the stereo vision, which also has 1280 × 960 resolution. The GPS

Fig. 5. The red crosses and blue circles indicate GPS position and the result of localization for
full path. The yellow lines show matched result between them.
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Table 1. The result of accuracy

X (m) Y (m)
Standard deviation 3.22 2.18

RMSE 3.64 2.29

Fig. 6. The blue dots denote error of each localization result and the red circle denotes origin, and
the yellow circle denotes RMSE of GPS data

data of 1.5m accuracy was used as a ground truth in this paper. The current data were
obtained from the same closed loop used in the survey vehicle, by rotating around the
loop three times. The result of 1,082 current images for all paths is shown in figure
5. The localization succeeded with a probability of 56%, a value which depended on
the number of features on the images. The average Euclidean distance error of 606
successful localization points was 4.0m. The result of accuracy is shown in table 1. The
error of each localization result is presented in the figure 6.

4 Conclusion and Future Works

In this paper, a novel localization method using a current image and prior data was pro-
posed. The 3D features of the prior images were extracted in the preprocessing step.
Reference images were searched for among the stack of prior images, by performing a
correlative comparison of 2D features of the current image with the features of prior im-
ages. Furthermore, the candidate positions from reference images were obtained using
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a 3D projection method. Subsequently, the final positions were estimated by filtering of
the candidate positions.

In this experiment, the RSME was comparably high than expected. This may be at-
tributed to the erroneous 3D features due to inaccurate positions of the prior image in
the point cloud. To resolve this problem, future studies will necessitate a closer investi-
gation into the matching procedure between images and point clouds.
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