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Chapter 1
Study of the Effect of Transition Metals
on Titanium Dioxide Phase
Transformation

A. Bellifa, A. Choukchou-Braham, C. Kappenstein
and L. Pirault-Roy

Abstract MTiX samples with different atomic metal percentage were synthesised
by sol-gel method and calcined at 400 �C under air. The anatase-rutile transfor-
mation in TiO2 in the presence of transition metals (Cr, V and Mn) was investi-
gated. The kinetics of anatase-rutile transformations were determined by XRD
over the temperature range 500–800 �C. It was found that the presence of V and
Mn accelerate the transformation anatase-to-rutile. However, the anatase phase
stability increases as the chromium content increases.

1.1 Introduction

There are many studies on the anatase-to-rutile transformation [1–6]. This transition
depends on several parameters such as the preparation techniques used, preparation
conditions, thermal treatments, alkoxide nature, particle size, aging, nature and
content of possible doping agents [7–11]. The doping metal oxides can be added by
different ways such as further impregnations or mixed powders [12–14], but the best
effect is obtained by a close contact between the stabilizing element and oxide.
To optimize this interaction, many studies focused on doped TiO2 prepared by
various methods. Li et al. [15], have prepared titania-silica samples by sol-gel
hydrothermal (SGH) method and sol-gel (SG) method. The results showed that the
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samples prepared by SGH had better thermal stability compared with the SG
samples which retard the anatase-rutile transformation. On the other hand, Zhang
[7] has used the titanium oxide doped with silica for photodegradation of toluene. It
has found that the embedding of small amount of silica into anatase titania matrix
enhanced the thermal stability of nanophase titania particle resulting in the sup-
pression of the phase transformation from anatase to rutile phase. A clear under-
standing of the key factors that control the phase stability, the growth, and the phase
transformation kinetics in materials is critical to quantification of materials
behaviour. Consequently, new understanding of the factors that dictate the sequence
of the phase transformations may provide insights into how phase composition,
microstructures, and properties of titania-based materials can be manipulated [3]. In
this, paper we report the sol-gel synthesis of MTiX mixed oxides with X = 0, 5, 10
and 20 of Cr, V and Mn atom percentage. We study the effect of the weight metals
content on the temperature of the anatase-rutile transition and the kinetics of the
transformation by in situ XRD.

1.2 Experimental

1.2.1 Synthesis Procedure

The preparation of MTiX was carried out in a 100 mL beaker. Titanium butoxide
was dissolved in absolute ethanol. The mixture was stirred for 30 min with
addition of an aqueous solution of metal and then a solution of ethanol and nitric
acid was added drop ways in the mixture. A white gel was obtained which is dried
and calcined in a muffle furnace at 400 �C for 4 h under air atmosphere. The
samples were called MTi5, MTi10 and MTi20 for 5, 10 and 20 of metal atom
percentage respectively.

1.2.2 Samples Characterization

Micrometrics Tristar 3,000 instrument was using to measure adsorption-desorption
isotherms at liquid nitrogen to determine specific area and calculation of mean
pore size from BJH methods.

The crystalline phases of the samples were identified by X-ray powder dif-
fraction (XRD) using Bruker D8-ADidentified VANTED diffractometers. The
diffractograms were obtained under the following conditions: dwell time: 2 s; step:
0.04� 2h; divergence slit: 0.3�. The crystallite sizes were determined from the
Scherrer equation [16] using the integrated width corrected from apparatus using
LaB6 as a standard.

2 A. Bellifa et al.



1.3 Results and Discussion

1.3.1 Textural Data

The experimental results on BET surface area, mean pore diameter, and total pore
volume of all synthesized materials are shown in Table 1.1. As obviously seen, the
surface area increased with increasing of Mn content from 5 to 20 %. In the other
hand the surface area increased with increasing both V and Cr content from 5 to
10 %. With increased Cr and V content (20 %), the observed loss in surface area
could be attributed to probable segregation of chromium and vanadium [17–19].
The average pore size of anatase phase decrease with increasing of Cr content. In
the case of VTiX samples, the average pore size remains constant with increasing
of V content. Wearies an increasing of average pore size was observed with

Table 1.1 Surface area, porous volume and pore size of the samples

Sample SBET m2g-1 Pore volume cm3g-1 Average pore size/nm

TiO2 68 0.06 3.60
CrTi5 180 0.22 5.00
CrTi10 230 0.19 3.30
CrTi20 152 0.10 2.60
VTi5 76 0.07 3.50
VTi10 129 0.11 3.50
VTi20 98 0.10 4.00
MnTi5 102 0.10 3.60
MnTi10 204 0.33 5.75
MnTi20 246 0.36 5.00
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700 °C
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Fig. 1.1 X-ray diffraction (XRD) patterns of VTiX; A anatase; R rutile; asterisk V2O5
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increasing of Mn content. The pore volume varied with varying metal and metal
content. The biggest pore volume was signalled for MnTi20. So the presence of
Mn content increased both pore size and pore volume.

1.3.2 X-ray Diffraction

The results of XRD analysis are shown in Figs. (1.1, 1.2 and 1.3). The diffrac-
tograms were recording in situ for MTiX samples. In this work we present only the

20 22 24 26 28 30 32 22

MnTi5 R
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MnTi20
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Fig. 1.2 X-ray diffraction (XRD) patterns of MnTiX; A anatase; R rutile
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Fig. 1.3 X-ray diffraction (XRD) patterns of CrTiX; A anatase; R rutile
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diffractograms of MTi5 and MTi20. Anatase phase was observed for all samples at
400 and 500 �C excepted for MnTi20 with amorphous phase. The partial anatase-
rutile transformation is at 600, 800, 600 and 600 �C for TiO2 (not presented),
CrTi20, VTi20 and MnTi20 respectively. The total transformation anatase-rutile is
at 700,[800, 700 and 600 �C for TiO2, CrTi20, VTi20 and MnTi20 respectively.
However, the rutile fraction is higher for VTiX and MnTiX than TiO2. The rutile
phase is absent after treatment at 400–500 �C and decreases with increase of
chromium content. Wearies the rutile fraction increases with increasing vanadium
and manganese content. The Cr2O3 phase, MnO2 phase and V2O5 phase appeared
at 700, 600 and 700 �C for CrTi20, VTi20 and MnTi20 respectively. This last
results leads that the segregation remains modest.

In Table 1.2 are illustrated the variation of the size of crystallite as a function of
the temperature. For all samples a sintering of the anatase phase takes place with
increasing of temperature from 400 to 800 �C. On the other hand, Cr content
retards the sintering of the anatase phase whereas Mn and V content accelerate the
sintering of the anatase phase. The anatase phase remains stable when the crys-
tallite size is smaller than 14, 19 and 22 nm for MnTiX, VTiX and CrTiX
respectively. This results are similar with results founded by Zhu et al [4], were the
anatase phase is stable with small particle size wearies rutile phase is stable for
particle size larger than 30 nm.

1.4 Conclusions

The MTiX mixed oxides with X = 0, 5, 10 and 20 of atomic metal content was
synthesised by sol-gel method. All the samples were characterized by means of
some techniques (XRD and BET). The metal content, temperature and particle size
are crucial to the anatase phase stability and to the transformation anatase-to-rutile.
Without addition of metal the anatase phase is stable at low temperature
(400–500 �C). In the presence of chromium with different content, the anatase
phase remains stable at 800 �C. Chromium ions incorporated in TiO2 anatase
phase delay the transformation to rutile and preserve smaller crystallite sizes thus
inducing better catalytic activities such as hydrocarbon oxidation. The transfor-
mation anatase-to-rutile is accelerated with increasing both V and Mn content. The
stability of anatase phase is favored with excess of Cr content and the crystallite
size is less than 30 nm. Wearies the rutile phase is favored with V and Mn content.
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Chapter 2
Green Synthesized CdSe Quantum Dots
Capped by 3-Mercaptopropionic Acid
Sensitized Solar Cells

Bing Gao, Chao Shen, Yunxia Yang, Shuanglong Yuan
and Guorong Chen

Abstract In this paper, the green synthesized CdSe quantum dots (QDs) capped
by 3-mercaptopropionic acid (MPA) sensitized solar cells are fabricated. Glycerol
is chosen as the solvent to prepare the CdSe QDs, which makes the whole reaction
is environmental-friendly. After MPA ligand exchanging, the as-synthesized CdSe
QDs maintain the original absorbance at ca. 500 nm, coherence to the maximum
absorbance of the solar spectrum. The strong photoluminescence quenching of the
MPA capped QDs increases the nonradiative decay processes and is beneficial to
the electron transfer. Then the MPA ligand exchanged QDs were assembled onto
mesoscopic TiO2 film to integrate into QD sensitized solar cells. The power
conversion efficiency of the QD-sensitized solar cells reaches 0.12 % under sun
illumination (AM 1.5, 100 mW cm-2) and relatively mechanism is discussed.
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2.1 Introduction

Dye-sensitized solar cells (DSSC) are considered to be a low-cost alternative to
conventional solid-state solar cells. DSSC are based on photosensitization of
mesoporous TiO2 films by adsorbed sensitizers, such as Ruthenium complexes and
organic dyes with the power conversion efficiency up to 11 % [1]. Besides,
semiconductor nanocrystals-quantum dots (QDs) such as CdS, CdSe, PbS, PbSe
and InP [2–10], which absorb light in the visible region, can also serve as sensitizer
of DSSCs. The specific advantages of QDs over organic materials in light harvest
come from the quantum confinement effect due to its size-dependent bandgap.
Moreover, by using QDs, it is possible to utilize hot electrons to generate multiple
electron-hole pairs per photon through the impact ionization effect [11]. QD-
sensitizer also has a higher extinction coefficient than conventional dyes, which
can reduce the dark current and increase the overall efficiency of a solar cell. Since
QDs’ proper energy level is suitable for electrons effectively transfer to the con-
duction band of TiO2 or ZnO upon visible light irradiation, the maximum effi-
ciency theoretically predicted for quantum dots-sensitized solar cells (QD-SSC)
(44 %) is higher than that for DSSC using organic sensitizers (33.5 %) and for
traditional Si solar cells (35 %).

Among various semiconductor QDs, CdSe QDs are suitable to integrate to solar
cells because of its absorption in the visible region. Over the past two decades,
various approaches have been explored to synthesize CdSe QDs. Although Zhang
et al. [12] synthesized high quality scalable CdSe QDs, the trioctylphosphine
(TOP) used as the solvent is highly toxic. More recently, focus of investigations
turns to the water-phase synthesis of CdSe QDs [13, 14] in order to realize green
synthesis of this QDs.

It is known that QD-SSC’s performance largely benefit from the solubility and
surface modification of the QD sensitizers which significantly influence charge
transfer behavior [15]. In most cases, the surfactants used for preventing aggre-
gation during the growth of the QDs contain long alky chains, like olic acid (OA)
[16]. In order to improve the charge transfer between nanocrystals and polymer, as
well as electron transfer between QDs, extensive investigations on the surface
modification of nanocrystals have been reported based on short insulating ligands,
which leads to a relatively improved efficiency of solar cells. For example, pyri-
dine treatment of the QDs is the most commonly used and effective procedure for
improving device efficiency [17]. Olson et al. reported on a CdSe/P3HT blended
device using butylamine as a shorter capping ligand for CdSe nanocrystals (NCs)
[18]. Considering that 3-mercaptopropionic acid (MPA) is a kind of short-chain
ligand and according to the well-known hard and soft acids and bases theory [19],
the hard-hard or soft-soft molecules or ions can form a strong binding. The Cd2+

and Se2- ions are classified as soft ions and have stronger interaction with soft ‘‘–
SH (from MPA)’’ but not hard ‘‘–COOH (from OA)’’ So the MPA can form rather
strong bonding with CdSe.

10 B. Gao et al.



In this paper, we choose water phase glycerol as solvent to prepare the CdSe
QDs. The reaction is environmental-friendly and energy saving, with which we
have realized the in situ observation and control of the whole procedure. Then the
long chain ligands olic acid (OA) of CdSe QDs was exchanged by the short chain
ligands MPA. The MPA-capped CdSe QDs with absorbance of ca. 500 nm, which
is coherence to the maximum absorbance of sun spectrum, were assembled onto
mesoscopic TiO2 film, choosing platinum as the counter electrode and fabricated
into QD sensitized solar cells. With the increase of MPA, the energy conversion
efficiency (ECE) increases from 0.08 to 0.12 % under the sun illumination (AM
1.5, 100 mW cm-2).

2.2 Experimental

The preparation of CdSe quantum dots: The Se precursor for the present work
was prepared by mixing the selenium powder (0.005 mol) (A. R, Shanghai
Meixing Chemical Co., Ltd.), sodium sulfite (0.01 mol) (A.R, Sinopharm Chem-
ical Reagent Co., Ltd.), sodium hydroxide (0.01 mol) (A.R, Shanghai Aijian
ready-made Reagent Co. Ltd.) and deionized water (50 ml) with N2 protection and
magnetic stirring. The mixture was heated to boiling while the solution turned
from red brown to the black precipitated. Then sodium hydroxide (0.01 mol) was
added, and after returning for 4 h, the reactants were cooled down to the room
temperature followed by nitrogen protection for 30 min.

The Cd precursor was prepared by mixing water, ethanol and oleic acid (A.R,
Jiangsu Yonghua Fine Chemicals Co., Ltd.) together in volume ratio of 10:30:8.
Cadmium acetate 0.001 mol (A.R, Sinopharm Chemical Reagent Co. Ltd.) and
sodium hydroxide (0.7 g) were added as precipitation agents to the mixed solvent
(48 ml). The mixture was under the N2 protection until it became clear and
transparent. The reaction temperature was 120 �C.

The CdSe QDs were synthesized by adding 10 ml Se precursor solution to the
48 ml Cd precursor solution, under N2 protection and magnetic stirring. The
reactions were carried out at 120 �C for 5, 10, 15, 20, 25 and 30 min, respectively.
The samples were centrifuged with ethanol, and dispersed in hexane.

The ligand exchange of olic acid (OA) acid-capped CdSe QDs to 3-mer-
captopropionic acid (MPA)-capped CdSe QDs: Mix 3-Mercaptopropionic acid
(MPA) (with molar ratio of 5,10, 20 and 30 comparing to CdSe QDs), 0.3 mL H2O
and 1 mL methanol, adjusting the pH value of the solution around 12 with 40 wt%
of NaOH solution. Then, add 5 ml CdSe solution (in hexane, at 120 �C in 30 min).
After stirring the above mixed solution for 2 h, 7 mL H2O was added. The whole
solution are kept standstill for 5 min, which is layered with the bottom layer of
yellow mixed CdSe QDs and MPA and the up layer of transparent hexane. The
bottom layer is used in the solar cell fabrication. And the four samples (molar ratio
MPA/QDs = 5, 10, 20 and 30) are named I, II, III and IV, respectively.
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The preparation of CdSe QDs sensitized solar cells-The preparation of
anode: The fluorine-doped SnO2 (FTO) glass (7 X/h) was first cleaned in a
detergent solution using an ultrasonic bath for 10 min and then washed with water
and ethanol with the same method. A layer of TiO2 past (P25) was coated on the
FTO glass plates by screen-printing. Then, the FTO glass was kept in a clean box
for 3 min and then dried for 6–8 min at 125 �C. This procedure is repeated for 6
times and the final thickness of TiO2 film is 12 lm and area is 25 mm2. The
electrodes coated with the TiO2 pastes were gradually heated under an airflow at
125 �C for 20 min, 325 �C for 5 min, 375 �C for 5 min, 450 �C for 15 min and
finally at 500 �C for 15 min. The FTO glass with the TiO2 film is treated at 70 �C
in 30 min with 40 mM TiCl4 solution, then washed with water and ethanol and
sintered at 500 �C for 30 min (2 �C/min), and then kept at room temperature for
20–24 h. After that, the TiO2 anode was immersed in the MPA-capped CdSe QDs
for 24 h.

The preparation of the counter electrode: To prepare the counter electrode, a
hole (d = 1 mm) was drilled in the FTO glass by sandblasting. The perforated
FTO glass was washed with H2O as well as with 0.1 M HCl solution in ethanol by
ultrasonic bath for 10 min. After wiping off residual organic matter by heating in
air for 15 min at 400 �C, the Pt past was deposited on the FTO glass by screen-
printing technique, and sintered at 400 �C for 30 min.

The encapsulation of the CdSe QDs sensitized solar cells: Seal the anode and
Pt-counter-electrode, and the polysulfide electrolyte (consisting of 2 M Na2S and
3 M S) was infused into the solar cells.

The high resolution transmission electron microscopy (HRTEM) (JEM–201,
American FEI Company) was used to characterize the morphology of the CdSe
QDs. The optical absorption spectra (a Lambda 950 UV-Visible Spectrophotom-
eter, Perkin Elmer, Waltham, MA) and the photoluminescent (PL) spectra (model
Fluorolog-3-P, France JobinYvoncompany, model Cary 500, American Varian
company) were used to test the optical properties of CdSe QDs. Current density-
voltage measurements under AM 1.5 G 100 mW/cm2 illumination are used to
characterize the efficiency of the CdSe QDs sensitized solar cells.

2.3 Results and Discussion

Characterization of CdSe QDs: Figure 2.1(a–d) presents HRTEM, absorption
spectra and luminescence spectra of the synthesized CdSe QDs. From Fig. 2.1a, b
it is seen that oval shaped CdSe QDs show an excellent monodispersity with the
size distribution mainly close to 3–4 nm as shown in the inset of Fig. 2.1a, while
the existence of lattice fringe indicates that the products have excellent crystal-
linity. With the prolonged reaction time from 5 to 30 min, the color of real samples
changed from yellow, orange to red (the inset of Fig. 2.1b). From the absorption
spectra of the CdSe QDs it is seen that absorption peaks appear at 475–500 nm,
coherence to the maximum remittance region of the solar spectrum. An obvious
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blue shift of the absorption peak comparing with that of the bulk CdSe (717 nm)
proves occurrence of the band-gap broadening phenomenon as a consequence of
the quantum size effect. Furthermore, with the increased reaction temperature, the
size of products grew larger; the quantum size effect thus reduces, leading to
the red shift of the absorption peak due to narrowing of the band-gap. This tunable
band-gap of CdSe QDs is suitable to be applied in solar cells as sensitizers.
Figure 2.1d shows the normalized emission spectra of CdSe QDs. Under the
excitation of blue light (460 nm), a broad emission band is observed peaking in the
green to yellow region and showing obvious red shift with the increasing reaction
time also due to the quantum size effect.

Characterization of MPA capped-CdSe QDs: Because MPA contains short
alky chains, while olic acid has long alky chains, after MPA capping, samples I, II,
III and IV show the monodispersity (Fig. 2.2a–d) inferior to that of olic acid
capped CdSe QDs (Fig. 2.1a, b). With the increased MPA/QDs molar ratio (5, 10,
20 and 30), the aggregation of the CdSe QDs becomes more severe. MPA can be a
large driving force in nanocrystal aggregation which improves the charge transport
[20–22]. It is expected to increase relatively power conversion efficiency of solar
cells [23, 24].

Figure 2.3 illustrates the absorption spectra of MPA capped samples I, II, III
and IV where samples I and II shows the similar spectra to that of CdSe QDs
capped by olic acid (Fig. 2.1c), i.e., ligand exchanging doesn’t affect the QDs
absorption. However, with the further increased quality of MPA (samples III and
IV), absorption peaks become undetectable; proving the aggregation among MAP
capped QDs again, coinciding with the result of HRTEM (Fig. 2.2).

In contrast, strong photoluminescence quenching was observed in the case of
MPA replaced QDs, as shown in Fig. 2.4, comparing to the MPA-free CdSe QDs’
(Fig. 2.1d). With the increased molar ratio MPA/QDs = 5, 10, 20 and 30, emis-
sion intensity decreased obviously. This phenomenon could be attributed to the
removal of excess oleic acid ligands accumulated around the QDs, resulting in
the increase of nonradiative decay processes [25–27], which is beneficial to the
electron transferring from the conduction band of CdSe to TiO2’s [28–31].

Current and voltage measurements: The current density (J) and voltage (V)
were measured under AM 1.5 G 100 mW/cm2 illumination on samples I, II, III

Fig. 2.1 a HRTEM of CdSe QDs (scale bar 5 nm) and its size distribution, b HRTEM of CdSe
QDs (scale bar 20 nm) and the real sample of CdSe QDs, c absorption spectra of the QDs at
120 �C in different reaction time, and d emission spectra of the QDs at 120 �C in different
reaction time excited at 460 nm
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and IV being assembled onto the mesoscopic TiO2 film. As shown in Fig. 2.5 and
Table 2.1, the optimal results have been obtained from the sample IV, that is, an
open-circuit voltage (Voc) of 300.11 mV, a short-circuit current density (Jsc) of
1.12 mA/cm2, a fill factor (FF) of 0.36, and a PCE of 0.12 %.

Fig. 2.2 HRTEM photos of samples I, II, III and IV (a, b, c and d)

Fig. 2.3 Absorption spectra
of samples I, II, III and IV

Fig. 2.4 Emission spectra of
samples I, II, III and IV
excited at 460 nm
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From Fig. 2.5 and Table 2.1 it is also seen that the PCE of devices is sensitive
to the molar ratio of MPA/CdSe QDs. With the increase of the MPA loading, the
increase of PCE can be observed while the MPA free CdSe QDs has no such an
effect. This is because when oleic acid ligands accumulated around the CdSe QDs,
their monodispersity is excellent, and this is not beneficial for the electron transfer
between QDs and leads to the increase of radiative of the electrons as proved by
the strong emissions, resulting in no power conversion efficiency of solar cells.
However, when olic acid is replaced by MPA, especially, with the increase of
MPA (samples II, III and IV), the aggregation among QDs occurs. Therefore,
electron transfer and the nonradiative decay processes are enhanced, i.e. after the
solar illumination, the electrons preferentially transfer to the conduction band of
TiO2 from the conduction band of CdSe QDs. The efficiency of the solar cells
increases thus to 0.08, 0.10, 0.11 and 0.12 %, respectively.

Fig. 2.5 the sealed solar cells’ I–V curves of sample I, II, III and IV and no MPA exchanged
CdSe QDs

Table 2.1 parameters obtained from the I–V curves of QD-SSCs with different mol ratio of
MPA/CdSe QDs

Sample number Different mol ratio
of MPA/CdSe QDs

g (%) FF Voc (mV) Jsc (mA cm-2)

No MPA exchanged
CdSe QDs

0:1 0.00 0.26 69.81 0.12

I 5:1 0.08 0.45 191.11 0.90
II 10:1 0.10 0.46 215.12 0.99
III 20:1 0.11 0.41 275.82 1.00
IV 30:1 0.12 0.36 300.11 1.12
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2.4 Conclusion

In this paper, the CdSe quantum dots (QDs) are green synthesized by the glycerol
solvent. The long chain ligands olic acid of CdSe QDs was replaced by the short
chain ligands of MPA. The as-synthesized CdSe QDs with the absorbance at ca.
500 nm, coherence to the maximum absorbance of sun spectrum, were assembled
onto mesoscopic TiO2 film, choosing platinum as the counter electrode to prepare
the CdSe QDs sensitized solar cells. With the increase of the quality of MPA, the
power conversion efficiency of the QD-sensitized solar cell reaches 0.12 % under
the sun illumination (AM 1.5, 100 mW cm-2).
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Chapter 3
Study of the Thermal Decomposition
of Some Components of Biomass
by Desorption Mass Spectrometry

Borys Palianytsia, Tetiana Kulik, Olesia Dudik, Tetiana Cherniavska
and Oksana Tonkha

Abstract The investigation of thermal transformations of lignin samples have
been carried out using temperature programmed desorption mass spectrometry
method (TPD-MS). Main stages and products of lignin pyrolysis have been
identified. The first stages (Tmax = 230 �C and Tmax = 300 �C) are attributed to
thermal transformations of lignin peripheral polysaccharide fragments such as
hemicellulose and cellulose respectively. The second stage (Tmax = 335 �C) is
associated with desorption of lignin structural elements in the molecular forms as a
result of depolymerization processes of polymeric blocks of lignin. The third stage
(Tmax = 370 �C) correspond to a deeper decomposition of lignin and character-
ized by desorption of smaller structural fragments in molecular forms (m/z = 110,
pyrocatechol). Pressure–temperature curves of pyrolysis of lignin samples have
been analyzed.

3.1 Introduction

Increased demand in transport fuels, environmental concerns, and depletion of
fossil fuels requires the development of efficient conversion technologies for
second-generation biofuels, which being received by means of different pyrolytic
methods [1–5]. Pyrolysis utilizes biomass to produce a product, used both as
second-generation energy source and as a feedstock for chemical production [1–5].
Virtually any form of biomass can be considered in fast pyrolysis. Cellulose,
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hemicellulose and lignocellulose are the main raw materials for production of
second generation biofuel by pyrolysis [6–9].

Lignin is the second most common renewable natural raw material and the most
widespread aromatic phenolic polymer. Lignin content in wood tissues varies from
18 to 30 % of dry weight of wood [6, 8, 10]. Hydroxycinnamic acids (coumaric,
ferulic and sinapic) and their corresponding alcohols (p-coumaryl alcohol or
4-(3-hydroxy-1-propenyl)phenol; coniferyl alcohol or 4-(3-hydroxy-1-propenyl)-
2-methoxyphenol; and sinapyl alcohol or (4-(3-hydroxy-1-propenyl)-2,6-dime-
thoxyphenol) are intermediates of both synthesis of lignin and its biodegradation
resulted in the formation of humic acids in soils [11–14].

The chemical composition and structure of lignin is heterogeneous. It is very
complex compound. But this complexity is not defined by the large numbers of
different monomer units. All monomer units in lignin molecule are phenylpropan
derivatives (mainly coniferyl alcohol). Lignin of coniferous woods consists chiefly
of coniferyl alcohol. Lignin of deciduous woods contains coniferyl and sinapyl
alcohols, and lignin of gramineous plants contains p-coumaryl alcohol. Phenyl-
propanoid units in lignin molecule are connected between each other by ether and
carbon–carbon bonds.

The specified complexity of lignin structure is caused by the fact, that the most
complex processes under thermochemical conversion of biomass are observed
under lignin pyrolisis. Therefore the understanding of lignin pyrolysis processes is
very important for development of new technologies of thermochemical pro-
cessing of lignocellulosic biomass. The present work describes the investigations
of lignin pyrolysis by TPD MS method to identify main products of pyrolysis and
basic paths of thermal transformations of lignin separated from pine needles. Such
type of lignin has one of the simplest structures as its macromolecule consist
mainly of monomer units of coniferyl alcohol.

3.2 Experimental

Temperature Programmed Desorption Mass Spectrometry. The experiments were
performed in an instrument with an electron impact ionization and an MKh-7304A
monopole mass spectrometer (Sumy, Ukraine), adapted for thermo desorption
measurements. Samples weighing 0.1–20 mg were first placed in a quartz-
molybdenum ampoule (5.4 mm in diameter, a length of 20 cm and the volume of
12 ml) and degassed to *5 9 10-5 Pa at *20 �C. Then they were heated up to
*750 �C at 0.17 �C s-1 using a programmed linear heating schedule. T and t are
related by dT/dt = b, in which b is the heating rate. Volatile pyrolysis products
passed through a high-vacuum valve and into the ionization chamber of the mass-
spectrometer where they were ionized and fragmented by electron impact. After
mass separation in the mass analyzer, the ion current due to desorption and
thermolysis was amplified with a VEU-6 secondary-electron multiplier. The mass
spectra and the P–T pressure-temperature curves (P—the pressure of volatile
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pyrolysis products, T—temperature of samples) were recorded and analyzed using
a computer-based data acquisition and processing setup. The pressure of volatile
pyrolysis products was measured with a pressure vacuum gauge VMB-14. The
mass spectra were recorded for a mass range of 1–210 amu. During each TPD-MS
experiment, *240 spectra were recorded and averaged.

Lignin (LC) separated from pine needles contained 93–95 % of lignin and
5–7 % of cellulose was used in the work.

3.3 Results and Discussion

It can be seen from analyzing pressure of volatile products—temperature of
sample pyrolysis curve (P–T), that the thermal decomposition of main part of
lignin under conditions of TPD MS experiment occurs over broad temperature
range 160–450 �C because of absence of oxygen and processes of oxidative
destruction respectively (Fig. 3.1).

Owing to the absence of oxygen the pyrolysis is a result of consistent breaking
weak chemical bonds with release of stable compounds in molecular form. The
analysis of TPD-curves allowed to determine basic stages of pyrolysis (Figs. 3.2,
3.3 and 3.4) and identify products of thermal transformations, which are formed on
these stages. Therefore pyrolysis stages of LC: Ia - Tmax & 230 �C and Ib -

Tmax & 300 �C are caused by thermal transformations of polysaccharide residues,
which are included as a functional part of macromolecular complex, hemicellulose
and cellulose respectively (Fig. 3.2). It has been known, that basic products of
hemicellulose pyrolysis are furan derivatives and other low-molecular products
such as water, carbon oxides, methanol, acetic acid [15]. Stage Ib -

Tmax & 300 �C is connected with destruction of pyranose cycles of glucose, from
which cellulose macromolecule is composed (Fig. 3.2). And this stage is charac-
terized by the presence of peaks on TPD-curves for ions with m/z = 60, 97, 98,
84. Mass spectra of pyrolysis products of glucose, mono-, oligosaccharides, b-
cyclodextrin [16, 17] contain exactly such characteristic set of ions.

Fig. 3.1 Temperature-
pressure (P–T) curve. P
pressure of the volatile
products; T temperature of
the lignin sample
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Stage II (Tmax & 335 �C) is characterized by presence of peaks on TPD-curves
for ions with m/z = 164, 150, 138, 124, 109, 95, 67 (Fig. 3.3). Analysis of mass-
spectrometric information and its comparison with data obtained from catalog of
mass-spectra [18] and literature sources [19, 20] indicates that the stage II is
caused by thermal transformations of phenylpropanoid blocks of lignin. Ion with
m/z = 164 is identified as fragment of coniferyl alcohol. This product is desorbed

Fig. 3.2 Pyrolysis of a lignin sample. a Mass-spectrum of pyrolysis products at 230 �C, obtained
after electron impact ionization. b TPD traces of the ions with m/z = 98, 97, 84, 60 attributed to
the destruction of the polysaccharide components of hemicellulose and cellulose (Ia, b stages)

Fig. 3.3 Pyrolysis of a lignin sample. a Mass-spectrum of pyrolysis products at 333 �C, obtained
after electron impact ionization. b TPD traces of the ions with m/z = 164, 150, 138, 124, 109, 95,
67 attributed to the thermal decomposition of lignin macromolecule (stage II)

Fig. 3.4 Pyrolysis of a lignin sample. a Mass-spectrum of pyrolysis products at 370 �C, obtained
after electron impact ionization. b TPD trace of the fragment ion with m/z = 60 attributed to the
thermal transformations of polysaccharide fragments (stages Ia, b); TPD traces of the ions with
m/z = 138, 109 attributed to the thermal transformations of peripheral phenylpropanoid
structures of lignin (stage II); TPD traces of the ions with m/z = 110, 78 attributed to the
thermal transformations of inner phenylpropanoid structures of lignin (stage III)
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in molecular form as a result of its splitting-off from lignin molecule (Scheme 3.1).
Ion with m/z = 150 is based on desorption of 4-hydroxy-3-methoxy-vinylbenzene,
which is registered during pyrolysis of ferulic acid at temperature above 350 �C
[21, 22].

Stage III (Tmax & 370 �C) is described by peaks for ions with m/z = 110, 108,
78 (Fig. 3.4). Its presence is a result of deeper decomposition of lignin. And this
stage is characterized by elimination of smaller structural units of lignin in
molecular form, such as pyrocatechol (Mr = 110 Da, m/z = 110), cresol
(Mr = 108 Da, m/z = 108, 107), benzene (Mr = 78 Da, m/z = 78). Obviously,
the presence of two basic stages of thermal transformations of lignin can be
explained by the presence of two basic types of phenylpropanoid blocks (inner and
peripheral) in lignin molecule.

Scheme 3.1 Structural composition of ions, observed in mass-spectra at temperatures,
corresponding to stage II of pyrolysis of lignin (TMakc = 330 �C)
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3.4 Conclusions

The basic stages and products of lignin thermolysis are identified. The first two stages
at Tmax & 230 �C and Tmax & 300 �C are connected with thermal transformations
of peripheral polysaccharide fragments of hemicelluloses and cellulose respectively.
Stage at Tmax & 335 �C is caused by elimination of structural elements of lignin in
molecular form, such as 4-(1-propenyl)-2-methoxyphenol (m/z = 164) and
4-hydroxy-3-methoxy-vinylbenzene (m/z = 150), as a result of processes of
destruction of phenylpropanoid polymer blocks of lignin. Stage at Tmax & 370 �C is
due to deeper decomposition of lignin and characterized by elimination of smaller
structural units of lignin in molecular form, such as pyrocatechol (Mr = 110 Da,
m/z = 110), cresol (Mr = 108 Da, m/z = 108, 107), benzene (Mr = 78 Da,
m/z = 78).
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Chapter 4
Thermal Properties of Algerian
Diatomite, Study of the Possibility
to Its Use in the Thermal Insulation

Boualem Hamdi and Safia Hamdi

Abstract The chemical and physical properties of a Algerian diatomite were
given before and after heat treatment and chemical with an aim of a use in the heat
insulation of constructions. The preliminary results obtained showed that this
material is extremely porous (porosity [70 %), characterized of a low density and
a very low thermal conductivity. These promising properties support the use of this
local material in the thermal insulation.

4.1 Introduction

Under contemporary economic conditions in order to provide competitiveness
domestic metallurgical enterprises need to increase the production efficiency by
reducing energy consumption, increasing the service life of heating units, and
reducing specific consumption for output of finished product. In this case, the use
of porous materials is a recommended solution. Among the most used porous
materials, silica with its two particulate and amorphous forms were identified like
very good insulators. With the nano structuring of this type of material, it was
developed of super insulators. In spite of synthetic silica have a very low thermal
conductivity related to its high porosity and its form nanoparticulate, its use
current is problematic because of its high manufacturing cost [1]. This situation
led, these last years, many laboratories to be been interested the search of new
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porous materials of origin naturalness. This work falls under this prospect, it
relates to the valorization of diatomaceous earth (diatomite) very abundant in
Algeria in the field of the thermal insulation. This material has a great interest and
it has several uses such as: water filtration and purification, porous absorbent in
environments, manufacture of antibiotics, some pharmaceutical syrups and it is
qualified like ecological material. With an aim of predicting the potential use of
the natural diatomite in the thermal insulation, we undertook a systematic study of
characterization of its chemical and physics properties.

4.2 Experimental

4.2.1 Materials

The basic raw material used in this study was obtained from Sig deposit (west of
Algeria). Algeria possesses important diatomaceous beds in the northwest region
of Sig. The Sig deposit is made of three distinct layers called massive, bedded and
inert or third category layer. The first two layers correspond to rich rocks partially
associated with carbonates. The sample was taken from the intermediate (bedded)
layer in various accessible parts of the Gana 1 gallery. This sample is light grey in
color, compact and very light and shows a bedded texture which is due probably to
the presence of marl sub layers. After dry state crushing and grinding of the
material in a toothed roll crusher, a representative sample, designated ND of size
40–100 lm was selected. This raw material has already been described in previous
papers [2].

4.2.2 Geology of the Layer

The diatomite layer of a reserve estimated at several million tons is located at Sig
at the west of Algeria (Fig. 4.1), currently exploited by Diatale, one of the sub-
sidiary companies of the ENOF (Company National of the nonferrous Materi-
als).The series with diatomite’s rests on beige argillaceous limestone’s several
million years of age. This series is upwards made up of three members. The first
member is made up approximately 20 m of gray marls with gray-blue, sometimes
rolled, in which at the top the first benches of diatomite appear.
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4.3 Results and Discussion

4.3.1 Chemical Composition Analysis

Table 4.1 show that the natural product is essentially composed of silica with CaO
as the main impurity (19 %) which contaminates the surface of that raw material.

4.3.2 Physico-Chemical Analysis

The physic-chemical properties of the Diatomite are presented in Table 4.2. From
these results, we can see that the diatomite material has a high porosity, approx-
imately 72 %.

4.3.3 Thermal Analysis

Thermal analysis of the sample was depicted in Fig. 4.2. Showed an endothermic
pattern due to the release of diatomite absorbed water at the temperature range
100–200 �C, with a loss in sample weight reaching 5.315 %. At temperature range
600–700 �C, another endothermic reaction due to the transformation calcite
according to the following reaction [3]:

Fig. 4.1 Sig (Algeria)
deposit site
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CaCO3 ! CaO + CO2

This endothermic reaction caused a loss in weight reaching 5.55 %. An intense
endothermic peak at the temperature range 600–750 �C due to calcite mineral
break down, with a loss in weight reaching 6.36 %, was depicted (Fig. 4.2).

4.3.4 SEM Analysis

SEM has been used to study the different forms of porosity and the structure of the
diatomite (Fig. 4.3). We can note that the pores are predominantly in circular
form. The fragments of the diatomite are in slice form with two faces opened and
we can also see the cylindrical nature of the pores.

Table 4.1 Chemical composition of natural diatomite

Diatomite SiO2 Al2O3 Fe2O3 CaO MgO K2O Na2O

W (%) 73.86 1.81 1.48 18.89 1.85 0.77 1.16

Table 4.2 Physico-chemical analysis of natural diatomite

Characterization Color pH SN2 (m2/g) Vp (cm3/g) Pt (%)

ND White 7.9 21.0 1.18 72.17

Fig. 4.2 Thermal analysis of natural diatomite
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4.3.5 Thermal Conductivity

The technique of measurement of thermo physical characteristics used in this work
is the box-counting method. The dimensions of the rectangular bricks are samples
whose thickness e is from 2 to 6 cm, they are determined according to the mea-
surement tool used in Fig. 4.4 (Table 4.3).

Fig. 4.3 SEM images of natural diatomite

Fig. 4.4 Experimental device used for the measurement of thermal conductivity

4 Thermal Properties of Algerian Diatomite, Study of the Possibility 31



In the light of the results obtained, we note that the Algerian diatomite decal-
cified has a very low thermal conductivity. This result is related to the increase in
porosity.

4.4 Conclusion

During this study, we undertook a work of thorough characterization of the
properties of a diatomaceous earth of Algerian origin before and after physic-
chemical treatment. On the whole, the results of measurements of porosity and
measurements relating to conductivity show that this material can be used as heat
insulator in the construction industry.
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Chapter 5
Optimal Resource Allocation in Steel
Making Using Torrefied Biomass
as Auxiliary Reductant

Carl-Mikael Wiklund, Henrik Saxén and Mikko Helle

Abstract Steelmaking is an energy intensive industrial sector and being largely
coal-based it gives rise to 5–6 % of the global CO2 emissions. Energy use for
producing 1 ton of crude steel has been reduced by 50 % since 1975, but the
annual production rate of crude steel has been increasing more strongly. Since
2002, the production rate has increased by almost 80 % amounting to 1,510 Mt in
2012, and this trend seems to continue in the future. Therefore, making the iron
production itself more efficient is not enough to reduce carbon dioxide emissions.
A possible remedy is to replace part of the fossil reductants by renewables and to
optimize the entire production chain from ores to steel, allowing more beneficial
resource allocation in the processes involved. The present study focuses on the use
of biomass as auxiliary reductant in the blast furnace, also paying attention to the
effect of the introduction on the material and energy flows of the whole steel plant
using a simulation model. Substituting part of the fossil coke or injected hydro-
carbon by biomass may result in reduced fossil carbon dioxide emissions, as long
as the biomass is harvested, transported and pre-processed in a sustainable way. As
the biomass may need upgrading before it is used, a torrefaction model is included
in the steel plant model. Results are presented from studies where the entire system
is optimized with respect to costs, considering a penalty for CO2 emissions.

5.1 Introduction

Whether or not global warming is occurring, the concern for it has further
increased public awareness of anthropogenic activities with negative impacts.
Previously it was e.g. acid rains, pesticides and ozone depletion, now it is, among
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others, carbon dioxide (CO2) emissions. Substituting some of the fossil fuels used
with ‘‘sustainable biomass’’ can lower the fossil CO2 emissions. The amount by
which the emissions are lowered however depends strongly on harvesting meth-
ods, transport related issues as well as on processing of the biomass. Therefore,
long-term impact on the environment should be considered before a certain bio-
mass is used as a substitute fuel. In this study, the use of a variety of biomasses as
auxiliary reductants in steel production is considered. For this purpose, a mathe-
matical model is used to optimize raw material streams and process parameters in
the steel plant in order to minimize production cost of raw steel, also considering
costs of emissions. Before the biomass is injected in the blast furnace it is taken to
be torrefied and grinded to make it suitable as an auxiliary reductant in the process.

Torrefaction of biomass includes heating in a furnace under a non-oxidizing
atmosphere and at modest temperatures, i.e. B300 �C. This form of mild pyrolysis
[1] can be divided into three temperature zones: light (220 �C), mild (250 �C) and
severe torrefaction (280 �C) [2]. Depending on the degree of torrefaction, biomass
used and residence time different ratios of condensable, non-condensable and
higher quality solids are acquired. In general, a higher torrefaction temperature
improves fuel quality due to increase in heating value. At the same time, however,
the solids suffer from yield loss [3]. The loss of mass at light torrefaction is mainly
caused by degradation of hemicellulose, whilst both hemicellulose and cellulose
accounts for it at mild to severe torrefaction [2]. Lignin does not yet degrade
significantly at these temperatures. Biomass and grinding data used in this study
are taken from the literature, where available. Here the main focus will be on
analysing the suitability of the solid fraction deriving from the different biomasses.
Future work will concentrate on the energy yields of the condensable and non-
condensable fractions.

5.2 Steel Plant Model

The mathematical description of the plant consists of models of the blast furnace
(BF) as well as of the basic oxygen furnace (BOF), coke oven (CP), grinding unit
(GU), hot stoves (HS), power plant (PP), sinter plant (SP) and a torrefaction unit
(TU). These units are described below. For an indicative schematic of the system
studied, please refer to [4].

A semi-linearized surrogate BF model was created using eight input values,
expressing 13 outputs (Table 5.1). The input values were varied within admissible
regions for a large number of experimental runs with the original, more sophis-
ticated model [5], where only the feasible solutions were retained [3, 5]. In earlier
work, this approach was made to study resource allocation in steelmaking using
one type of biomass as an auxiliary reductant [4, 6]. In the present study, the model
was adapted to account for different types of biomass used by redeveloping the
surrogate model on a large number of (feasible) points generated by the original
model.
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Blast furnace top gas requirement for reaching a desired blast temperature at a
given blast volume is determined by the hot stoves model, which considers the
stove set as a single continuous counter-current heat exchanger. The total oxygen
demand is dictated by the oxygen enrichment of the blast and by the oxygen
needed for steel conversion in the BOFs. Remaining BF top gases, coke oven gases
and half of the BOF gas are used for steam production in the power plant. Low
pressure steam from turbines is used in a condenser, providing heat for district
heating. Electricity produced, but not used by the grinding unit and for com-
pression of the cold blast, is taken to be sold to the grid. The models of the coke
plant, sinter plant and BOF are simple linear models based on the overall
behaviour of these units in a Finnish steel plant used as reference for this work.
The power demand for grinding the pre-treated biomass is based on data from
literature. Here it was available for only two of the biomasses studied, namely
pine-wood chips (Bio1) and logging residue (Bio2). An approximately ten-fold
reduction in power demand could be seen when the biomass was torrefied at
300 �C in comparison to oven dried mass. The grinded biomass is injected into the
BF. It should be noted that injecting untreated biomass into the BF would lower
the production rate and flame temperature, so some pre-treatment is needed.
However, a high torrefaction temperature results in unnecessary loss of yield [4].
For the sake of simplicity, the torrefaction unit is here considered to be self-
sufficient; i.e. heat deriving from combusting product gases and liquids is assumed
adequate for drying and torrefying the incoming biomass. A more accurate
modelling of the heat demand of the torrefaction unit will be developed in future
work.

Table 5.1 Input and output variables for BF model (where units m3n and thm refer to normal
cubic meter and ton of hot metal, respectively)

Input variable Range Output variable Range

X1: Blast volume 0–140 km3n/h Y1: Production rate 120–160 thm/h
X2: Oxygen volume 0–40 km3n/h Y2: Coke rate C0 kg/thm

X3: Oil rate 0–120 kg/thm Y3: Flame temperature 2,000–2,300 �C
X4: Blast temperature 850–1,100 �C Y4: Top gas temperature 100–250 �C
X5: Pellet rate 0–1,200 kg/

thm

Y5: Bosh gas volume 170–200 km3n/
h

X6: Limestone rate 0–100 kg/thm Y6: Residence time of solids 6.0–9.0 h
X7: Oxygen flow with biomass C0 kg/thm Y7: Slag basicity, XCaO/XSiO2 1.00–1.20
X8: Energy flow with biomass C0 LJ/thm Y8: Slag rate C0 kg/thm

Y9: Top gas volume C0 km3n/h
Y10: Top gas CO content C0 %
Y11: Top gas CO2 content C0 %
Y12: Top gas H2 content C0 %
Y13: Heating value of top gas C0 LJ/m3n
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5.3 Objective Function and Simulation Setup

The objective function comprises of raw material costs, penalty fee for fossil CO2

emissions as well as credits for electricity and district heating sold.

F ¼
X

_mici þ w _mCO2 cCO2 � Pcel � _Qdhcdh

ffi �
= _mls ð5:1Þ

where _m is the mass flow rate, c is a cost factor, w expresses the mass ratio of fossil
versus total CO2, P is electrical power produced (reduced by the power demand of
blast compression and grinding), _Qdh is the district heat and subscript ls stands for
liquid steel. Raw materials indicated by i are biomass, coal, coke (external),
limestone, oil, ore, oxygen, pellets and scrap iron. Due to nonlinear terms in the
surrogate BF model [4], the resulting optimization problem was solved by mixed
integer linear programming problem (MILP) using the CPLEX software [7].

A set of five different possible biomasses (Bio1–5) were used in this study: pine
wood chips (PC) and logging residue (LR) [8], loblolly pine (LP) [9], bagasse (B)
[10] and reference wood (RW) [11]. Data for these are reported in Table 5.2. The
grinding energy demand of Bio1 and Bio2 is given in Table 5.3.

Torrefaction time normally ranges from a few minutes to 1 or 2 h [1, 2].
Biomass 1 and 2 had a reported torrefaction time of 30 min, whilst the following
two had a torrefaction time of 2.5 and 60 min, respectively. An increase in the
residence time reduces the hydrogen and oxygen content, while the carbon content
is increased. It can also cause secondary reactions between volatiles and solids [1],
which make comparison of the biomasses more difficult. However, many authors
concluded that the effect of residence time is of less importance than that of
temperature [1, 2, 12]. Another problem, pointed out by Ohlinger et al. [1], is the
drying method used on the biomass samples, where, e.g., a remoistened sample
could lead to modified binding forces within the sample. Therefore, the reported
performance of the biomasses should be treated with certain caution. The system
simulated is a steel plant with one BF and with an overall production of 160 tls/h.
The coke plant can produce 55 t/h of coke and the BF is operated with a blast
temperature of 1,100 �C. Four cases were simulated, as indicated in Table 5.4. In
the four cases investigated, the biomass feed rate, oxygen availability and oil rate
to the blast furnace (expressed in specific quantities per ton of hot metal) were
varied. Raw material prices and energy prices, as well as the carbon dioxide
emission cost are given in Table 5.5.

5.4 Results

Optimization results for the cases using the biomasses are presented below, where
the optimal values at lower or upper bounds are reported in bold Italic and bold
Roman fonts, respectively. Table 5.6 presents results for Case 1, with and without
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grinding for Bio1 and Bio2. This allows for a comparison of the effect of the
grinding power on the optimization. For indicative top gas composition, please
refer to [4].

Table 5.2 Data for biomass used in simulations (bold font: linearized values)

T (�C) Bio1-PC Bio2-LR Bio3-LP Bio4-B Bio5-RW

C (%-wt) – 47.21 47.29 50.5 46.38 50.1
225 49.47 50.15 53.73 51.85 60.15
250 51.46 54.91 54.44 53.04 70.6
275 54.91 53.24 55.38 59.32 72.25
300 63.67 66.07 57.3 65.59 73.2

H (%-wt) – 6.64 6.2 6.26 4.68 6
225 6.07 6.1 6.03 4.92 5.78
250 5.86 5.87 5.98 4.97 5.2
275 6.2 5.39 5.92 4.64 5.02
300 5.58 4.92 5.79 4.31 4.9

O (%-wt) – 45.76 45.19 42.6 44.11 43.9
225 44.03 42.74 39.51 36.08 32.39
250 42.02 40.96 38.84 34.34 24.3
275 38.17 40.12 37.92 26.23 22.8
300 29.99 27.34 36 18.11 21.9

HHV (MJ/kg) – 18.46 18.79 20 18.32 20.02
225 19.48 19.79 21.94 20.46 24.35
250 20.08 21.21 22.36 20.94 28.12
275 21.82 22.03 22.92 22.14 28.63
300 25.38 26.41 24 23.37 28.91

Yield – 100 100 100 100 100
225 89 88 88.14 67.96 78.79
250 82 81 85.56 60.99 65.2
275 73 70 82.23 48.99 56.93
300 52 52 75.9 36.98 51.4

Table 5.3 Grinding energy
for Bio1 and 2

T �C Bio1 PC Bio2 LR

Grinding energy (kWh/t) – 237.7 236.7
225 102.6 113.8
250 71.4 110.4
275 52 78
300 23.9 37.6

Table 5.4 Experimental plan Cases 1 2 3 4

Biomass (t/h) 30 15 15 15
Oxygen (km3 n/h) 20 20 10 20
Oil (kg/t hm) 120 120 120 60
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As seen from Table 5.6, the maximum amount of biomass (120 kg of torrefied
biomass/thm) is injected for all materials, except for Bio4 (bagasse), which is not
used at all. The reason for this is its high material loss during heating. Bio5 also
suffers also from low yield. However, this is compensated by its higher heating
value and thus, higher energy yield. Additionally, BF operation with Bio5 uses less
blast than for the other biomasses, while the oxygen enrichment is at maximum,
i.e., the blast oxygen is 32 %. All samples use maximum oil input (16.8 t/h) and
are also forced to use pellets (56.5 t/h), since the sinter production limit (153.6 t/h)
is reached. In addition, no coke is bought for cases 1–3 nor is any limestone used
in the BF. For the biomass with reported grinding energy, consideration of this
only affects the production price and not the optimal operation state, since the cost
is marginal. As for the production price between the biomasses, the most beneficial
one is Bio5, while the most expensive alternative is to use no biomass (which was
the case where Bio4 was an option).

In cases 2–3, where biomass availability is further restricted, no Bio4 is used,
while the maximum amount of other biomasses (15 t/h) is utilized. In Case 2, Bio5
again requires maximum blast oxygen and the torrefaction temperature remains the
same as in Case 1. Limiting the oxygen flow to 10 km3n/h (Case 3) reduces the
blast oxygen content for Bio5. For Cases 2–3, the optimal torrefaction tempera-
tures for the other biomasses (Bio1–Bio3) vary greatly compared to Case 1. Here
the temperatures are much lower; Bio3 is used un-torrefied in the furnace, as is
also the case for Bio1 and Bio2 when not grinded. A reason for this behaviour isthe
lowered amount biomass available, so a maximum or near-maximum yield is more
beneficial for maximizing the objective function. As for production cost, Bio5 is no
longer the most beneficial one, but instead un-grinded Bio2. In comparison, the
grinded Bio2 is 1.1 (€/tls) more expensive than Bio2 without grinding. Bio1 follows
a similar trend. Production prices at the optimized states are shown in Fig. 5.1 (left)
and biomass torrefaction temperatures for all cases in (right).

Halving the oil injection rate (Case 4) increases the production cost with all
biomass alternatives, as the oil is the cheapest reductant. Surprisingly, the use of

Table 5.5 Raw material
prices

Biomass 60 €/t
Ore 80 €/t
Pellets 100 €/t
Coal 145 €/t
Coke 300 €/t
Oil 150 €/t
Limestone 30 €/t
Oxygen 50 €/km3 n
Electricity sold 50 €/MWh
District heating sold 10 €/MWh
CO2 tax 20 €/t
Scrap 100 €/t
Electricity bought 100 €/MWh
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Table 5.6 Simulation results from Case 1—Bio1 and 2 with and without Grinding (Gr.)

Case 1 Bio1 (Gr./No gr.) Bio2 (Gr./no gr.) Bio3 Bio4 Bio5 (ref)

Biomass (t/h) 25 25 21 21 22 0 30
Coking coal (t/h) 60.9 60.9 59.7 59.7 65.8 77.6 61.1
Oxygen (km3n/h) 7.3 7.3 4.9 4.9 7.6 7.5 15.7
Electricity sold (MW) 21.8 21.8 20.6 20.6 23.9 23.8 32.0
District heat sold (MW) 58.1 58.1 57.2 57.2 61.4 69.5 165.5
Fossil CO2 emissions (t/tls) 1.37 1.37 1.35 1.35 1.45 1.65 1.37
Blast volume (km3n/h) 138.9 138.9 140.0 140.0 135.3 140.0 112.9
Pyrolysis temperature (�C) 283 283 250 250 292 272 276
Compressor power (MW) 7.4 7.4 7.6 7.6 7.2 7.4 5.9
Flame temperature (�C) 2,021 2,021 2,070 2,070 2,023 2,116 2,010
Bosh gas volume (km3n/h) 200.0 200.0 196.7 196.7 200.0 197.7 185.0
Residence time (h) 8.8 8.8 8.9 8.9 8.5 7.6 8.9
Slag basicity (-) 1.08 1.08 1.08 1.08 1.06 1.04 1.07
Top gas temperature (�C) 246 246 243 243 231 195 209
Coke rate (kg/t hm) 250.6 250.6 244.2 244.2 274.9 333.4 251.2
Slag rate (kg/t hm) 209.2 209.2 208.7 208.7 211.0 215.2 204.8
CO2 emissions (€/t steel) 27.4 27.4 27.0 27.0 29.0 32.9 27.5
Liquid steel (€/t steel) 237.8 237.6 234.7 234.1 241.6 247.6 232.3
Injected biomass (kg/t hm) 120 120 120 120 120 0 120
Grinding energy (MWh) 0.7 N/A 1.9 N/A N/A N/A N/A

Fig. 5.1 Liquid steel production costs depending on biomass used (left). Biomass torrefaction
temperature; Bio1 and 2 with grinding (right)
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bagasse (Bio4) becomes beneficial for this case. It is, like for Bio3, used un-
torrefied. Along with the reduction of the oil rate, external coke is needed with
Bio3–Bio5, because of the restriction on own coke availability (55 t/h). This, in
turn, makes it more beneficial to replace a small part of the sinter with pellets and
the lower bound for slag basicity is reached (Bio3–Bio5) but no limestone addition
is needed. Here Bio2 gives the lowest production costs, even when the grinding
cost is included. Biomass use and grinding effect as well as costs are presented in
Fig. 5.2.

5.5 Conclusion

The potential of using biomass as an injected fuel in the blast furnace of a
steelmaking plant has been studied by simulation and optimization. Five different
biomasses were evaluated, using four cases with constrained resources at the steel
plant. The effect of torrefaction on yield and heating value determines the suit-
ability of a biomass to be used in a blast furnace, where feasibility was expressed
in economic terms, considering costs of raw materials, energy and the taxation on
CO2 emissions. The study showed that it is difficult to draw definite conclusions on
the biomass which would be the most beneficial one, since the optimal choice
changes with the process conditions. For instance, the use of bagasse was not
economical until the oil content was severely restricted. The optimization also
showed that in some cases it was better to conduct a strong torrefaction, while in
other cases the use of un-torrefied biomass was optimal. Using information about

Fig. 5.2 Biomass input (left). Grinding costs (right)
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the grinding energy, available for pine chips and logging residue (Bio1 and Bio2),
increased the production price in the Cases 2–4 with about 1.1 €/ton of liquid steel.
Therefore, the effect of grinding should be considered, in particular since the
injection of non-grinded biomass would be very challenging in practice. A crucial
factor is the condensable and non-condensable fractions in the torrefaction process
and their energy yields. Consideration of these is likely to affect the optimal raw
material streams and production price. Additionally, they affect the dimensioning
of the torrefaction unit, which, in turn, has its own limitations. These problems are
to be addressed in future work.
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Chapter 6
Numerical Simulation of Cavity
with an Upper Free Surface

Chahrazed Benseghir, Bariza Zitouni, Djamel Haddad
and Mostefa Zeroual

Abstract In this paper, 3D numerical study of Bénard-Marangoni instabilities in a
horizontal liquid layer for a Rayleigh number Ra = 0 and aspect ratio A = 20.
The layer is heated from below and cooled from above (vertical temperature
gradient). The upper surface is assumed to be free and non-deformable. The
surface tension at the free surface is linearly dependent on the temperature. Silicon
oil with Prandtl number (Pr = 880) has been used as a working liquid. A para-
metric study has been carried out by considering the following parameters: the
thermal Marangoni number (Ma), the Biot number (Bi). The governing equations
were discretized by the finite volume method. The resolution of the coupling
(pressure-velocity) was done with the projection method. A code has been elab-
orated with FORTRAN 6.6. Velocity vectors and temperature fields on the upper
free surface are obtained.

6.1 Introduction

The Bénard-Marangoni convective instability (BMI) appears when the liquid layer
is heated from below and the upper free surface is cooled from above. Beyond the
onset of convection, corresponding to a critical value of the temperature gradient,
polygonal cells are generally formed. The flows induced by the surface tensions
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have a several applications as well in nature as in the industrial field, such as
crystalline growth processes, film coating processes and convection in the stars
(solar granulation).

This problem was studied the first time analytically by Pearson [1] which
neglected the effects of buoyancy and by Nield [2] which included the forces of
gravity in its analysis. The two authors took into account the approximation of
Boussinesq. Scriven et al. [3] proposed the first analysis of the effects free surface
deformation on the thermocapillary convection. Davis et al. [4] found that the
deflection of the free surface stabilizes the system if buoyancy is dominant and
destabilizes the system if the effects of surface tension are dominant. The effect of
the variation of viscosity with the temperature has been studied by Selak et al. [5].
Thess and Orszag [6] studied numerically under microgravity the effect of surface
tension on the infinite Prandtl number. Schwabe [7] studied experimentally under
the microgravity a liquid layer of the Silicone oil. Its objective was to observe the
beginning of the hydrothermal patterns. Cerisier et al. [8] studied experimentally
in a circular container with different aspect ratio. They found that more dynamics
are induced by increasing the Biot number. Rahal and Cerisier [9] studied (BMI)
experimentally for various Prandtl and Marangoni numbers in small aspect ratio
geometries. They found that for given values of the Prandtl number and aspect
ratio, mono-periodic, bi-periodic and chaotic states were successively observed as
the Marangoni number was increased. Nezar and Rahal [10] studied numerically
the effect of inclined temperature gradient (both horizontal and vertical tempera-
ture were applied). They found that the morphology of patterns is changed com-
pletely from hexagonal cells to stationary longitudinal rolls for a specific value of
the liquid layer thickness.

In the present work a 3D numerical simulation is used to study a liquid layer at
Rayleigh number (Ra = 0) and for a large Marangoni number.

6.2 Problem Definition

The studied configuration (Fig. 6.1) has an upper free surface. The cavity contains
silicon oil (Pr = 880). The liquid-air interface is assumed to be non-deformable.
The layer has a thickness (d) and it is heated from below and cooled from above
(vertical temperature gradient).

6.3 Mathematical Model

Thermophysical properties of the fluid are assumed constant, except the density
variation in the buoyancy term, i.e., Boussinesq approximation is valid. The sur-
face tension at the free surface is linearly dependent on the temperature:
r ¼ r0 � c h � h0ð Þ. The heat transfer in the liquid-air interface is defined across
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the Biot number. The dimensionless equations for the conservation of mass,
momentum, and energy equations are:

oU

oX
þ oV

oY
þ oW

oZ
¼ 0 ð6:1Þ

oU

os
þ U

oU

oX
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oU
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þ o2T

oZ2
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The dimensionless variables U, V, W, P and T are the velocity components in
the X, Y and Z direction, pressure and perturbation temperature, respectively.

Parameters A, Pr, Ra, Ma and Bi are aspect ratio, Prandtl, Rayleigh, Marangoni
and Biot numbers, respectively. These are defined as:

A ¼ L=d; Pr ¼ t=a; Ra ¼ gbDhd3=ta; Ma ¼ cDhd=q0ta; Bi ¼ hdliquid=kliquid

ð6:6Þ

where quantities q0, t, a, b, Dh, k, h and d are the density, kinematic viscosity,
thermal diffusivity, thermal expansion coefficient of the liquid, temperature vari-
ation, thermal conductivity of the liquid, thermal exchange coefficient liquid-air
and thickness of the liquid layer respectively.

d

L

H

Y

Z

X

Fig. 6.1 Studied
configuration
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The dimensionless boundary conditions are:

• For the hot wall of the cavity:

U ¼ V ¼ W ¼ 0; T ¼ 1 ð6:7Þ

• For the free surface:

oV

oZ
¼ �Ma

oT

oY
ð6:8Þ

oV

oZ
¼ �Ma

oT

oY
ð6:9Þ

W ¼ 0 ð6:10Þ

oT=oZ þ Bi � T ¼ 0 ð6:11Þ

• For the insulated walls:

U ¼ V ¼ W ¼ oT=on ¼ 0 ð6:12Þ

6.4 Results and Discussions

The obtained results present the velocity vectors (Figs. 6.2, 6.3 and 6.4) and the
temperature fields (Figs. 6.5, 6.6 and 6.7) in the case (Bi = 0 and Ma = 2,000,
3,000 and 4,000). The plots are arranged with ascending of the (Ma) value.

Fig. 6.2 Velocity vectors for
Ma = 2,000
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Fig. 6.3 Velocity vectors for
Ma = 3,000

Fig. 6.4 Velocity vectors for
Ma = 4,000

Fig. 6.5 Isotherms for
Ma = 2,000
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By observing all the cases, it is found that the number of cells decreases with
the increase of the Marangoni number and the sizes of the cells are larger when the
Marangoni number increases.

6.5 Conclusions

In this paper, 3D numerical simulation of a horizontal liquid layer for Rayleigh
number Ra = 0, only surface tension effects, has been carried out. The most
important obtained results can be summarized as follows: the number of cells
decreases with the increase of the Marangoni number; the sizes of the cells are
larger when the Marangoni number increases.

Fig. 6.6 Isotherms for
Ma = 3,000

Fig. 6.7 Isotherms for
Ma = 4,000
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Chapter 7
Walk Optimization of a Drilling
Operation Carried Out by a Two Link
Robot Arm Using Heuristic Approach

Djamel Bellala, Hacene Smadi and Aicha Medjghou

Abstract Exact solutions for the TSP problem are typically difficult from com-
putational point of view, because of their size and time complexities. That is why,
heuristics are substituted to exact algorithms in order to provide a good solution to
the problem. In this paper two heuristics, the nearest-neighbor and the subtour-
reversal algorithms, are used to solve an industrial problem. The first algorithm
gives birth to an optimal tour by which the industrial process can be carried out
while the second algorithm generally provides an improvement to the previous
optimal tour.

7.1 Introduction

Because of the lucrative character of the manufacturing companies, these always
seek to improve their manufacturing process by improving the quality of their
products with the lowest possible cost. This cost minimization can be obtained;
among other things; by reducing the manufacturing time of each product, what
makes the delivery deadline more competitive. A start-up, small and medium-sized
enterprise (SME) intends to manufacture a series of a new electronic toy for
children. The printed circuit board (PCB) of every toy is fitted with holes for
mounting different electronic components. These holes have to be drilled with a
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robot arm according to the operation mode which will be developed later in this
paper. The aim of the enterprise is to carry out the drilling process in a shortest
possible time. In order to respond favorably to the enterprise requirements the
following steps are successfully carried out.

1. Design of the circuit board using simple PCB software.
2. Determination of the robot arm trajectory in between every holes pair.
3. Setting up the distance matrix by evaluating the displacement time of the robot

arm of every pair of holes.
4. Application of the suggested metaheuristics in order to optimize the tour car-

ried out by the robot arm during the drilling process.

7.2 PCB Preparation

The software used for the circuit board is free CAD software. It includes Ex-
pressSCH for drawing schematics and ExpressPCB for circuit board layout. The
process starts by using the ExpressSCH schematic design program according to the
following steps:

Step 1. component selection
Step 2. component position
Step 3. wiring
Step 4. edition of the schematic
Step 5. linking the schematic and the PCB.

The ExpressPCB circuit board layout program will now continue the design
process according to the following steps:

Step 1. component selection
Step 2. component position
Step 3. adding the traces
Step 4. editing the layout
Step 5. ordering the PC boards.

The obtained printed circuit board is shown in (Fig. 7.1).
Using Matlab system the coordinates of each drilling point have been accu-

rately determined, and so the distance matrix is obtained. The number of the
drilling points is 45. All the drilling points are numbered from 1 to 45 as shown in
(Fig. 7.2). The lower left corner point of Fig. (7.2) is taken as the origin of a
Cartesian reference frame.
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Fig. 7.1 Copper side of the obtained PCB
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7.3 Description and Optimization of the Drilling Process

The motion control of the robot arm results in the displacement of the end-effector
holding a power drill exactly perpendicular to each drilling point. Then a bidi-
rectional translatory movement of the power drill makes the hole and returns back
to its initial position. The power drill movement is activated by a programmable
counter. The whole process is repeating itself until all the holes are successfully
carried out [1, 2].

The time period of the bidirectional translatory movement of the power drill is
the same for every drilling point, so it is worthless to take it into account it in this
problem because the result of this optimization is independent of that time. In fact
only the time displacement from one drilling point to another one which in its turn
is proportional to the distance between each drilling point pairs is the decisive for
the overall operation time of the process. Notice that the movement of the robot
arm from one drilling point to another one is carried out without obstacles [1, 2].

This type of problems; known as traveling salesman problem TSP; falls down
under a very interesting branch of mathematics called graph theory. In this opti-
mization problem we seek to drill 45 holes by moving through every drilling point
once and only once in a shortest period of time. The data of the problem is a time
(or distance) matrix representing the time necessary to move from each pair of
points. Graphically the system is represented as a network of nodes [3].

The aim of this research paper is to find the optimal tour that should be carried
out by the robot arm, i.e. the tour that gives the minimum time (minimization of
the cost function) of the robot arm when visiting all the points.

7.4 Mathematical Formulation of the Problem

TSP is a combinatorial optimization problem and it belongs to an NP-hard class of
problems but it has the power of representing a large class of problems. Among the
combinatorial optimization problems the TSP is the most important one, since it is
very easy to describe, but very difficult to solve.

The TSP problem deals with finding the shortest (closed) tour in an n-node
situation where each node is visited exactly once. Specifically, in an n-node sit-
uation, we define [4, 5]:

xij ¼
1; if node j is reached from node i
0; otherwise

ffi
ð7:1Þ

Given that dij is the distance from node i to j, the TSP model is given as
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Minimize z ¼
Xn

i¼1

Xn

j¼1

dijxij; dij ¼ 1 for all i ¼ j ð7:2Þ

Subject to

Xn

j¼1

xij ¼ 1; i ¼ 1; 2; . . .; n ð7:3Þ

Xn

i¼1

xij ¼ 1; j ¼ 1; 2; . . .; n ð7:4Þ

xij ¼ 0; 1ð Þ ð7:5Þ

7.5 The Nearest-Neighbor Algorithm

As the name of the heuristic suggests, a ‘‘good’’ solution of the TSP problem can
be found by starting with any city (node) and then connecting it with the closet
one. The just-added city is then linked to its nearest unlinked city (with ties broken
arbitrarily). The process continues until a tour is formed [4, 6].

7.6 Sub-tour Reversal Heuristic

In an n-city situation, the sub-tour reversal heuristic starts with a feasible tour and
then tries to improve on it by reversing 2-city sub-tours, followed by 3-city sub-
tours, and continuing until reaching sub-tours of size n–1 [4, 6].

7.7 Results and Conclusion

After running the appropriate Matlab program, the optimal tour is obtained as
follows:

The first heuristic gives the following shortest tour:
18-19-17-16-15-14-13-12-11-10-9-8-7-6-5-4-1-2-3-45-44-43-42-40-41-37-39-

38-36-35-33-34-32-30-31-29-22-21-20-23-26-27-28-25-24-18.
This tour corresponds to a travelled distance of 361,875 units.
The second heuristic which is an improvement of the first one gives the fol-

lowing shortest tour:
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18-17-16-15-14-13-12-11-9-10-8-7-6-5-4-1-2-3-45-44-43-42-40-41-37-39-38-
36-35-33-34-32-30-31-29-22-21-23-26-27-28-25-24-20-19-18.

This tour corresponds to a total distance of 356,59.
The two heuristics are executed within one Matlab program in exactly 1053

iterations.
The improvement gained using the second heuristic is rated 1.5 %. Even though

the rate of the improvement is small, it still of great importance especially when
the number of PCB that will be fabricated is very large.
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Chapter 8
Design and Evaluation of Airborne Wind
Turbine Utilizing Physical Prototype

Edris Safavi, Mohsen Namakian, Tim Sirén, Rickard Magnéli
and Johan Ölvander

Abstract Moving towards renewable sources of energy has become one of the
most important energy-related strategies in recent decades. High-altitude wind
power (HAWP) has been discovered in 1833 as a source of useful energy. Wind
power density (Watts/m2) can significantly increase (*6 times) by going from 80
to 500 m altitude. The global capacity of 380 TW (terawatt) as well as abundance,
strength, and relative persistency of wind in higher altitude are eye-catching points
to consider HAWP as a reliable energy source in the future. A research project
called ‘‘THOR’’ has been initiated at Linköping University by a group of master
students (soon to graduate) as proof of concept of airborne wind energy (AWES).
THOR is about feasibility analysis of different concepts of HAWP and proof of
concept of balloon based AWES as one of the appropriate existing concepts.
THOR is intended to be a research platform at Linköping University for further
development of AWES concepts in future.

8.1 Introduction

The term ‘‘renewable energy’’ covers all types of energy that come from natural
resources which are continually replenished e.g. water, winds, tides, sun, and
biomass etc. Although using renewable energies is not as straightforward as for
example fossil fuels, technological advancements on one side and natural resource
depletion on the other side have caused human to think about renewable energy
more and more. Therefore moving towards renewable sources of energy has
become one of the most important energy-related strategies in recent decades.
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On first hand the world has faced rigorous environmental degradation which
draws attention to clean solutions. On the other hand, the limited availability of the
traditional energy resources like petroleum and the huge increasing demands make
the cost of these resources higher. Furthermore greenhouse effect is another
driving force which makes it necessary to find other available resources for energy
that are renewable and clean.

In recent years wind power has gotten increasingly attention as a source of
renewable and green energy. World total installed capacity has grown nearly ten
times (from 24,836 to 239,485 MW) during 10 years (2001–2011). This growth
rate is significantly more than the average annual growth in global energy con-
sumption (2.5 %) [1]. However, achieving this growth rate is very respectable but
comparison of total harvesting of wind energy to the total capacity of the easy
accessible wind power (approximately 160 Giga Watt (GW) is expected to gen-
erate more than 331 TWh in 2010) shows massive potential of this field to grow
even further [2]. On the other hand, the mentioned wind energy capacity can cover
just 1.6 % of global electricity consumption which needs to be almost 12 % in
2050 according to the International Energy Agency. It is important to take into
consideration that by reaching to this level the annual CO2 emissions can be reduce
by 2.8 giga tone (Gt) which is massive reduction compared to e.g. annual Sweden
CO2 emissions (0.049 Gt) in 2008 [3].

Winds are created over the earth due to pressure gradients caused by temper-
ature difference between the equator and the poles. Humans, on the earth, feel a
small part of the winds since they are in the lower part of a boundary layer called
‘‘No slip condition’’ where the air touches the earth with almost zero velocity.
Therefore it can be concluded that in general there is no wind on the surface
compared to higher altitudes. Exceptional cases are where the wind is guided to the
surface. These are the places that are known as ‘‘wind prone’’ areas where the
conventional wind turbines are normally installed.

As illustrated in Fig. 8.1, wind speed is getting stronger at higher altitudes.
Although, increasing the efficiency of conventional wind turbine is always on
demand among companies and research institutes. A preliminary result from a
European project namely KitVes shows that 800–1200 m is a sweet spot with less
challenging altitude but strong winds where the power efficiency is 4 times higher
than current 5–6 MW wind turbine at 80 m [4]. This massive increasing in effi-
ciency seems almost non accessible for conventional wind turbines. Therefore, the
concept of high altitude wind power is considered as a convincing concept to
obtain the wind energy at higher altitude.

Airborne Wind Energy Systems (AWEs) have presented recently as revolu-
tionary alternatives for conventional wind turbines to capture high altitude wind
energy (HAWE). The general idea of AWEs is to lift up a wind turbine to the
desired altitude using a lifting device such as lifting balloon, kite, propeller etc.
Energy generated by the AWEs may be used aloft or sent to the ground using
specific devices such as conducting cables, mechanical force through a tether etc.
There are several concepts in the market to harvest wind power at higher altitudes.
However, most of them are at the first stage of development. So, they might be not
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well optimized and cost efficient yet. In general, existing concepts can be cate-
gorized as:

• Propeller based designs: Using ‘‘tethered wing’’ or ‘‘flying electric generator’’
which passes a circular path aloft [5, 6].

• Kite based designs: Kites are employed to convert the wind energy to electric
energy [7].

• Balloon based designs: Balloons are used to keep the system aloft. These
designs have been initiated in some project e.g. MARS [8] or airborne wind
turbine developed by Altaeros Energies [9].

8.2 Design Study

This study is initiated by assessment of existing concepts. However, due to the lack
of both theoretical and practical information about HAWP and especially about
AWEs, this study is initiated mostly from scratch. In this case, rapid prototyping
has been proven to be a promising method used early in the design process, not just
to get a better feeling of the final product but also to obtain more validated
information about the concept under evaluation and models. THOR is created to be
used as a proof of concept of AWEs which can be rapidly fabricated and tested.
The achieved information from THOR can be used later to more investigate the
balloon based concept e.g. scale up the concept to the commercial size.

Fig. 8.1 Approximation of the wind speed profile based on the roughness of the area (adapted,
from BaumBach [13] )
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8.2.1 Design Requirements

Apparently all the proposed concepts available in the market have many pros and
cons which make them hard to compare. In the first phase of THOR project an
assessment is performed among the different mentioned concepts to select the best
well-fitted concept to the project requirements. The main requirements are listed as:

• High reliability
• High safety
• Easy to manufacture (specially for students)
• Less design complexity
• Less environmental impact.

Taking the above mentioned factors into consideration, a range of designs was
investigated. The balloon based design is selected as a best fitted concept to the
requirements. However, Douglas J. Amick (2008) suggests a well aerodynamically
designed balloon having a small conventional turbine installed on it [10]. Fred-
erick D. Ferguson (2008) proposes a design which is now fully developed and sold
in the market by Magenn Power Inc. [11]. There are more complicated designs,
like Meller (2009) or simpler ones like Kling (1978), [12–17]. After assessment of
different concepts, the initial designed concept is consisted of a small wind turbine,
attached (via a turbine structure), to spherical helium filled balloon, to keep the
system up in the air. The electric power is transferred down using an electric
system. The entire system is held by a base structure which could winch the
turbine up and down. Another safety system is designed to assure the safety of the
systems in the air (Fig. 8.2).

Fig. 8.2 Schematic view and main specifications of THOR Project
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8.2.2 Detail Design

As illustrated in Fig. 8.2, THOR concept consists of 4 main parts; Helium balloon,
Turbine and Turbine structure, Electric system, Winch system.

The function of the helium balloon was to lift up the turbine to the desired
altitude. A spherical balloon with diameter of 4.5 m was designed, due to higher
lifting force per weight of the balloon. Balloon was chosen to build from PU Nylon
material among three different options (PVC, Latex, PU Nylon) offered by the
suppliers due to light weight, good stiffness and higher temperature resistance.

The loads applied on the system come mainly from drag force. To increase
safety, an extreme condition (max. wind velocity equal to 25 m/s) was assumed.
Using CFD simulation for spherical object, 4.5 m diameter (Fig. 8.3) an upper
limit for the drag force was calculated to be 1,500 N. This force together with the
maximum weight and drag force are used to select the proper rope to keep the
system up in the air. In order to use the turbine in an efficient way the most
important requirement is the ability of structures to follow the wind direction and
to keep the turbine horizontal and in-line with the wind direction. The initial

Fig. 8.3 Different components of the THOR concept including examples of CFD and FE
analysis
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concept was generated and visualized in a 3D-CAD tool and realized in a 1:1 scale
mock-up. The result of mock up is used to modify the models and more evaluate
the concepts.

The most important design criteria used during the detailed design of the tur-
bine structure can be summarized in:

• A target weight of approximately 4 kg.
• Bolted connections between parts to make later modifications easier.
• Easy to manufacture—not to many complicated parts.
• Ability of the turbine to follow the wind direction.

As an advantage of the proposed design, rope forces have a small effect on the
turbine structure (due to relatively high rope angle at attaching points). Hence, the
turbine structure is mainly affected by the body forces (turbine and transformers’
weight). CFD and FE analysis as well as handbook calculation is used to design
the turbine structure more precisely, see Fig. 8.3.

A 100 W AC turbine is used to generate the electricity with max-output of
15 Vac. To reduce the power losses in electric system and reduce the weight of the
conducting cable, a transformer is used to increase the output voltage to 250 Vac.

Winch system is used to lift up and down the whole system. Which system is
used to lift up the system to the maximum altitude of 150 m? It can also carry the
force from the system in extreme condition e.g. wind velocity equal to 25 m/s.

8.3 Results and Discussion

To more evaluate the concept, two separate tests have performed in December
2012 and May 2013, at Östergötland-Sweden. The result of the first test shows that
while there was a little breeze at ground level (0.3–0.7 m/s), at 100 m altitude
winds, strong enough for running the turbine, was observed (3.4–4.1 m/s). The
turbine started functioning under no electrical load at 3.4 m/s and with an elec-
trical load (an 18 W bulb lamp) at 3.7 m/s. The power produced was calculated to
be in the range 4.5–7.8 W in the first test, depending to the wind velocity
(3.7–4.1 m/s). However during the second test the power increased to higher value
e.g. 50 watt, when there was stronger wind on the ground (3 m/s), see Fig. 8.4.

The maximum power gained practically was equal to 48 W, which create a
satisfactory power factor for the entire system. However the difference between
the theoretical calculated power and measured power in the field can be resulted
from three main factors explained as following: Low efficiency of turbine, Insta-
bilities in the turbine structure, Losses in electric system.
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8.4 Conclusions

An Airborne Wind Energy System was successfully designed and tested. The
project provided a good foundation with theoretical and practical knowledge, and
different perspectives for further developments. The THOR project holds a great
potential to be developed. As a necessary step for all following suggested future
works, long time site tests at higher altitudes and under different wind situations
could be conducted in order to gain more functioning-related data. However the
result was satisfactory for the selected turbine, but the result can be improved by
using a more efficient turbine, more stable turbine structure and better electric
system to avoid losses. Weight reduction approaches can be also applied on all
aloft parts, taking part’s function into consideration. For instance a more efficient
turbine can be employed, while in this case efficiency means higher power factor
per unit weight. Also turbines with high voltage single-phase outputs are more
suitable as transformers would not be needed and also lighter conductive cable
(e.g. two core wires instead of three). Furthermore, a control system needs to be
developed. The primary function of this control system is to sense the weather
condition and locate the turbine at the best altitude and responding to all major
risks. The possibility of using hydrogen, instead of helium, which has a higher lift
to cost ratio, needs to be investigated. However, hydrogen is explosive, and is
more suitable for remote areas e.g. offshore applications.

Fig. 8.4 Wind speed and output power versus altitude (up), wind speed and power versus time
(bottom)
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Chapter 9
Comparison of Two ARMA-GARCH
Approaches for Forecasting the Mean
and Volatility of Wind Speed

Ergin Erdem, Jing Shi and Ying She

Abstract In this study, we develop two ARMA-GARCH models for predicting
the mean and volatility of wind speed. The first model employs the standalone
ARMA-GARCH model for modeling the mean wind speed and the variance
simultaneously. For the second model, in the first step, the current wind vector is
decomposed into lateral and longitudinal components by using the prevailing wind
direction. The mean and variance of the two components are then modeled using
two separate ARMA-GARCH processes. Thereafter, the two components are
combined back to form the resultant single wind vector. A large wind dataset is
employed for model building and prediction so that the two approaches can be
compared. It shows that the standalone ARMA-GARCH model is more accurate
for predicting the wind speed, whereas the component ARMA-GARCH model
performs better for predicting the wind variance.

9.1 Introduction

One of the fastest growing renewable energy sources is the wind energy. To date,
most wind energy is obtained through wind turbines, which convert the kinetic
energy of the wind into the mechanical energy. The recent interest in the
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renewable energy sources sparks enormous development in wind energy. Starting
from 1980s, the current installed wind capacity has been experiencing a sharp
growth. The growth rate for the installed wind energy capacity is at around 25 %
each year worldwide. The total installed energy capacity as of December 2012,
surpassed 280,000 MW worldwide. In 2012, the installed capacity exceeded
100,000 MW in Europe, while it passed the mark of 60,000 MW in the U.S.
(American Wind Energy Association [1]). In 2010, the current energy obtained
from wind related sources constitutes 2.5 % of the total electrical energy usage
worldwide. In terms of cost, the energy obtained from the wind is becoming
cheaper and moving closer than ever to that obtained from natural gas or coal.

A U.S. Department of Energy report [2] estimates that wind energy have the
potential to contribute to the 20 % of the energy supply by 2030 in the scenarios
assuming modest growth trajectory. One of the important aspects of wind energy
generation is that the wind energy is an intermittent energy source, in which the
energy output to the large extent depends on the wind speed. This presents a
challenge for generating electricity from the wind. The problem is especially
aggravated if the electricity obtained from wind-based sources constitutes a sig-
nificant portion (e.g., 15 %) of the total electricity generation. The intermittent
wind energy generation can be handled well if the wind speed can be predicted
accurately in advance. For instance, given the accurate forecast of wind speed, it
will be easier to arrange the operation schedules of wind farms.

Wind speed prediction carries two aspects of meaning. One is the prediction of
the mean of wind speed. The other is the prediction of the volatility of wind speed.
Unfortunately, the existing research in literature has been dominated by the first
aspect, while the second aspect has not been paid enough attention. For the short-
term mean wind speed forecasting, a large number of methods have been devel-
oped. Besides the physical models, there exist a long list of statistical models,
including autoregressive (AR) models, autoregressive moving average models
(ARMA), autoregressive integrated moving average (ARIMA) models, Bayesian
methods, vector autoregression (VAR) methods, general optimization tools (i.e.,
neural networks), techniques borrowed from control theory, generalized impulse
response analysis method and other non-conventional time-series models [3–6]. In
addition, hybrid approaches have been developed in the literature for forecasting
wind speed [7, 8].

However, those approaches cannot consider the volatility of wind speed. In
other words, it is assumed that the turbulence of wind speed is constant (homo-
scedastic). However, the variation in wind speed might not be constant and might
be subject to change with respect to time. Although the point estimates of mean
wind speed is usually not biased, the variation in wind speed might cause the error
estimates to be underestimated, and thus affect the operation of wind turbines [9].
The prevalent tools that might be used for modeling the wind volatility is the
autoregressive conditional heteroskedasticity (ARCH) and generalized autore-
gressive conditional heteroskedasticity (GARCH). Tol [10] proposed a GARCH
model to capture the heteroscedastic features associated with the wind speed. It is
indicated that incorporating the wind speed variance improves the wind speed
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forecast. In a similar token, Ewing et al. [11] introduced the Garch-in-mean
(GARCH-M) models for forecasting the wind speed. The analysis shows that the
variability of wind speed exists for all heights, however, at higher altitudes; the
wind volatility is more persistent as compared to the lower altitudes. In a follow-up
study, Ewing et al. [12] employed the GARCH-M methodology to investigate the
26 regional wind energy markets. It was concluded that the wind speed exhibits
time-based volatility in all the locations. Payne and Carroll [13] extended the
works of Ewing et al. to investigate the ARMA-GARCH-M framework for the
energy markets in China, and demonstrated that the wind volatility and its relation
with the wind speed is based on the geographical region. Payne [14] used the
component ARMA-GARCH-M model to differentiate the transitory and perma-
nent components of the wind volatility. The results show that the transitory
components play a significant role in determining the wind volatility.

Another consideration is the analysis of wind direction and how it affects
the prediction of wind speed. Incorporating the wind direction information in the
forecasting process might potentially improve the forecasts of wind speed. The
important distributions for modeling wind direction include the uniform distri-
bution, the cardioid distribution, the wrapped Cauchy, and wrapped normal dis-
tributions, along with the von Mises distribution [15]. In literature, various
approaches are undertaken for analyzing wind direction. For instance, Carta et al.
[16] used a mixture of von Mises distributions to characterize the wind direction
for Canary Islands, Spain. Only a few studies have been conducted to forecast
wind direction. Garcia-Rojo [17], based on Measure-Predict-Correct algorithm,
identified the discrete bivariate statistical distribution to assess the long-term wind
climate. Weber [18] generalized the isotropic Gaussian model, and lifted equal
variance assumption. In this way, an anisotropic Gaussian model was produced.
Johnson and Wehrly [19] developed a method based on the angular-linear distri-
butions to represent wind speed and direction. Erdem and Shi [20] compared three
different approaches for forecasting the wind speed and wind direction. The results
indicate that for the wind speed forecasting, the traditional linked ARMA models
is a better approach compared to the component approach.

This paper focuses on the ARMA-GARCH methodology for modeling and
predicting wind speed and its variance, as well as the incorporation of component
model to study the effects of wind direction on the wind speed forecasts.

9.2 Methodology

Bollerslev [21] developed the GARCH based approaches to generalize the ARCH
processes develop by Engle [22]. In the ARCH approach, the time based changing
error terms associated with the stochastic process can be represented by,
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et ¼
ffiffiffiffi
vt

p
zt ð9:1Þ

where et is the corresponding error term at time t, and zt is the white noise sequence
denoted by the variate which is based on the standardized normal distribution with
mean 0, and variance 1. In that regard, vt represents the time changing variance of
the underlying process that can be denoted by the linear combination of the
squared errors of order l. This leads to the ARCH (l) model, denoted by,

vt ¼ 10 þ g1e
2
t�1 þ g2e

2
t�2 þ g3e

2
t�3 þ � � � þ gle

2
t�l ð9:2Þ

where 10 and gi are constant terms. If the model is ARCH (l), then only error terms
of the first order (i.e., one period prior) is involved. It is possible to generalize this
process and express the variance term in terms of the past errors and variances.
This leads to the GARCH (k, l) model, represented by,

vt ¼ 10 þ
Xk

i¼1

1ivt�i þ
Xl

i¼1

gjvt�j ð9:3Þ

If the orders associated with the variance and error terms (i.e., k and l) are
specified to be 1, then the model is called standard GARCH, namely, GARCH (1, 1).

The component model approach is developed from the concept of anisotropic
Gaussian model. The first step for the wind direction is finding the prevailing wind
direction. The schematic representation of the prevailing wind direction and the
axes is shown in Fig. 9.1. h indicates the angle of a given wind vector with the
north axis. hD represents the prevailing wind direction with the north axis. h0

denotes the angle of a wind vector angle with the axis of prevailing wind direction.
y0 and x0 denote the longitudinal and lateral axes with respect to prevailing wind
direction, respectively.

For finding the prevailing wind direction, the following formula can be utilized
[16],

hD ¼ tan�1
�S
�C

� �
; �S [ 0; �C [ 0 ð9:4Þ

hD ¼ tan�1
�S
�C

� �
þ p; �C\0 ð9:5Þ

hD ¼ tan�1
�S
�C

� �
þ 2p; �S\0; �C [ 0 ð9:6Þ

where �S is the summation of sine values of the angles with respect to the north
direction, and �C is the average of the cosine values of the angles with respect to the
north axis. After finding the prevailing wind direction, the wind speed vector can
be decomposed into lateral and longitudinal components using the following,
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vy0 ¼ v � cos h � hDð Þ ð9:7Þ

vx0 ¼ v � sin h � hDð Þ ð9:8Þ

Using a single prevailing wind direction helps us to obtain a more parsimonious
model. Based on the decomposition, the correlation between these two variables is
assumed to be 0. After the lateral and longitudinal components are obtained, two
separate ARMA-GARCH processes are employed to forecast the mean wind speed
and volatility of the two speed components, respectively. After that, the lateral and
longitudinal components are combined back to form the resultant vector and
volatility.

The fundamental difference between the traditional ARMA-GARCH model for
forecasting the wind speed alone and this approach is that: we incorporate the wind
direction indirectly in the model for forming lateral and longitudinal components.
Incorporating the wind direction might bring benefits in terms of forecasting the
wind volatility.

9.3 Data Collection and Analysis

For wind data collection, we resorted to one wind observation site in Colorado, U.
S. and obtained the minute data for wind direction and speed for the entire year of
2012. The hourly averages of the wind speed and direction are obtained based on
the minutely data. Additionally, using the minutely data, the standard deviation for
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Fig. 9.1 Schematic of
prevailing wind direction [20]
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the wind speed and wind direction are obtained and converted to the variance for
providing input for the GARCH component of the ARMA-GARCH model. The
ARMA component of the ARMA-GARCH model is used for predicting wind
speed, whereas the GARCH component is used for predicting wind volatility.

Two different ARMA-GARCH models are compared. The first model involves
using the ARMA-GARCH model for the wind speed. The second model involves
employing two separate ARMA-GARCH models to model the lateral and longi-
tudinal components. After the lateral and longitudinal components and associated
volatility are predicted, as previously mentioned, the two components are com-
bined together to form a single value for the wind speed associated with the
corresponding volatility. For identification of model structure, the minimum
information criterion is used. Based on the moving average and autoregressive
values, the ARMA-GARCH models are formed, and the parameter values for each
GARCH model are given in Table 9.1.

9.4 Results and Discussion

The first 420,000 minutely data points are used for model building (i.e., the period
between 01/01/2012–18/10/2012). The hourly values are computed based on the
minutely data, which resulted in 7,000 hourly data values. After the models are
built, the remaining data points (i.e., 93,600 minutely data points, and
1,560 hourly data points) are used for the evaluation purposes. For this purpose,
the mean absolute error (i.e., MAE) values are used. Table 9.2 represents the
performance measures with respect to both ARMA-GARCH processes.

By examining the results, it can be seen that the standalone ARMA-GARCH
model performs better as compared with the component model for forecasting the
mean wind speed. The MAE value for the standalone ARMA-GARCH model is

Table 9.1 Parameter values associated with the prediction models

GARCH specification ARMA(2, 2)-GARCH ARMA(3,0)-GARCH ARMA(1, 3)-GARCH

Mean term Standalone wind speed Longitudinal component Lateral component
AR [1] 1.4673** 0.9243** 1.6679**

AR [21] -0.5041** -0.1366** -0.7774**

AR [16] 0.0151* 0.0863**

MA [1] 0.5543** 0.8802**

MA [21] 0.1945**

Constant 3.7288** 1.0459** -0.1188
Variance term
ARCH 0.2128** 0.1667** 0.2323**

GARCH 0.7346** 0.8225** 0.7323**

Constant 0.2351** 0.1833** 0.6245**

* Significant at 0.05 confidence level
** Significant at 0.01 confidence level
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1.3525, while the component ARMA-GARCH model has a value of 1.493. This
corresponds to an improvement of approximately 7.39 % on forecasting accuracy.
However, if the variance terms are considered, the component ARMA-GARCH
model has the upper hand. The MAE value for the variance turns out to be 1.6438
for the component ARMA-GARCH model, while the value is 1.7018 for the
standalone ARMA-GARCH model. As such, the component model is more
accurate by about 3.4 % for predicting the volatility of wind speed.

In order to visually analyze the forecasted variance versus the predicted values
for the variance model, the graphs pertaining to actual and predicted values for the
component and standalone ARMA-GARCH models are drawn. The mean wind
speed and wind volatility are shown in Figs. 9.2 and 9.3, respectively. Two rep-
resentative samples that have a length of 100 data points are shown to provide the
comparison of the proposed two models. Basically, the observations made from
Table 9.2 can be verified by the two figures.

Table 9.2 Performance comparison of the two ARMA-GARCH methodologies

MAE (for wind speed) MAE (for variance)

Component ARMA-GARCH 1.493 1.6438
Standalone ARMA-GARCH 1.3525 1.7018
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Fig. 9.2 Comparison of actual and predicted for wind speed values for two samples of
100 hourly data points
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Fig. 9.3 Comparison of actual and predicted for wind sped variance for two samples of
100 hourly data points
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9.5 Conclusion

In this paper, we investigate the feasibility of predicting the mean and volatility of
wind speed based on component modeling approach. The wind vector is decom-
posed into lateral and longitudinal components based on wind direction. The two
components are predicted and combined back to form a single wind forecast. The
results are compared with the traditional standalone ARMA-GARCH model for
modeling the mean wind speed and the variance simultaneously. It shows that the
standalone ARMA-GARCH model is more accurate for predicting the wind speed,
whereas the component ARMA-GARCH model performs better for predicting the
wind variance. In the future, we plan to incorporate the other model building
approaches such as multivariate auto regressive models for investigating the
possibility of further improving the accuracy of the forecasts for the ARMA-
GARCH models.

References

1. American Wind Energy Association (AWEA) (2013) AWEA 4th Quarter 2012 Public market
report

2. U.S. Department of Energy (DOE) (2008) 20 % Wind Energy by 2030. http://www.nrel.gov/
docs/fy08osti/41869.pdf. Accessed 20 Aug 2013

3. M. Fuentes, L. Chen, J. Davis, G. Lackmann, Modeling and predicting complex space-time
structures and patterns of coastal wind fields. Environmetrics 16(5), 449–464 (2005)

4. H. Nfaoui, J. Buret, A.A.M. Sayigh, Stochastic simulation of hourly average wind speed
sequences in Tangiers (Morocco). Sol. Energy 56, 301–314 (1995)

5. J. Torres, A. Garcia, M. Deblas, A. Defrancisco, Forecast of hourly average wind speed with
ARMA models in Navarre (Spain). Sol. Energy 79(1), 65–77 (2005)

6. J. Zhou, J. Shi, G. Li, Fine tuning support vector machines for short-term wind speed
forecasting. Energy Convers. Manag. 52(4), 1990–1998 (2011)

7. G. Li, J. Shi, Bayesian adaptive combination of short-term wind speed forecasts from neural
network models. Renew. Energy 36(1), 352–359 (2011)

8. J. Shi, J. Guo, S. Zeng, Evaluation of hybrid forecasting approaches for wind speed and
power generation time series. Renew. Sustain. Energy Rev. 16(5), 3471–3480 (2012)

9. R.F. Engle, GARCH101: The use of ARCH/GARCHmodels in applied econometrics.
J. Econ. Perspect. 15(4), 157–168 (2001)

10. R.S.J. Tol, Autoregressive conditional heteroscedasticity in daily wind speed measurements.
Theoret. Appl. Climatol. 56(1–2), 113–122 (1997)

11. B.T. Ewing, J.B. Kruse, J.L. Schroeder, D.A. Smith, Time series analysis of wind speed using
VAR and the generalized impulse response technique. J. Wind Eng. Ind. Aerodyn. 95(3),
209–219 (2007)

12. B.T. Ewing, J.B. Kruse, M.A. Thompson, Analysis of time-varying turbulence in
geographically-dispersed wind energy markets. Energy Sources Part B 3, 340–347 (2008)

13. J.E. Payne, B. Carroll, Modeling wind speed and time-varying turbulence in geographically
dispersed wind energy markets in China. Energy Sources Part A 31(19), 1759–1769 (2009)

14. J.E. Payne, Further evidence on modeling wind speed and time-varying turbulence. Energy
Sources Part A 31(13), 1194–1203 (2009)

72 E. Erdem et al.

http://www.nrel.gov/docs/fy08osti/41869.pdf
http://www.nrel.gov/docs/fy08osti/41869.pdf


15. K.V. Mardia, P.E. Jupp, Directional Statistics (Wiley Series in Probability and Statistics)
(Wiley, New York, 2008)

16. J.A. Carta, P. Ramirez, C. Bueno, A joint probability function of wind speed and direction for
wind energy analysis. Energy Convers. Manag. 49, 1309–1320 (2008)

17. R. García-Rojo, Algorithm for the estimation of the long-term wind climate at a
meteorological mast using a joint probabilistic approach. Wind Eng. 28(2), 213–223 (2004)

18. R. Weber, Estimator for the standard deviation of wind direction based on moments of the
Cartesian components. J. Appl. Meteorol. 30(9), 1341–1353 (1991)

19. R.A. Johnson, T. Wehrly, Measures and models for angular correlation and angular–linear
correlation. J. Roy. Stat. Soc. B 39(2), 222–229 (1977)

20. E. Erdem, J. Shi, ARMA based approaches for forecasting the tuple of wind speed and
direction. Appl. Energy 88(4), 1405–1414 (2011)

21. T. Bollerslev, Generalized autoregressive conditional heteroskedasticity. J. Econometrics 31,
307–327 (1986)

22. R.F. Engle, Autoregressive conditional heteroscedasticity with estimates of variance of
United Kingdom inflation. Econometrica 50(4), 987–1000 (1982)

9 Comparison of Two ARMA-GARCH Approaches 73



Chapter 10
Residential Consumption Scheduling
Based on Dynamic User Profiling

Federica Mangiatordi, Emiliano Pallotti, Paolo Del Vecchio
and Licia Capodiferro

Abstract Deployment of household appliances and of electric vehicles raises the
electricity demand in the residential areas and the impact of the building’s elec-
trical power. The variations of electricity consumption across the day, may affect
both the design of the electrical generation facilities and the electricity bill, mainly
when a dynamic pricing is applied. This paper focuses on an energy management
system able to control the day-ahead electricity demand in a residential area,
taking into account both the variability of the energy production costs and the
profiling of the users. The user’s behavior is dynamically profiled on the basis of
the tasks performed during the previous days and of the tasks foreseen for the
current day. Depending on the size and on the flexibility in time of the user tasks,
home inhabitants are grouped in, one over N, energy profiles, using a k-means
algorithm. For a fixed energy generation cost, each energy profile is associated to a
different hourly energy cost. The goal is to identify any bad user profile and to
make it pay a highest bill. A bad profile example is when a user applies a lot of
consumption tasks and low flexibility in task reallocation time. The proposed
energy management system automatically schedules the tasks, solving a multi-
objective optimization problem based on an MPSO strategy. The goals, when
identifying bad users profiles, are to reduce the peak to average ratio in energy
demand, and to minimize the energy costs, promoting virtuous behaviors.
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10.1 Introduction

Recent studies on energy consumptions reveal the high power demand of electrical
appliances in buildings sector, which includes single- and multi-family residences
and commercial buildings [1]. Accordingly, it becomes important the design and
the implementation of integrated intelligent systems and networks of sensor to
monitor and to optimize the consumption of energy made by households electric
devices. The general goal is to limit the environmental impact and to improve
energy efficiency.

To achieve the energy saving is necessary the direct involvement of the end-
users in the process of load control by means of appropriate pricing strategies and
planning of their electrical tasks. Dynamic pricing, implemented on a daily basis,
reflects the variation in the cost of energy production and the variations of the
demand for electricity hour by hour. On the other hand, the stimulus of increased
economic burden, in terms of high generation and operational costs, encourages
the consumers to reduce the domestic appliances use and to shift them to more
convenient time during the day. This results in an overall improvement of effi-
ciency and peak to average ratio of electricity demand inside buildings.

The variety of patterns of energy households consumptions leads to: analyze the
data of power requirements of electrical appliances, extract typical features and
cluster the users respect to their pattern of energy consumption, to develop new
pricing strategies and to take advantages from the competitive electricity market
[2]. Morover user profiling can be helpful setting automatically system parameters
in distribution planning and demand management. If accurate estimates can be
made for the maximum or minimum load of each hour, day, month of the year, the
utility companies can make significant economies in setting the operating reserve,
in maintenance scheduling, and in fuel inventory.

This paper deals with an intelligent energy management system able to control
the day-ahead electricity demand in a neighborhood by automatically scheduling
the households tasks through a multi-particle swarm optimization strategy. The
considered objective functions are the reduction of peak load of the power system
and the minimization of the bill paid by the electricity consumers when a dynamic
pricing is applied. In this study the profiling of the users is employed to apply
different pricing strategies. These strategies may include price incentives or pen-
alties according to the class of profile to which a user belongs.

10.2 Dynamic User Profiling

Various studies have shown that the dynamic tariffs tied closely to the peak load
and variations in the marginal cost of generating electricity, are necessary con-
ditions to incentivize the users to proactively contribute to the improvement of
energy efficiency adjusting their consuming habit and shifting their demands from
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peak to off-peak periods [3–5]. This motivate the adoption of pricing structures
that increase or decrease the economic burden for each time period on the basis of
the cost of generating electricity and the features of the electricity load profile of
each groups of users.

For a specific geographical region the classification of the energy load profiles
can be adaptively created by using the data about the power needs of daily tasks
performed by the users. Moreover this work considers the temporal availability for
the execution of each task.

Let {TSj,i, j = 1…ki} be the set of j daily tasks of the user i of a given buildings
sector. Assuming the day divided in T equal time period, each task can be asso-
ciated with two vectors that define its power requirements and temporal attributes
as follows:

XTSji ¼ x1
TSji

. . . xt
TSji

. . . xT
TSji

h i
ð10:1Þ

Zji ¼ Eji dji tpji tsji tfji½ � ð10:2Þ

In (10.1) XTSji is the pattern of electrical consumption to perform the task TSji;

Eji ¼
PT

t¼1 XTSji is the electric power required to perform the task; dj,i is the
duration of the task TSji; tpji is the start time preferred by user i to run the task TSji;
[tsji, tfji] is the maximum time window admitted to run the task TSji.

The daily load profile of each user i for each time period can be represented by
the vector of total energy consumption over the time slots as:

�li ¼ l1
i . . . lt

i . . . lTi
ffi �

ð10:3Þ

where lt
i ¼

P

TSji;j¼1...kif g
xt

TSji
is the total load of user i for each time slot. If n con-

secutive day are considered, with n = -1, -2, …, -m, the classification of energy
profile of a user i can be done considering two kind of attributes: the temporal
availability Ai

n defined in (10.4) and the daily energy demand EDi
n defined in

(10.5).

An
i ¼ 1

kn
i

Xkn
i

j¼1

tf n
ji � tsn

ji � dn
ji

� �
ð10:4Þ

EDn
i ¼

Xkn
i

j¼1

En
ji ð10:5Þ

The clustering method is based on the k-means algorithm [5] choosing a
Euclidean distance in the space of attributes. This unsupervised technique parti-
tions the objects (represented by the tuples of the attributes) into N groups so that
objects within a group (cluster) are similar to one another and dissimilar to objects
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in other clusters. Similarity is defined in terms of Euclidean distance in the n-
dimensional space of attributes.

This work, it is adopted a hierarchical clustering based on the following two
steps:

• Partitioning of the energy consumers into three exclusive clusters depending on
the temporal availability Ai

n; These clusters are classified and ordered on the
basis of the decreasing values of their centroids to assign them the labels: High
Temporal Availability (HTA), Normal Temporal Availability (NTA), Low
Temporal Availability (LTA);

• Partitioning of the users of each cluster according to the daily energy demand
attributes EDi

n in order to identify three clusters, labeled High Energy Demand
(HED), Normal Energy Demand (NED), Low Energy Demand (LED), on the
basis of the increasing values of their centroids.

The two set of labels {LTA, NTA, HTA} and {HED, NED, LED} categorizes
nine class of user’s load profile as shown in Fig. 10.1. Each class of user is
subjected to a economic incentive or penalty when the daily bill is computed, as
explained in the subsequent section.

10.3 MPSO Planning of User Consumption

The Energy Management System (EMS) of residential area schedules the daily
tasks {TSj,i} with the aim of reducing the pick loads in energy demand and the bill
paid by each users. The resulting multi-objective optimization problem is solved

Fig. 10.1 Hierarchical
clustering of the user load
profiles
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with a heuristic approach running a MPSO algorithm. The MPSO method mimics
the social behavior of a bird flock finding the food. Each individual moves in a
multidimensional solution space and is characterized by a position (Xi) and
velocity (Vi). The position represents a possible solution of the optimization
problem while the velocity is the rate of change of the current position. The MPSO
technique implements the concept of Pareto Dominance. So a solution X1 is said
to dominate another solution X2 if the following conditions are true:

• the solution X1 is no worse than X2 in all the objectives functions;
• the solution X1 is strictly better than X2 in at least one objective function value.

In this paper the multi-objective scheduling problem is formulated considering
two objective functions. The first function represents the daily electricity cost and
can be written as :

f1 ¼
X

i

X

t

CoEt;p � lt
i

CoEt;p ¼ atBpi

Bpi ¼ 1 � dpi

ð10:6Þ

In (10.6) at is the retail price of electricity and is defined by energy provider; Bp

denotes the economic incentive/penalty according with the class of dynamic load
profile of user; In fact, d assumes one of the values in Table 10.1.

The second objective function is a measure of the smoothness of the energy
demand and is expressed as:

f2 ¼ max
X

t

AvgP � Ptð Þ2

( )

Pt ¼
X

t

lt
i

AvgP ¼ 1
T

X

t

Pt

ð10:7Þ

Table 10.1 Economic incentives/penalties for each cluster of user load profiles

HTA–
LED

HTA–
NED

HTA–
HED

NTA–
LED

NTA–
NED

NTA–
HED

LTA–
LED

LTA–
NED

LTA–
HED

-0.3 -0.2 0.1 0.2 0 -0.2 0.1 0.2 0.3
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The MPSO algorithm uses an external repository in which the Pareto flight
experiences (non dominated solutions) are stored. The external archive is
employed to identify a leader to guide the search.

The main steps of MPSO are described in the rest of this section.

MO PSO Algorithm

Initialize population and the external repository by:
- Setting randomly the initial positions of each individual of the swarm;
- Setting to zero the initial velocity of the swarm;
- Computing the position (i.e. the fitness values) of each individual in objective space;
- Archiving the non dominated-solutions;
- Generating the hyper-cubes of the explored search- space by the division of the objective axes in
K equal intervals;
While the maximum iteration or ideal fitness is not attained do:
- Evaluate the velocity of each individual, Vi, and new position with the expressions

Vi ¼ aVi þ c1 � rand1ð�Þ Pi � Xið Þ þ c2 � rand2ð�Þ REPh � Xið Þ
Xi ¼ Xi þ V

�
(10.8)

- If the new position falls out the admissible regions for the solution space, locate it on the
boundary of the admissible regions and reverse the direction of the velocity;
- Apply the mutation operator to each individual;
- Evaluate the new positions in objective space and update the external repository with non-
dominated solutions;

10.4 Case Study and Experimental Results

The performance of the presented energy management system (EMS) is tested
considering a case study of a residential area with 272 household users. Each
building is equipped with a terminal unit controller (TCU), which monitors the
consumptions of the electrical devices and transmits them to EMS. In each
building the user programs from 10 to 15 electrical tasks selected randomly from
Table 10.2. The EMS schedules the task obtaining an average reduction of peak to
average ratio of 18 % and of the electricity bill of 20 %. In Fig. 10.2 it is shown
the energy demand of the area when the 2,600 different electrical tasks are
planned. The red curve represents the energy demand of the area when the tasks
are efficiently scheduled by EMS.
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Fig. 10.2 Energy demand of
residential area with
scheduled tasks and
clustering

Table 10.2 Electrical appliances

Task Power (kW/h) ts tf d (h)

Dish washer 1.0 7 19 3
Washing machine 1 6 24 2
Spin dryer 2.9 13 18 1
Cooker hob 3.0 7 9 1
Cooker oven 1.7 18 21 1
Cooker microwave 1.7 6 9 1
Interior lighting 0.2 18 24 6
Laptop 0.1 18 24 2
Desktop 0.3 18 24 3
Fridge 0.03 0 24 24
Electrical car 3.5 18 8 4
Boiler 0.8 15 22 2
Iron 1.2 10 19
Air conditioning system 1.5 10 16 4
Vacuum cleaner 1.2 9 17 1
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10.5 Conclusions

This paper presents an intelligent energy management system for the efficient
control of the electricity demand in residential buildings. The proposed strategy is
based on MPSO algorithm and adopts dynamic pricing. Consumptions data of
electrical appliances are used to classify the load profiles of users with k-mean
technique. Based on the class of user profiles, the Energy Management System
modulates daily the cost of energy provided by the utility company, to encourage
efficient behaviors in electricity consumptions. Simulations on realistic situation
employing practical cost functions show a sensible reduction of energy payments
to utility company as well as a reduction of the peak to average ratio in demand
curve. This derives clear advantages for the environment, by preventing the carbon
emissions due to the installation of new generation power plants.
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Chapter 11
Transforming a Brutalist Monument
into an Energy Efficient Building Without
Destroying the Formal Appealing: The
Example of the Mediterranean Bank
in Potenza (Italy)

Filiberto Lembo

Abstract In years 1980 the ‘‘brutalist’’ and ‘‘monumentalist’’ architecture went
even in Italy, and in Potenza, and it finds some interesting examples, such as the
building designed as the home of the Mediterranean Bank. A monumental
building, all in reinforced facing concrete and curtain walls, with refined pro-
portional relationships, and so devoid of insulation (annual heat demand of
69 kWh/m3 year), that its management has become unbearable from the economic
point of view, so it was abandoned a few years ago. Aim of this work was to define
a design methodology that preserves all the qualities of architecture, but at a cost
that is economically bearable and made the building energetically efficient. This
was done by allying a very thick and efficient isolation, protected by a ventilated
continues rainscreen, finished with several layers of a thin plaster with a bèton-like
effect, which determines a morphology that, while different, recalls the original.
The curtain walls were doubled with a double skin façade, whose performance has
been optimized with a purpose created software. The huge skylight roof of the
interior atrium has been doubled with a new, of different trend and thermally more
effective. The roof was covered with photovoltaic panels. The result is an annual
heat and refrigeration demand of 17 kWh/m3 year, at a cost of 20,000 €/m2,
quickly depreciating, due to savings in operating costs for air conditioning (from
€104,800.00 to €14,700.00 per year).
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11.1 Introduction

In the 80s the Brutalist movement became famous in Italy, it was born in England
in 1954 with Alison and Peter Smithson, theorized by Reyner Banham [1], and
practiced by Le Corbusier, Atelier 5 and Denys Lasdun (in Italy by Vittorio
Viganò and Carlo Scarpa) and spread with the accent given to it by Paul Rudolph,
who contaminated the surface with monumentalist suggestions derived from the
work of Louis Kahn, and turned it into an easy to learn and use language, espe-
cially with its appealing and Art and Architecture Building in New Haven (1963).

The headquarter of Banca Mediterranea, designed in 1976 by Arch. Dante B.
Maggio, and built in the years between 1982 and 1985, incorporates these sug-
gestions, in the clear contrast between solid walls in ‘‘béton brut’’ and curtain wall
façades in black aluminum and glass mirrors, and it joins the explicit reference to
the nearby castle of Lagopesole built by the Normans and later enlarged by
Frederick II of Swabia, of which it has the orientation, the module design of the
‘‘cubit’’ (55 cm) and the four corner towers (Figs. 11.1, 11.2).

The building (with a surface bounding the heated volume of 6,410 m2, a heated
gross volume of 20,500 m3—S/V = 0.31—and a useful floor area of 11,400 m2),
spreads around the public room, which is triangular and three floors high, covered
by a skylight of degrading cable cubic elements made of stainless steel, covered
with nearly horizontal tempered glass (Fig. 11.3) [2].

Only 16 years after its completion, circa during the 2001, the building was
abandoned, due to the excessive cost of its exercise. In fact, in a site like Potenza
(latitude 40�380, longitude 15�480, 819 m osl, 2,472 degree-days, Climatic Zone E,
heating days 183, external temperature reference -3 �C), the building is practi-
cally devoid of insulation: its reinforced concrete walls, the lower and the upper
border have a U of 3.07 W/(m2 K), its windows a Uw value of 2.64 W/(m2 K),
when 5.5 W/(m2 K) as in the case of the stained-glass window on the lobby, and
its annual heat demand is 69 kWh/m3 year. In addition, the covers have proved to
be poorly designed and have become a quagmire, with losses in several places, as
well as the stained glass windows of the lobby coverage (Fig. 11.4a, b), while the
low concrete reinforcement cover resulted in spalling of the concrete ‘‘béton brut’’
at several points (Fig. 11.4c, d).

11.2 Aim of the Research

In the research has been identified a method of intervention to recover and
upgrade, especially on the thermal point of view, all cases of ‘‘brutalist’’ archi-
tecture, which in itself Potenza and its province count several schools, a psychi-
atric hospital, and the Court (buildings which, in greater or lesser extent, have the
same problems of the building under study), with the constraint to obtain a formal
result that would preserve the values of the textural image of the building.
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Fig. 11.1 View of the North-
East tower

Fig. 11.2 Southern view of
the building
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11.3 Content of the Research

The first requirement was to provide a heavily insulated and ventilated casing, in
order to allow the heating and cooling of the building (air conditioned) as possible
in a ‘‘passive’’ and ‘‘natural’’ manner, enhancing the great thermal inertia of its
heavy concrete walls (750 kg/m2). Therefore we started looking on the building
systems market for a more advanced rainscreen: a continuous ventilated (to
remove the heat irradiation summer), and durable one, which could materially be
treated in a similar way to a concrete-face view. After searching among all
products certified by the Official Laboratories, which are available on the inter-
national market, we have identified as most suitable to solve the problems of the
particular case the StoVentec Render system, object of the Approval of Con-
struction General by the Deutsches Institut fur Bautechnik Berlin (Zulassung) Z-
33.2-394. It is based on the use of sustaining plaster recycled glass plates, 1.2 cm
thick, screwed with stainless steel screws to a substructure in extruded aluminum
profiles, supported by stainless steel shelves, such as hinges or operated trolleys
and connection to the support wall (Fig. 11.5).

Fig. 11.3 Views of the central atrium glass roof

Fig. 11.4 Coverage degradation (view from outside and inside, first and second image from the
left); corrosion of reinforcing steel (third image from the left); exposure of reinforcing bars
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On the plates is arranged an organic plaster, armed with a glass fibers network,
which provides, among its different finishes, that ‘‘Betonoptik’’ (Fig. 11.5), which
is obtained by arranging on the StoArmat reinforcement render a fine grain finish
render Stolit MP 1.5 K in color of reinforced concrete (RAL 7023) and, on this, a
further finishing plaster Stolit Milan, treated with a special technique of smoothing
with steel spatula and subsequently sanded, obtaining a finish that, both in the
views from afar that in those closely, is very similar in color, grain and texture, to
‘‘béton brut’’ (Fig. 11.6).

Naturally, the ventilated rainscreen is mounted after the concrete surface is
cured flaking with the usual methods for the rehabilitation of reinforced concrete
surfaces, and the application with plugs of 20 cm of mineral wool 035, with which
is obtained a U of 0,166 W (m2 K). Regarding the curtain wall surfaces, leaving in
place the existing ones, it is expected to double them, forming a ventilated prac-
ticable interspace, of the double skin façade type, useful both to prevent over-
heating in the summer, which to reduce winter heat losses.

With regard to the DSF, the author has developed a calculation software [3],
which allows to evaluate their optimum configuration, in relation to the schemes of
operation, and that has been implemented for this specific restoration project. In
this case, it is optimized in the width 60 cm, and the DSF is sectioned horizontally,
in correspondence of each floor, for partitioning it in function of fire protection
(Fig. 11.7). The result is a dramatic improvement in performance, both summer
and winter, of the transparent surface as measured by ECOTECT.

Fig. 11.5 Recovery project: double skin façade; Betonoptik finish
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It was also possible to add the production of energy, using photovoltaic panels
inserted anywhere architecture permits. To solve the problems of the glass roof of
the central atrium, it is expected to leave in place the existing one, after it has been

Fig. 11.6 Recovery project: axonometric views

Fig. 11.7 Recovery project: vertical and horizontal section of double skin façade (on the left);
overall view of the West elevation (on the right)
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cleaned, and to realize a new cover, different and softer in terms of configuration,
completely outside and above the atrium, which can download the rainwater
directly on the cover, with additional downpipes (Fig. 11.8), and that it connotes as
current intervention. Although this intervention made with high-performance
glazing, allows realizing fundamental reductions in consumption and improve-
ments in the performances in summer and winter. On covers, rehabilitated and
isolated until U = 0.16 W/(m2 K), the placement of solar p.v. panels has been
scheduled until the free-sun surface. The replacement of the heat generator has
been provided with a more modern and efficient, and the revision of the refrig-
eration units.

11.4 Conclusion

The building, like healed, is in Class A, with an Epi 17 kWh/m3 year. Expected
the exemplary value of the intervention, was carried out a careful assessment of
their economic costs and depreciation. Its consumption of natural gas decreased
from 141,033 to 14,698 kWh/year. The savings of methane is €90,089.17 per year,
a savings compounded over 15 years of €1,385,987.30.

The duration of life of the building passes from 90 to 120 years. The building
has a current market value of €7,914,000.00. The processing cost is €2,250,000.00

The transformation value is €4,679,000.00. The project is therefore economi-
cally viable and beneficial. And above all, perfectly compatible with the conser-
vation of the formal characteristics of the building, an important element of the
architectural heritage of the 900 in the city of Potenza (Italy).

Fig. 11.8 Recovery project: glass roof of the central atrium
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Chapter 12
The Re-invention of the Tower House
for the Construction of Green Buildings
NZEB, Integrated With the Vertical Axis
Small Wind System

Francesco Paolo R. Marino

Abstract Nowadays the cultural and economic context aims to create a sustain-
able ‘‘carbon zero’’ society through energy-efficient green buildings NZEB, but it
has so far overlooked a construction type widely spread throughout Europe,
especially in the Middle Ages, and that in Italy still characterizes the most
beautiful landscapes of Tuscany and other cities: the tower-house. The aim of the
research was to verify the possibility of reinventing the type of the familiar tower-
house, which is intrinsically directed to conquer the height and therefore higher
wind conditions, assuming the installation on the top of a small wind system to use
wind energy, to make the building energetically self-sufficient. This building is
designed from a wooden structure of a deciduous tree widespread in the Italian
region of Basilicata, the Turkish Oak, which, subject to processes of hygrothermal
conditioning, can be transformed into the base material to compose laminated
timber beams and pillars, able to guarantee a load of exercise, to bending stress,
equal to 40.9 N/mm2, as followed by tests in the Laboratory of Engineering of the
University of Basilicata, Potenza. With normal wind conditions in the city of
Potenza (average of 6.5 m/s), a 5 kW wind turbine mounted at 25 m tall on a 13 m
high building is able to provide all the energy the building needs, with its attractive
tapered oval top that minimizes turbulence. Entirely made with structures, finishes
and natural insulation, the building is a sign in the landscape, history and future
together.
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12.1 Introduction

In the landscape of the renewable sources, the exploitation of wind energy presents
itself as the most dynamic factor in the market.

In Italy, according to the GSE (Electricity Manager), the target of 26.4 % of
electricity from renewable sources by 2020, has already been reached. ‘‘In 2012,
the production of electricity from renewable sources was 92,222 GWh, with an
installed capacity of 47,345 MW. At the first place hydropower, which provided
41,875 GWh [45.4 %], followed by solar (photovoltaic) with 18,862 GWh
[20.5 %], and with 13,407 GWh from wind sources [14.5 %]. Bioenergy have
provided 12,487 GWh [13.5 %] and geothermal 5,592 GWh [6.1 %]’’.1

The Global Wind Energy Council estimated that by 2020 the wind power could
easily cover up to 12 % of electricity world production, avoiding the emission of
about 10 billion tons of carbon dioxide.

All analysts are convinced that, in the short run, no other renewable sources can
offer a contribution on a global scale than wind power in reducing ‘‘climate-
altering’’ emissions. The spread of such wind power plants is favored, as well as to
the possibility of installation of offshore fields (the seas are areas of wind with the
greatest speed, even in Italy), by reducing the size of the installations, their
typological evolution, with the spread of vertical axis turbines, more easily inte-
grated into a building structure, and their study as an object not only functional,
but of design, after which they make up appendages consciously formalized in the
profile of the building against the sky (see Fig. 12.1).

There are some research that place in relation the efficiency and performances
of different types of wind turbines, depending on the speed of the wind expected in
the implantation site, and it is therefore possible to optimize the choice of the
system in function of the specific characteristics of the project (Fig. 12.2 displays
Johnson’s performance comparison of power coefficient versus tip speed ratio for
some of the most common wind turbine designs).

12.2 Aim of the Research

The European Community, with the Directive 2010/31/EU, transposed into Italian
with DL n. 63 of 4 June 2013, decided that starting from the 1st January 2019 all
public buildings, and from the 1st January 2021 all private, must be Net Zero
Energy Building, which, despite being connected to the network, must have
reduced consumption of power for heating, cooling and domestic hot water pro-
duction, and will have to produce renewable electricity they need for their
operation.

1 www.infoprogetto.it/202020/ date 17/09/2013.
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For this reason it’s probable that in the future mini-wind turbines integrated into
buildings will develop, and it seems necessary to rethink the building types in this
direction, as it has done for the integration of photovoltaic panels in the building
volumes.

That purpose became obvious, although until now anyone attempted it,
designers have the objective of re-thinking and re-inventing the building type of
tower-houses, which grew steadily higher in the Middle Ages both for defense
needs and social status, to have a profound effect on the creation of urban land-
scapes of cities, which are now famous because of their tower-houses, especially in
Tuscany and Emilia-Romagna, such as S. Gimignano, Monteriggioni, Lucca, but
also Pavia, Bologna, and many other Italian cities.

Fig. 12.1 Wind turbine
classification according to the
mechanism of operation

Fig. 12.2 Typical
performances of wind energy
systems (wind turbine Cp - k
comparison) [1]
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This building type has been almost completely abandoned after the spread of
firearms, in the fifteenth century, as it proved too vulnerable for them, to the
benefit of other types, such as that of the palace.

12.3 Content of the Research

The research was focused on the building program of a single-family detached
house, in a real context in the city of Potenza (latitude 40�38043000.08, climate zone
E, degree days 2,472, design outside temperature -3 �C, heating days 183, height
819 m above sea level), designing it according to the principles of bioclimatic and
passive solar architecture: extreme compactness (S/V ratio of 0.5) (see Fig. 12.3),
trapezoidal profile, wider in the South side that to the North, to maximize free solar
gains (see Fig. 12.4), with large convex windows (supported by external shading)
to the South, almost closed in the North [2, 3]; overlap in height of different
internal spaces, to gain the height necessary to the optimal operation of the mini-
wind installation, with the roof slab at 19.50 m and turbine height of 25 m; ovoid
profile tapered from the bottom to the top, to minimize turbulences, and to create
advantage to the wind turbine blade operation.

From structural point of view, all design has been performed in accordance with
EN 1995-1-1 2004 Code, with antiseismic beam-column wooden structure in
Turkish Oak glued laminated timber [4], modified trough a purpose-made thermo-
hygrometric treatment, which gives it incredible structural qualities, with a load of
exercise, to bending stress, equal to 40.9 N/mm2, as followed by tests in the
Laboratory of Engineering of the University of Basilicata, Potenza, Italy (see
Fig. 12.5).

The housing is designed to be that of a ‘‘passive house’’, with an optimal
behavior in both winter and summer (see Fig. 12.6): an envelope of 20 cm oak as
blockhouse, 20 cm of super-compressed high density cork, and a ventilated
rainscreen for the protection in winter from rain and in summer from the sun, with
a U transmittance of 0.167 K/(m2K).

Fig. 12.3 Elevations (from the left: Sud, Est-West, Nord) and axonometric views
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Fig. 12.4 Floors

Fig. 12.5 Structure
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For the production of heat (heating and hot water), a heat air to air pump, with
the yield of 16 kW and the absorption of 4 kW, was provided.

Primary energy demand EPI = 10 kWh/m2 per year. Annual consumption of
energy according to UNI TS 11300, about 3,000 kWh for heating, 3,050 kWh for
cooling and 2,370 kWh for the production of domestic hot water [5]. All the
requirement may be provided by a wind generator with a rated power of 5 kW, and

Fig. 12.6 Façade

Fig. 12.7 Integration of the building into the urban context
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the surface of 7.50 m2, which provides an efficiency of 40 %, with the mean wind
speed 6.5 m/s, Weibull factor 2.5, and can produce annually, considering this site,
8,550 kWh.

12.4 Conclusion

The research has shown that it is possible to rediscover and enhance the tower-
house type to architecturally integrate mini-wind turbines on vertical axis, that are
able to produce all the energy the building needs throughout the year and that with
the mode of ‘‘on-site metering’’, balance the energy produced and fed into the grid
with the one supplied from the power-distribution network.

A design careful to the sustainability aspects of the project, both during con-
struction and in the management, and in that of disposal/recycling, allows to
minimize the environmental impact of the building (see Fig. 12.7).
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Chapter 13
Analysis and Simulation of Superlattice
GaN/InGaN p-i-n Solar Cells

Giovanni Giannoccaro and Vittorio M. N. Passaro

Abstract Indium gallium nitride (InGaN) is becoming a promising semiconductor
material for fabrication of solar cells due to its high absorption coefficient (about
105 cm-1) and tunable (by its In content) direct band-gap, from 0.71 eV (EInN) to
3.43 eV (EGaN). Solar cells based on structures with variable In content should
show a reduction of thermalization losses, absorbing almost the whole of solar
spectrum. Unfortunately, these advantages are partially lost and InGaN solar cells
performance reduced due to technological issues (low quality of InGaN layer
growth on GaN substrate) and wurtzite nature of InGaN semiconductor (sponta-
neous and piezoelectric polarizations), in particular in case of In-rich ternary alloy.
This paper is focused on the parametric analysis and simulation of an intermediate
band (IB) superlattice GaN/InGaN p-i-n solar cell on GaN quasi-bulk substrate.
Photovoltaic device performances are investigated and simulated as a function of
both In concentration in GaN/InGaN quantum wells (QWs) and QW number. For a
superlattice with 28 QWs, an efficiency of 1.05 % with a short-circuit current
density of 1.193 mA/cm2 has been achieved. Furthermore, some considerations on
the possibility to obtain a more efficient InGaN solar cell with a wider absorption
spectrum using InN quantum dots (QDs) in a photovoltaic device structure are also
derived.

13.1 Introduction

Today, a reduction in solar energy conversion costs is needed for having a
widespread availability of photovoltaic systems for exploitation of solar sustain-
able energy in the world. It will be possible if solar cell efficiency should increase.
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Thermalization loss (higher in low band gap semiconductors) and missed
absorption of low energy photons (in high band gap materials) represent mean
reasons for relatively low efficiency of conventional single junction (SJ) solar
cells.

Other possible working principles for semiconductor solar cells, able to reduce
these problems, are based on multi-junction (MJ) and intermediate band devices.
The former can achieve high efficiency with complex heterostructures as InGaP/
GaAs/InGaAs inverted metamorphic triple junction (TJ) solar cells, having world
record of 37.7 and 43.5 % without and with use of sunlight concentrators for
terrestrial applications [1], respectively. Nowadays, the latter could theorically
exhibit high efficiency with one junction, but some issues should be solved yet.
Recently InGaN, widely employed in high performance LED and laser fabrication,
is becoming a promising material for photovoltaic application for MJ and inter-
mediate band solar cells (IBSCs). In fact, InGaN band gap can be tuned from
0.71 eV (EInN) to 3.43 eV (EGaN) by varying its In content. Then, its absorption
spectrum can cover almost the whole solar one.

In this work, firstly InGaN optical and physics properties and some techno-
logical issues about its use in solar cells are briefly described. Secondly, a p-i-n
GaN/InGaN on a GaN quasi-bulk substrate [2] with a finite GaN/InGaN super-
lattice intrinsic layer (i-layer) is investigated, analysing its performance as a
function of In content in InGaN QWs and QW number. Finally, some consider-
ations on possibility to achieve a more efficient InGaN solar cell with a wider
absorption spectrum using InN QDs are derived.

13.2 InGaN Properties and Its Technological Issues

InxGa1-xN is a direct band gap (EInxGa1-xN) semiconductor with a high light
absorption coefficient (about 105 cm-1 [3]). Its band gap changes as a function of
In content (x) according to (13.1):

EInxGa1�xN ¼ x � EInN þ 1 � xð Þ � EGaN � b � x 1 � xð Þ ð13:1Þ

where b = 1.43 eV (bowing parameter). For high In content, InGaN has a small
band gap (13.1), useful for absorption of low energy photons in near infrared
region of solar spectrum.

These advantages are partially suppressed by difficult heteroepitaxial growth on
GaN bulk buffer on Al2O3 (sapphire) or also Si (silicon) or SiC (silicon carbide)
substrate without defects and by its wurtzite crystal structure. Effectively, a wurtzite
crystal structure shows spontaneous pyroelectric polarization along c crystallo-
graphic axis as well as piezoelectric one (due to crystal stress) along the whole
device, inducing large built-in internal electric field of several MV/cm [4]. This high
electric field shifts electrons and holes energy states to lower and higher values,
respectively (QCSE—quantum confined Stark effect), reducing the energy gap for
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optical transitions (red shift in light emission and absorption) as well as light
absorption (solar cell efficiency loss). Furthermore, heteroepitaxial growth leads to a
high lattice mismatch (maximum value of 11 % when InN is grown on GaN [4]) and,
consequently, a biaxial induced compressive stress (in pseudomorphic growth) that
increases with InGaN thickness and/or In content. When InGaN thickness becomes
larger than critical value for In-rich three dimensional growth (spontaneous QDs
formation) and/or for threading dislocations (TDs) formation (density with an order
of magnitude of 108 cm-2), InGaN grows on GaN as relaxed layer (without any
strain) [5]. In solar cells, high defects density reduces the shunt resistance (leakage
currents increase). Detrimentally, both material defects density and pyroelectric
(higher in technological well-established c-plane (0001) crystal growth orientation)
and piezoelectric polarizations reduce the open-circuit voltage (Voc) and, conse-
quently, the solar cell efficiency. The photocurrent is reduced, too. In fact, defects
and In-rich QDs, in which carriers localization occurs, become carriers non-radia-
tive recombination centers and reduce their lifetime. In our simulations the carrier
lifetime is assumed equal to 1 ns [6].

Recently, new native GaN substrates with different growth orientation with
respect to the c-plane, and GaN quasi-bulk substrate [2] or InGaN free-substrate
(thin film structures) [7], have been demonstrated in order to reduce lattice mis-
match and to have a higher quality material in terms of polarization reduction and
defect density. GaN quasi-bulk substrate is obtained by hydride vapor phase
epitaxy (HVPE) or low-pressure metal-organic vapor phase epitaxy (MOVPE) on
sapphire substrate, later delaminated by laser lift-off (LLO) technique.

13.3 Superlattice GaN/InGaN p-i-n Thin Film Solar Cells

Each QW of a MQW (multi quantum well) shows localized wave functions in
conduction band (CB) and valence band (VB). If barriers thickness is thin enough,
these wave functions could have a significant overlap in the barriers and quantum
confined carriers could have a finite probability to pass through the barrier from
one to the neighbor QW (quantum tunneling current). Then, localized wave
functions become delocalized along the whole structure. In a finite MQW with a
large QW number or, ideally, in an infinite MQW, delocalized wave functions
could cover a continuous range of permitted carrier energy levels (IB) placed into
the highest band gap of semiconductor hetero-nano-structure (superlattice). When
a superlattice is used in a solar cell (namely, IBSC), not only photons with energy
values higher than the maximum band gap could be absorbed (by electron tran-
sitions from VB to CB), but also photons with lower energy by electron transitions
from VB to IB or from IB to CB, ideally without increasing the non-radiative
carriers recombination (SHR—Shockley Hall Read recombination) through IB
permitted states, due to wave functions delocalization.

GaN/InGaN p-i-n solar cell growth on c-plane sapphire substrate with a GaN/
InGaN finite superlattice (28 QWs), used as i-layer, has already been demonstrated
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[8]. GaN (EGaN = 3.43 eV) barriers and In0.25Ga0.75N (EInGaN = 2.48 eV) wells
thicknesses of 4 and 3 nm, respectively, have been assumed. These small thick-
nesses reduce the defect density of InGaN epitaxial layers grown on GaN (they are
smaller than the critical value hc for TD generation [5]). On the other hand, total
superlattice thickness is equal to 200 nm (device photocurrent and efficiency
increase with QW number). Cell is formed by undoped GaN buffer on c-plane
sapphire substrate, GaN n-type layer (doping concentration of 5 9 1018 cm-3),
superlattice and In0.19Ga0.81N p-type layer (doping concentration of 1018 cm-3)
with thicknesses of 1 lm, 2.3 lm, 200 nm and 60 nm, respectively. A part of top
total cell area (15.8 %) is covered by front electrodes.

In this work, two-dimensional simulation studies on a structure without sap-
phire substrate (superlattice p-i-n GaN/InGaN on a c-plane GaN quasi-bulk sub-
strate, see Fig. 13.1) under one-sun AM1.5 (air mass 1.5) terrestrial global solar
illumination (total power densities of 963.56 W/m2) have been carried out. A
symmetric flat band profile is used in QW band calculation, as well as parabolic
dispersion model and non-parabolic approximation are assumed for CB and VB,
respectively. Both bands are characterized by own different carrier effective
masses for perpendicular and parallel directions to the c-growth one (wurtzite
crystal material). Both 6 9 6 Hamiltonian, used to calculate heavy hole (HH),
light hole (LH) and crystal field split hole (CH) subbands wave functions of
strained VB, and simplified dipole moment calculation, used for photon absorption
evaluation, are derived by k�p method.

Fig. 13.1 Superlattice GaN/InGaN p-i-n thin film solar cell
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In simulations leakage currents due to TD have not been considered because In
content x is low (under 0.5). For example, if x is equal to 0.25, hc is about 10 nm
while in this work InGaN QW thickness is only 3 nm (Fig. 13.2a, b). Simulation
of device with 28 QWs presents an efficiency of 1.05 % with a short-circuit current
density (Jsc) of 1.193 mA/cm2. Calculated efficiency and Jsc are higher than those
experimentally exhibited by structures on sapphire (Jsc = 0.8 mA/cm2 and effi-
ciency 0.58 %) [8]. This is due to different structure (GaN quasi-bulk substrate)
and to presence of leakage currents in the real sample. Photon absorption occurs in
superlattice and p-type emitter (first layer crossed by sunlight). Simulation without
absorption in p-type layer shows an efficiency of 0.62 % and Jsc = 0.597 mA/cm2.

MWQs GaN/InGaN p-i-n solar cell has been also investigated when wells In
concentration changes in structure with 6 (Fig. 13.2c) and 28 QWs. In both situ-
ations a greater In content increases photocurrent (Fig. 13.3a) because smaller
InxGa1-xN energy gap permits low energy photons absorption. On the other hand,

(a) (b) (c)

Fig. 13.2 MQW GaN/InGaN p-i-n solar cells with different QW number. a Short-circuit current
density (Jsc). b Efficiency. c I-V characteristics of MQW GaN/InGaN p-i-n solar cells with 6 QWs
as a function of QW In content (0.25, 0.3, 0.4 and 0.5)

(a) (b)

Fig. 13.3 MQW GaN/InGaN p-i-n solar cells with 6 and 28 QWs with different QW In content.
a Photocurrent density. b Efficiency
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only in the second structure efficiency raises (Fig. 13.3b). For 6 QWs heteroin-
terface polarization charge reduces Voc more quickly than Jsc increase with QWs
In content.

13.4 InGaN Solar Cells With InN QDs

During In-rich InGaN layer growth, InN QDs could be spontaneously formed due
to In phase segregation. Theoretical analysis of In nucleation and critical thickness
of three dimensional growth (QDs formation) as a function of layer growth In
content are shown in literature [5]. An InGaN solar cell with InN QDs with their
band gap of 0.71 eV could absorb photons of solar spectrum with low energy
increasing photocurrent. In simulations, a GaN/InGaN p-i-n solar cell grown on
GaN quasi-bulk substrate with a single undoped In0.45Ga0.55N i-layer (thickness of
200 nm) is assumed. In this layer, cylindrical InN QDs with a size of 4 9 4 nm,
are embedded with a surface density of 5 9 1012 cm-2. Only in i-layer photon
absorption is imposed in order to study effect of embedded QDs. Thus, photo-
current density and efficiency shift from 0.39 to 0.67 mA/cm2 and from 0.44 to
0.78 %, respectively, when absorption of photons with energy less than 1.85 eV
(In0.45Ga0.55N band gap) occurs (Fig. 13.4). In these simulations, localized QD-
confined wave functions are assumed isolated to each other. However, if QDs have
similar dimensions and regular distribution, each localized QD-confined wave
function could couple to each other and form an IB in the structure (recently
named supercrystal), strongly broadening its absorption spectrum. QDs formation
could be partially controlled in strain induced Stranski–Krastanov (SK) growth
mode [4].

Fig. 13.4 I-V characteristics
of GaN/InGaN p-i-n solar cell
(undoped In0.45Ga0.55N i-
layer with InN QDs
embedded) when absorption
of photons with energies
smaller than In0.45Ga0.55N
band gap occurs or not
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13.5 Conclusion

Our simulations on GaN/InGaN superlattice p-i-n solar cell show an improvement
with respect to already demonstrated structures due to use of GaN quasi-bulk
substrate, but further optimization could be based on increase of coupling between
QWs wave functions. A well-controlled In-rich InGaN QDs spontaneous forma-
tion could be exploited to make a supercrystal increasing InGaN IBSCs efficiency.
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Chapter 14
Improvement in the Efficiency of Thin
Film CdS/CdTe Solar Cells Using
Different TCO Materials

H. A. Mohamed and N. M. A. Hadia

Abstract CdS/CdTe heterojunction based solar cells have been considered one of
the main candidates for terrestrial energy production. This work represents the
theoretical results of using ZnO and its alloys as a front contact in CdS/CdTe solar
cell as alternative material to expensive and not abundant ITO. The calculation of
optical losses is carried out based on the multi-reflections effect and absorption in
TCO and CdS layers. Both the front and back surfaces recombination of the CdTe
layer are taken into account to describe the recombination losses. It has been found
that using the multi-reflections effect leads to increase the ratio of transmitted light
reaching the absorber layer. Both the internal and external quantum efficiency are
strongly depending on the width of space-charge region. ZnO and its alloys are
considered suitable alternative materials to ITO when used as front electrode in
CdS/CdTe cells. ZnO:Al has the maximum short-circuit current density of
22.64 mA/cm2 at space-charge width of 0.11 lm and the corresponding optical
(reflection and absorption) and recombination (front and back) losses are about
27 %. The efficiency of CdS/CdTe solar cell using ZnO:Al is about 17.9 % at
certain parameters of absorber layer.
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14.1 Introduction

For the last decades CdS/CdTe heterojunction based solar cells have been con-
sidered as one of the main candidates for large-scale production and application
for terrestrial energy production [1, 2]. Recently, the highest efficiency for CdTe
thin-film solar cells is about 18.3 % which also achieved large area module effi-
ciency of 15.3 % [3], although this value is still far from the calculated efficiency
28–30 % [4, 5]. After the optical losses result from reflection at different inter-
ference layers in cell, absorption in ITO and CdS layers and recombination losses
(front and pack) were taken into account, a good agreement between practical and
theoretical results were achieved [6–8].

Development the efficiency of CdS/CdTe solar cells is a great goal of scientists
in all decades. Despite decades of these development, solar cells are still relatively
expensive. Using indium tin oxide as a front contact in CdS/CdTe solar cell is
considered one of the reasons that make solar cells technology is expensive. It is
known that, the front contact in CdS/CdTe solar cell is made of transparent con-
ducting oxides (TCO) materials that must be have transmission more than 85 % in
visible region and sheet resistance less than 10 X/square at room temperature as
well as good adhesion to glass substrate [8, 9]. Although indium tin oxide (ITO) is
considered one of these promising materials, it is expensive and not abundant.
Therefore, ZnO has been actively investigated as an alternative material to ITO
because ZnO is non-toxic, inexpensive and abundant material. It is also chemically
stable so it is used for the production of solar cells [10–12].

The main objective of this paper is to assess the effects of using ZnO and its
alloys such as ZnO:Sn, ZnO:Al and ZnO:In as front electrode on the calculation of
CdS/CdTe solar cell efficiency. Both optical and recombination losses will be
taken into consideration. The calculation of optical losses is carried out based on
the multiple reflections effect and absorption in TCO and CdS layers. Both the
front and back surfaces recombination of the CdTe layer are used to describe the
recombination losses.

14.2 Calculation of Transmittance Using Multi Reflections
Effects

As the photons are incident upon a boundary between materials of different
refractive indices, a reflection occurs, known as the Fresnel reflection. For near-
normal incidence angles at the boundary, Fresnel Power Reflection Coefficient can
be expressed as:

Rf ¼
ðn1 � n2Þ2

ðn1 þ n2Þ2 ð14:1Þ
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Or in terms of transmittance it may be written as the Fresnel Power Trans-
mission coefficient:

Tf ¼ 1 � Rf ¼
4n1n2

ðn1 þ n2Þ2 ð14:2Þ

where n1 and n2 are the refractive indices of the two media. The total transmittance
for L number of layers can be calculated from:

Ttot ¼ T12

YL�1

j¼2

Tj;jþ1

ð1 � Rj;j�1Rj;jþ1Þ
ð14:3Þ

which expands to

Ttot ¼ 4
n1n2

ðn1 þ n2Þ2

YL�1

j¼2

4 njnjþ1

ðnjþnjþ1Þ2

1 � ðnj�nj�1Þ2ðnj�njþ1Þ2

ðnjþnj�1Þ2ðnjþnjþ1Þ2

ffi � ð14:4Þ

These calculations can be found elsewhere [13, 14]. Figure 14.1 shows a four
layers structure and a more layers can be assumed by the same way.

When the absorption effect which takes place into TCO and CdS layers is taken
into account, the transmission coefficient T(k) can be written in the form:

TðkÞ ¼ Ttot ðe�a1d1Þðe�a2d2Þ ð14:5Þ

where a1, a2, d1, d2 is the absorption coefficient and thickness of ITO and CdS layers,
respectively. The absorption coefficient is calculated from the following equation:

aðkÞ ¼ 4p
k

kðkÞ ð14:6Þ

Fig. 14.1 Diagram of the
total transmission of four
layers structure due to multi
reflection effect
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where k is the extinction coefficient of the used materials (TCO, CdS and CdTe).
Using the values of optical constant (n, k), the transmission coefficient can be
calculated for different TCO materials. The data of n and k of ITO, ZnO, ZnO:Sn,
ZnO:Al, ZnO:In, CdS and CdTe are taken from Refs. [15, 16, 17, 18, 19, 20, 21],
respectively. The extinction coefficient (k) value of glass substrate was taken as
k = 0, while the Sellmeier dispersion equation has been applied for calculating the
refractive index of glass substrate [22].

Figure 14.2a shows the comparison between the calculated transmission of ITO
using the present equations (14.1–14.4) which take into account the multi reflec-
tions effect (curves 1, 3) and those calculated from Ref. [8] (curves 2, 4). In this
figure, curves 1, 2 represent the calculated transmission resulting from the
reflection from all interfaces (air-glass, glass-ITO, ITO-CdS and CdS-CdTe).
While, curves 3, 4 represent the calculated transmission due to reflection from all
interfaces and absorption into ITO and CdS layers. It is clear that the variation of
transmission coefficient with wavelength has the same behavior of both causes.
The multi reflections effect leads to slight increase in transmission by a ratio of
1 %. Where the average transmission of the current cause about 81 % in the wave
length range 500–700 nm, while the transmission coefficient which was calculated
in Ref. [8] is about 80 %. These values are based on the losses due to reflection
and absorption (optical losses).

Figure 14.2b shows the calculated transmission spectra (considering 14.1–14.5)
that reach to the absorber layer after passing through glass substrate, TCOs and
CdS layers. The transmission of various transparent conducting oxides such as
ITO, ZnO, ZnO:Sn, ZnO:Al and ZnO:In is plotted in this figure. It is clear that,
apart from the transmission of ZnO all other TSOs have values of transmission
greater than the transmission of ITO. This result mainly depends on the optical
constants of the used material and hence the conditions of preparation. Therefore

Fig. 14.2 Calculated transmission of ITO. a Considering only reflection (curves 1, 2) as well as
absorption (curves 3, 4). Curves (1, 3) and (2, 4) represent the calculated transmission according
to Ref. 8 and the current work, respectively. Calculated transmission of different TCOs. b Using
the current calculations. The inset figure shows the average transmission (Tav) in the wavelength
range 500–700 nm for different TCOs
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any material of them can be used as alternative of ITO material, particularly
ZnO:Al that has the maximum average transmission of 82 % in wavelength range
500–700 nm as shown in the inset figure.

14.3 Spectral Distribution of Quantum Efficiency

The total internal quantum efficiency gint of solar cell is the sum of the drift (gdrift)
and diffusion (gdif) components of quantum efficiency. This quantity is used in
calculating the short-circuit current density. The drift component (gdrf), which
takes into account recombination at the CdS-CdTe interface (front recombination),
is governed by the following expression [5]:

gdrift ¼
1 þ S

DP
a þ 2

W
u0�qv

kT

� ��1

1 þ S
DP

2
W

uo�qv
kT

� ��1 � expð�aWÞ ð14:7Þ

where S is the recombination velocity at the heterojunction interface, Dp is the
diffusion coefficient of holes, a is the absorption coefficient of CdTe at a given
wavelength, u0 is the barrier height at the semiconductor side, v is the applied
voltage, q is the electron charge and k is the Boltzmann constant.

The dependence of width W of space-charge region (depletion layer) on the
concentration of uncompensated acceptors (Na–Nd) is given by:

W ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ee0ðu0 � qvÞ
q2ðNa � NdÞ

s

ð14:8Þ

where e is the relative permittivity of the semiconductor and e0 is the permittivity
of free space. In current calculations (u0 - qv) is taken as 1 eV, Dp = 2.5 cm2/s, e
is taken as 10.6 and S = 107 cm/s, these values are taken from Ref. [23]. The
diffusion component gdif of the internal quantum efficiency, which takes into
account recombination at the back surface of the solar cell, is given by the fol-
lowing expression [24, 25]

gdif ¼
aLn

a2L2
n � 1

expð�aWÞ

� aLn �
SbLn
Dn

cos d�W
Ln

ffi �
� expð�aðd � WÞÞ

h i
þ sinh d�W

Ln

ffi �
þ aLn expð�aðd � WÞÞ

SbLn
Dn

sinh d�W
Ln

ffi �
þ cosh d�W

Ln

� �

8
<

:

9
=

;

ð14:9Þ

where Ln = (snDn)1/2 is the electron diffusion length, sn is electron lifetime, Dn is
the electron diffusion coefficient, Sb is the recombination velocity at the back
surface of CdTe layer, d is the thickness of CdTe. In the present calculations,
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sn = 10-9 s, Dn = 25 cm2/s, Sb = 107 cm/s and d = 5 lm. Figure 14.3 shows the
total internal quantum efficiency spectra (gint) for different values of space-charge
width (W). It is clear that gint is strongly depending on the width of space-charge
region and hence on the uncompensated acceptors (Na–Nd). When the space-
charge region width is wide, the internal quantum efficiency records low values
due to the electric field in the space charge region is weak and then the front
recombination is strongly takes place. At narrowing width of space charge region,
the internal quantum efficiency represents higher values than the above case.
Where the strong electric field prevents recombination of carriers generated near
the CdTe surface [26]. Therefore, the values of short-circuit current will be high at
small values of the width of space charge region as will be seen in the following
section.

The external quantum efficiency gext of a solar cell is defined as the ratio of the
number of charge carriers that form the photocurrent Iph to the number of photons
of a given energy impinging on the solar cell [23]:

gext ¼
Iph=q

Popt=hm
ð14:10Þ

where Popt is the optical power at a given wavelength. Besides, gext is related to gint

according to the following formula [23]:

gext ¼ F T gint ð14:11Þ

Where F is the shade factor of the frontal contact and it is taken by unity in
these calculations.

Using (14.7-14.9, 14.11), the external quantum efficiency gext of CdS/CdTe cell
is calculated and plotted in Fig. 14.4 for different TCO materials. This figure shows
that the response observed below 500 nm is due to the small thickness of CdS
(70 nm). This thin layer allows a fraction of photons with energy above its band-gap
(2.42 eV) to be transmitted to the CdTe absorber layer, contributing to an increased

Fig. 14.3 Total internal
quantum efficiency spectra
(gint) for different values of
space-charge width (W)
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photocurrent [27]. With further increase in wavelength an increase in gext is
observed. The cutoff wavelength observed at 855 nm corresponds to the cadmium
telluride band-gap. One observes that the external quantum efficiency curves for all
TCO material are similar in shape and ZnO:Al has the highest value comparing with
other TCO materials in most wavelength range. When the Na–Nd = 1017 cm-3

which corresponds to W = 0.11 lm (Fig. 14.4a), gext represent higher values than
for Na - Nd = 1014 cm-3 which corresponds to W = 10.83 lm (Fig. 14.4b).

14.4 Short-Circuit Current and Cell Efficiency

Using (14.5, 14.7–14.9) the short-circuit current density can be calculated from the
following formula:

JSC ¼ q
X

i

TðkÞ uiðkiÞ
hmi

gintðkiÞDki ð14:12Þ

where Ui is the spectral power density (mWcm-2lm-1) and Dki is the interval
between the two neighboring values ki. The calculations will be done for AM1.5
solar radiation using Tables ISO 9845-1:1992 (Standard ISO, 1992) [28]. In order
to study the effect of reflection losses that calculated from this work (considering
the multi-reflection effect) and those calculated from Ref. [8], the values of JSC is
calculated under the same conditions. According to Ref. [8], JSC records a value of
28.61 indicating that the losses due to this type of reflection are about 8 %. When
the multi-reflections method is taken into account, the contribution of reflection
loss is about 7 % where JSC = 28.86 mA/cm2. This indicates there is no big
difference between the two methods, however the multi-reflections method is more
accurate and it will effect on the efficiency of CdS/CdTe solar cell. Figure 14.5
represents the short-circuit current density JSC as a function of space-charge width

Fig. 14.4 External quantum efficiency spectra (gext) for different TCO materials at Na–
Nd = 1017 cm-3 (a) and Na–Nd = 1014 cm-3 (b)
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(W) for different TCO materials. It can be seen that JSC strongly depends on the
width of space-charge region. At low width, JSC attains it maximum value for all
TCOs. In case of ZnO:Al, the value of JSC is greater than the others TCOs and this
value is about 22.64 mA/cm2 for W = 0.11 lm. Moreover, these results show that
the optical and recombination losses are about 27 % at the lowest value of the
width space-charge region and this ratio is increased to more than 59 % at
W = 10.83 lm since the calculated current density is 12.75 mA/cm2.

14.5 Current-Voltage Curve and the Cell Efficiency

The I-V characteristic under illumination of CdS/CdTe solar cells can be presented
as:

JðVÞ ¼ Jd � Jph ð14:13Þ

where Jd(V) is the dark current density and Jph is the photocurrent density. The
dark current density is the sum of the generation-recombination current density Jgr

and the over-barrier current density Jn and can be written in the form.

JdðVÞ ¼ JgrðVÞ þ JnðVÞ ð14:14Þ

More details of calculation Jgr and Jn can be found elsewhere [4, 5, 29, 30].
The typical I-V characteristic curve for CdS/CdTe solar cell at different TCO

materials is shown in Fig. 14.6. Some important parameters such as the maximum
voltage Vm, maximum current density Jm and open circuit voltage V0 can be
determined from this figure as shown in Fig. 14.6b for ZnO:Al. These parameters
and other related parameters such as cell power density Pmax(Pmax = VmJm) are
estimated and listed in Table 14.1. It is clear that most TCO materials have very
close values of open circuit voltage. Besides, the maximum voltage and current

Fig. 14.5 Short-circuit
current density JSC as a
function of space-charge
width (W) for different TCO
materials
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density of 790 mV and 21.77 mA/cm2 is observed for ZnO:Al: and consequently
the corresponding maximum power density is 17.2 mW/cm2.

The CdS/CdTe solar cell efficiency can be expressed by:

g ¼ Pmax=Pinc
ð14:15Þ

Fig. 14.6 I-V characteristic for different TCOs (a) and for ZnO:Al (b)

Table 14.1 The maximum voltage Vm, maximum current density Jm, open circuit voltage V0 and
CdS/CdTe solar output power Pmax for different TCO materials

Pmax (mW/cm2) Vm (mv) Jm (mA/cm2) V0 (mv) TCO material

16.11 783 20.58 863 ITO
15.74 774 20.34 860 ZnO
16.52 787 20.99 864 ZnO:Sn
17.2 790 21.77 866 ZnO:Al
16.58 787 21.07 864 ZnO:In

Fig. 14.7 The efficiency of
CdS/CdTe solar cells for
different TCO materials as a
front contact
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where Pinc is the density of the total AM 1.5 solar radiation power over the spectral
range hv C EgCdTe = 1.46 eV equals 96.3 mW/cm2 [31]. Figure 14.7 shows the
calculated efficiency of CdS/CdTe solar for different TCO materials. It can be
observed, the efficiency of cell is more than 16.3 % for all TCOs that used as front
electrodes in these cells. The maximum efficiency of 17.86 % is observed for
ZnO:AL indicating ZnO or any their alloys can be used as alternative material of
ITO.

14.6 Conclusions

ITO has unique properties to be used as front electrode in CdS/CdTe solar cells,
however ITO is expensive not abundant and consequently this type of solar cells is
still relatively expensive. This work studies the using of ZnO and some alloys such
as ZnO:Sn, ZnO:Al and ZnO:In as alternative materials of ITO and then develop
the efficiency of CdS/CdTe solar cells. The calculation of optical losses is carried
out based on the multi-reflections effect and absorption in TCO and CdS layers.
The results show that the multi-reflections method is considered more accurate
method to calculate the total transmission of incident light that will reach to the
absorber layer. ZnO and its alloys are considered good alternative materials of ITO
that used as a front contact in CdS/CdTe cells. The internal and external quantum
efficiency strongly depend on the width W of space-charge region and record
highest values at width of 0.11 lm. In the case of ZnO:Al, the calculated short-
circuit current density is 22.64 mA/cm2 at NA–Nd = 1017 cm-3 which corresponds
to W = 0.11 lm indicating the optical and recombination losses are about 27 %
and the CdS/CdTe efficiency is about 17.9 %.
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Chapter 15
Effect of Dopant Concentrations
on Conversion Efficiency of SiC-Based
Intermediate Band Solar Cells

H. Heidarzadeh, A. Rostami, M. Dolatyari and G. Rostami

Abstract It was recognized that the introducing of a narrow metallic band states
in the crystal structure of semiconductors make materials that they can be used as
intermediate band materials for improving the power conversion efficiency of high
band gap single junction solar cells. In these structures intermediate bands would
serve as a ‘‘stepping stone’’ for photons with different energies to excite electrons
from the valence to the conduction bands. Low-energy photons can be captured by
this method that would pass through a conventional solar cell. An optimal IBSC
(intermediate band solar cells) has a total band gap of about 1.95 eV and 3C-SiC
has the closest band gap to this value (band gap of 2.2 eV). Excellent electronic
properties of 3C-SiC such as high electron mobility and saturated electron drift
velocity and its suitable band gap makes it an important alternative material for
light harvesting technologies instead of conventional semiconductors like silicon.
In this condition detailed balance analysis predicts a limiting efficiency of more
than 55 % for an optimized, single junction intermediate band solar cell that it is
higher than efficiency of an optimized two junction tandem solar cell. In this study
we have analyzed Fe doped 3C-SiC by ab initio calculations for Fe concentration
of 1.05, 1.85, 3.22, and 5.55 %. The results show conversion efficiency for
designed solar cell change with altering in Fe contents. The maximum efficiency
has been obtained for crystals with 3 % Fe3+ as dopant in 3C-SiC structure.
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15.1 Introduction

Single junction silicon solar cells have an efficiency of about 20 %. In order to
increase efficiency of solar cells, multi-junction thin film solar cells with different
bandgaps is one of the most promising approaches. The best efficiency of such
solar cells demonstrated on the research scale is 43 %. However, the challenges in
fabrication of multi-junction solar cells lie in the growth of multi-stacked material
and balance of junction currents. Cubic silicon carbide(3C-SiC) due to excellent
electronic prosperities such as high electron mobility [1, 2] in a single material
which is doped during growth, pave the way for more efficient solar cell concepts.

Research on intermediate band solar cell is motivated by high theoretical
efficiencies [3–5]. Intermediate band solar cells are designed with an additional
energy band in the band gap between the conduction band and the valence band.
The main band gap between the conduction band and the valence band is then split
into two sub-band gaps (the smallest E1 and largest E2). Electrons can be excited to
the conduction band directly from the valence band or through the intermediate
band, as shown in Fig. 15.1. The maximum efficiency of an IBSC, having the ideal
bandgaps of E1 = 0.71 eV, E2 = 1.24 eV and Eg = 1.97 eV, is as high as 63.2 %
[6, 7]. As it was mentioned, an optimal IBSC has a total bandgap of about 1.95 eV.
3C-SiC has a relatively wide bandgap (Eg = 2.2 eV), which is not suitable to act
as a light absorption layer in single junction solar cells. However, 3C-SiC has the
closest band gap to the optimal value. So, cubic silicon carbide can be considered a
perfect material for intermediate bandgap solar cell thereby making it capable of
collecting more than twice the solar energy than silicon based solar cells.

In this work the electronic and optical properties of Fe doped 3C-SiC in dif-
ferent dopant level, are studied with density functional theory (DFT) to survey the
candidates of intermediate band (IB) material. Maximum achievable efficiency
greatly improved by the introduction of the IB compared to the Silicon host in
suitable position.

15.2 Calculation Method

Quantum calculations based on density-functional theory are carried out with the
aim of discovering the origin of the electronic properties with substitution of
transition metal by Si in crystal structure of 3C-SiC host semiconductor. The
simulation is based on Ab initio calculation, using DFT method [8, 9]. The Kohn-
Sham equation was solved self-consistently to calculate the properties of the
proposed intermediate band materials. 3C-SiC crystallizes in space group of F-
43m with lattice constant of a = b = c = 4.348 Å and a = b = c = 90� at
300 K, respectively. The created unit cell for 3C-SiC has only 18 atoms (see
Fig. 15.2a) and by replacement Fe atom with one of silicon atoms in the cell the
concentration of Fe atoms will be 5.55 %. For decreasing the Fe concentration we
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performed a calculation on larger systems. For this purpose we built 2 9 1 9 1,
2 9 2 9 1, and 2 9 2 9 2 supercells (see Fig. 15.2b–d, respectively).

15.3 Simulation Results and Discussion

The band structure along the highly symmetrical direction of BZ and density of
states (DOS) of the valence band (VB) and the conduction band (CB) for a 3C-SiC
host semiconductor are shown in Fig. 15.3a, b, respectively. The lowest conduc-
tion band ege is located at X point and highest valence band energy ege is located
at a G point. CB and VB consist s and p orbitals of 3C-SiC but d orbital dos not
contributed in DOS of 3C-SiC.

The substitution of Fe with a silicon atom in 3C-SiC introduces intermediate
energy levels in the band gap of 3C-SiC host material. The electronic transitions
from the valence band to intermediate levels or from the intermediate level to the
conduction band can effectively increases the incident light absorption. We cal-
culated the band structure of Fe doped 3C-SiC for four different doping levels. The
band structure for different Fe doped materials (1.05, 1.85, 3.22 and 5.55 %) has
been depicted in Fig. 15.4a. We observe that, intermediate band levels have been
increased by increasing in concentration of Fe atoms in the unit cell. The atomic
configurations of Si, C, and Fe are 3s2 3p2, 2s2 2p2, and 3d6 4s2, respectively.
Every Si, C, and Fe atom contributes with 2, 2, and 8 valence electrons, respec-
tively. The interaction between Fe orbitals and 3C-SiC orbitals create an isolated
IB. In order to identify the orbital composition of these bands the partial density of
states (PDOS) of Fe doped 3C-SiC for 1.05, 1.85, 3.22 and 5.55 % Fe concen-
tration have been shown in Fig. 15.4b. This figure shows; the IB made up from
contribution of Fe orbitals. DOS in intermediate is formed from a great contri-
bution of Fe d orbitals with a small contribution of Fe p orbitals.

The intermediate band formation in Fe doped 3C-SiC has made it a suitable
material for photovoltaic application. For this reason we have calculated the sil-
icon carbide based solar cell power conversion efficiency for this material with the
calculated electronic band structures shown in Fig. 15.4a. The calculations are
based on the using of the detailed balance theory [9]. Figure 15.5 shows the ideal
power conversion efficiency of this solar cell as a function of Fe concentration and

Fig. 15.1 Simplified band
diagram showing the possible
photogeneration processes.
E1 is the smallest sub-band
gap and E2 the largest, Eg

denotes the main band gap
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maximum efficiency obtained for 3.22 % Fe doping, which is higher than the ideal
efficiency of any solar cells based on a single junction solar cell and is comparable
to the efficiency of double and triple junction cells.

Fig. 15.2 Calculated structure containing a 1 9 1 9 1 supercell, b 2 9 1 9 1 supercell,
c 2 9 291 supercell, d 2 9 2 9 2 supercell

Fig. 15.3 a Calculated band structure of the 3C-SiC host semiconductor. b The total and partial
DOS of the cubic silicon carbide
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In this paper first the band structure and DOS of Fe doped 3C-SiC with first
principles calculation is achieved. The compounds having Fe present a narrow
half-filled intermediate band isolated from the VB and the CB of the host semi-
conductor. The influence of the Fe concentration was performed and the maximum
achievable efficiency was obtained by detail balance model. The important per-
formed results of this work are collected in Table 15.1.

Fig. 15.4 a Band structure b PDOS for Fe doped 3C-SiC with concentration of 1.05, 1.85, 3.22
and 5.55 %

Fig. 15.5 The calculated
power conversion efficiency
as function of atomic portion
of Fe

Table 15.1 The calculated Fe doped 3C-SiC features and performance parameters

Model NFe Ntotal Fe (%) EIB (eV) Eff (%)

Si13C4Fe (1 9 1 9 1) 1 18 5.55 1.1 28
Si22C8Fe (2 9 1 9 1) 1 31 3.22 0.95 55
Si37C16Fe (2 9 2 9 1) 1 54 1.85 0.7 41
Si62C32Fe (2 9 2 9 2) 1 95 1.05 0.3 30
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15.4 Conclusion

In the present study, we have calculated the optical properties of Fe doped 3C-SiC
in different concentration of Fe atoms. The density of states and band structure has
been achieved for 1.05, 1.85, 3.22, and 5.55 % Fe doping concentration. Our
calculation showed the maximum efficiency (55 %) has been obtained for 3C-SiC
intermediate band solar cell with substitution of 3.22 % Fe atoms.
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Chapter 16
Performance Analysis of Ultra-Thin
Silicon Based Tunnel Junctions
for Tandem Solar Cell Applications

H. Heidarzadeh, A. Rostami, M. Dolatyari and G. Rostami

Abstract Nowadays silicon solar cells have an efficiency of up to 20 % and in
order to increase the efficiency of them, fabrication of multi-junction thin film solar
cells with different band gaps is one of the most promising approaches. The silicon
based tandem solar cells are third generation new style solar cells with ultra-high
efficiency. The sub-cells in a tandem solar cell have different energy band gaps. In
order to match the currents between sub-cells, tunnel junctions are used to connect
the sub-cells. This work will concentrate on simulating the tunnel junction for
application as part of multi-junction solar cell. In this way dopant concentration is
changed and the tunnel junction current-voltage characteristics and their Energy
band diagram in different dopant levels under equilibrium condition for moderate
and usual doping have been calculated. An n++-Si/p++-Si tunnel junction is
selected to simulate the overall characteristics of cell by numerical finite element
method. We have simulated a symmetric silicon tunnel junction with thickness of
25 nm for n-type and 25 nm for p-type silicon by changing doping value from
1 9 10e20 cm-3 to 2 9 10e20 cm-3. The simulation results show that the doping
concentration of 2 9 10e20 cm-3 is suitable for both sides.

16.1 Introduction

Tandem solar cells for concentrator photovoltaics demand excellent tunnel junc-
tion interconnects. Tunneling through a highly doped p-n junction is a phenom-
enon tightly related to quantum theory. Quantum tunneling refers to the quantum
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mechanical phenomenon where a particle tunnels through a barrier that it classi-
cally could not surmount. It has important applications to modern devices such as
the tunnel diode and the high speed transistors as well as the tandem solar cells [1–
3]. If tandem solar cells are used to attain high efficiencies under high irradiance,
one critical aspect of their design is the use of tunnel junctions that interconnect
the sub-cells [4]. In this regard, the fundamental requirements for a tunnel junction
in a tandem solar cell are (a) low optical absorption, (b) a high peak current, and
(c) a low voltage drop. The necessity for a high peak current has special relevance
in the ultra-high concentrated photovoltaic systems, in which the photocurrent
produced in solar cells under concentrated light is elevated. Therefore, it is
important to develop tunnel junctions that can ensure peak currents well above the
maximum photocurrent generated by the light spot in the tandem solar cell. So that
the tunnel junctions operate in their linear region in which the voltage drop is low.

Traditionally, bulk crystalline silicon solar cells dominate solar energy tech-
nology and single crystalline silicon wafers are used to fabricate devices which can
achieve conversion efficiency up to 20 % [5]. The fundamental problem with this
kind of device is electron (and hole) thermalization in which high energy photons
dissipate excess energy as heat [6]. Materials with large band gap alleviate this
phenomenon but also lead to lower short circuit current due to no absorption below
the fundamental band gap. Tandem cells are proposed as a solution. In this sce-
nario, two or more junctions with different band gaps are connected in series and
light incident from the larger band gap side of the device. Carrier tunneling through
the common junction is critical part of carrier transport in highly doped p-n junction
solar cells. Figure 16.1 illustrates the carrier transport mechanism in the tandem
structure solar cells. If the incident light creates an electron-hole pair in the bottom

Fig. 16.1 Illustration of transport mechanism in tandem solar cells
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cell, the electron may tunnel from conduction band to the valance band of the toper
cell and holes may tunnel from valance band to the conduction band of the bottom
cell. This tunneling mechanism from the potential barrier describes the current
mismatching solution.

One of the keys to making an effective model of a solar cell is to be able to
model all components of the cell. The tunnel junction is a critical component of a
tandem solar cell. So, this paper will concentrate on simulating the silicon based
tunnel junction for application as part of tandem solar cells.

16.2 Simulation Results and Discussion

To quantify the optical losses in a silicon based tandem cell due to absorption in
tunnel junction, we have calculated the absorbance for wavelengths above 500 nm
(higher energy photons are considered to be absorbed in the top sub-cell) for
different thicknesses of n++ and p++ layers using the transfer-matrix method
[7]. The resulting photocurrent density loss is calculated for the constant spectrum
from the absorbance assuming an internal quantum efficiency of 100 %. We have
simulated a symmetric silicon tunnel junction with thickness of 25, 50 and 75 nm
for each side of tunnel junction. The absorption as a function of wavelength is
shown in Fig. 16.2 for n++/p++ silicon.

Figure 16.2 shows that decreasing the tunnel junction thicknesses already limit
the absorption considerably. For the tandem cell efficiency this amount increases
the losses. These calculations show that a significant improvement of tandem cell
efficiency can be obtained by reducing the tunnel junction thickness.

When a sufficiently high electric field exists within a p-n junction, local bands
may bend sufficiently to allow electrons to tunnel by internal field emission from
the conduction band into the valence band; the symmetric behavior occurs for
holes. At moderate doping levels, a tunneling effect can be seen in reverse bias, but
if the junction doping levels are high enough, then this energy range may also exist
in forward bias and tunneling effect can also be appreciated. Tunnel phenomenon
in a highly doped p-n junction produces very different current and voltage char-
acteristics than normal p-n junction diode. Figure 16.3a and b shows the current-
voltage characteristic and energy band diagram for different dopant levels,
respectively. It is clear that high dopant levels are appropriate for tunnel junction
in tandem solar cells. When the forward bias on the junction is increased more of
the electrons in filled states on the n-side of the junction will be at the same energy
level as empty states on the p-side of the junction. This will cause the maximum
tunneling effect of electrons moving from the n-side to the p-side. This is when the
current peak will occur on I–V curve (this stage is clear in Fig. 16.2a). If the
forward bias further increases, the diode will respond as current of the normal p-n
junction. The negative resistance portion of the tunnel diode makes it useful in
many application including oscillators, amplifiers, switches, and for connecting the
layers of a tandem solar cell.
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In the tandem cell a BSF (back surface filed) and passivated materials for the
top and bottom cells with a band gap higher than the active material (i.e. SiC) is
preferred. As can be observed, potential barriers are introduced in the p-side
between the SiC barrier and the tunnel junction and bottom cell. However, valence
band discontinuity in the p-part of a cell can block the cell current in one direction.
Figure 16.3b shows that for the interface between the p++ layer of the tunnel
junction and a SiC BSF, this phenomenon is similar. The energy barrier introduces

Fig. 16.2 Calculated absorbance in a n++/p++ silicon tunnel junction with different
thicknesses

Fig. 16.3 a Tunnel junction current-voltage characteristic in different dopant levels. b Energy
band diagram under equilibrium condition for moderate and usual dopant of tunnel junction
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an extra series resistance to the structure. Tunneling of carriers through this barrier
will be possible by high doping levels. Creating a perturbation in valence band
energy of passivated low doped SiC layer is high that is not desirable for us.
However, for n+ SiC the energy barrier do not make large discontinuity in the
conduction band.

The temperature dependence of current-voltage characteristics of a n++/
p++ silicon tunnel junction has been simulated. Figure 16.4 depicts the current-
voltage characteristics of tunnel junction with thickness of 25 nm for n-type and
25 nm for p-type silicon with doping concentration of 2 9 10e20 cm-3 for both
sides in temperatures of 200, 250, 300 and 500 K.

16.3 Conclusion

In this paper, we evaluated the minimum thickness of high peak current silicon
tunnel junction in order to minimize the absorption. We showed that by reducing
the tunnel junction thickness, due to absorption in tunnel junction losses decrease.
The simulation results show the thickness of 25 nm for n-type and 25 nm for p-
type silicon with doping level of 2 9 10e20 cm-3 is suitable for high efficient
tandem cells. In addition the tunnel junction current-voltage curves in different
temperature were calculated.

Fig. 16.4 Current-voltage characteristics of silicon tunnel junction at T = 200, 250, 300 and
500 �K
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Chapter 17
A Study on Applications of Holography
in Solar Energy Installations

Hamed Abbasi, Adeleh Granmayeh Rad, Talie Zarei
and Neda Jalali Farahani

Abstract In this paper, applications of holography in the solar energy, photo-
voltaic concentration, daylighting, illumination, and thermal blocking have been
investigated. Holographic elements can be used to concentrate the radiation of the
sun onto photovoltaic cells. Moreover the sun radiation is diffracted by the
hologram. This has the advantage that proper photovoltaic cells can be installed in
different spectral regions. Holographic daylighting systems can diffract sunlight
efficiently up to the ceiling in the room. Holograms can be fabricated to reflect or
block certain wavelength regions. Holograms are designed for a wavelength in the
infrared region and a typical incidence angle of the summer sunlight. In this case
the infrared radiation is reflected in the summer and heating of the rooms can be
reduced, also, energy for cooling by air conditioners can be reduced. In winter, that
the angle of incidence is smaller, a larger wavelength region is reflected, where the
infrared intensity is very low.

17.1 Introduction

The well-known scientist, Gabor [1], found basic principles of holography while
trying to improve the efficiency of transmission electron microscope in 1948. He
performed his first experiments using mercury vapor lamp. After 23 years of
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experiments, Gabor won the Nobel Prize in 1971. Nowadays, holography has a
broad range of applications in various sciences [2]. There are many types of
holographic products; one of them is holographic optical elements (HOEs). One of
the most applicable holographic optical elements is holographic grating. The
production of holographic gratings does not require additional knowledge of
holography and its experimental setups. Holographic gratings can be used in solar
energy installation. These gratings can be used to concentrate the radiation of the
sun onto photovoltaic cells. Also, they can be used for coating solar cells with
antireflection thin films. In addition, holographic daylighting systems have been
developed to diffract sunlight efficiently up unto the ceilings of buildings. Many
analyses and designs have been done for holographic solar systems such as [3–5].
James and Bahaj [6] have predicted the performance of holographic systems for
the UK climate. The most common holographic materials developed to be applied
in solar energy are dichromated gelatine and photopolymers. Besides holography,
there are other optical methods such as using the set of prism [7] and planar micro-
optic system [8] to collect and homogenize sunlight in photovoltaic cells. This
paper has done a study on applications of holography in the solar energy, pho-
tovoltaic concentration, daylighting, illumination, and thermal blocking.

17.2 Solar Concentration and IR Blocking

One interested person can find the history of concentrator development in [9].
Figure 17.1 show how the white light of the sun is divided into different parts after
passing the holographic grating. Each part of the sunlight hits the appropriate solar
cell. In this way, the infrared part of light, which cannot be transformed into
electrical energy and increases the cell temperature, does not hit any of the cells.
For instance, one can guide the shorter wavelengths to the AlGaAs/GaAs solar
cells and the longer wavelengths to the CulnSe/CdS solar cells. Another option is
to guide the short wavelengths to GaAs, middle wavelengths to Si, and long
wavelengths to Ge solar cells. In this way, low energy photons hit the low band
gap cells and high energy photons hit the high band gap cells.

Other solar concentration systems which are currently less used but are the
subject of some study are Fluorescent/Luminescent Concentrators and Quantum
Dot Concentrators [10]. Different companies manufacture holographic concen-
trator; Prism Solar Technologies is a well-known company in this field [11].

Holograms can be fabricated to reflect or block certain wavelength regions.
Holograms are designed for a wavelength in the infrared region and a typical
incidence angle of the summer sunlight. In this case the infrared radiation is
reflected in the summer and heating of the rooms can be reduced, also, energy for
cooling by air conditioners can be reduced. In winter, that the angle of incidence is
smaller, a larger wavelength region is reflected, where the infrared intensity is very
low.
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As shown in Fig. 17.2 in the hot weather of summer the IR part of the sunlight
which increases the temperature of the rooms does not pass the holographic
window, but in winter which rooms need to be heated this part of light passes the
window.

17.3 Daylighting

Scientists have always been interested in studying the holographic optical elements
for daylighting applications in buildings [12, 13]. Holographic daylighting systems
can diffract sunlight efficiently upto the ceiling in the room. Figure 17.3 shows

Fig. 17.1 The ability of
holographic optical elements
to guide the appropriate part
of sunlight to the appropriate
solar cell

Fig. 17.2 The mechanism of
holographic windows in
summer and winter
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how the holographic windows cause the appropriate distribution of the light in the
whole space of the room.

As shown in Fig. 17.4 the holographic gratings can create the color effect in the
ceiling of the room by dispersion of the white light of the sun.

17.4 Making Holographic Gratings

Holographers have always tried to produce large format holograms in different
ways [14]. Different types of holograms with various holographic materials have
been studied for solar applications such as photopolymers [15–17]. The results
show that the photopolymer holographic optical lenses achieved high diffraction
efficiency at relatively low spatial frequency and recording intensities; dichro-
mated gelatin holographic layers exhibit high optical quality and diffraction effi-
ciency. The diffraction and the dispersion properties of holographic optical
elements are the most important properties for use as solar concentrators for
photovoltaic conversion systems. Figure 17.5 shows the experimental setup for
producing holographic gratings. The coherent beam of the laser hits the telescopic

Fig. 17.3 The appropriate
distribution of the sunlight in
the whole space of the room
by means of holograms

Fig. 17.4 Color effect in the
ceiling of the room by means
of dispersion of the sunlight
using holographic gratings
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system, beam expander, including a pinhole, a spatial filter and a lens. The
expanded beam hits the mirrors which are oriented at different angles, and finally
hits the holographic surface.

17.5 Conclusion

In this paper some useful aspects of holographic gratings have been studied for use
in solar concentrator systems. Also, a review of the some scientific reports on
concentrating systems has been presented. The diffraction and the dispersion
properties of holographic optical elements are the most important properties for
use as solar concentrators for photovoltaic conversion systems. The results show
that the photopolymer holographic optical lenses achieved high diffraction effi-
ciency at relatively low spatial frequency and recording intensities; dichromated
gelatin holographic layers exhibit high optical quality and diffraction efficiency. A
major proportion of light, is holographic systems, is directed upwards to the ceiling
and the rear of the room. Daylighting enhancement systems use different
approaches based on the optical phenomena of light propagation, scattering,
specular reflection, total internal reflection, optical refraction and optical diffrac-
tion. Holographic system uses the principle of diffraction to redirect sunlight.
Holograms are produced on films, which are laminated between two glasses, in
order to illuminate the darker regions and to reduce glare. Laminated glass with
holograms allows a great variety of applications in architecture for solar energy
systems, improvement of room comfort as well as design of solar light- and color
effects.
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Chapter 18
A Process Heat Application Using
Parabolic Trough Collector

_Ibrahim Halil Yılmaz, Mehmet Sait Söylemez, Hakan Hayta
and Recep Yumrutas�

Abstract A pilot study has been performed based on a heat process application
that is designed, installed and tested at Gaziantep University to establish the
technical and economic feasibility of high temperature solar-assisted cooking
process. The system has been designed to be satisfying the process conditions
integrated with parabolic trough solar collector (PTSC). It is primarily consists of
the PTSC array, auxiliary heater, plate type heat exchanger, cooking system and
water heating tanks. In the operation of the process heat application, the energy
required to cook wheat (used as cooking material) has been supplied from solar
energy which is transferred to heat transfer fluid (HTF) by heat exchanging units
and finally discharged to water in order to produce bulgur. The performance
parameters of the sub-systems and the process compatibility have been accom-
plished depending on the system operation. In addition that the system perfor-
mance of the high temperature solar heat process has been presented and the
recommendations on its improvement have been evaluated by performing an
experimental study. As a result that the use of solar energy in process heat
application has been projected and its contribution to economics view with respect
to conventional cooking systems has been conducted.
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18.1 Introduction

Solar energy is free and inexhaustible however it tends to show intermittent and
variable character by its nature. The thermal radiation coming from the sun changes
instantly during the time. This character may exhibit technical challenges regarding
the type of thermal process since most of the thermal systems operate under steady
conditions thus need stable energy transfer [1]. Nevertheless, solar systems have
been adapted and coupled with many thermal systems for different process appli-
cations. These types of applications require a detailed thermal analysis and/or an
experimental study for technical feasibility and process compatibility.

Bulgur (in general produced from Triticum durum) is a very famous industrially
processed ancient wheat product around the world. Annual bulgur production
capacities in Turkey and on the American Continent are approximately 1,125,000
million and 300,000 tonnes, respectively. Due to increase in the market demands,
European and Middle East companies have started to construct new bulgur fac-
tories and their production capacities are on the level of 80,000 and 120,000
tonnes, respectively [2]. The market enlargement entails cost reduction in order to
increase the production capacity.

Bulgur is basically produced using cooking, drying, dehulling, grinding and
classification steps [3]. Cooking and drying processes requires remarkable thermal
energy which is generally met from fossil fuels in conventional cooking systems.
Although the energy need for cooking process is lower than drying, cooking oper-
ation requires thermal energy about one-third of drying at moderate temperatures. In
order to deliver high temperatures with good efficiency, a high performance solar
collector is required [4]. For process-heat applications up to 250 �C could complete
the variety of solar thermal collectors however the most feasible can be considered
as Parabolic Trough Solar Collector (PTSC) which can effectively produce heat for
the concerned process even at higher temperatures up to 400 �C.

In this study, an experimental research has been investigated on solar assisted
process heat application through a cooking process using a PTSC array. System
design and configuration of the thermal application have been evaluated and its
projection and contribution to economics with respect to conventional cooking
systems has been examined.

18.2 Experimental Setup

The experimental setup was designed and installed to investigate the thermal
performance of cooking system assisted with solar energy. The process layout of
the experimental setup and its representation are shown in Figs. 18.1 and 18.2,
respectively. The setup consists of two closed loop which are connected each other
with a plate type heat exchanger (PHE). In the primary closed loop, the PTSC
array composed of a series connected of three collectors was used to receive solar
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radiation and concentrate it onto the receiver element. Thermal oil (Fuchs Reno-
therm 320) was used in both loops as a working fluid. It was circulated within the
absorber tube of the PTSC by means of a frequency-controlled gear pump which
keeps flowrate constant. The thermal oil within the secondary loop was heated
with the fluid used in the PTSC array via the PHE after the vanes opened. Thermal
stability was attained in both loops during heat transfer in the PHE. After steady
state conditions and preset temperature were reached in the secondary loop, the

Fig. 18.1 Experimental layout of the process heat application

Fig. 18.2 Experimental setup
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water inside the water heating tank was started to being heated for cooking process
from ambient to preheating temperature of 90 �C. The preheated water ready for
cooking was discharged into the cooking pot and mixed with wheat to heat up the
mixture to cooking temperature of 100 �C. During cooking process, the temper-
ature and the pressure within the sealed cooking pot were adjusted constant by
using a pressure relief valve. The energy need for cooking process was only for
meeting the heat losses from the pot. Thus the excessive thermal energy was stored
in the water heating tank to preheat the cooking-water to the next cooking process.
The inlet temperature of the cooking pot was kept constant using an auxiliary
heating system. The temperature of the thermal oil was fluctuated slightly due to
variable structure of coming beam radiation. The auxiliary heater was controlled
with a PID temperature control system and supplied energy to the cooking pot to
set the inlet temperature at a predefined value, i.e. 150 �C.

18.3 Process Arrangement

Three system arrangements were considered on the process heat application to
examine the energy efficiency. The first one is the sizing of the solar system
regarding a nominal value due to daily variation of the solar beam radiation. Thus,
the time period to make up the nominal value throughout a year is to be identified,
for instance, the season between May and September. Such a system design is able
to meet the desired conditions at the level of averaged value of solar intensity and
provides undersized system selection. Nonetheless this arrangement maintains
thermal energy to the heat process on the level of total equivalent solar energy. In
other words, in the case of sufficient solar energy i.e. when the solar energy is
higher than normalized value, the excessive energy will be stored in water heating
tank. When the solar energy is insufficient to cook wheat, the electric heater
(auxiliary heating system) will supply energy to the working fluid. In this case, the
energy required to cook a specified amount of wheat will be determined according
to energy value of the nominal solar radiation. Collector sizing in this condition is
to be specified with respect to the nominal value. Thus the beam radiation falling
on the aperture of the collector array can be normalized.

The second arrangement is evaluated as the system designed according to a
peak beam radiation value that takes place in summer season. In this type of
system requires an oversized auxiliary heater and keeps the desired conditions at
all times even under the worst conditions but may not be practical. Since an
oversized system selection will have a higher initial cost and probably have a
higher operating cost because the equipment in this case will run at partial load
most of time and thus at a lower efficiency. Thus this arrangement will not store
thermal energy for preheating of the cooking-water to the next cooking process
and will lower the daily production capacity.
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The third arrangement is considered as the system designed to be operating only
with solar energy. However this system will not be time and product effective as a
result of working under unsteady conditions. Additionally, the product capacity
and energy transfer of the system will not be controlled easily. The operating
temperatures of both cycles will get lower and fluctuate during the system
operation.

18.4 Conclusion

In this study, the system design of the process heat application coupled with solar
energy have been investigated and evaluated using an experimental setup. Cooking
process has been evaluated as process heat and achieved with the PTSC system.
Different system design arrangements have been evaluated and the most feasible
system configuration has been proposed from the view of process compatibility
and feasibility when coupled with the solar energy system.
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Chapter 19
On the Use of Agent-Based Simulation
for Efficiency Analysis of Domestic
Heating Using Photovoltaic Solar Energy
Production Combined with a Heatpump

Jan Treur

Abstract In this paper agent-based simulation is used to analyse the efficiency of
domestic heating based on a heatpump together with photovoltaic (PV) solar
energy production. A simulation model for the cost (in terms of required kWh per
day) of a heating agent based on a heatpump over a year is used, in addition to a
simulation model for the yields of a PV production agent estimating the produced
solar energy (in kWh per day). In particular, for the heating agent it is analysed
how its performance depends on the outdoor temperature, and for the PV-instal-
lation agent how the yields depend on irradiation. Based on empirical temperature
and irradiation data over a year it is found out which fraction of the energy
required per year for heating can be covered by the yields of the PV installation.

19.1 Introduction

In many countries a substantial amount of domestic energy usage per year is used
for heating. Due to the negative impacts on the environment of traditional heating
systems based on not renewable resources such as gas and oil, often a heatpump is
considered as an interesting alternative (e.g., [1, 4, 6, 9, 15]). Most often a heat-
pump is considered which takes thermal energy from the air (air to water heat-
pump), as this is most easy to install. The heatpump is driven by electrical energy,
which preferably should be produced in a renewable manner as much as possible.
Two possibilities for that are by wind energy or by solar energy. In this paper the
possibility to use photovoltaic solar energy to produce electricity to drive the pump
is analysed. At first sight it may seem that the fact that most solar energy is
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produced in the warmer season when no or not much heating is needed, will lead to
a mismatch between demand and production. This may be true to some extent, but
the study reported here was undertaken to find out in more detail which fraction of
the required energy still can be covered by solar energy produced by the PV-
installation.

The agent-based simulation model consists of a model for the performance of a
heating agent depending on the daily outdoor temperature (described in Sect. 19.2)
and a model for the performance of a solar energy production agent depending on
the amount of irradiation per day (described in Sect. 19.3). In Sect. 19.4 a setup of
the simulation experiments combining the two agent models is described and some
of the results are discussed. Finally, Sect. 19.5 is a discussion in which further
possibilities of the approach are pointed out.

19.2 Modeling Performance of the Heating Agent

In [14] a detailed model for an of an air to water heatpump-based heating agent
was introduced. For the current paper, this agent model will be adopted. A central
element of the model is the seasonal performance factor (SPF) which indicates
how much electric energy (in kWh) is needed (to run the heatpump) as input to get
a certain amount of heating energy as output for the heatpump over a certain time
period:

SPF ¼ energy output

energy input

This factor usually varies between 2 and 4; for a given water temperature of the
heating system, it strongly depends on the outdoor temperature, and in particular
the difference between these two temperatures. Manufacturers often only give
indications of these performance factors for just a few water and outdoor tem-
peratures. However, to determine the electricity usage of a heatpump over a year,
with all its variations in outdoor temperature, it is needed to have a more sys-
tematic estimation of SPF for a given water temperature and each possible outdoor
temperature, in a realistic context. To obtain a reasonable estimation of how for a
given water temperature the performance factor depends on the outdoor temper-
ature, theoretical analyses or lab experiments can be performed. However, such
theoretical analyses are often not guaranteed to provide values that occur in
realistic situations. A different route is to take empirical data from realistic con-
texts as a point of departure and make an interpolation and approximation of them
by a mathematical function. For example, in [16, p. 2372] this was done based on
the manufacturer’s catalog data. However, a useful source of more realistic real
world data can be found at the website www.liveheatpump.com. This approach
was used in [14] and is adopted here as well. In Fig. 19.1 a graph is shown with
values from this Website for the average day temperature on the horizontal axis
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and the performance factor on the vertical axis (for water temperature in the
heating system approximately 50 �C).

More specifically, this has been done for the sites at Lembeek and Laar, where
the General Waterstage HT heatpump combination WH16/WOH16 is used.
Moreover, in Fig. 19.1 a linear approximation of SPF for the interval from -10 �C
to +20 �C is drawn; this is assumed of the form

SPF Todð Þ ¼ 7:5 � 0:1 � ðTwater � TodÞ with Twater ¼ 50

Note that in [14] also a quadratic approximation was shown, as was done in
[16]. Using the linear approximation (for the sake of simplicity) shown in
Fig. 19.1, the seasonal performance factor SPF can be estimated on a daily basis
throughout a year, when the day temperatures are given. This is one basic
ingredient of the model for the heating agent used. A second ingredient of the
model concerns how much energy for heating is needed, also depending on the
outdoor temperature. A general format to determine how much energy is to be
provided for the heating makes use of the concept of degree day, denoted by dd.
This concept is based on the assumption that the amount of energy needed to
maintain a difference in temperature (between indoor and outdoor) is proportional
to this difference (e.g., see [10]). The number of degree days for a given day
linearly relates to the difference between the daily outdoor and the indoor tem-
perature Tid (when the latter is higher than the former, else 0):

dd tð Þ ¼ r tð Þ�ðTid tð Þ � Tod tð ÞÞ when Tid tð Þ[ Tod tð Þ
0 Otherwise

1

1.5

2

2.5

3

3.5

4

4.5

5

-10 -5 0 5 10 15 20

Laar
Lembeek
linear

Fig. 19.1 Linear approximation of seasonal performance factors in relation to outdoor
temperature compared to empirical data over 2012 for sites in Lembeek and Laar (water
temperature 50 �C)
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Here r(t) is as seasonal correction weight factor which is 1.1 for the months
November, December, January and February, 1 for the months March and Octo-
ber, and 0.8 for the months April, May, June, July, August and September.

Figure 19.2 shows the variables used in the heating agent model and the
dependencies between them, and Table 19.1 summarizes them. The right hand
side in Fig. 19.2 describes how the performance factors are determined, and the
left hand side describes how the energy demand is determined.

The model results in the electrical energy usage pu(t) needed as input for the
heating agent. This is determined from the heating energy pp(t) provided (as output)
to the heating system (kWh provided for heating at day t) as follows. For each
degree day an amount e of energy (in kWh; the value 4.0 kWh/dd is used here) has to
be provided as output. Therefore pp(t) is determined as (see also Fig. 19.2):

ppðtÞ ¼ e ddðtÞ

This is the amount provided as output to the heating system, but not the amount
pu(t) used as input by the heatpump itself, since part of the provided energy pp(t)
comes from the air in the environment. This is expressed using the seasonal
performance factor SPF; recall that by definition this is the heatpump’s output
divided by its input. Therefore the following is obtained:

puðtÞ ¼ ppðtÞ=SPFðTodðtÞÞ ¼ e ddðtÞ=SPFðTodðtÞÞ

In addition to the model to determine the energy usage per day a model to describe
the cost has been included. Assuming that one kWh electricity costs pel euro, the
costs pc(t) of heating for day t by the heatpump is given by

pcðtÞ ¼ pu tð Þ � pel ¼ ðpele=SPFðTodðtÞÞÞ ddðtÞ

degree 
days  

energy usage

indoor temperature outdoor temperature water temperature

seasonal 
performance factor

energy provision 

Fig. 19.2 Dependencies of the variables for the model of the heating agent
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Note that this cost parameter pel depends on the source of the electrical energy. If
it is taken from an external production company it may be higher than when it is
taken from the own PV-installation. This is discussed further in Sect. 19.4.

19.3 Modeling the Photovoltaic Solar Energy Production
Agent

In [13] a detailed agent-based model of a photovoltaic solar energy production
system has been described. The agent model used here will be an abstracted form
of the agent-based model from [13] in two ways. A main difference is that in [13]
the PV installation is modelled as a system composed of multiple agents, where
each agent consists of one solar panel and one connected micro-inverter. In con-
trast, here the PV installation as a whole is modelled as one solar energy pro-
duction agent. This is a form of abstraction in the agent cluster dimension (cf. [3]).
A second type of abstraction with respect to the model in [13] takes place in the
temporal dimension (cf. [3]). While [13] describes a dynamical model for the
pattern over time in detail at a grain size of the hours or minutes of a day (e.g., with
updated states per half an hour), in the current approach these processes are
aggregated into a dynamical model based on states per day as follows. For a
summary of the symbols used, see (Table 19.2). In general, the power Pout(u)
generated as output at time u can be described as a function of:

• used irradiation at u, which itself depends on

– the available irradiation irr(u) at time u
– the efficiency qa due to angle and orientation of the panel
– the efficiency qs due to shadow

Table 19.1 Main concepts
for the heating agent

Notation Description Unit

SPF Seasonal performance factor
Tod(t) Average outdoor temperature at day t �C
Tid(t) Average indoor temperature at day t �C
Twater(t) Average water temperature of

the heating system at day t
�C

r(t) Seasonal weight factor
dd(t) Degree days at day t dd
pp(t) Heat pump heating energy provision

for day t
kWh

pu(t) Heat pump electrical energy use
for day t

kWh

pc(t) Heat pump electrical energy cost for day t euro
e Energy needed per degree day kWh/dd
pel Price of electrical energy euro/kWh
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• the maximal power Ppanelpeak of the panels (Watt peak)
• the efficiency qpanel of the panels
• the maximal power Pinverterpeak of the inverters
• the efficiency qinv of the inverters

Note that as another form of temporal abstraction all efficiency factors qi are
assumed to be aggregated over a year, so that they are taken constant within the
year. The following relations are assumed for each point in time t:

• Provided power Ppanel(u) by panel: min(Ppanelpeak, qa qs irr(u)) qpanel

• Provided power Pout(u) by inverter: min(Pinverterpeak, Ppanel(u)) qinv

Given that qpanel \ 1, when it is assumed that Pinverterpeak [ Ppanelpeak and
Ppanelpeak [ qa qsirr(u)) qpanel, this can be simplified into:

Pout uð Þ ¼ qaqsqpanelqinv irr uð Þ

Such a relation can also be aggregated to the energy (in kWh) obtained for a
day t, where the integration is taken over times u within day t:

EdayðtÞ ¼
Z

PoutðuÞdu

¼
Z

qaqsqpanelqinvirr uð Þdu

¼ qaqsqpanelqinv

Z
irrðuÞdu

¼ qaqsqpanelqinvirrdayðtÞ

For the case of no shadow qs = 1. For cases that a most optimal angle is used, also
the value for qa can be set to 1; for example, for mid-Europe often 30 or 35 is
assumed for this optimal angle. In such a case it simplifies into:

Eday tð Þ ¼ qpanelqinvirrday tð Þ

In the general case as the model addresses in particular how the energy production
is distributed over the days in a year, the energy fraction EFday(t) of a day relative
with respect to the year production is a relevant notion:

EFdayðtÞ ¼ EdayðtÞ=Eyear

with

Eyear ¼ REdayðtÞ ¼ qaqsqpanelqinv irryear
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where

irryear ¼ RirrdayðtÞ

When this division Eday(t) /Eyear is done, the constant efficiency factors qa, qs,
qpanel, qinv are divided out, and a dependence of EFday(t) on the day irradiation
remains:

EFdayðtÞ ¼ irrdayðtÞ=irryear

This provides the form of temporal abstraction (cf. [3]) for the solar energy pro-
duction agent model used in the simulation experiments described in Sect. 19.4.

19.4 Simulation Experiments

In the previous two sections it was described how models can be made for the two
agents. These agent models can be used in particular to describe consumption of
energy by a heatpump for the heating agent over days in a year, and production of
energy by a PV-installation agent over days in a year. In general the distribution of
the consumption over days in a year (high during winter, low during summer) has
a far from perfect match with the distribution of the production over days in a year
(low during winter, high during summer). In the simulation experiments discussed
here empirical data have been used for the year 2012 in the Netherlands, covering
both the irradiation per day and the average day temperature per day. As a first
example, in Fig. 19.3 the day distributions of the day fractions (of a year) of
production and consumption are shown for a case in which the year production is
assumed exactly equal to the year consumption. It can be seen that in November,
December, January and February (from about day 305 to day 60) the consumption
strongly exceeds the production, whereas from May until August (from about day

Table 19.2 Main concepts
for the energy production
agent

Notation Description Unit

Ppanelpeak Watt peak of panel (W) W
qpanel Efficiency of the panel
Pinvpeak Max power of inverter (W) W
qinv Efficiency of the inverter
Pout(u) Outgoing power at time u W
irr(u) Irradiation at time u W/m2

qa Efficiency due to angle and orientation
qs Efficiency due to shadow
Eday(t) Produced energy on day t kWh
EFday(t) Fraction of the year production

of produced energy on day t
kWh
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120 to day 250) it is the other way around. Nevertheless, an overlap can be found
that in total covers a non-neglectable fraction 0.33 of the year consumption
amount, mostly concentrated in the periods March to May and September to
October.

In a general case the overall year production and consumption will not be
exactly the same. It might also be wise to go for a higher production level per year
in order to increase the 33 % coverage of the consumption. It has been analysed in
how far this would increase the coverage. In Fig. 19.4 two of such (a bit extreme)
cases are depicted, respectively for production 5 times the consumption (upper
graph, resulting in 72 % coverage of consumption) and for 10 times the con-
sumption (lower graph, resulting in 91 % coverage of consumption); note that the
vertical scales are shown more condense here. This shows that increasing the
production level indeed can increase the coverage.

Similar simulations have been done for a number of different proportions
between production and consumption, for a factor 0 to 20 of production with
respect to consumption. The results are as shown in Fig. 19.5. For very high
production levels per year with respect to consumption, an asymptote of 1 is
reached.

As a further step assumptions have been made for costs. It is assumed that per
kWh the own produced energy is much cheaper than the energy that has to be
bought externally. For values 0.05 resp. 0.25 euro per kWh for own resp. exter-
nally produced energy, the graph shown in Fig. 19.6 (with derivative in Fig. 19.7)
is found. Here an asymptote is found with value 0.20 (consumption fully based on
own produced energy). The derivative can be used to assess how much investment
in additional capacity of the PV installation is reasonable.

0

0.005

0.01

0.015

0.02

0.025

0.03

1 8 15 22 29 36 43 50 57 64 71 78 85 92 99 10
6

11
3

12
0

12
7

13
4

14
1

14
8

15
5

16
2

16
9

17
6

18
3

19
0

19
7

20
4

21
1

21
8

22
5

23
2

23
9

24
6

25
3

26
0

26
7

27
4

28
1

28
8

29
5

30
2

30
9

31
6

32
3

33
0

33
7

34
4

35
1

35
8

36
5

heat pump usage

PV energy

Fig. 19.3 Distributions and overlap for equal overall year production and consumption over
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Fig. 19.4 Unequal distributions of overall year production and consumption over 2012: a upper
graph: year production 5 times year consumption (0.72 of consumption covered), b lower graph:
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19.5 Discussion

In this paper it was shown how the efficiency of domestic heating based on a
heatpump together with photovoltaic (PV) solar energy production can be analysed
by agent-based simulation. The simulation model covers of two agents: a solar
energy production agent and an energy consuming agent for heating based on an
air to water heatpump. For both agents their efficiency strongly depends on
dynamically varying environmental circumstances, in particular on the amount of
irradiation (production agent) and on the outdoor temperature (heating agent). For
the heating agent it was analysed how exactly its daily performance depends on the
outdoor temperature, and for the PV-installation how the daily yields depend on
irradiation. Based on empirical temperature and irradiation data over a year it was
found out for different settings which fraction of the energy required per year for
heating can be covered by the yields of the PV installation.

Within a day the heatpump usage was assumed to fit to the time the PV energy
production takes place. During this period of sunshine the temperatures may be
higher than the average day temperature, so the performance factor may be a bit
better in reality than estimated in the model used here. However, there may well be
as well a need to heat when there is just little or no sunshine, for example early in
the morning. This will count in the opposite direction. To inverstiage this varia-
tion, the simulations also have been performed for the minimun and maximum day
temperatures instead of the average day temperature. For example, for the case of
equal overall production and usage, this provides a variation around the 33 %
coverage (for average day temperatures) from 30 % coverage (for minimum day
temperatures) to 36 % coverage (for maximum day temperatures). To obtain a
more detailed approach for such types of intraday effects, a refined model is
needed in which hours or even minutes per day are considered and the lifestyle and
choices of the customer concerning when exactly heating is needed.

The combination of solar energy and heatpumps have been studied as well in
other literature such as (e.g., [2, 5, 7, 8, 11, 12, 15, 16]. In all of these cases the
source of the heatpump was not air but ground or water. Moreover, the solar
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Fig. 19.7 Derivative of cost for different factors of overall year production w.r.t. overall
consumption over 2012
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energy installation used was in the form of solar thermal collectors and added to
the heatpump loop to heat the water. In these respects they address situations quite
different from what was addressed in the current paper, in which the source was
air, and the solar energy production was based on photovoltaic panels to obtain
electrical energy, not thermal energy.
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Chapter 20
The Influence of the Construction
of the Cooling System of Semiconductor
Devices on the Watt-Hour Efficiency
of DC–DC Converters

Janusz Zarębski and Krzysztof Górecki

Abstract In the paper the influence of cooling conditions of semiconductor
devices on the characteristics of a boost converter is considered. The form of the
thermal model of semiconductor devices is proposed and some results of calcu-
lations and measurements of the characteristics of this converter are shown. The
investigations were performed for the selected types of power MOSFETs operating
at different cooling conditions.

20.1 Introduction

The power supply systems converting the electrical energy obtained from wind
power systems or solar cells contain DC–DC converters [1]. The aim of this circuit
is to change the value of the parameters of voltage obtained from renewable power
sources. DC–DC converters contain semiconductor devices operating as switches.

As it’s commonly known, the watt-hour efficiency of DC–DC converters
strongly depends on the parameters of semiconductor devices [2, 3], particularly
on a voltage drop on the transistors and diodes operating in the on-state. These
parameters, in turn, strongly depend on the device internal temperature [4]. This
temperature results from self-heating, that means, it depends on the power dissi-
pated in the considered device and on the construction of the device cooling
system (free or forced) [5–7].

The paper presents the results of investigations concerning the influence of the
construction of the cooling system of the power MOSFET on the watt-hour effi-
ciency of DC–DC converters containing this transistor and designed to be used in
the power systems with renewable power sources. By means of electrothermal
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models of the power MOSFET and the diode, the characteristics of the selected
DC–DC converters at different cooling conditions of the power MOSFET are
calculated. The results of calculations are compared with the results of
measurements.

20.2 Device Electrothermal Models

In the paper [8] the non-linear thermal model of the semiconductor device taking
into account, among other things, the influence of the construction of the cooling
system on thermal resistance of this device is proposed. This model is described by
means of the classical equation of the form

Tj ¼ Ta þ Rth � pth ð20:1Þ

where Tj denotes the device internal temperature, Ta—the ambient temperature,
Rth—the thermal resistance, and pth—the thermal power dissipated in the device.

The paper [8] proposes the analytical description of the dependence of thermal
resistance on such factors as: geometrical dimensions of the elements of the heat
flow path, the length of metal leads, the area of solder pads, the length of the heat-
sink, the power dissipated in the investigated device and the ambient temperature.

The thermal model is a component of the electrothermal models, taking into
account self-heating phenomena. Electrothermal models of diodes and power
MOSFETs dedicated to the analysis of DC–DC converters was proposed in the
paper [3]. In these models, called hybrid electrothermal models, the following
things are used: SPICE built-in models of the diode and the MOSFET, controlled
voltage sources representing the additional voltage drop between the terminals of
the investigated devices, due to an increase in the value of their internal temper-
ature, and the RC Foster network representing the transient thermal impedance of
the device. The RC network is excited by the current source representing the
thermal power dissipated in the device, and the voltage on this source corresponds
to the device internal temperature.

20.3 Investigations Results

The investigations were performed for the boost converter of the diagram shown in
Fig. 20.1. The voltage source Uster produces the rectangular pulses train of the
period equal to 9 ls, which controls the transistor T1. The resistor RG of
the resistance equal to 100 X limits the value of the gate current. The inductance of
the choking-coil Ll is 650 lH, and the capacity of the capacitor C ¼ 470 lF.
Transistors IRF640 and IRF840, as well as diodes 1N5822 and BY229 are used.
The considered devices operate at different cooling conditions.
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The considered transistors differ from one other by the value of the on-resis-
tance RON which is equal to 0:67 X for the transistor IRF840 and 0:13 X for the
transistor IRF640. In turn, the voltage drop on the forward biased diode BY229 is
equal to about 0.9 V, and on the Schottky diode 1N5822—to about 0.4 V. The
research was conducted for the considered transistors situated on the heat-sink
made from the shaped piece A-4463 of the length 70 mm or without any heat-sink.
The diode BY229 was placed on the heat-sink made from the shaped piece A-5409
of the length 38 mm.

The measured value of thermal resistance of the diode 1N5822 is 50 K/W. The
thermal resistance of each of the considered transistor situated on the heat-sink is
equal to 5.7 K/W, and for the transistors operating without any heat-sink—55 K/W.
The thermal resistance of the diode BY229 situated on the heat-sink is equal to
20 K/W.

In Figs. 20.2, 20.3, 20.4 and 20.5 the calculated and measured dependences of
the watt-hour efficiency of the considered converter on the duty of the control
signal d and on the load resistance R0 obtained for different cooling conditions of
the considered semiconductor devices are presented. In these figures, points mark
the results of measurements, and lines—the results of calculations.

In Fig. 20.2 the dependence of the watt-hour efficiency g of the considered
converter from the duty d of the signal controlling the transistor for the converter
containing the transistor IRF640 and the diode 1N5822 is presented, whereas in
Fig. 20.3—for the converter containing the transistor IRF840 and the diode
BY229.

As it can be noticed, for both sets of semiconductor devices the dependence
g(d) is a decreasing function in the whole considered range of changes d. For the
transistor situated on the heat-sink higher values of the watt-hour efficiency are
obtained than in the case is which this device operates without any heat-sink. This
is due to the almost tenfold difference in the value of thermal resistance of the
transistor, which in turn results in the considerably greater value of the internal
temperature of the transistor operating without any heat-sink. This temperature rise
causes an increase in the value of the transistor on-resistance RON resulting in
additional energy losses in the transistor. These losses are bigger when the value of
the duty d is higher which corresponds to the greater value of the output voltage of
the converter [1, 2, 9]. The values of the watt-hour efficiency obtained for the
converter containing the transistor situated on the heat-sink are even 30 % higher
than the value of this efficiency for the converter with the transistor operating

D1

C R0

L

RG

Uwe

Uwy

Uster

T1

Fig. 20.1 Diagram of the
investigated converter
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without any heat-sink. The influence of the cooling system of the transistor on the
dependence g(d) is most visible in the range of high values of the duty factor.

Comparing the characteristics presented in Figs. 20.2 and 20.3 one can state
that the considerably higher values of the watt-hour efficiency are obtained for the
converter containing the transistor IRF640 characterized by the smaller value of
the transistor on-resistance. Differences in the obtained values of the watt-hour
efficiency for the considered sets of semiconductor devices reach even 10 %.
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In turn, in Fig. 20.4 the dependences of the watt-hour efficiency of the converter
with the transistor IRF640 on the value of the duty d obtained with the use of
different diodes are presented.

As one can notice, in the presented figures, the replacement of the Schottky
diode 1N5822 with the diode BY229 is followed by visible worsening of the watt-
hour efficiency of the investigated converter. Both for the transistor situated on the
heat-sink, and for the transistor operating without any heat-sink a decrease in the
value of the watt-hour efficiency above 10 % is observed. The observed changes of
the value of this parameter of the converter result first of all, from the differences
in the value of the forward voltage of the considered diodes.

The presented above results were obtained at the load resistance of the con-
verter R0 ¼ 20 X. In Fig. 20.5 the dependences of the efficiency of the considered
converter on the load resistance at d = 0.5, are presented.

As it is visible, over a wide range of changes of the resistance R0 the constant
value of the watt-hour efficiency of the converter is observed. At the values of the
resistance R0 exceeding 20 X practically the lack of the influence of the cooling
conditions of the transistor on the course of the dependence g R0ð Þ is observed.
This is due to the small value of the power lost in the transistor. In turn, within the
range of small values of the resistance R0 the visible differences in the values of
the considered parameters for the converter with the transistor situated on the heat-
sink and without any heat-sink are obtained, because in this range the transistor on-
resistance (strongly increasing in the function of the temperature) has the essential
influence on the watt-hour efficiency of the converter.

20.4 Conclusion

As it results from the presented investigations, the properties of the applied cooling
system of the switching transistor influence the watt-hour efficiency of DC–DC
converters in an essential way. Particularly, very distinct changes in the course of
the dependences g dð Þ and g R0ð Þ appear for transistors characterized by the high
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value of the on-resistance. As it results from the information presented in the paper
[10] and from the catalogue data analysis of power MOS transistors, the value of
this resistance increases together with the admissible value of the voltage between
the drain and the source of the power MOS transistor. Therefore, in the converters
used in the power supply systems with solar cells or with turbines of wind, where
output voltage exceeds 200 V, this problem bears great significance. Ensuring
efficient cooling of the transistors in the converter will allow obtaining the higher
value of the watt-hour efficiency.
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Chapter 21
New Method for Analytical Photovoltaic
Parameters Identification: Meeting
Manufacturer’s Datasheet for Different
Ambient Conditions

Javier Cubas, Santiago Pindado and Carlos de Manuel

Abstract At present, photovoltaic energy is one of the most important renewable
energy sources. The demand for solar panels has been continuously growing, both
in the industrial electric sector and in the private sector. In both cases the analysis
of the solar panel efficiency is extremely important in order to maximize the
energy production. In order to have a more efficient photovoltaic system, the most
accurate understanding of this system is required. However, in most of the cases
the only information available in this matter is reduced, the experimental testing of
the photovoltaic device being out of consideration, normally for budget reasons.
Several methods, normally based on an equivalent circuit model, have been
developed to extract the I-V curve of a photovoltaic device from the small amount
of data provided by the manufacturer. The aim of this paper is to present a fast,
easy, and accurate analytical method, developed to calculate the equivalent circuit
parameters of a solar panel from the only data that manufacturers usually provide.
The calculated circuit accurately reproduces the solar panel behavior, that is, the
I-V curve. This fact being extremely important for practical reasons such as
selecting the best solar panel in the market for a particular purpose, or maximize
the energy extraction with MPPT (Maximum Peak Power Tracking) methods.
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21.1 Introduction

It is a fact that energy efficiency of electric systems requires a good understanding
of each one of its parts. In case of systems that involve photovoltaic panels, the
analysis of the system must take into account the behavior of the mentioned panels
depending on, at least, sun radiation levels, temperature, and connected loads. In
the case of space applications, the cumulative ionizing radiation is another
important factor. The optimization of the system requires then a mathematical
modeling of the photovoltaic devices (solar panels or solar cells). One of the most
popular photovoltaic systems models is based on an equivalent circuit. In the
present work the mentioned equivalent circuit model is analyzed in order to get the
best approximation to the solar panel/cells behavior. This work was carried out in
the framework of the UPMSat-2 satellite project at the IDR/UPM Institute
(Madrid, Spain), nevertheless, the calculation process can be applied to every
photovoltaic system no matter if it is designed for space or terrestrial applications.

21.2 Solar Cell/Panel Modeling

The simpler equivalent circuit of a solar cell/panel involves a current source and
one or several diodes connected in parallel. A series resistance and a shunt
resistance, Rs, and Rsh, are normally added to the circuit to take respectively into
account losses in cell solder bonds, interconnection, junction box, etc., and the
current leakage through the high conductivity shunts across the p-n junction. The
most popular equivalent circuit is shown in Fig. 21.1, it includes a current source,
one diode and the mentioned resistances. It reproduces quite well the behavior of
the solar cell/panel, that is, the I-V curve, see Fig. 21.2. In Fig. 21.2 open circuit,
maximum power, and short circuit points are indicated. These points together with
their variation as a function of the temperature and the radiation exposure (also
known as fluence) are the normal information included in manufacturers’ data-
sheets see Table 21.1.

The circuit model of Fig. 21.1 is defined by the following expression [1]:

I ¼ Ipv � I0 exp
V þ IRs

NaVT

� �
� 1

� �
� V þ IRs

Rsh
; ð21:1Þ

where Ipv is the photocurrent delivered by the constant current source, I0 is the
reverse saturation current corresponding to the diode, N is the number of cells in
series, and a is the ideality factor that takes into account the deviation of the diodes
from the Shockley diffusion theory (the value of this factor, is assumed to be
constant and between 1 and 1.5 [2] for one-junction cells. VT is the thermal voltage
of the diode and depends of the charge of the electron, q, the Boltzmann constant,
k, and the temperature, T, with (21.2).
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VT ¼ q

kT
: ð21:2Þ

These parameters, together with Rs and Rsh, are adjusted to fit the circuit
behavior to the solar cell/panel testing results. As testing results depend on the
mentioned temperature, radiation and fluence, the aforementioned parameters will
change from one case to another.

21.3 Parameter Calculation

The parameters of the equivalent electric circuit, Ipv, I0, a, Rs, and Rsh, can be
numerically [4] or analytically [5] extracted from I-V curves experimentally
measured, or can be calculated from the data included by the manufacturer in the
datasheet (normally, the mentioned three characteristic points: open circuit,

Fig. 21.1 Equivalent circuit
for a solar cell

Fig. 21.2 Example of the I-
V curve of a solar cell

Table 21.1 Characteristic points and its variation with temperature and fluence of Emcore ZTJ
photovoltaic cell from manufacturer datasheet

Fluence (e/cm2) Voc

(V)
Isc

(A)
Vmp

(V)
Imp

(A)
DVoc

(mV/�C)
DIsc

(mA/�C)
DVmp

(mV/�C)
DImp

(mA/�C)

0 2.726 0.463 2.410 0.439 -6.3 0.31 -6.7 0.24
3.00 9 1013 2.617 0.458 2.362 0.435 – – – –
1.00 9 1014 2.590 0.454 2.338 0.435 -6.6 0.30 -7.0 0.24
5.00 9 1014 2.481 0.449 2.241 0.421 – – – –
1.00 9 1015 2.426 0.435 2.193 0.413 -6.9 0.30 -7.3 0.28
3.00 9 1015 2.344 0.412 2.097 0.377 – – – –
1.00 9 1016 2.235 0.380 2.000 0.325 -7.4 0.31 -6.6 0.36

AM0 (1,353 W m-2 ) Tr = 28 �C [3]
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maximum power, and short circuit). In this second case the procedure use to be
numerical [2, 6]. In the present work, an analytical procedure [7] has been selected
to extract the circuit parameters based on the characteristic points. This method is
direct, simple, non-iterative, and has been proved to be as accurate as other more
sophisticated numerical methods [8, 9]. The first step consists in the estimation of
parameter a, whose value will be in the bracket 1–1.5. This first estimation of one
of the 5 parameters of the circuit is necessary, as the number of equations resulting
from the characteristic points is only 4. The other 4 parameters can be derived, for
specific temperature, irradiation and fluence conditions from equations:

aVT Vmp 2Imp � Isc

� �

VmpIsc þ Voc Imp � Isc

� �� �
Vmp � ImpRs

� �
� aVT VmpIsc � VocImp

� �

¼ exp
Vmp þ ImpRs � Voc

aVT

� �
;

Rsh ¼
Vmp � ImpRs

� �
Vmp � Rs Isc � Imp

� �
� aVT

� �

Vmp � ImpRs

� �
Isc � Imp

� �
� aVT Imp

;

I0 ¼ Rsh þ Rsð ÞIsc � Voc

Rsh exp Voc
aVT

� 	 ;

Ipv ¼
Rsh þ Rs

Rsh
Isc:

ð21:3Þ

As said, temperature variations will modify the behavior of the photovoltaic
device, that is, its I-V curve. More specifically, the characteristic points of the
curve will also be modified, the variations being lineal with the temperature as it
can be appreciated in the example of Table 21.1. An increase of temperature will
increase the current level but decrease the voltage level, and as a result the
maximum power point will also decrease. The variations of current and voltage
levels of open circuit, maximum power, and short circuit points as a function of the
temperature can be expressed as:

Voc;T ¼ Voc;Tr þ DVocðT � TrÞ; Vmp;T ¼ Vmp;Tr þ DVmpðT � TrÞ;
Isc;T ¼ Isc;Tr þ DIscðT � TrÞ; Imp;T ¼ Imp;Tr þ DImpðT � TrÞ;

ð21:4Þ

where Tr is the reference temperature. There are several methods in the existing
literature that relates directly the equivalent circuit parameters with the tempera-
ture [2, 10]. Nevertheless, a different procedure has been followed in the present
work: (21.3) were solved for a specific temperature with the characteristic points
values calculated previously with (21.4). This procedure implies much more
precision than other methods that estimate parameter variation with temperature,
as the calculated circuits are directly forced to meet the manufacturers’ data.

Usually, manufacturers do not include in the datasheets any information
regarding the behavior of the solar cell/panel at different irradiation levels.
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However, it is known that the I-V curve is essentially invariant with intensity in
ranges around one solar constant. On the other hand, temperature affects Isc lin-
early and Voc exponentially, whereas Rs remains not affected for temperature
variations [11]. Those conditions, once simulated using an equivalent circuit, lead
to the following expression [2]:

Ipv;G ¼ Ipv;Gr

G

Gr
; ð21:5Þ

where G is the irradiance on the cell/solar panel, Ipv,G is the photocurrent delivered
by the current source of the equivalent circuit, and Gr and Ipv,Gr are the reference
values.

The radiation exposure or fluence radiation is translated into a degradation of
the photovoltaic system performances. Obviously, the fluence modifies the char-
acteristic points of the I-V curve, as it can be observed in the example of
Table 21.1. However, in this case the variation is not linear, and normally is not
easy to interpolate using the manufacturers’ data. Additionally, fluence radiation
degradation is a slow process that will take months or years to affect visibly the
operation of the cell. For this reason it seems reasonable to calculate separately the
circuit parameters for each one of the fluence levels specified in the manufacturers’
datasheets (see Table 21.1), and apply the proper one for each stage of the mission.

21.4 Example of Application, LTSpice Model

In this Section, the method explained above is applied in the performance analysis
of a commercial solar cell, Emcore ZTJ, for every irradiance and temperature
condition, using LTSpice models fitted to the experimental data from the manu-
facturer (see Table 21.1). Although, the mentioned analysis is carried out for zero
fluence, it can be easily reproduced for different levels of radiation exposure (see
other fluence levels in Table 21.1).

As said in Sect. 21.1, the value of parameter a is firstly estimated as a = 1.1.
Taking also into account that the studied cell is triple junction N = 3. Solving
(21.3) at AM0 (1,353 W m-2) and Tr = 28 �C, it is possible to calculate the rest of
the equivalent circuit parameters, see Table 21.2. Repeating this process for
temperatures in the bracket 0–100 �C, the variation of the mentioned parameters as
a function of the temperature can be obtained, see Figs. 21.3, 21.4, 21.5, and 21.6.

Taking into account that, with the exception of Ipv, all parameters are not
dependent of the irradiance, and fitting the temperature using the least squares
method, the following 21.6 can be then derived.
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Table 21.2 Parameters of equivalent circuit of Emcore ZTJ

N a Ipv (A) I0 (A) Rs (X) Rsh

(X)

3 1.1 0.463 6.80 9 10-15 6.09 9 10-2 284.4

AM0 (1,353 W m-2 ) Tr = 28 �C

Fig. 21.3 Calculated
Rs(T) and polynomial
regression

Fig. 21.4 Calculated
Rsh(T) and polynomial
regression

Fig. 21.5 Calculated
Ipv(T) and polynomial
regression
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a ¼ 1:1

IpvðT;GÞ ¼ 0:463 þ 3:11 � 10�4DT
� � G

Gr
;

RsðTÞ ¼ 6:09 � 10�2 � 1:42 � 10�4DT þ 3:77 � 10�6DT2 þ 2:68 � 10�9DT3;

RshðTÞ ¼ 1= 3:51 � 10�3 � 4:56 � 10�6DT � 1:51 � 10�7DT2 � 1:45 � 10�9DT3
� �

;

I0ðTÞ ¼ exp �32:62 þ 0:18DT � 5:92 � 10�4DT2 þ 1:53 � 10�6DT3
� �

:

ð21:6Þ

Finally, programming (21.6) in a LTSpice model (see Fig. 21.7), it is possible
to obtain a quiet accurate estimation of the studied photovoltaic device behavior
for every irradiation, temperature and fluence condition, see Figs. 21.8 and 21.9.

Fig. 21.6 Calculated I0(T) and polynomial regression

Fig. 21.7 LTSpice model for Emcore ZTJ solar cell
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21.5 Conclusions

In the present work a simple but accurate method to analyze the performances of a
photovoltaic device for different working conditions is described. This method is
based on manufacturers’ data. The present work is part the research framework
associated to the design and construction of the UPMSat-2 satellite at the Uni-
versidad Politécnica de Madrid (Polytechnic University of Madrid).
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Chapter 22
Design of Biomass Gasification
and Combined Heat and Power Plant
Based on Laboratory Experiments

Juma Haydary and Ľudovít Jelemenský

Abstract Three types of wooden biomass were characterized by calorimetric
measurements, proximate and elemental analysis, thermogravimetry, kinetics of
thermal decomposition and gas composition. Using the Aspen steady state simu-
lation, a plant with the processing capacity of 18 ton/h of biomass was modelled
based on the experimental data obtained under laboratory conditions. The gasifi-
cation process has been modelled in two steps. The first step of the model describes
the thermal decomposition of the biomass based on a kinetic model and in the
second step, the equilibrium composition of syngas is calculated by the Gibbs free
energy of the expected components. The computer model of the plant besides the
reactor model includes also a simulation of other plant facilities such as: feed drying
employing the energy from the process, ash and tar separation, gas-steam cycle, and
hot water production heat exchangers. The effect of the steam to air ratio on the
conversion, syngas composition, and reactor temperature was analyzed. Employ-
ment of oxygen and air for partial combustion was compared. The designed
computer model using all Aspen simulation facilities can be applied to study dif-
ferent aspects of biomass gasification in a Combined Heat and Power plant.

22.1 Introduction

In the past 25 years, biomass has gained renewed interest as a long term renewable
energy source. Due to its widely abundant feedstock, the energy liberated from
biomass can significantly contribute to the future of energy generation. Ligno-
cellulosic materials are a major constituent of most biomass and they are
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composed of cellulose, hemi-cellulose and lignin. Wood chips consisted cellulose
and lignin are the best example of this group of materials. One of the most
effective methods for conversion Ligno-cellulosic biomass is gasification.

A complete computer model of gasification describing all aspects of the process
integrated in a Combined Heat and Power (CHP) plant can be a very useful tool for
process development and conceptual process design. Much work is currently
focused on biomass gasification modelling. The ASPEN PLUS process simulator
has been used by different investigators to simulate coal, biomass and waste
gasification. Doherty et al. [1] used ASPEN PLUS for the computer simulation of a
biomass gasification-solid oxide fuel cell power system. They assumed zero-
dimensional and equilibrium composition of gas. Nikoo and Mahinpey [2] simu-
lated the biomass gasification in a fluidised bed reactor applying ASPEN PLUS.
Using a user subroutine, hydrodynamics and reaction kinetics of combustion and
steam gasification reactions were included in the model. They used a Yield model
for the decomposition of the biomass. An energy assessment of a CHP plant with
integrated biomass gasification using ASPEN PLUS was made by Damartizis et al.
[3]. They assumed that biomass devolatilisation takes place instantaneously and
the volatile products consist of H2, CO, CO2, CH4, and H2O. Zheng et al. [4] used
ASPEN PLUS to simulate biomass integrated gasification combined cycle systems
at corn ethanol plants. They found the ASPEN PLUS to be suitable software for
the simulation of this technology. Simulation of the biomass gasification using
ASPEN PLUS was studied also by other authors [5–7]. Puig-Arnawat et al. [8]
presented a Review and analysis of biomass gasification models. A significant part
of this review is devoted to the models that use ASPEN PLUS. Practically no work
analysed in this review deals with the devolatilisation kinetics and particle sizes.

The model developed in this work is based on the experimental data obtained
under laboratory conditions. The gasification process was modelled in two steps.
The first step describes thermal decomposition of the biomass based on a kinetic
model and the equilibrium composition of syngas is calculated by the Gibbs free
energy of the expected components in the second step.

22.2 Mathematical Model

Basic processes of a gasification CHP plant are shown in Fig. 22.1. Mathematical
models of individual processes include material and energy balance equations and
phase equilibrium calculations. Besides a gasifier in other cases the models inte-
grated in ASPEN PLUS were used. The gasification process was modelled in two
steps. A kinetic model including heat transfer inside biomass particles for thermal
decomposition of biomass was proposed. The following rate equation was
considered:
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da
dt

¼
XM

j

XN

i

Ai � e�
Ea;i
RT � 1 � aið Þni �

ffi �
wj ð22:1Þ

where A is the apparent pre-exponential factor, Ea is the apparent activation
energy, T is the temperature, t is time, R is the gas constant, a is the conversion,
n the reaction order and w is the mass fraction of individual types of biomass.
Index i represents the reaction step during the thermal decomposition (some types
of biomass are decomposed in more than one step) and index j represents the type
of biomass in the feed.

Assuming a spherical homogenous particle with radius r and taking into
account the assumptions presented in [9], the enthalpy balance equation for a
defined volume element can be written in the following form:

k
o2T

or2
þ 2

r

oT

or

� �
þ DrHq

oa
ot

¼ q cp
oT

ot
ð22:2Þ

where k is the effective thermal conductivity, q is the average density, cp the
average specific heat capacity, and DrH is the reaction enthalpy in J kg-1. Details
on the thermal decomposition model are published in our previous work [9]. The
second step of the gasification process is the reaction of decomposed volatiles and
char with oxygen and steam (partial oxidation, steam reforming, shift reaction).
These reactions were modelled assuming that the chemical equilibrium is reached.
The equilibrium constants were calculated using the free Gibbs energy:

Fig. 22.1 Scheme of gasification and CHP plant. 1-drying, 2-gasification, 3-gas cleaning, 4-gas
combustion, 5-power generation, 6-heat recovery
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ln Ke ¼
�DrGo

RT
ð22:3Þ

where Ke is equilibrium constant. R is the gas constant and -Dr Go is the standard
Gibbs energy of reaction.

22.3 Experimental Results

Three different types of wooden biomass were analysed using an elemental ana-
lyser (Vario Macro Cube, ELEMENTAR Analysensysteme GmbH) and a simul-
taneous thermogravimetric/differential scanning calorimetric device (Netzsch STA
409 PC Luxx). Table 22.1 shows the results of elemental and proximate analyses.
For a mixed biomass, the content of individual components was calculated based
on the mass fraction of the biomass’ type in the mixture. The same method was
applied for the determination of kinetic parameters of the mixed biomass devol-
atilisation. Kinetic parameters of individual biomass types were determined using
thermogravimetric measurements and a multi-curve iso-conversion approach
described in our previous works [9, 10]. Table 22.2 shows the average values of
activation energies and pre-exponential factors for the reaction order n = 1.

Tars in the produced gas present a major problem for the electricity generating
equipment downstream from the gasifier. In this work, the tar content of the
produced gas was studied in a laboratory unit described in Fig. 22.2. The standard
tar measurement method [11] was integrated into the experimental apparatus. The
influence of temperature and catalyst type in a secondary reactor on gas tar content
were estimated (Fig. 22.3). Dolomite and a mineral mixture termed as AFRC were
used as catalysts. For details see our previous work [12]. The results of experi-
mental measurements were used in the Aspen simulation model of an industrial
scale biomass gasification plant.

Table 22.1 Proximate and elemental analyses of used biomass types (wt%)

Wood
type

Moisture, when
received

Moisture after
drying

Volatiles Fixed
carbon

Ash C H N S

Spruce 20 2.14 89.00 6.11 2.75 46.65 6.23 0.06 0.07
Birch 19 1.74 94.48 3.10 0.68 46.45 6.10 0.07 0.03
Beech 21 2.52 86.12 10.62 0.74 46.98 6.19 0.01 0.01

Table 22.2 Kinetic
parameters of biomass
thermal decomposition

Wood type E (kJ/mol) A (s-1)

Spruce 200 4.78 9 1014

Birch 205 1.75 9 1015

Beech 228 1.43 9 1017
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22.4 Simulation Results and Discussions

The Aspen simulation scheme is shown in Fig. 22.1. A feed of 18 tons/h of mixed
wooden chips (33 wt% of spruce, 27 wt% of birch and 40 wt% of beech) with the
proximate and elemental compositions shown in Table 22.1 and atmospheric
pressure were considered. Before entering the gasifier, the biomass was subjected
to a drying process where the content of moisture was reduced to 2 wt%. The
gasifier model consisted of a user modelled decomposition reactor, a tar separator

Fig. 22.2 Scheme of experimental apparatus for the tar content determination
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and a Gibbs equilibrium reactor model. The produced gas was cooled and cleaned
from ash and tar. The heat recovered was used in a steam boiler. The gas was
combusted after its cleaning. Flue gases were used in a steam cycle for power
generation. The remaining heat of the flue gases was used to produce hot water of
80 �C.

Describing the complete results of this simulation is beyond the scope of this
paper. In this work we focus only on some results of the gasification step. Two
different gasification agents were studied; gasification with air and steam and
gasification with oxygen and steam. Figure 22.4 shows the temperature of gases at
the outlet of the gasifier, temperature of gases at the outlet of the combustor and
composition of the gases from the gasifier at different air to biomass mass flow
ratios. For this simulation, the ratio of steam to biomass mass flow was 0.65 and air
flow to the combustor was controlled to obtain the mole fraction of oxygen in the
flue gases of 11 vol.%. The results shown in Fig. 22.4 indicate that an optimum
ratio of air to biomass feed mass is around 2. At this rate, the carbon conversion is
completed, the concentration of hydrogen shows a maximum and the temperature
in the gasifier is high enough for the decomposition reactions. However, if a higher
temperature in the gasifier is required, air is not a suitable gasification agent. Even
though higher temperatures can be achieved when using air, the produced gas
could not be used in a steam cycle due to its very low heating value.
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In case of gasification with pure oxygen and steam, the produced gas has much
higher heating value and higher temperatures in the gasifier and combustor are
possible. Figure 22.5 shows the carbon conversion and concentration of the most
important components in the produced gas (H2 and CO) at different oxygen and
steam mass flow to biomass mass flow ratios. The optimum ratio of oxygen to
biomass mass flow moves between 0.12 and 0.4 according the steam mass flow.

22.5 Conclusion

Combining experimental results and user developed models with the ASPEN
simulation environment enables the simulation and design of the gasification
process to be integrated in a CHP plant. The optimum air to biomass mass flow
ratio was found to be 2 for the steam to biomass mass flow ratio of 0.6. Gasifi-
cation of biomass with air results in low heating value of the gas produced. At the
air to biomass mass flow ratio lower than 2, the gasifier temperature is not high
enough for complete conversion and at a value higher than 2, the content of
combustible gases is too low to be used in a steam boiler. Optimum oxygen to
biomass mass flow ratio was found to be around 0.4 for the steam to biomass mass
flow ratio of 0.3. By increasing the steam mass flow, the equilibrium content of
hydrogen in the produced gas increased; however, the gas heating value and the
gasifier temperature decreased.
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Chapter 23
Thermomechanical Properties of Quartz
Intended for Carbothermic Process
for Silicon Production

Aissa Kefaifi, Tahar Sahraoui, Abdelkrim Kheloufi, Yacine Berbar
and Nadjib Drouiche

Abstract The technology of solar grade silicon production intended for solar cells
manufacturing consists in three successive stages: silica raw material ore enrich-
ment, carbothermic reduction of silica to obtain metallurgical silicon grade (MG-Si)
and purification of metallurgical silicon grade for obtaining the silicon solar grade
(SoG-Si). Our work was focused on the preparation of the charge (SiO2 and C) to
obtain the metallurgical silicon grade, which aims to study the silica thermo-
mechanical properties as raw material for the carbothermic process. Various
experiments at laboratory scale were developed on quartz samples as the explosion
tests, heat tests, and mechanical tests in order to derive friability indices, thermal
resistance and heat index. The results have allowed us to make a preliminary
conclusion on silica intended for carbothermic process based on its thermo-
mechanical characteristics as well as its better performance in the muffle furnace.

23.1 Introduction

Today, many advanced materials depend on the silica used as feedstock for the
production of silicon. We cite a few examples of the use of these materials, in the
electronic industry and the photovoltaic (PV) industries. The (PV) one is growing
in excess of 40 % [1].

Also silicon is used as raw material in the chemical and steel industries.
Therefore the demand on silicon is experiencing unprecedented growth in recent
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years. The difference between the supply and consumption has led to a shortage
prompted scientists and industrialists in order to get better value for money have
conducted studies and research to produce a low cost silicon and high purity.

The silicon solar grade production technology consists of three successive
stages which are: the ore processing and the reduction of silica by carbon to obtain
metallurgical grade silicon MG-Si purification of metallurgical grade silicon for
the obtaining solar grade silicon SoG-Si [2–4].

In this work we perform burst tests on silica (sandstone, quartz) in a muffle
furnace to determine and optimize the technological parameters: mechanical
resistance, thermal resistance, charge friability in the furnace for studying the
silica behaviour at high temperature [5].

23.2 Experimental Techniques

This test is intended to determine the ability of silica (quartz sandstone) to explode
and produce fine particles. These are a qualitative and comparative testing, which
allows us to classify the silica according to its qualities.

We have taken two types of slice (sandstone and quartz) as samples to study
and each type was studied by two different nuances. Table 23.1 summarizes the
deferent types of grades used in this study.

23.2.1 Heat Index

An amount of 400–500 g of silica (quartz sandstone) is introduced in the muffle
furnace at 1,300 �C for 1 h. After cooling to room temperature, the samples were
carefully placed on a series of screens (20, 10, 4 and 2 mm) [6, 7].

23.2.2 Thermal Strength Index

The same amount of silica (quartz, sandstone) in the muffle furnace at 1,300 � C is
introduced for 1 h, and then introduced in a quantity such HANNOVER drum

Table 23.1 Type of silica
studied

Type of silica Location of the deposit

Quartz DL5 EL HOGGAR
DL7 EL HOGGAR

Sandstone DL1 EL TAREF
DL2 EL TAREF
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which rotates about its axis with a rotational velocity of 40 rpm for 2.5 min [8, 9].
The TSI is given by the following relationship TSI % = (+20 mm) %
(-20 + 10 mm) % (-20 + 4 mm) % (-20 + 2 mm).

23.2.3 Friability Index

The same method was used to calculate the index of the thermal strength only
silica is used without heat treatment (heating). The FI is the percentage by weight
of silica (quartz sandstone) which is less than +2 mm. It is noted that the HI, FI
and TSI indices are expressed in percentage, and this method of characterization
(burst test) is standard, as described by Alnæs (1986), Johannesen (1998) and
Birkeland (2004) [10].

23.3 Results and Discussion

After conducting tests on burst silica (sandstone, quartz), different indices were
calculated (Heat Index, friability and thermal resistance indices) and were placed
on a table summarizing (Table 23.2, Figs. 23.1, 23.2).

Most of the samples placed in the muffle furnace are fragmented into small
parts due to the phenomenon of thermal expansion. It is noted that the hang burst
test it was noted that in addition to fracturing silica, sound effects (popping sound)
occurs due to burst of the silica. The initiation of the rupture of the silica (quartz,
sandstone) begins at a temperature of 573 �C [7, 8] (Fig. 23.3).

The most important cause of failure is the existence of the inclusion or opening
of micro cracks or grain boundaries. All samples sudden transformation to 573 �C
(a phase transformation to b).

Extreme fracturing observed for sample DL5 (Quartz) and DL7 (Quartz) as we
noticed a low degree of fracturing samples DL1et DL2 (sandstone). These
observations are in agreement with the calculated parameter (Index friability FI)
for the four samples. Moreover, after cooling to ambient air samples, fragmenta-
tion and disintegration continues, due to thermal fatigue [11]. The latter interpreted
by Birkeland and Carstens (1989) thermal fatigue could cause the opening of grain

Table 23.2 Thermomechanical parameters calculated silica

Sample Heat index
HI (%)

Friability index
FI (%)

Thermal strength
index STI (%)

DL1 73.5 7.75 23.31
DL2 67.5 6.5 23.93
DL5 52.75 11.25 19.25
DL7 56.75 8.75 21.87
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boundaries in the silica accompanied by the development of micro cracks [12]. We
also note that the value of the heat index is maximum for the DL1 sample. This
implies that this sample has a better resistance to disintegration compared to other
samples under the effect of temperature. The histogram above shows the sample
DL5 has the highest friability index calculated therefore value, the latter is the
more friable relative to other samples [13–15] it also notes that the same sample
has the lowest among all the samples studied index thermal resistance.

23.4 Conclusion

The silica carbothermic technology to obtain the metallurgical grade silicon is a
long and complex process. It depends on various factors, starting with the prep-
aration of the charge until obtaining of a final product (metallurgical silicon grade).
This process takes place in stable conditions in an electric arc furnace; we must
first optimize all operating parameters of the process. The fundamental objective
of this work is first, to characterize the raw material (silica) intended for the
carbothermic process for obtaining metallurgical silicon grade, to optimize the
charge (SiO2 + C) and finally thus valorize national deposits may be used in the
electrometallurgical field. The bursting tests of the silica (sandstone, quartz)
showed that the sample (DL5) is the most suitable to be used for the operation of
carbothermic process as well as its better mechanical and thermal characteristics,
which leads to a better performance in the muffle furnace.
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Chapter 24
The Influence of the Material
of the Transformer Core
on Characteristics of the Selected DC–DC
Converters

Krzysztof Górecki and Janusz Zarębski

Abstract In the paper the influence of the ferromagnetic material used for the
construction of the core of the impulse-transformer on the characteristics of a half-
bridge converter is considered. The investigated network is described and some
results of measurements are shown. On the basis of the obtained characteristics of
the investigated converters some suggestions for the designers of such circuits are
formulated.

24.1 Introduction

Power supply systems converting the electrical energy generated in systems with
renewable energy sources contain DC–DC converters [1]. One of the typical
requirements for these circuits is to assure a galvanic separation between their
input and output [2]. Accordingly, transformer DC–DC converters, whose the
important component of which is the impulse-transformer, are typically used.

The impulse-transformer contains at least two windings and the core made of
ferromagnetic material [3]. Nowadays producers of ferromagnetic cores offer cores
made from various kinds of ferromagnetic materials. In each of this group one can
find cores of different shapes, geometrical sizes and different proportional par-
ticipation of each component in alloys or mixtures.

As it results from the previous papers of the authors [4, 5], properties of the core
and its model influence in an essential manner the characteristics of isolated and
non-isolated converters [6].

K. Górecki (&) � J. Zarębski
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In the paper some results of measurements of the characteristics and exploitive
parameters of the half-bridge DC–DC converter containing the impulse-trans-
former with the core made from different ferromagnetic materials are presented.
This converter commonly collaborates with renewable power sources. The research
was conducted in a wide range of changes of load resistance, frequency and the duty
factor of the control signal. Particularly, the influence of the mentioned factors on
the output voltage and the watt-hour efficiency of the examined converter and on
the temperature of transistors and diodes operated in the converter and on the
temperature of the core and windings of the impulse-transformer are examined. On
the basis of the obtained results of measurements the operating conditions of the
converter in which each group of cores of ferromagnetic assures the optimum
values of the exploitive parameters of the considered converter, are shown.

24.2 Investigated Converter

In Fig. 24.1 the diagram of the investigated converter is presented. As it is visible,
it consists of three functional blocks: the PWM controller of the type of SG2525A
(A), the driver with IR2110 (B) and the power circuit with the considered half-
bridge converter (C).

The PWM controller SG2525A existing in the block A generates the rectan-
gular pulses train controlling signal whose frequency is regulated by means of the
resistor R6, whereas the value of the duty factor is set with the use of the poten-
tiometer R1. The driver is supplied from the voltage source UC of the value equal
to 15 V. The driver SG2525A makes a possible to obtain the control signal of the
frequency non-resident to 400 kHz [7]. Together with an increase in the value of
the frequency the range of change of the duty factor gets narrower.

The main component of the block B is the driver IR2110, which plays the role
of the power amplifier of the control signal. In this block, the constant voltages
UDD and UCC of the values equal to 15 V, assure the suitable polarization of the
driver terminals. Additionally, the Schottky diode D1 of the type 1N5822 and the
capacitor C8 operate in the bootstrap configuration.

The block C includes the half-bridge converter with the constant input voltage
equal to Uwe = 25 V and the load resistance R0. The considered converter con-
tains the following components: the power MOS transistor IRF 540, the Schottky
diode 1N5822, capacitors of capacity 47 lF and the choking-coil of inductance
220 lH. In the considered converter the pulse transformers, containing the primary
winding and secondary winding containing 20 turns of the copper wire in the
enamel of the diameter 0.8 mm, wound on the following cores: ferrite RTF-
25x15x10 (F-867), powder RTP-26.9x14.5x11 (T106-26) and nanocrystalline
RTN-26x16x12 (M-070), are applied successively.
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24.3 Results of Measurements

For the converter from Fig. 24.1 the characteristics at the steady-state over a wide
range of changes of the frequency f and the duty factor d of the control signal and
the load resistance R0 are presented. Figures 24.2, 24.3, 24.4, 24.5, 24.6, and 24.7
show the influence of the selection of the transformer core on the characteristics of
the considered converter.

In Figs. 24.2 and 24.3 the measured dependences of the output voltage of the
converter Uwy (Fig. 24.2) and the watt-hour efficiency g (Fig. 24.3) on the duty
factor d obtained at the frequency f = 50.5 kHz and the load resistance R0 = 5 X
are shown.

As one can observe, at the low frequency of switching, the dependence Uwy(d)
obtained for the converters with all the considered cores are almost linear and one
cannot observe essential influence of the core material on their course. Only for
d [ 0.35 it is visible that in the converter with the ferrite core the higher values
over 15 % of the output voltage are obtained. The watt-hour efficiency is an
increasing function of the factor d and attains the greatest values for the converter
with the ferrite core. The use of the powder core causes a fall of the efficiency by
about 10 %.

In turn, in Figs. 24.4 and 24.5 the measured dependences of the converter
output voltage Uwy (Fig. 24.4) and the watt-hour efficiency g (Fig. 24.5) on the
duty factor d obtained at the frequency f = 204 kHz and the load resistance
R0 = 5 X are presented.

Comparing the results of measurements obtained at the frequency f = 50.5 kHz
(Figs. 24.2, 24.3) and f = 204 kHz (Figs. 24.4, 24.5) one can observe that an
increase of the frequency caused a visible decrease in the value of the watt-hour

Fig. 24.1 Diagram of the considered half-bridge converter with the controller and the driver
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efficiency and the output voltage for all the considered cores. The change of the
shape of the characteristics Uwy(d) is also worth noticing.

In Figs. 24.6 and 24.7 the influence of the load resistance on the converter
output voltage Uwy (Fig. 24.6) and the watt-hour efficiency g (Fig. 24.7) at the
frequency f = 50.5 kHz and the duty factor d = 0.3, is illustrated.

The voltage Uwy is for all the cores an increasing function of the load resistance,
whereas within the range R0 \ 1 kX the greatest values of the output voltage are
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obtained for the converter with the powder core, on the other hand for higher
R0—the greatest values of Uwy are reached for the converter with the nanocrys-
talline core. The highest efficiency was obtained for the nanocrystalline core, and
the least for the powder core. It is worth noticing that the dependence g(R0)
possesses the maximum at R0 equal to about 40 X.
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24.4 Conclusions

It results from the presented results of investigations that the values of the
exploitive parameters of the half-bridge converter are strongly dependent on the
selection of ferromagnetic material used in the transformer core. Within the range
of the small values of the switching frequency, the highest values of the watt-hour
efficiency are obtained for the transformer containing the nanocrystalline core,
instead within the range of the high switching frequency—the highest efficiency is
assured by the ferrite core. It is worth noticing that essential worsening of the
converter efficiency is obtained using the core made from powdered iron.

The presented results of measurements can be useful to designers of switching-
mode power supplies. One ought however to notice that the presented results refer
only to the low-voltage converter of the half-bridge converter. The influence of the
core material on the properties of high-voltage converters demands further
investigations.

Acknowledgments This project is financed from the funds of National Science Centre which
were awarded on the basis of the decision number DEC-2011/01/B/ST7/06738.

References

1. M.H. Rashid, Power Electronic Handbook (Academic Press, Elsevier, 2007)
2. R. Ericson, D. Maksimovic, Fundamentals of Power Electronics (Kluwer Academic Publisher,

Norwell, 2001)
3. A. Van den Bossche, V.C. Valchev, Inductors and Transformers for Power Electronics (CRC

Press, Taylor & Francis Group, Boca Raton, 2005)
4. K. Górecki, K. Detka, Electrothermal model of choking-coils for the analysis of dc–dc

converters. Mater. Sci. Eng. B 177(15), 1248–1253 (2012)
5. K. Górecki, W.J. Stepowicz, Comparison of inductor models used in analysis of the buck and

boost converters. Informacije MIDEM 38(1), 20–25 (2008)
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Chapter 25
A Novel Zinc Diffusion Process
for Fabrication of High Performance
GaSb Thermophotovoltaic Cells

Liangliang Tang and Hong Ye

Abstract This paper reports a novel zinc diffusion method for forming emitters in
GaSb thermophotovoltaic cells. A closed quartz-tube diffusion system using Zn–Ga
alloys as the diffusion sources is designed to realize p-type doping in N-GaSb
wafers, the surface high-concentration zinc diffusion region is suppressed by this
diffusion method, the GaSb cells fabricated using this method shows good quantum
efficiency in the near-infrared bands. Compared to the conventional pseudo-closed-
box (or semi-closed box) diffusion method using Zn–Sb alloys, the zinc profiles
obtained from the novel diffusion method have no surface high-concentration zinc
diffusion region which could have shortened the lifetime of photo-generated
carriers, thus the controllability of the etch-back process after front-side metalli-
zation is significantly improved. The cost of the cell fabrication is reduced since no
protective gas is required during the diffusion process.

25.1 Introduction

The GaSb cells are ideal candidates for thermophotovoltaic (TPV) energy conver-
sion systems, and they have already been successfully used in micro-scale [1, 2],
meso-scale [3] and home used large-scale [4, 5] TPV generators. The GaSb cells can
be fabricated using a zinc diffusion method [6–14] or epitaxial methods adopting
MOVPE (metal organic vapor phase epitaxy) and MOCVD (metal organic chemical
vapor deposition) techniques [15–17]. The zinc diffusion method is the most
attractive one among the above techniques for fabricating low-cost GaSb cells.
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Zn–Sb alloys are commonly used as the diffusion source during the diffusion
process, in which a kink-and-tail shaped diffusion profile with a high-concentration
surface region is formed. The heavily doped surface region is beneficial for ohmic
contact with the front electrode, however, heavily doping could shorten the life-
time of photo-generated carriers, and is harmful to the collection of carriers.
Precisely etching after front-side metallization was used for enhancing the quan-
tum efficiency, which could result in the short circuit current rising by a factor of
about 2 [6]. However, the frontside emitter etch was time consuming and could not
be readily automated. The wafer was etched, rinsed, tested for many times before
the electrical current reached its optimum value. Each etching process should be
precisely controlled because the voltage would drop quickly beyond the optimum
etching depth, therefore, no standard etch time could be reliably established [6, 9].

In order to solve the difficulty of the etching process, Fraas et al. [9] and
Gruenbaum et al. [10] invented a two-step diffusion process to optimize the
fronside doping profile. In their invention, a light zinc diffusion initially creates the
active region of the cell, followed by a heavy zinc diffusion under the grid lines to
produce a low ohmic contact resistance. The frontside emitter etch was eliminated
in this method, while extra diffusion and photolithography process were added,
thus the total cost could have increased.

In our previous investigation of zinc diffusion in N-GaSb, we found that Ga
atoms from the diffusion sources can suppress the formation of the high-concen-
tration surface region in zinc profiles [18]. This phenomenon plays a direct guiding
role for the fabrication of GaSb cells. We fabricated GaSb cells using this new
diffusion method, details about our experiments and analyses are presented below.

25.2 Device Fabrication Using a Novel Diffusion Process

Tellurium-doped (n = 2*7 9 1017 cm-3), h100i-oriented GaSb substrates from
the Institute of Semiconductors (Chinese Academy of Sciences) were used in the
experiments. The N-GaSb substrates were washed in xylene, acetone, and meth-
anol, followed by etching the oxide layer in diluted HCl solution. An insulating
layer of SiO2 with a thickness of approximately 0.11 lm was deposited as a
coating on the upper surface of GaSb substrates using PECVD (Plasma Enhanced
Chemical Vapor Deposition), and the central area of the wafers was exposed using
the standard photolithography technique (Fig. 25.1a).

The p/n junctions were realized by zinc diffusion into the N-GaSb wafers. In
previous investigations, the diffusion sources were usually Zn–Sb alloys and a
pseudo-closed-box diffusion method was used, the zinc diffusion profiles showed
kink-and-tail shaped under the above conditions [19–21]. Phosphorus diffusion
profile in silicon also shows kink-and-tail shaped [22] as that of zinc in GaSb,
nevertheless, the surface high-concentration phosphorus diffusion region before
the kink point is much shorter than that of zinc profiles, and it doesn’t affect the
collection of photo-generated carriers seriously. In order to fabricate high

192 L. Tang and H. Ye



performance GaSb cells, the region before the kink point should be precisely
removed (Fig. 25.1b). This process is difficult to control (details were explained in
the introduction) and the electrode needs to withstand the etching solution for long
time. Here we designed a closed quartz-tube diffusion system (Fig. 25.2b) for
forming zinc profiles which have only the tail regions of the kink-and-tail shaped
profiles (Fig. 25.1c).

Some researchers considered that the zinc diffused samples with kink-and-tail
profiles were related to extended defects and not suitable for modeling [23, 24]. In
our recent investigations, we have found out that both the surface and tail region of
the kink-and-tail profiles show perfect regularities and if Ga atoms are added into
the diffusion sources, the high-concentration surface diffusion regions could be
completely suppressed (Fig. 25.2a) [18]. Based on the above principle, the etching
process in fabricating GaSb cells may be simplified if we use Zn–Ga alloys as the
diffusion sources. Figure 25.2b shows the schematic of the diffusion systems, a
quartz boat with N-GaSb wafers and Zn–Ga sources is placed in the bottom of the
quartz tube I, a slightly smaller tube IIs is inserted into the tube I. The operation
process is as follows: fix the tube I with the above parts using a flange joint firstly;
close the valve I, open the valve II and vacuum pump, evacuate the air; and then
close the valve II, open the valve I and allow some argon to flow into the tube until
the atmospheric pressure is reached; afterwards, close the valve I and evacuate the
argon, burn the middle of tube II using a flame gun under the evacuating state and
form a vacuum seal between the two tubes. The sealed quartz tube is removed
from the flange joint and kept at 500 �C for 2 h in a resistance-heated furnace.

Fig. 25.1 Fabrication process of GaSb cells (a) and cell structures using different diffusion
process (b) cells fabricated using conventional Zn–Sb alloys as the diffusion sources and pseudo-
closed-box diffusion method; c cell structures fabricated using Zn–Ga alloys as the diffusion
sources and closed quartz-tube diffusion method
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Compared with the commonly used pseudo-closed-box diffusion method, the
closed quartz-tube diffusion method has two main advantages. Firstly, if Zn–Ga
alloys are used as the diffusion sources, the zinc diffusion profiles will show box
shaped without the high-concentration diffusion region (Fig. 25.2a), which is
beneficial for cell manufacturing, the box shaped profiles can’t be formed using
pseudo-closed-box diffusion method due to that the system is not hermetic com-
pletely, Zn–Ga alloys couldn’t keep a saturated pressure because that Zn–Ga
alloys show liquid phase even at the room temperature and can be readily volatile.
Secondly, protective gas (argon) is not required during the diffusion process when
using the new diffusion method, only a little argon is required as the flushing gas
during the evacuation process, while the protective gas is needed during the whole
diffusion process when using the pseudo-closed-box diffusion method. The sealed
quartz tube should be cracked after diffusion, the reason for this design is to
facilitate the preparation of small experimental samples, and a diffusion system
without the need to break tubes should be redesigned for industrial production. In
general, the new diffusion method is beneficial for both the simplification of cell
manufacturing and cost reduction.

After the diffusion process, the front of the wafers was protected by a photo-
sensitive resist layer and the p-doping region of the backside was etched. The
metals of electrode was deposited using magnetron sputtering, Ti(50 nm)/
Pt(50 nm)/Ag(250 nm) layers were deposited for back-side electrode and
Pt(50 nm)/Ag(250 nm) layers for front-side electrode. Our selection of materials
referred to Fraas’s design [8] except that the Au layer was changed to Ag layer for
lower cost. The pattern of the front-side electrode was defined through a hollowed-
out metal plate during the sputtering, the standard lift-off photolithography was not
used because that the metal mask method is more convenient for preparation the
electrode of the cell samples.

Fig. 25.2 The effect of Ga atoms from diffusion sources for suppressing the formation of the
high-concentration surface diffusion region (a) and schematic of closed quartz-tube diffusion
method using Zn–Ga alloys (b)
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25.3 Device Performance and Analysis

The quantum efficiency of the GaSb cell without anti-reflection (AR) layers was
measured using Newport IPCE/QE 200 tester. Figure 25.3 showed the external
quantum efficiency (EQE) of three kinds of cells: A1 represents the cell which was
not etched after metallization; A2 and A3 represent the cell etched in an ammo-
nium sulfide [(NH4)2Sx] solution for 5 and 10 min after metallization, the etching
depth was 0.06 and 0.12 lm respectively.

The Ga atoms from the diffusion sources can suppress the forming of the high-
concentration regions. However, zinc concentration in the extremely shallow
region is still high due to the escaping of small amounts of Ga atoms in the GaSb
wafers (Fig. 25.3a); if the shallow region was etched, the EQE would increase; this
phenomenon was reflected in the performance of cells A1 and A2. The cell per-
formance only increased a little instead of rising by about a factor of 2 as that using
conventional diffusion method, indicating that the new diffusion method is bene-
ficial for cell manufacturing. If the cell A2 was etched in (NH4)2Sx solution for
another 5-min, the EQE of the visible band will increase while the EQE of near-
infrared bands will decrease (see cell A3), which is detrimental to its use in TPV
systems.

Before comparing the performance of our new diffusion method made cells and
that from JX Crystals Inc., it should be noted that the EQE data obtained from the
tester we used is lower than the JXC’ testing data (Fig. 25.4a), the following data
were all obtained from our tester. The Internal quantum efficiency (IQE) of cell A2
was computed using the following equations:

IQE ¼ EQE
1 � R

ð25:1Þ

IQE ¼ EQE
ð1 � RÞð1 � AgridÞ

ð25:2Þ

Here R is the reflectance of the cell and Agrid is the fraction of the cell covered
with the metal grid (in this case: grid width = 0.1 mm; grid spacing = 0.9 mm;
Agrid = 0.1). (25.1) represents the IQE calculated when taking account of the
impact of the front electrode shielding. (25.2) represents the IQE calculated when
neglecting this impact.

As shown in Fig. 25.4, the IQE of our cell is about 10–15 % lower than that of
JXC’s cell. It can be explained as follows: the front electrode of JXC’s cell was
made of the standard lift-off photolithography and the gird design is narrower and
denser (gird = 0.0163 mm; grid spacing = 0.102 mm) than ours, thus the current
collection ability is better than our design; the Au layer of electrode was changed
to the Ag layer for lower cost, the conductivity of Au is better than Ag; our cells
were fabricated in several laboratories due to the dispersion of the devices, all the
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steps were not completed in a same clean room. The above reasons may account
for the lower performance of our cells, we believe that the cell performance could
be improved if a full set of excellent manufacturing devices were provided.

25.4 Conclusions

In this paper, a closed quartz-tube zinc diffusion system was designed for fabri-
cating GaSb cells. Compared to the conventional pseudo-closed-box diffusion
method, the novel zinc diffusion method can not only suppress the formation of the
high-concentration diffusion front, but also reduce the cost of cell fabrication in
that only a little protective gas was used. After the metallization, the cell per-
formance would reach its optimal value if it was etched in (NH4)2Sx solution for

Fig. 25.3 Different etching depth from the surface of GaSb cells (a) and the corresponding
EQE (b)

Fig. 25.4 The performance of GaSb cells. a EQE, IQE and REF data of the commercial GaSb
cell obtained from Newport IPCE/QE 200 tester and the EQE data provided by JXC; b EQE, IQE
and REF data of cell A2, the IQE data were calculated using 25.1 and 25.2
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only 5 min. Although the cell performance is still about 10–15 % lower than that
of JXC’s, it is believed that it could be increased if the manufacturing device
condition is improved.
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Chapter 26
Impact of Barium on Surface
and Reactivity of TiO2

Madani Ghelamallah, Radia Imane Fertout and Soufi Kacimi

Abstract A series of samples noted TiBaX (where X = at.% of Ba) have been
prepared by hydrolysis, in neutral medium from TiO2 and c-BaCO3. These sam-
ples were calcined under air at 450 and 1150 �C then characterized by specific
surface area (BET), XPS experiments, thermogravimetry (TG) and differential
thermal analysis (DTA). Obtained results show that after hydrolysis, the conver-
sion of the anatase did not take place. For the samples without barium, after
calcination at 450 �C, the specific surface of TiBa0 is not modified. At 1150 �C
the effect of sintering is significant; the surface of TiO2 is lower than 1 m2 g-1 and
anatase structure is transformed to rutile. The addition of barium decrease surfaces
of the calcined samples with 450 �C. After calcination at 1150 �C, the surface of
the oxide increases with the rate of barium added. Indeed, the surfaces of TiO2

triple when 15 % of barium is added. XPS results shows presence of oxides,
carbonates and oxy-carbonates. The TG analysis under H2/Ar, show that volatile
specie as water of hydratation is eliminated at 100 �C.
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26.1 Introduction

The properties of TiO2 draw more and more attention of the researchers and
industrialists. The reasons are economic, environmental and of energetic nature.
The examples of utilization of TiO2 are numerous:

• In electronics luminescent materials [1], ceramic dielectrics [2] for integrated
circuits for microwave, isolators, filters, ceramics, superconductors [3], etc.

• In catalysis reactions of oxidative coupling of methane (COM) [4–6], oxidation,
hydrogenation, and hydrogenolysis of hydrocarbons, automotive post-combus-
tion [7–11] etc. One of essential parameter is the stability of materials surface
[7]. In order to limit some damage under the reactions conditions: lower activ-
ities, reduction in surfaces, doping of titania by group IIA elements increases the
activity and selectivity during the COM [12–14]. This efficiency is attributed to a
decrease of density and a high basicity of these catalysts [15]. In this paper, we
are interested to the effect of barium on surface and reactivity of TiO2.

26.2 Experimental

26.2.1 Sample Preparation

TiO2 used in this study, from Merck, purity 99.9 % in mass; their surface area is
about 10.3 m2 g-1. BaCO3 (from BDH Chemicals Ltd Poole) is at 99 %, it surface
is 2.3 m2 g-1 environ. TiO2 was hydrolysed in excess of distilled, deionised (D.D)
water for 16 h at 80 �C [19]. BaCO3 was added to this solution, the mixture was
homogenized at the same temperature during 5 h. The obtained products were
filtered and dried overnight in air at 120 �C. Calcinations were led under air flow
of (3 l/h), in dynamic reactor: with heating rate of 10�/min and isothermal at 450
and 1150 �C in order to obtain TiBaX (X = at.% of Ba).

26.2.2 Samples Characterisation

Nitrogen physisorption measurements were performed in a Micromeritics ASAP
2000 apparatus at -196 �C. Helium was used as the carrier gas. The samples were
degassed in vacuum for at least 2 h at 120 �C before analysis. X-ray diffraction
(XRD) measurements were performed on a Philips PW1800 diffractometer fitted
with an anti-cathode CuKa (kCu = 1.5406 Å). XPS experiments were performed
using the RIBER spectrometer equipped with a monochromatized MgKa source
for excitation. Binding energy (B.E.) values were referenced to the binding energy
of the C1S core level (284.9 eV). A mixed Gaussian/Lorentzian peak fit procedure
was used to simulate the experimental photopeaks according to the software
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supplied by VG Scientific. The thermobalance used is a SETARAM TG-DTA92-
16 including an electric balance with continuous signal, a furnace equipped with a
regulator-programmer of temperature and a recorder. Measurement is made under
oxidizing atmosphere (air: 3 Lh-1) with a speed of heating of 10� min-1 from
ambient to 1200 �C.

26.3 Results and Discussion

26.3.1 Hydrolysis and Calcination of Alone Oxide

At 450 �C, the results of surfaces measurements represented in (Table 26.1) show
clearly that the hydrolysis treatment is without effect on surface of titanium oxide.
One notes a very light increase of 3 % which could be due to the molecules of
water, physically absorbed, after calcination and degasification during measure-
ment [12].

No conversion was announced, this oxide would be only hydrated. However,
the sintering effect is more significant at 1150 �C, since surface value of this oxide
loses 93 % of its initial value [13]. XRD patterns recorded on TiBa0 shows that
TiO2 is in anatase form before and after hydrolysis and calcinations at 450 �C. It is
transformed to rutile at 1150 �C Fig. 26.1 [14].

26.3.2 Effect of Barium on the Surface of TiO2

The surfaces results of samples calcined at 450 �C are reported in Table 26.1. The
surfaces of TiBaX decreases when barium increases. This decrease of the surface
can be explain by algebra amount of surfaces of TiO2 (10.3 m2 g-1) and BaCO3

(2.3 m2 g-1) according STiBaX = STiBa0 + SBaCO3. This indicates an enlargement
of the particles of oxide when BaCO3 is added [15].

After calcination at 1150 �C, the surfaces of oxides increases, in general, when
the rate of barium increase and the resistance to the sintering is reinforced. Indeed,
the surface triple when one added 15 % of barium. This increase could be due to the
fine homogenization reinforced by extra granular electrics forces between titanium
oxide and barium oxide. The results show that 10 % of barium presents a limit for
the conservation of the surface of TiO2 [16, 17]. The decreases of its surface
compared to calcined at 450 �C, is due to the sintering phenomena which makes
increase of the particles size.

The presence of carbonates and oxy-carbonates are highlighted, for all samples,
by XPS analysis. Indeed results shows in Table 26.2.

Three peaks C1S at: 284.9 eV, one due to the contamination by carbon,
286.2 eV peak associated to carbonate linked to an oxygen C–O and 288.4 eV
peak due to carbon linked to two oxygen O–C=O.
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Three peaks O1S at: 530 eV corresponds to O2-, 531.5 eV peak due to car-
bonates and 533 eV peak associated to adsorbed H2O.

It was show that samples contain an important quantity of water, and the
addition of barium makes increase the quantity of H2O adsorbed [18]. The dis-
placement of peak 533 towards 532.5 eV indicates that the adsorption of water is
reinforced. These results show also peaks associated to the cation:

Peak of Ti2p3/2: at 458.5 eV which characterizes the ion Ti4+ [19].
Peak Ba3d5/2: at 779.5 eV peak associated to Ba2+.

Table 26.1 Specific surface area of TiBaX

Samples After calcination at 450 �C After calcination at 1150 �C
TiBa0 10.6 0.8
TiBa10 8.7 0.9
TiBa15 7.2 3

Fig. 26.1 XRD measurements on TiBa0. a Initial sample (a) and calcined at 450 �C (b)—TiO2

in anatase form. b Sample calcined at 1150 �C—TiO2 rutile form

Table 26.2 Results of XPS analysis, binding energies (eV) of core electrons of TiBaX samples
calcined at 450 �C

Samples C1s O1s Ti2p3/2 Ba3d5/2

TiBa0 284.9 (69) 530.0 (72) 458.5 –
286.4 (23) 531.6 (15)
288.4 (8) 532.5 (13)

TiBa10 284.9 (69) 530.0 (70) 458.5 779.8
286.4 (23) 531.5 (16)
288.5 (8) 532.4 (14)

TiBa15 284.9 (69) 530.1 (68) 458.5 779.8
286.4 (23) 531.6 (12)
288.5 (8) 532.5 (20)

Values between parentheses are relative peak intensities
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26.3.3 Thermogravimetric Analysis

Followed by thermogravimetry (Table 26.3), from the ambient to 1000 �C under
H2/Ar, the reduction of sample calcined at 450 �C show volatile species that leave
at 100 �C; this is essentially the water of hydratation.

26.4 Conclusion

A series of samples, TiBaX where X is the atomic percentage in barium was
prepared by hydrolysis of TiO2 and BaCO3 in neutral medium. These samples was
calcined under air at 450 and 1150 �C, and then characterized by BET specific
surface area, XPS experiments and thermogravimetric analysis (TG). After cal-
cination at 450 �C, the specific surface of TiO2 remains unchanged and it’s in
anatase form. XPS experiments confirm that TiO2 is reduced on surface to
TiO1.985. The addition of barium decreases the surface of TiO2. XPS results shows
presence of oxides, carbonates and oxy-carbonates in TiBaX. After calcination at
1150 �C, sintering is more significant for alone oxide. The XRD pattern of TiBa0
shows that TiO2 is in the rutile form. At same temperature, the BET measurements
show that surface of titania increase with rate of barium added. Indeed, with 15 %
of barium the surfaces of TiO2 triple. TG analysis under H2/Ar shows volatile
species that leave at 100 �C; this is essentially the water of hydratation.
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Chapter 27
Structural Study of Rare Earth Oxides
Doped by Barium

Madani Ghelamallah, Soufi Kacimi and Radia Imane Fertout

Abstract Two series of samples noted LnBaX (where Ln = Nd or Sm, X =
at. % of Ba) were dispersed in an excess of bi-distilled and demineralised water
during 16 h at 80� from Ln2O3 and c-BaCO3. These samples were calcined under
air at 450 and 1150 �C then characterized by X-ray diffraction, scanning electron
microscopy (SEM) and X-ray photoelectron spectroscopy. After calcination at
450 �C, XRD and XPS measurement shows the presence of Ln2O3, barium car-
bonates, oxy-carbonates and oxy-hydroxides LnO(OH) in LnBaX. At 1150 �C,
results shows that NdBaX and SmBaX are formed by the BaO and Ln2O3.
However neodymium and samarium oxides do not incorporate barium.

27.1 Introduction

The examples of utilization of rare earth oxides are numerous: electronics lumi-
nescent materials, ceramic dielectrics, integrated circuits for microwave, isolators,
filters, ceramics, superconductors and in catalysis. However, most of these studies
were resolved by structural, conductive properties and chemical behavior. In
catalysis: reactions of oxidative coupling of methane [1–3], oxidation, hydroge-
nation and hydrogenolysis of hydocarbons, automotive post-combustion [4–8] etc.
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The doping of rare earth oxides by alkaline earth increases the activity and
selectivity in COM [9–11], this efficiency is attributed to lower density and high
basicity of these catalysts [12]. In this paper we investigate the effect of barium on
the structures and microstructures of Nd2O3 and Sm2O3.

27.2 Experimental

27.2.1 Sample Preparation

Ln2O3 precursors (Ln = Nd and Sm) used in this study, are from Merck, purity
99.9 % in mass. BaCO3 (from BDH Chemicals Ltd Poole) is at 99 %. Nd2O3 and
Sm2O3 were hydrolysed in excess of distilled, deionized (D.D) water for 16 h at
80 �C [8]. BaCO3 was added to these solutions, the mixture was homogenized at
the same temperature during 5 h. The obtained products were filtered and dried
overnight in air at 120 �C. Calcinations were led under air flow of (3 l/h), in
dynamic reactor: with heating rate of 10�/min and isothermal at 450 and 1150 �C
in order to obtain NdBaX and SmBaX (X = at.% of Ba).

27.2.2 Samples Characterisation

X-ray diffraction (XRD) measurements were performed on a Philips PW1800 dif-
fractometer fitted with an anti-cathode CuKa (kCu = 1.5406 Å). Scanning electron
microscopy (SEM) studies were performed on Philips SEM 505 microscope oper-
ating at 25 kV and magnification values 95000–10000. This instrument is equipped
with an energy dispersive X-ray microanalyzer EDAX, with permitted analytical
electron microscopy measurements. The samples were sputter coated with gold.
XPS experiments were performed using the RIBER spectrometer equipped with a
monochromatized MgKa source for excitation. Binding energy (B.E.) values were
referenced to the binding energy of the C1S core level (284.9 eV).

27.3 Results and Discussion

27.3.1 Samples Analysis by XRD and SEM

27.3.1.1 Samples Calcined at 450 �C

The XRD patterns of LnBX calcined under air at 450 �C are reported on
Fig. 27.1a, b respectively for (NdBaX) and (SmBaX). The analysis of these spectra
shows that samples represents mixtures of oxides, oxy-hydroxides, hydroxides and
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carbonates. No interaction between rare earth oxides and barium carbonate has
been found.

27.3.1.2 Samples Calcined at 1150 �C

After calcination at 1150 �C, XRD patterns (Fig. 27.2a, b) of samples shows:

• No interaction between neodymium and barium, the sample is a mixture of
Nd2O3 and BaO.

• A slight displacement of the lines of Sm2O3 and BaO in SmBa15. These results
could be due to an early interaction between these two oxides [13].

The study by scanning microscopy SEM show the absence of well-defined
crystalline phase for NdBa15 (Fig. 27.3a), the compound is amorphous [14]. For
Sm2O3 there is a beginning of crystallization shows a slight interaction as detected
by XRD (Fig. 27.3b). For BaO–Ln2O3 systems, the ability to form a solid solution
depends on the ionic size of Ln, the method of preparation and temperature. The
compatibility of the sizes of Ba2+ and Ln3+ ions present a predominant role in the
formation of a solid solution [15]. So the probabilities of formation of a solid
solution decrease with increasing size difference between Ln3+ and Ba2+. This
difference is about 0.34, 0.30 respectively for Sm3+, Nd3+).

Fig. 27.1 XRD measurements on LnBaX calcined at 450 �C. a Left Mixture of Nd(OH) (black
circle), Nd2O3 (black diamond suite) and BaCO3 (black down-pointing triangle). b Right Mixture
of Sm(OH) (black circle), Sm2O3 (black diamond suit) and BaCO3 (black down-pointing
triangle)
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27.3.2 XPS Analysis for Samples Calcined at 450 �C

The Table 27.1 below shows the results of XPS of LnBaX samples calcined at
450 �C. This technique reveals the presence of carbonates and oxy-carbonates for
all samples. Indeed, the results show:

Fig. 27.2 XRD measurements of LnBa0 and LnBa15 calcined at 1150 �C. a Left (A) raies of
Nd2O3 (B) Mixture of Nd2O3 and BaO. b Right (A) raies of Sm2O3 (B) mixture of Sm2O3 and
BaO

Fig. 27.3 SEM Micrographs on Ln2O3–BaO systems. a Left BaO–Nd2O3 system. b Right
Sm2O3–BaO system
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The presence of carbonates and oxy-carbonates are highlighted, for all samples,
by XPS analysis. Indeed results shows in (Table 27.1).

Three peaks C1S at: 284.9 eV, one due to the contamination by carbon,
286.4 eV peak associated to carbonate linked to an oxygen C–O and 288.5 eV
peak due to carbon linked to two oxygen O–C=O.

Three peaks O1S at: 530.2 eV corresponds to O2-, 531.5 eV peak due to car-
bonates and 533 eV peak associated to adsorbed H2O.

It was shown that samples contain an important quantity of water, and the
addition of barium makes decrease the quantity of H2O adsorbed [13]. These
results show also peak associated to the cations:

Two peaks of Ln3d5/2 at 981.7 eV peak due to Nd3+ and other at 132.7 eV
which characterizes Sm3+ [14]. Peak Ba3d5/2: at 779.5 eV peak associated to
Ba2+.

27.4 Conclusion

Two series of samples, NdBaX and SmBaX where X is the atomic percentage in
barium, were prepared by hydrolysis of Nd2O3, Sm2O3 and BaCO3 in neutral
medium. These samples were calcined under air at 450 and 1150 �C, and then
characterized by X-ray diffraction (XRD), XPS experiments and scanning electron
microscopy. For samples without barium (NdBa0 and SmBa0) calcined at 450 �C,
they contain Nd2O3, Nd(OH)3, NdO(OH), Sm2O3 and SmO(OH) respectively.
XRD and XPS measurements of samples with barium have shown the presence of
hydroxides Ln(OH)3, oxy-hydroxydes LnO(OH), oxides (Ln2O3) and barium
carbonate (BaCO3). No insertion of barium into structures of Nd2O3 or Sm2O3 was
detected. After calcination at 1150 �C, the XRD patterns show that oxides are in

Table 27.1 Results of XPS analysis, binding energies (eV) of core electrons of LnBaX samples
calcined at 450 �C

Samples C1s O1s Ln3d5/2 Ba3d5/2

284.9 (64) 530.2 (28)
NdBa0 286.3 (14) 532.0 (57) 981.7

288.6 (22) 533.6 (15)
284.9 (63) 530.3 (34)

NdBa15 286.3 (14) 531.9 (41) 981.7 780
288.3 (23) 533.1 (25)
284.9 (62) 530.1 (36)

SmBa0 286.3 (21) 531.7 (45) 132.7
288.8 (17) 533.6 (19)
284.9 (65) 530.0 (35)

SmBa15 286.4 (25) 531.7 (49) 132.7 779.9
288.5 (10) 533.4 (16)

Values between parentheses are relative peak intensities
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Ln2O3 form. For samples with barium, XRD and SEM measurements show that
LnBaX are formed only the Ln2O3 and BaO. A beginning of crystallization was
detected by XRD and shows a slight interaction between Sm2O3 and BaO.
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Chapter 28
Object-Oriented Modeling of an Energy
Harvesting System Based
on Thermoelectric Generators

Marco Nesarajah and Georg Frey

Abstract This paper deals with the modeling of an energy harvesting system
based on thermoelectric generators (TEG), and the validation of the model by
means of a test bench. TEGs are capable to improve the overall energy efficiency
of energy systems, e.g. combustion engines or heating systems, by using the
remaining waste heat to generate electrical power. Previously, a component-ori-
ented model of the TEG itself was developed in Modelica

�
language. With this

model any TEG can be described and simulated given the material properties and
the physical dimension. Now, this model was extended by the surrounding com-
ponents to a complete model of a thermoelectric energy harvesting system. In
addition to the TEG, the model contains the cooling system, the heat source, and
the power electronics. To validate the simulation model, a test bench was built and
installed on an oil-fired household heating system. The paper reports results of the
measurements and discusses the validity of the developed simulation models.
Furthermore, the efficiency of the proposed energy harvesting system is derived
and possible improvements based on design variations tested in the simulation
model are proposed.

28.1 Introduction

Nowadays, energy harvesting systems become more important with regard to the
shortage of resources. There is a need to use the inserted energy more efficient and
for such a case, TEGs are very practical. They are capable to generate electrical
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power by using the waste heat of e.g. heating systems. Already in the 60s, and still
in these days, they are used in spacecraft [1]. Their advantages are the simple
scalability as well as the low maintenance, due to the lack of mechanical com-
ponents. That is why an application in the car industry is imaginable (see [2–4]).
The Seebeck-effect describes the phenomenon that a temperature difference
between the both TEG surfaces produces electrical power.

A component-oriented modeling of the thermoelectric (TE) material itself was
already described by the authors in [5]. There, a library for dynamic simulation of
TE devices in 1D spatial resolution was developed in the open modeling language
Modelica� [6].

Modelica� is an open component-oriented modeling language. The structure-
preserving way of modeling and the reusability of components allow the modeling
of complex physical systems with an acausal concept. As the TEG library uses the
standard interfaces of Modelica�, the ease of integration in other existing Mo-
delica� libraries is assured.

The model from [5] respects the temperature dependencies of material prop-
erties (Seebeck coefficient, thermal conductivity, and electrical resistivity) and
some geometrical parameters, e.g. the thickness of TE legs. In [7], the library from
[5] was expanded to an overall library for complete TEGs. With the new model not
only the TE material itself can be modeled, but also the complete TEG, including
the surrounding ceramic plates and the internal contact resistances.

This contribution describes the extension of the model from [5, 7] to an overall
thermoelectric energy harvesting system in Modelica�. It contains, beside of the
model for an entire TEG, the cooling system, the heat source as well as the power
electronics. This simulated energy harvesting system will be compared with the
real test bench on an oil-fired household heating system. In Sect. 28.2, the setting
of the test bench is described. The Modeling of an Energy Harvesting System,
containing the particular components as well as the complete system is given in
Sect. 28.3. The simulation results compared with the test reading is presented in
Sect. 28.4 and in Sect. 28.5, a conclusion follows.

28.2 Test Bench

On a real oil-fired household heating system, a test bench is built to validate the
simulation model. Related test benches on heating systems are already described in
[8, 9], pure test benches in [10, 11]. The purpose is to harvest energy from the
waste heat by TEGs for electrical power supply. For installing the TEGs, the
exhaust pipe of the heating system is favored to have no disturbance on the regular
house-heating process. Therefore, this concept is also appropriate for any other
common oil-fired household heating system.

The Test bench consists of four, identical energy-harvesting-modules. Each
module has two similar sides (TEG-modules) and one TEG-module involves an
aluminum profile adequate to the form of the exhaust pipe, two temperature
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sensors, one on each surface of a TEG as well as the cooling element and an
aluminum cap. Figure 28.1 shows the schematic diagram of such a TEG-module,
Fig. 28.2 the complete composition. The data are logged with LabView.

28.3 Modeling of an Energy Harvesting System

As aforementioned, the modeling of the energy harvesting system takes place in
Modelica�. The simulation model for the TEG itself comes from [5, 7]. Addi-
tionally to the TEG model, the Modelica� standard fluid, electrical and thermal
library are used to model the other components.

First, a TEG-module is modeled, compared to Fig. 28.1. Therefore, the pure
TEG model from [5, 7] is extended by the heat transfer paste on each side. The
aluminum components are implemented by using thermal conductors and heat
capacitors and additionally include the free convection of the heat to the ambient
air. With the help of the standard fluid library, the cooling element is modeled.
Consequently, the used Modelica� connectors for the TEG-module are electrical
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Fig. 28.1 Schematic
diagram of a TEG-module;
obviously are the sensors, the
aluminum profiles, the TEG
and the cooling element
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Fig. 28.2 Test bench on an
exhaust pipe of an oil-fired
household heating system
consisting of four energy-
harvesting-modules (marked
with roman numerals), each
includes two TEG-modules
(marked with ‘a’ and ‘b’)
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pins (voltage and current), fluid ports (mass flow rate and pressure) and heat ports
(temperature and heat flow rate).

In the simulation model, like in the real component, the cooling unit consists of
a pump and a tank. Thereby, the cooling medium is simplified for the model and is
described by pure water. The exhaust pipe is divided into two subcomponents.
Both simulate the heat transport of the exhaust air through the pipe wall. In
addition, one component describes the heat flow to the TEG-modules and the other
the heat flow to the ambient air. With the help of a prescribed temperature profile
and a mass flow source, the burner is modeled. The electronics involves a load
resistor, a voltage and a current sensor. Figure 28.3 shows the complete model of
the energy harvesting system, consisting of the different subcomponents for bur-
ner, exhaust pipe, TEG-module, cooling unit and the electronics.

28.4 Simulation Versus Measurement

For the test reading, the oil-fired heating begins to work and after three and a half
minutes, the cooling system is switched on, off after 23 min. Figure 28.4 shows
exemplary the data for TEG Ia and TEG Ib, whereat the open-circuit voltage of
TEG Ia, the load voltage of TEG Ib—for a load resistor of 2.4 X—as well as the
temperature of the exhaust pipe and the temperatures on the TEGs surfaces are
recorded. Conspicuously are the fall and the rise of the temperatures on the cold side
of the TEGs, depending on the cooling system, and the approximately proportional
behavior of the voltages to the temperature differences. Moreover it is obviously that

 

temp.
profile

burner

TEG-module

cooling unit

exhaust pipe

electronics

Fig. 28.3 Model of the energy harvesting system on an oil-fired heating based on TEGs in
Modelica�/Dymola; indicated are the different subcomponents
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the behavior of TEG Ia and TEG Ib is identically, comparing the temperature dif-
ferences and dissenting, comparing the voltages (open circuit vs. load).

Figure 28.5 compares the simulation results with the voltage test reading of
Fig. 28.4 and shows the error curves. Evidently is that the trend of both error
curves is identically, but due to the dynamic, the error alternates enormously.
Probably, some heat capacity is not taken into account precisely enough (specific
heat capacity of water is 4.18 kJ/(kg K) and of the real used cooling medium—
ethylene glycol—2.40 kJ/(kg K)). In static cases the simulation provides good
results, compare Table 28.1.
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28.5 Conclusions and Outlook

This contribution presents the first results of the object-oriented modeling of an
energy harvesting systems based on thermoelectric generators. The test reading
was compared with the simulation results and it was shown that the energy har-
vesting system model reflects the reality basically. Within the next months, the test
bench will be modified and the simulation will get more precisely, mainly through
the integration of the correct medium parameters. Moreover, the power electronics
will be extended.
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Table 28.1 Static comparison between simulation and measurement

Exhaust pipe
temperature (�C)

TEG Ia (oc) TEG Ib (load)

Measurement
(V)

Simulation
(V)

Error
(%)

Measurement
(V)

Simulation
(V)

Error
(%)

80 0.95 0.97 +2 0.45 0.45 0
90 1.06 1.13 +7 0.5 0.53 +6
100 1.34 1.29 -4 0.61 0.6 -2

216 M. Nesarajah and G. Frey

https://www.modelica.org/


Chapter 29
Extensible Wind Towers

Marco Sinagra and Tullio Tucciarelli

Abstract The diffusion of wind energy generators is restricted by their strong
landscape impact. The PERIMA project is about the development of an extensible
wind tower able to support a wind machine for several hundred kW at its optimal
working height, up to more than 50 m. The wind tower has a telescopic structure,
made by several tubes located inside each other with their axis in vertical direc-
tion. The lifting force is given by a jack-up system confined inside a shaft, drilled
below the ground level. In the retracted tower configuration, at rest, tower tubes
are hidden in the foundation of the telescopic structure, located below the ground
surface, and the wind machine is the only emerging part of the system. The lifting
system is based on a couple of oleodynamic cylinders that jack-up a central tube
connected to the top of the tower by a spring, with a diameter smaller than the
minimum tower diameter and with a length a bit greater than the length of the
extended telescopic structure. The central tube works as plunger and lifts all
telescopic elements. The constraint between the telescopic elements is ensured by
special parts, which are kept in traction by the force of the spring and provide the
resisting moment. The most evident benefit of the proposed system is attained with
the use of a two-blade propeller, which can be kept horizontal in the retracted
tower configuration.
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29.1 Introduction

The occurring strong increment of the wind velocity along with the elevation
requires the wind turbines to be located in exposed places, so that wind turbines
and their towers have often a significant impact on the country landscape. This
impact, along with the turbine noise and the possible inference of the blades with
the bird life is the major issue against further construction of wind energy plants.

A partnership of Italian companies and research institutes are starting the
PERIMA (Produzione Eolica con Ridotto IMpatto Ambientale) project, co-funded
by 2007–2013 Regional Operational Programme of the European Regional
Development Fund, which aims to develop a telescopic tower for medium power
wind turbines, able to move up and down in a short time and without the use of any
external machinery. The project starts from the observation that in many locations
wind turbines produce significant power only during part of the total yearly time. In
the remaining time a cheap and fast removal of both the turbine and the tower would
not provide a significant reduction of the total produced energy. For example, in
several Mediterranean locations along the coast, most of the energy production
occurs in winter, when most of the tourists are missing. In other cases most of the
energy could be produced in short periods of time, when weather conditions make
the relative impact of the plant on the surrounding environment much less severe.

A telescopic structure, made of several tubular elements with different diam-
eters moving inside each other, has been envisioned as the best solution for the
addressed problem [1]. An alternative choice is the tilt-up tower [2]. This tech-
nique has been already adopted for towers with small height, maximum 20 m, but
has the inconvenient of (1) leaving a significant impact inside the tower area after
his reposition, (2) being difficult to apply for high towers.

The main challenges to be faced by the project are (1) the need of an efficient
lifting system, able to rise a load of the order of 500 kN for a displacement of tens of
meters, (2) the construction of a junction system automatically linking the tubular
elements when the tower is fully extended. The use of a simple oleodynamic actuator
is prevented by its cost [3], while the junctions of the elements are required to
balance all the momentum generated by the horizontal forces acting on the turbine,
but must be armed and disarmed easily, without the need of a direct human action.

In this paper the authors describe the proposed lifting system and linking device
with reference to a wind tower of 30 m, supporting a 60 kW wind generator
(Fig. 29.1).

29.2 The Telescopic Tower

The length of each tubular element can be set equal to the maximum length
allowed for trunk transportation. This length is usually about 10 m. In the example
of Fig. 29.2 the tower is split in four elements, one of them kept fixed below the
ground level. Each tubular element has two junctions at the ends, which are better
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Fig. 29.1 Telescopic tower: a tower extended; b tower retracted

Fig. 29.2 Section of
telescopic tower
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described in the following section, and slides on the larger element during the
rising time through two sets of small carts. One set of carts is fixed on the external
side of the lower junction of the moving element, the other one is fixed on the
internal side of the upper junction of the larger element. The carts are designed to
provide only a small momentum during the rising time, when the blades of the
wind generator are kept fixed. A shaft is drilled to host all the tubular elements. All
the elements, at rest, are laid on a metallic ring located 1–2 m above the shaft
foundation. In the example of Fig. 29.2 the outer diameters of the telescopic
elements, from top to bottom, are 0.8, 0.94, 1.08 and 1.22 m (Fig. 29.2). The
thickness for all tubes is equal to 10 mm.

The tower lifting takes place via a piston, which is a pipe with a diameter
smaller than the minimum wind tower diameter and a length a bit greater than the
length of the extended telescopic structure, which runs along a borehole drilled
below the tower foundation. The movement is transferred by the piston to the
innermost tubular element, which drags the larger one when the lower junction of
the innermost element meets the upper junction of the larger one. Observe that, at
work, the load on the tip of the piston is equal at least to the total weight of the
tower. Unless horizontal control is given to the piston displacement along its
extension, structural stability condition has to be verified.

The lifting of the piston is guaranteed for a length of 1–2 m by a couple of
oleodynamic actuators. The main case of each actuator and the end of its arm are
bound to a pair of rings (Fig. 29.3). Both rings can be either bound or free from the
piston by the extension or the retraction of small cylinders entering holes exca-
vated inside the piston (jack-up system). The distance between two holes in the
vertical direction along the piston is equal to the maximum displacement of the
arm of the actuators. An automatic system guarantees that one of the two rings is
always bound to the piston, either to drop the arm after each lifting step or to lift
the tower during the lifting (or the dropping) step.

Fig. 29.3 Lifting system
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29.3 The Tubular Element Junctions

The two cart sets fixed on each element junction balance the momentum given by
the wind force only during the lifting (or dropping) time, but the same momentum
has to be balanced during the working time, or even when the wind generator is at
rest, but strong wind forces act on the tower. This requires a robust junction system
and a self-locking device. Each proposed junction has two steel elements with a
truncated cone shape [4] and a relatively small height (0.15 m in the example).
The larger radius of the smaller element is equal to the smaller radius of larger one
and the two elements are spaced out by a cylinder. The cylinders of the mating
junctions have the same height, but a bit different diameter, such that the smaller
one can move inside the larger one. After the inner tubular element is raised up, the
smaller and the larger cone shaped elements of the two junctions mate (Fig. 29.4).
The reaction forces will have two components; the vertical one will transfer the
lifting force to the larger element, the horizontal one will provide the momentum
required to balance the momentum of the external forces (Fig. 29.5). Observe that,
to avoid the instability of the piston, an elastic element like a spring must be placed
between its tip and the base of the innermost tubular element (Fig. 29.6). This is
because part of the vertical component of the junction reaction, due to the external
momentum, could be otherwise balanced by the piston itself. In the proposed
example the cone shaped elements are disposed at a distance equal to 0.85 m. The
slope of the cone must large enough to guarantee a reaction component tangent to
the surface small enough (with respect to the normal one) in order to avoid the
scroll of the two junctions. On the other hand, the slope must be small enough to

Fig. 29.4 Joint system and guidance system; a during lifting, b after lifting
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allow a large tolerance between the cylinder diameters, as well as to avoid the
block of the cone mating during the tower drop. A ratio 1:6 seems to be a good
compromise.

The force provided by the elastic element must guarantee a tensile strength in
all the junctions. Using standard steel with a standard friction coefficient, even a
force almost equal to the tower weight should guarantee the adhesion of the mated
junctions. On the other hand, the variability of the wind forces could provide
compressive forces on the top of the tower and a security margin is required.

29.4 Conclusions

This work has shown the innovative proposal of a telescopic wind tower, which is
well located inside the international technological research oriented to renewable
sources. The main strength of this system is its construction with existing com-
ponents commercially available, a feature that makes it potentially competitive on
a commercial level. The cost increment deriving from a larger tower complexity is
compensated by a significant reduction of transport and mounting costs and civil
works for road construction, as well as by a significant increment in the number of

Fig. 29.5 Junction details a slope of the contact area; b reaction forces scheme

Fig. 29.6 Detail of the
lifting spring
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possible installation sites. Finally, observe that the drilling works necessary for the
lifting system can be used also to put a filter and a water pump immediately below
the shaft foundation. For a plant that needs electricity and water, such as a farm,
the cost of drilling could be afforded only once for both needs.
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Chapter 30
Zirfon� as Separator Material for Water
Electrolysis Under Specific Conditions

María José Lavorante, Juan Isidro Franco, Pablo Bonelli,
Gerardo Martín Imbrioscia and Héctor José Fasoli

Abstract Hydrogen production through alkaline water electrolysis requires
improvements to use renewable energy more efficiently. In the process of con-
verting electrical to chemical energy, efforts are focused on reducing energy loss.
Electrolysers play two important roles in this process: one of them is as a hydrogen
producer and the other is as a storage mechanism. A storage mechanism occurs
when there is an excess of renewable energy that can be stored in the form of
hydrogen (chemical energy), which is the fuel for the following step, turning
chemical into electrical energy again. Electrolysers research is focused on: sepa-
rators and electrodes materials, electrolytic solutions and cell design. The ideal
situation for a separator in an electrolyser is to possess low electric resistance. For
that purpose, we compared Zirfon�, silicone and the system without separator.
This work studied the behaviour of Zirfon� under specific working conditions:
room temperature, an electrolytic solution of potassium hydroxide 35 % w/w and
five different distances between electrodes. In order to carry out this experiment,
we designed and constructed a special electrolytic cell. The experimental results
showed that Zirfon� separator increases the system resistance approximately 15 %
when compared to the same system without separator, but it reduces resistance
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when compared to silicone (excellent insulator). Another result proved that the
distances between electrodes proposed in this work did not show bubbles resis-
tance because the system performance improved as the distance became shorter.

30.1 Introduction

Hydrogen production using alkaline water electrolysis has been a well-known
technology for around 200 years, and it offers the advantages of simplicity,
availability and flexibility. In spite of those benefits, only 4 % of the world pro-
duction is obtained by this method. The most important reason for this is its high
electricity consumption of about 4.5–5 kWh/mN

3 H2 in the majority of industrial
electrolysers [1–3]. On the other hand, alkaline water electrolysis can store, in the
form of hydrogen, the excess of renewable energy, for example electricity from
photovoltaic, wind and other sources. That permits the electrolysers to be an
important part of the so-called ‘‘hydrogen economy’’, as transformers and storage
devices of primary energy [2, 3]. The use of a renewable energy source may be
considered the most sustainable method for hydrogen production.

Alkaline water electrolysis has long been used in different industries such as
chemical, pharmaceutical, electronic, metallurgic and the production of food. In all
these applications, electrolysers operate for long periods, which would require
testing if they are to be used intermittently, when the source of renewable energy is
available. Therefore, the challenge that this technology has to overcome is the
capacity to work intermittently. In order to make this method of production more
efficient the efforts were focused on the design of cells with zero-gap geometry; the
reduction of the overpotential with new electrocatalytic materials and development
of new material for diaphragms [1–3]. Another attempt is to try to lower, as much
as possible, the cost of the electricity used to reduce its operational cost.

Focusing on diaphragm materials, this work investigates the behaviour of
Zirfon� as separator material in alkaline water electrolysis.

Initially, alkaline water electrolysers used asbestos as separator material, but it
was proved to be carcinogenic and its use was forbidden [4]. The industry started
to look for a new material and with that purpose Zirfon� was developed. Zirfon� is
a porous composite material composed of ZrO2 particles, in the form of powder,
embedded in a polysulfone matrix and hydrophilic in nature. The film-casting
technique is the basis of the manufacturing procedure [5, 6]. Zirfon� offers good
chemical and physical properties: high thermal and chemical stability, low resis-
tance towards ionic migration and excellent wettability. This last characteristic,
wettability, is very important in systems where hydrogen and oxygen are being
evolved, because it avoids the generation of dry islands, in which it does not allow
the electrolytic solution to be in contact with the separator [6]. This characteristic
is improved with the addition of ZrO2 to the polysulfone matrix, which results in a
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denser structure. Zirfon� has applicability in the field of alkaline water electrol-
ysis, Ni–H2 battery systems and as ultrafiltration membranes [7, 8].

In this research the behaviour of Zirfon� under specific working conditions was
studied: room temperature, an electrolytic solution of potassium hydroxide 35 %
w/w and five different distances between electrodes. In order to carry out this
experiment, a special electrolytic cell was designed and constructed. The results
were compared with the same system using silicone as separator material and
without a separator.

30.2 Experimental

The behaviour of Zirfon� as separator material for alkaline water electrolysis was
tested in a special electrolytic cell designed and constructed with the additional
purpose of studying the effect of the gap between electrodes in this specific system.

As a general description, the special electrolytic cell consists of a cubic con-
tainer, a set of five different pairs of gauges, two guide brackets, two electrodes,
four screws and two mobile locks. The material used for the electrodes was
stainless steel 316L, the screws were made of steel and the rest of the pieces were
made of crystal acrylic. The isometric view of the electrolytic cell is presented in
Fig. 30.1. As a detailed description, the electrolytic cell consists of a base having
in its center a channel that position parallel to the electrodes. This channel extends
through the walls of the cell to ensure not only the position of the separator but
also the watertightness of the system. The gauges allow setting the distance
between electrodes. The guide brackets are the pieces that support the electrodes
secured by two screws, which act as electrical connectors. The gauges are placed
between the wall and the electrode, to position the electrodes, with respect to one
another according to the necessity or the requirement only by changing the
selected gauge. The isometric exploded view of the parts of the electrolytic cell is
shown in Fig. 30.2.

Once the desired distance between electrodes is reached, the system is secured
by the mobile locks. Those pieces block the movement of the electrodes during the
experiences maintaining the gap constant between electrodes. The electrodes
received a cleaning treatment before their use in the different determinations. The
treatment consisted of these steps [9]: wash the electrodes with distilled water and
allow to dry. Soak up a filter paper in acetone and use it to clean the surface of the
electrode; allow solvent to evaporate. Soak up a filter paper in ethylic alcohol and
use it to clean the surface of the electrode; allow solvent to evaporate.

When all the pieces are in the right position, an electrolytic solution of KOH
35 % w/w (J. T. Baker 87.0 %) prepared with bidistilled water, is added to the
electrolytic cell in addition to a drop of sodium dodecyl sulphate. Sodium dodecyl
sulphate acts as a surfactant reducing the superficial tension of the solution.

The electrical connectors are switched to a power source Agilent N5743A
System DC Power Supply (12.5 V/60 A, 750 W). Given a certain potential
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ranging from 0.0 to 4.0 V, current measurements are made. The monitor param-
eters controlled are voltage, current and temperature. The working conditions are
atmospheric pressure and room temperature. All the experiences were carried out
twice. The monitor parameters were used to calculate current density, decompo-
sition potential and resistance.

The distances between electrodes studied in this work were: 1.65; 1.45; 1.35;
1.00 and 0.75 cm.

30.3 Discussion and Results

The results were analysed in order to study and compare the effect of the gap
between electrodes using Zirfon� as separator and the system without it. From the
graphic representation of current density as a function of applied voltage

Fig. 30.1 Isometric view of
the electrolytic cell

Fig. 30.2 Isometric
exploded view of the
electrolytic cell
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differences for the distances studied, it is observed that as distance grows, the
performance of the system decreases. Figure 30.3 shows the behaviour of the same
system using Zirfon� as separator and without a separator. Same results were
obtained for other researchers that work with different materials for electrodes and
separators [10, 11].

From the graphic representation of the current as a function of applied voltages
differences for all the experiences, the linear equation was obtained with the
objective of determining the current density, the resistivity and the resistance of
the system.

The values calculated for the resistance in these two systems (with and without
Zirfon� as separator) were presented in Fig. 30.4a. This graphic representation
exhibited a similar behaviour between them and the differences were established
by the resistance of the Zirfon� separator itself, approximately 15 %, if it is
compared with the system without separator.

Silicone was also tested as alternative material to be used as separator. It was
chosen precisely because of its hydrophobicity, its poor wettability in electro-
chemical systems in which there is gases production. In the experiments where
silicone was used, the silicone separator was placed 1 mm over the channel to
allow electrolytic solution to be in contact in cathode and anode compartments.
Only three distances between electrodes were studied for this purpose: 1.65; 1.45

Fig. 30.3 Graphic representation of the current density as a function of the applied voltage
differences in a system with Zirfon� as separator and without separator
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Fig. 30.4 Graphic representation of the resistance as a function of the distances between
electrodes for a system with: a Zirfon and without separator; b Zirfon and silicone
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and 1.35 cm. The silicone behaves differently if it is compared with Zirfon�: the
resistance of the system increases when the electrodes are closer. Figure 30.4b is
the graphic representation of the resistance as a function of the distances between
electrodes for the systems with Zirfon� and silicone.

30.4 Conclusions

In this experimental work the behaviour of Zirfon� as separator material for
alkaline water electrolysis was studied. Five different distances were tested and as
it was expected, the resistance increased with longer distances. Bubble resistance
was not observed in the distance studied because the system performance
improved as the distance became shorter, but we continue working on that respect.
The distance of 0.75 cm presented the best performance for the system as much
with and without separator. The use of Zirfon� only increases the resistance of the
system in approximately 15 %. Silicone presents greater resistance as a conse-
quence of its poor wettability. The formation of the dry islands is helped by closer
distance between electrodes. Wettability is not the only phenomenon that can
modify the value of the resistance; other effects which were not considered in this
work can also affect the ionic conductivity of the electrolytic system.
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Chapter 31
Onshore Wind Farms: Value Creation
for Stakeholders in Lithuania

Marija Burinskien _e, Paulius Rudzkis and Adomas Kanopka

Abstract With the costs of fossil fuel consistently rising worldwide over the last
decade, the development of green technologies has become a major goal in many
countries. Therefore the evaluation of wind power projects becomes a very
important task. To estimate the value of the technologies based on renewable
resources also means taking into consideration social, economic, environmental,
and scientific value of such projects. This article deals with economic evaluation of
electricity generation costs of onshore wind farms in Lithuania and the key factors
that have influence on wind power projects and offer a better understanding of
social-economic context behind wind power projects. To achieve these goals, this
article makes use of empirical data of Lithuania’s wind power farms as well as
data about the investment environment of the country.Based on empirical data of
wind power parks, the research investigates the average wind farm generation
efficiency in Lithuania. Employing statistical methods the return on investments of
wind farms in Lithuania is calculated. The value created for every party involved
and the total value of the wind farm is estimated according to Stakeholder theory.

31.1 Introduction

Continual population and economic growth has meant increased energy con-
sumption worldwide. From 2004 to 2008, the world population grew by 5 %,
whereas the gross energy production increased by 10 %, and the yearly CO2
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emission increased by 10 % [9]. If such tendencies continue, the IEA predicts that,
by 2030, energy demand worldwide will have increased by approximately 60 %,
and carbon dioxide emission will have increased by 62 %.

Wind energy is expected to play an important role in the future. By 2020,
approximately 180 GW of both onshore and offshore wind power, corresponding
to 10–15 % of all energy produced in EU power installations, could be generated
in the European Union alone. As estimated by the Global Wind Energy Council
[7], in 2020, approximately 16 % of electricity consumed worldwide will be
generated by wind energy.

In Lithuania wind power is one of the most rapidly growing technologies of
renewable energy. As opposed to 2009, in 2010, the generation of electricity in
wind power plants in Lithuania grew by 43 % which corresponded to 3.9 % of all
electricity generated in the country. The amount of electricity generated in hydro
power plants in Lithuania is small in comparison, and, moreover, the usage of
hydro resources is limited due to the flat landscape.

In the last decade, a variety of models have been developed for analyzing long-
term trends in renewable and wind energy costs and payback periods necessary for
the return of the investments for wind farms [1, 8, 20, 22]. A usual way to look at
the long-term cost trend is by applying the concept of the experience curve, which
analyses the cost development of a product or a technology as a function of
cumulative production, based on recorded data. The experience curve is not a
forecasting tool based on estimated relationships; it merely points out that if
specific trends continue to prevail in the future, then we may see the proposed
decrease. However, some of these models use incompatible specifications, not all
of which can be compared directly. Experience curves for wind energy have been
presented in scientific papers [10, 17]. As a rule, the price for wind energy is
determined by calculating the direct value. However, wind farms create not only
direct, but also indirect value, which refers to their social value and the price and
properties of inferred resources. Consequently, it is necessary to ensure that both
the evaluation and the development of wind power projects are performed in the
economically most optimal fashion.

This paper attempts to contribute to a better understanding of how to sub-
stantiate wind power projects economically.

The objective of the article is: to evaluate the implementation costs and the
created value of onshore wind farms in Lithuania, to identify key factors that have
an influence on wind power projects, and to contribute a better understanding of
the social-economic context behind wind power projects.

The expected outcomes of this study are:

• improving the evaluation of wind power plant investment projects in Lithuania
by analyzing their investment environment and prospects

• identification of the total economic value and distribution of value shares to
stakeholders.
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To achieve these goals, empirical data about Lithuania’s wind power farms as
well as data about their investment environment have been collected.

Technological development plays a major role in decreasing the overall cost of
wind energy; the growing demand raises the price of power generation units in the
short run. The wind energy generation costs have increased by 20 % in the past
3 years, due to the rising prices of key raw materials and an unexpected surge in
the demand for wind turbines, following the approval of favorable support policies
in large markets, such as those of the USA, China, and the second round of
European Member States [1]. For the reasons mentioned, in this article, we refer to
the financial and technical characteristics of the already existing wind farms.

The empirical analysis presented in this paper is based on the data provided by
the operator of the largest wind farm (30 MW) in the Baltic countries and owner of
the closed joint stock company ‘‘V _ejųspektras,’’ which has an extensive experience
in developing wind energy projects. Its wind power farm consists of 15 E-70
model power turbines, manufactured by German Enercon, GmbH; the installed
capacity of each turbine is 2 MW. The wind power farm is located in the seaside
area, which is recognized as a location, commercially viable for the development
of wind power farms. Therefore, the data about this farm is a suitable basis for an
analysis of the value and costs of wind energy in the seaside area.

Methods: This article carries out a financial analysis, a Cost-Benefit analysis,
and a Discounted Cash Flow analysis. The Cost-Benefit analysis (CBA) is an
analytical method applied by businesses and governments in order to determine
whether the economic net benefit, brought by a project or a public sector program,
outweighs the costs [2, 18]. CBA makes use of a set of widely adopted methods for
evaluating investments, which include the Discounted Cash Flow (DCF) method.
The DCF method helps estimate the current value of an investment by discounting
projected future revenues and costs.

31.2 The Efficiency of the Wind Resources
of the Lithuanian Onshore Area in Generating
Electricity

The most important factor affecting the profitability of investments in wind energy
is the local wind resource. Differences in wind speed explain most of the differ-
ences in the costs per kWh between specific countries and projects. The devel-
opment of wind energy in Lithuania has less favorable natural conditions than in
Latvia and Estonia [24]. This is determined by a short stretch of the coastal line in
Lithuania. The deeper into the continent goes to measure wind speed and the
effectiveness of wind power plants, the more they tend to decrease [14].

A number of UNDP supported studies have been conducted in order to identify
wind energy resources in Lithuania [19]. The wind speed measurement data (m/s)
obtained at 10 m above ground level by Hydro meteorological stations has led to a
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conclusion that the wind speed in Lithuania is insufficient for the development of
industrial wind energy production. Measurements of wind speed, conducted in
1996–1997, showed that in the seaside area, at 50 m above ground, wind speed
reaches 7.4 m/s [23] while Lithuania average is 2.52–4.55 m/s. The regional
nature of wind energy is thus obvious; however, adequate technological
improvements as well as simply increasing the height of wind turbine towers allow
for exploiting the entire territory of Lithuania.

Multi-year wind measurements conducted in the coastal area of Lithuania
between 1995 and 2003 revealed that, in Klaipeda’s region, near Giruliai district,
the average wind speed was 6.4 m/s. During different seasons, the wind speed can
vary by up to 50 %, but the average annual speed measurements differ only
slightly.

The most favorable conditions for developing wind energy in Lithuania can be
found along a 50 km stretch of the coastal line [11, 15]. To determining a correct
micro location of each individual wind turbine successfully is thus crucial for the
economic success of any wind energy project. The most attractive territories for
installing power plants are the Baltic Sea and the Curronian lagoon, where the
average wind speed is 8 m/s.

One of the biggest technical problems posed by wind energy development,
compared to traditional forms of energy generation, is the dependence of wind
power on atmospheric stability. Consequently, the exact amount of wind produced
electricity cannot be predicted for every particular time period, which causes
problems in terms of system control and the balance between the demand and
supply of electricity. Unlike with traditional power generating technologies,
electricity production in wind farms cannot be unclearly calculated, and efficiency
rates vary according to a geographic location and to winds prevailing there at any
particular period of time. However, the production of electricity by a wind gen-
erator installed in a specific location is a stationary random process. Therefore, the
average efficiency of a wind generator and its potential errors can be statistically
evaluated, referring to historical data.

As can be seen in Fig. 31.1, the monthly fluctuations in the efficiency of the
wind farm are sufficiently large. During the investigation period, the average farm
efficiency was about 0.238. To evaluate possible limitations of calculating average
efficiency and to construct a confidence interval, the standard error of estimate
should be taken into account.

Having evaluated the confidence interval for the average efficiency of the wind
farm, it can be said with 95 % probability that, in the long run, the average
efficiency of a wind turbine should be between 0.208 and 0.269. In this case, 1 kW
of installed capacity should produce from 1.82 to 2.36 MWh of electricity on the
average.
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31.3 The Components of Investments in Onshore Wind
Energy in Lithuania

There are four groups of parameters that influence wind power costs: 1—capital
costs, 2—operation and maintenance costs, 3—the amount of electricity produced,
4—the discount rate and economic lifetime of the investment.

Investments in electricity generation are directly related to electricity produc-
tion; therefore, they are quite clearly defined [12]. On the other hand, investments
in infrastructure, which involves environmental impact assessments, roads, and so
on, are unique in each case; such investments are typically smaller when devel-
oping a larger wind power farm. In this article, the assessment is made, taking a
30 MW (15 9 2 MW) wind farm as an example.

The major part of the investment (approximately 90 %) in developing a wind
farm is allocated to the power generator, whereas the infrastructure is given only
approximately 10 % of the total amount of costs.

Taking into consideration the average estimate of the efficiency of wind energy,
we can predict the average income of a wind farm. Wind power produced in
Lithuania is subsidized: wind produced electricity is purchased for 81.1–107 eu-
ros/MWh; moreover, pollution-reducing projects receive Emission Reduction
Units (ERUs), which can be sold on the market. Thus the revenue of a wind farm
consists of two parts, both of which are related to the performance ratio, and ERUs
also depend on market prices. Empirical assessment of the wind farm data can be
constructed in the lower and upper limits of the average annual income:

Fig. 31.1 The average efficiency dynamics of a wind farm. Note the data is obtained from a wind
farm consisting of 15 wind generators, where the installed capacity of one power generator is
2 MW
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PððE � t � SEMÞ � 8:76 � ðp þ 0:626 � ERUÞ
\R\ðE þ t � SEMÞ � 8:76 � ðp þ 0:626 � ERUÞÞ ¼ 0:95

ð31:1Þ

P—random probability, SEM—the standard error of the mean, t—Student’s
distribution value, E—efficiency of the sample mean, p—power purchase price,
ERU—projected average market price of ERUs, R—average annual revenues.

According to the formula (31.1), we can estimate the average annual income of
the lower and upper limits. Based on the estimates of the wind farm average
efficiency 1 kW of installed capacity per year should produce from 1.82 to
2.36 MWh of electricity, with 95 % probability. Assuming that one ERU will cost
about 6 euro in the long run, the average gross revenues should be between 165
and 214 euros, approximately 177.4 euros on the average.

The average investment for 1 kW of installed capacity should be expected to be
approximately 1561 euros. Therefore, if the term of the bank loan is 20 years and
the interest rate is 5.5 %, according to the annuity method, the payment to the bank
should consist of about 131 euros per year, while the Cost of Goods (rent,
insurance, maintenance, etc.) should be about 23.7 euros and management costs
(salaries and other expenses)—about 5 euros. Looking at the total costs imposed
on 1 kW installed capacity, the largest part of the cost is bank payments, which
account for approximately 83 % of the total sum, meanwhile the Cost of Goods,
together with operating expenditure, constitute only about 17 %. Consequently,
changes in interest rates have the biggest impact on the general cost and thus can
substantially influence the profitability of the project itself. Assuming the interest
rate to be 5.5 %, and the loan period to be 20 years, the total annual cost is
estimated to be approximately 160 euros.

The current value of the project depends on the cash flows that will be gen-
erated in the future. Referring to the above calculations, over the next 20 years, the
average annual income of the wind farm should be between 165 and 214 euros,
while the average annual expenses would be approximately 160 euros. Conse-
quently, the average annual cash flow should be within the range between 5 and
54 euros. The total present value of the project can be evaluated, using the dis-
counted cash flow method.

In calculating the current value, estimated cash flows and the 20-year period of
time as indicated above will be taken into account, standard 5 % discount rate is
used, which is slightly lower than the aforementioned interest rate. The residual
value of the project should be divided into two parts: that of the infrastructure and
of the power generator. In this article, the residual value of the infrastructure after
20 years is equaled to 161 euros, the initial amount of the investment. It is
assumed that the average value of the infrastructure will increase the size of the
discount rate, and the investment in the generator is measured, taking into con-
sideration the receipt of benefits; therefore, the amortization is not depreciated.
The residual value of the generator should be viewed, assuming the probability
that the generator does not wear out completely in 20 years and can be used
longer.
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Taking into consideration the aforementioned assumptions and the formula
(31.1), the average value of the project at the moment can be calculated to fall
within the range of 92.2 and 663.5 euros/kWh or approximately 377.8 euros/kWh
on the average.

However, if a wind farm is evaluated as a commercial project not subsidized by
the state, one which is expected to produce electricity for sale on the market, the
situation changes significantly. In 2011, the average price for electricity on Lith-
uania’s power market was about 48 euros/MWh, whereas wind energy was pur-
chased for around 81 euros/MWh. Generating electricity in the wind power-station
costs from 68 to 88 euros/MWh (from 160 euros/2.36 MWh to 160 euros/
1.82 MWh). Thus wind energy is purchased for a price approximately 68 % higher
than the market price. Using the DCF method, the interval of the net present value
of state subsidies (NPVs) can be calculated. Therefore, the net present value of the
state’s subsidies for new wind farms should be between 751 and 973 euros per
1 kW of installed power. Consequently, the value of state subsidies is significantly
higher than the benefits of the project developers. From the point of view of a
consumer, when the value estimation is based only on the cost-benefit basis, wind
power becomes commercially unattractive. However, it is also clear that the
development of wind energy creates indirect benefits, such as encouraging pro-
duction, reducing pollution, etc. Therefore, it is necessary to assess the impact of
wind power more generally, taking into consideration not only its prices and cash
flows, but also its created value for all the parties involved.

31.4 Indirect Wind Energy Costs and Value: Stakeholders’
Perspective

When evaluating the projects for the development of wind farms, the overall
impact of the development on all the parties involved should be taken into con-
sideration. No detailed analysis or assessment of societal and environmental costs
and benefits of renewable energy has been conducted yet. The theoretical and
conceptual basis for evaluating the impact of wind power on the involved parties is
provided by the stakeholder theory (SH). The concept of stakeholders was for-
mulated by Freeman in 1984: ‘‘any group or individual who can affect or is
affected by the achievement of the organization’s objectives’’ [6]. This concept is
ambiguous and has been debated.

SH theory sees an organization as a complex system and analyses it according
to descriptive, instrumental, and normative aspects. The descriptive approach
mainly focuses on the interests of the stakeholder group. The instrumental
approach allows for an investigation of stakeholders’ connections within and with
an organization and their consistency, while the normative approach considers
stakeholders’ legally defined interests [3]. Thus, the SH theory helps not only to
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define the organizational goals, but to take into account the interests of the SH
group [4].

The SH theory distinguishes between five groups of stakeholders: the owners
(shareholders), employees, customers, suppliers, and a society at large. All these
groups are important for an organization, its survival and development. Producing
electricity differs from conventional businesses, but interested parties are similar
overall. The electricity sector can be divided into the following groups: the
country’s economy, producers, consumers, society, and suppliers. These groups
have very different roles and weight in developing wind generated energy value,
and for this reason, these should be assessed for each group separately at the
beginning of a new project.

Producers—in this article, producers are seen as project developers, who
organize the construction of a wind farm and operate it. The value of the producers
can be defined very simply, through future cash slurry. According to the DCF
method, the producers can be said to be creating value which ranges between 92.2
and 663.5 euros, depending on the actual efficiency of a wind farm.

Consumers—the largest consumers of electricity are legal entities, whose main
interest is in lowering the price. The direct benefits of providing electricity to the
customers are measured by their willingness to pay for the power. Increasing the
production of wind energy has negative impact on consumers, and the impact of new
wind energy projects can be estimated to range between 751 and 973 euros/kW.

Society—the public benefits of wind energy can be defined as environmental
friendliness and creation of work places. Wind energy is green energy, which
reduces environmental pollution. Public benefits of wind energy (apart from
consumption) can be seen through emissions trading scheme (ETS), the environ-
mental value of a new wind power plant (using the DCF method) ranges from 142
to 184 euros per 1 kW of installed capacity.

The assessment of society benefits in terms of work places created during the
development of a project is a complex undertaking. There is a widespread opinion
in scholarly literature that operational costs of fossil fuel technologies, along with
societal and environmental costs, are less competitive economically than those of
wind power technology [5, 13, 16, 21, 25].

Suppliers—in this article, suppliers are seen as a balance of power system
controllers and the guarantor of the power reserve. The production of wind energy
is volatile, so wind energy has negative impact on the electricity system and
requires additional reserves. However, this effect is difficult to measure because
wind energy is but a small part of all electricity production and requires almost no
supplementary costs, but even a small increase in them makes it more difficult to
balance the system and ensure the reserve.

The country’s economy—one of the interested parties in this case is the state,
whose value is perceived based on the country’s economy. The development of
wind energy has systematic impact on any country’s economic development,
because it affects foreign trade, creates jobs, develops technologies, encourages the
production, etc. The benefits on the country’s economy are difficult to assess
because they depend on a number of complex factors. In each country, the impact
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of the development of wind farms on the national economy should be assessed and
modeled separately, taking into account such factors as unemployment, GDP
structure, etc. This requires a complex analysis, which will not be carried out in
this article.

Taking into consideration to the interested parties listed above, it is possible to
estimate the total created value of a new wind farm. To simplify the process, let us
assume that all the interested parties are equally important. In addition, only the
value of only two of the interested parties overlaps directly. This is because
producers receive the benefits from ERU, and the public gets the benefits of
reduced pollution. General value can be calculated:

GV ¼ G þ V þ VP þ T þ E � v� ¼ 378 � 862 þ 163 þ T þ E � 98 ð31:2Þ

Here G—the value of producers, V—the value of consumers, VP—the value of
the public, T—the value of suppliers, and E—the value of the country’s economy.

As the estimate (31.2) shows, according to the SH theory, a new farm with
1 kW installed capacity depends on two non-assessed values, that of the suppliers
and that of the country’s economy. According to the estimate, it can be stated that
the total value will be positive if the created value for the country’s economy is
larger than the harm done to suppliers by at least 419 euros.

31.5 Conclusions

1. The most efficient fair wind resources in Lithuania are found along the coastal
line of the Baltic Sea. Measurements show that the most favorable conditions
for developing onshore wind energy in Lithuania exist in the stretch of about
50 km along the coastal line.

2. Having evaluated the confidence interval of the average efficiency of a wind
farm, with the 95 % probability in the long run, the average efficiency of a
wind turbine should be between 0.208 and 0.269, and 1 kW of installed
capacity should produce from 1.82 to 2.36 MWh of electricity on the average.

3. A financial and economic analysis of investment projects reveals that the return
on investments in wind farms in Lithuania is estimated to range between 92.2
and 663.5 euros (per 1 kW of installed capacity), depending on the efficiency
of wind turbines.

4. While determining the value of wind energy generated for different SH groups,
it was revealed that the state subsidies are higher than the producers’ value and
that the total value of wind energy will be positive if the created value for the
country’s economy will be at least 419 euros higher than the harm done to the
suppliers.

5. Most of the arguments presented in scholarly literature support an opinion that
operational costs of fossil fuel technologies, along with societal and environ-
mental costs, are less competitive economically than those of wind power
technology.
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11. V. Katinas, A. Markevičius, M. Tamašauskien _e, J.Z. Vilemien _e, V _ejo srauto energetinių
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Chapter 32
Evaluation of New Thermally Conductive
Geopolymer in Thermal Energy Storage

Matěj Černý, Jan Uhlík, Jaroslav Nosek, Vladimír Lachman,
Radim Hladký, Jan Franěk and Milan Brož

Abstract This paper describes an evaluation of a newly developed thermally
conductive geopolymer (TCG), consisting of a mixture of sodium silicate and
carbon micro-particles. The TCG is intended to be used as a component of high
temperature energy storage (HTTES) to improve its thermal diffusivity. Energy
storage is crucial for both ecological and economical sustainability. HTTES plays
a vital role in solar energy technologies and in waste heat recovery. The most
advanced HTTES technologies are based on phase change materials or molten
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salts, but suffer with economic and technological limitations. Rock or concrete
HTTES are cheaper, but they have low thermal conductivity without incorporation
of TCG. It was observed that TCG is stable up to 400 �C. The thermal conductivity
was measured in range of 20–23 W m-1 K-1. The effect of TCG was tested by
heating a granite block with an artificial fissure. One half of the fissure was filled
with TCG and the other with ballotini. 28 thermometers, 5 dilatometers and strain
sensors were installed on the block. The heat transport experiment was evaluated
with COMSOL Multiphysics software.

32.1 Introduction

At present times, under the threat of global climate changes and environmental
pollution, energy management is becoming crucial. The main trends in the energy
industries are based on energy saving and renewable resources. The greatest dis-
advantage of renewable energy resources, primary wind and solar, is the mismatch
between the supply and demand of energy. It can be minimized with thermal
energy storage (TES) [7]. Energy savings can also be achieved by storing waste
heat from industrial processes.

TES can be classified in terms of by their operating temperatures. Low tem-
perature TES operates below 120 �C [7] or 200 �C [5]. Applications can be found
in building heating and cooling [3]. High temperature thermal energy storage
(HTTES) operates above these temperatures. HTTES are mainly used at solar
thermal power plants, where the solar energy is transformed into high-temperature
steam to drive turbines producing electricity [7].

Heat storing techniques are based on three basic principles. The first type uses
sensible heat. When a phase change appears, the energy is stored in the form of
latent heat, corresponding to the second type. The third type, called thermo-
chemical storage, occurs when endothermic and exothermic reversible reactions
are used [5]. The first two are more common, while the third is being studied [1, 4].

Solid sensible heat storage materials do not undergo phase change in the
temperature range of the storage process. The ability to store sensible heat for a
particular material greatly depends on the value of its energy density, i.e. the heat
capacity per unit volume. For a material to be useful in a TES application, it must
be inexpensive and have good thermal conductivity [6]. Solid sensible heat storage
has to include some kind of heat exchanger to transfer the thermal energy to or
from the heat transfer fluid. If the storage media has lower conductivity, the input
costs increase for more complex heat exchangers. Cast ceramics and concrete were
tested as TES at the Plataforma Solar de Almeria in a research project of the
German Aerospace Centre [11]. Recycled industrial ceramics made by vitrification
of asbestos containing wastes were also studied [8] as candidates to be used as
sensible TES material.
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The concept of the research project ‘‘Reversible Storage of Energy’’ (RESEN)
is based on the use of high heat capacity of rock for energy accumulation and its
conductivity enhancement. A newly developed thermally conductive geopolymer
(TCG) is added to improve the charging rates and ensure less extensive heat
exchanges.

This study describes granite rock and TCG sandwich heating experiment. The
evaluation of the experiment is based on a numerical heat transfer model assem-
bled in COMSOL Multiphysics [2]. The software was previously used for mod-
elling of rock heating experiment [9] or geothermal system study [10].

32.2 Materials and Methods

A survey of common rocks in the Czech Republic was performed at the beginning
of the RESEN project. The basic geomechanical properties were measured for
samples from 41 locations. 4 sedimentary, 12 volcanic, 9 plutonic and 16 meta-
morphic rocks were examined. The ten best candidates were chosen for further
investigation of their thermal properties. A sample of common concrete was added
for comparison. Finally, the granite rock from Panské Dubénky was chosen as the
best rock fill of designed HTTES. This granite has the highest heat capacity and
lowest thermal conductivity decrease with increasing temperature. It is also stable
and does not exhibit degradation after cyclic heating up to a temperature of
380 �C.

Thermally conductive material was developed in an attempt to increase heat
transfer in HTTES. This material is based on a geopolymer mixture of graphite,
specifically, a mixture of sodium-silica water glass, metakaolin and flake graphite
of various grain sizes. It has 6–109 higher thermal conductivity compared to rocks
and high thermal endurance. The cyclic heating of TCG, demonstrated endurance
up to 380 �C under conditions in the presence of atmospheric oxygen. The thermal
endurance of the base geopolymer matrix is higher than 800 �C and the maximum
operational temperature is thus limited by the thermally conductive additive
(graphite), which is oxidized by oxygen at temperatures above 400 �C. The
thermal conductivity and heat capacity of TCG were measured using a HotDisk
Constant Thermal Analyser, yielding values of 19.7–23.3 W m-1 K-1 and
1.05–1.51 MJ m-3 K-1—in dependence on the grain-size distribution of the
conductive matter. TCG also has following parameters: density 1,150 kg m-3,
porosity 40 %, compressive strength 4 MPa and saturated hydraulic conductivity
7 9 10-9 m s-1.

The concept of described experiment was based on heating a rock block with an
artificial fissure and comparing temperature changes with and without the use of
TCG. To eliminate external influences, the fissure was divided into two sym-
metrical halves, so that comparison could be made on the basis of one set of
measurements. One half of the fissure was filled with TCG and the other with
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ballotini (originally granite gravel was planned). The effect of TCG was evaluated
by a numerical model on the basis of measured temperature field.

A scheme of the experimental setup is depicted in Fig. 32.1. A granite block
with dimensions 800 9 600 9 300 mm was used. It was horizontally divided into
two plates, which were notched on the cut plane. Each notch was 10 mm deep and
23 mm wide on an average. The space with notches between the plates was filled
with a 15 mm thick layer of TCG and ballotini. The resulting block is 305 mm
high with a 5 mm continuous layer of TCG and 10 mm TCG in the filled notches.
A hole was drilled by the side in the upper plate for the heating rod element
(Fig. 32.2). Other holes were drilled for a total of 28 thermometers. The block was
reinforced by a metal frame and dilatometers were installed before the experiment.
The whole block was encased in 50 mm thick FoamGlas panels as thermal
insulation except for the side farthest form the heating rod to promote the heat flux
in the direction of the fissure.

Fig. 32.1 Experimental setup and its model geometry representation in COMSOL. Front half of
top block plate is removed

Fig. 32.2 Placement of thermometers, on the left is the top view; on the right is a side view
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The experiment started by heating the rod element. The maximal possible
power load was 630 W. The space in the borehole between the heating rod and the
block was filled with TCG. 2 thermometers were inserted in each of granite plates
near the heating rod, 7 in the fissure, 9 between granite surface and the insulation,
4 on the top of the insulation and 4 on the side farthest from the heating element.
Their position is depicted in Fig. 32.2.

For the first period, the thermal gradient at the heating rod was set at 1 �C per
hour because of hardening the TCG layer. The final temperature 400 �C was
reached after 16.6 days. This temperature was fixed for another 14 days (2nd
period). In 3rd period a declining temperature gradient 1 �C per hour was set at the
rod, as can be seen in Fig. 32.4.

The numerical model was created with the Heat Transfer Module in the
COMSOL Multiphysics finite element software package. According to the
experiment, the modelled process corresponds to unsteady heat conduction in
solid. The governing equation is:

Fig. 32.3 Shapes of the temperature dependent functions of the specific heat capacity (Cp) and
the thermal conductivity (k) of Panské Dubénky granite (PD) and TCG

Fig. 32.4 Measured temperatures (solid lines) and controlled temperature at the heating rod
element (dashed line)
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qCp
oT

ot
¼ r � ðkrTÞ þ Q ð32:1Þ

where T is the temperature, t is time, Q is the heat source, and the remaining
coefficients are the material properties: the density q, heat capacity Cp, and
thermal conductivity k.

A combination of two boundary conditions was used on the surfaces of the
thermal insulation and the metal frame. These are called convective cooling (32.2)
and surface-to-ambient radiation (32.3) in COMSOL.

�n � ð�krTÞ ¼ h � ðText � TÞ ð32:2Þ

�n � ð�krTÞ ¼ erðT4
ext � T4Þ ð32:3Þ

where n is the normal vector, k is the thermal conductivity, h is the heat transfer
coefficient, e is the surface emissivity, T is the temperature, Text is the ambient
temperature and r is the Stefan-Boltzmann constant.

The values of the input parameters were calibrated manually by minimising
differences between the modelled and measured temperatures.

The heat source was set as a time function based on recorded power load
values. The heat source is represented as Q in 32.1.

The thermal properties were measured before the experiment in the range of
20–400 �C for the granite, TCG and ballotini, and were set as temperature
dependent in the model. The piecewise cubic interpolation functions from the table
values were used for the thermal dependency. The function curves are displayed in
Fig. 32.3.

The computational mesh was automatically generated in COMSOL with the
‘‘fine resolution’’ settings. The entire mesh consists of 944,300 tetrahedral ele-
ments and 158,746 triangular surface elements.

At first stage of simulations we neglected iron frame, but modelled tempera-
tures have not fit the measurements. The model results were closer to measure-
ments after adding representation of metal frame.

32.3 Results

The total duration of the experiment was 1,134 h (47.25 days). The temperatures
and power input were recorded every 30 s. The measured temperatures are
depicted in Fig. 32.4, the measured power input is shown in Fig. 32.7.

There is visible temperature trend change after 94 h from beginning of
experiment. The anomaly is visible for every thermometer except for the heating
rod. Before this event the temperature gradient at the nearest thermometer was
1 �C/h, than it changed to 0.2 �C/h. During more than three days the gradient was
increasing to 0.4 �C/h. The temperature at the heating rod was 88 �C at the

248 M. Černý et al.



beginning of the event. The lowest gradient was reached at the temperature of
111 �C at the heating rod. At the same time, there are visible changes in the trend
of the power input curve. During 2nd period with fixed temperature on the rod, the
measured power input and the temperatures in the granite block were decreasing.

It was impossible to reproduce observed changes in temperature slopes without
adding thermally resistive layer at the surface of the heating rod with
Rs = 0.0025 K m-2 K-1 from 94th hour. With a focus on the symmetrically placed
thermometers, the TCG conductivity function (PD_k(t) in Fig. 32.4) values had to be
reduced by 30 % to achieve measured temperature differences. The results for the
final calibrated model compared to the measured values are depicted in Fig. 32.5.

The contribution of TCG was evaluated by comparing the normal heat flux from
the heating element to the half of the granite block filled with ballotini and the half
filled with TCG. At the maximum, the heat flux from the heating rod to the TCG
filled half was 38 % higher and on the average, it was 24 % higher than the flux to the
half with ballotini. The plots of simulated heat fluxes are depicted in Fig. 32.6.

Fig. 32.6 Heating element
power load (measured) and
heat fluxes from the heating
rod element (modelled) to the
half of granite block filled
with TCG and the half with
ballotini

Fig. 32.5 Measured (dotted lines) and simulated (solid lines) temperatures of selected
thermometers
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The other evaluated fluxes correspond to heat losses (Fig. 32.7) from the sur-
faces of the thermal insulation and uncovered parts of the iron frame. The area of
the thermal insulation is 2.01 m2 and the area of the uncovered frame is 0.52 m2.
Even though the frame surface is four times smaller, the heat loss is higher. The
frame significantly affects the heat fluxes, because it represents a heat bridge
through the insulation layer.

32.4 Discussion

The observed temperatures 88–111 �C during the anomaly occurrence can suggest
problems related to the residual water. Another explanation could be based on heat
contact destruction between the rod, TCG and the granite, caused by different
thermal expansion of these materials. Prior to this experiment, TCG alone was
tested with a cyclic thermal load and no structural changes were observed. The
granite block has not been disassembled yet, because more cyclic heating tests will
be performed.

The thermometers consist in a 35 mm long metal rod, but model probes are
dimensionless points. If the thermometer is placed in a steep temperature gradient,
its size can lead to averaging of the surrounding temperatures. This could explain
remaining differences between the simulation and measured data.

Adding a thermally resistive layer to the surface of the heating rod in the model
corresponds to a possible loss of thermal contact, which is assumed to occur
because of the constant temperature rise while the power input was decreasing.
The need of the 30 % reduction of the TCG conductivity function could be
assigned to the contact resistance between granite block and TCG or other
uncertainties.

Fig. 32.7 Modelled heat
losses through the surface of
the insulation (2.013 m2) and
the iron frame (0.5198 m2)
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32.5 Conclusion

The heating experiment was performed on a granite block with an artificial fissure
filled with TCG and ballotini. Unexpected temperature development was observed
at the installed thermometers. When we neglected some of the measurements, it
was possible to reproduce the experiment with finite element simulation and
evaluate the heat fluxes in each half. Adding a 15 mm TCG layer to 300 mm
granite block increased the heat flux by 24 % on average compared to the ballo-
tini-filled half, although the model estimations indicate conductivity decline in the
application to cca 15 W m-1 K-1, compared to 22 W m-1 K-1 measured at the
TCG samples. More experiments should be performed on TCG application to
identify the cause of anomaly at 94th hour of the experiment.
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Chapter 33
Transient Response of Different Highly
Conductive PCM Composites

Mohammed H. Mahmoud Alhamdo, Bashar A. Bdaiwi
and Ali H. Hasan

Abstract In this work, the thermal conductivity of paraffin wax has been
enhanced by employing four different high conductivity additives infiltrated within
the PCM. These include the use of Graphite Powder (GP), Copper Particles (CP),
Aluminum oxide Particles (AP), and Copper Network (CN). Four different types of
pure waxes were selected, tested and compared. Twelve samples of wax/additives
composites were prepared by adding different mass ratios of 3, 6 and 9 % of
additives by weight in each type of wax. The storage system contains spherical
capsules filled with composite PCMs that are packed in an insulated cylindrical
storage. Transient temperature based governing equations have been developed
and solved numerically by both ANSYS FLUENT 14 code and by numerical
implicit time marching model. With progress of time, results showed that the
numerical predictions of ANSYS software start to deviate from the experimental
observations. The grade-B paraffin was found to be the best one. Results indicate
that all the enhancement methods have significant effect on the thermal response of
the system. However, the utilization of 6 % additives by weight has been found to
provide the best enhancement effect. The developed new-sort CN composite is
found to produce the best thermal response due to its good homogeneity with wax
and its high conductivity. Results showed that for CN composite with 6 % addi-
tives, the charging and discharging time decreased by 26.4 and 30.3 % respec-
tively than that of pure wax and the thermal conductivity enhanced by 2.57 times
that of pure wax.
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Nomenclature

C Specific heat
CA PCM capsules
H Enthalpy
K Thermal conductivity
L Storage length
LH Latent heat
P Pressure
r Radial coordinate inside PCM capsule
R Radius of PCM capsule
r0 Radius of the storage
t Time
T Temperature
u Fluid axial velocity

V
! Velocity vector

WF Working fluid
x Axial direction

33.1 Introduction

The use of phase change materials (PCMs) for Latent Heat Energy Storage
(LHES) has received a great interest in recent years. Among the PCMs proposed,
paraffin wax attracts considerable attention. However, in spite of desirable prop-
erties of paraffin wax, the low thermal conductivity is its major drawback
decreasing the rate of heat stored and released during melting and solidification
processes.

Various techniques have been used to increase the thermal response of PCMs.
These have included the use of pin and plate fin heat sinks in the PCM system [1–
3]. Other methods to improve thermal response have included the use of metalled
foams with PCM [4–6]. Ukrainczyk et al. [7] reported that large difference exist
between paraffin wax thermo physical properties values available in open litera-
tures. For example, the thermal conductivity of wax is reported of even about
100 % variations in different studies. Recently, Maheswari and Reddy [8] reported
that the reason for difference between the theoretical and experimental results is
the material thermal properties of the PCM. Thus the material thermal properties
of the PCM should be well known in order to obtain accurate results with the
numerical methods [8].

So, while there have been many studies of various techniques to improve
paraffin PCM thermal response, there has been no comprehensive study which
tested each of the common LHES styles under identical operating conditions.
Therefore, the objectives of this research are to:
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1. Establish a self-adopted thermo-physical properties of available waxes and
composites used as PCMs.

2. Investigate the thermal effects of various types of additives that infiltrated
within PCM with different mass fraction ratios.

3. Make series of transient numerical simulations by using both ANSYS 14.0
code and implicit-model to account for the thermal gradient inside spherical
PCM capsules packed in a cylindrical storage with air as the working fluid.

4. Build an experimental facility to validate the results obtained from the
numerical simulations during charging and discharging cycles.

33.2 Numerical Modeling

Figure 33.1 shows the physical representation of the LHES. A cylindrical storage
is randomly packed with PCM spherical capsules. The working fluid (air) flows
through the porous spacing between capsules.

The FLUENT CFD software by ANSYS is used to simulate and analyze the
phase change processes of LHES. The governing conservation equations are:

The continuity equation:

rV
!¼ 0 ð33:1Þ

The momentum equation:

qWF � D V
!

Dt
¼ �rP þ lr2 V

! ð33:2Þ

where rP is the pressure gradient within the velocity field.
The energy equation of the working fluid is:

qWF � DHWF

Dt
¼ KWFr2TWF þ S ð33:3Þ

where S is the dissipation function that includes the energy transformed into heat
due to the fluid shear stress. The energy equation of the composite PCM is:

qCA
DHCA

Dt
¼ KCAr2T ð33:4Þ

where the enthalpy of the PCM:

33 Transient Response of Different Highly Conductive PCM Composites 255



HCA ¼ Hsensible þ Hlatent ð33:5Þ

And

Hsensible ¼ H0 þ CCAðT � T0Þ ð33:6Þ

H0 and T0 are arbitrary reference values, since only enthalpy change is required for
analysis.

Hlatent ¼ b � LHCA ð33:7Þ

where b is the liquid fraction (0 B b B 1). In order to fully solve for the above
system of equations, there will be a need to initial and boundary conditions:

At t = 0; TWF = Tinitial, TCA = Tinitial and V = 0
At t [ 0; Vinlet = ux,inlet

For the exit flow, there is no need to define any condition, since ANSYS
extrapolates the data from interior domain. After creating the geometry, mesh
generation tool that included in the FLUENT software workbench is used to
generate the model mesh. The SIMPLE (Simi-Implicit Method for Pressure-
Linked Equations) algorithm was utilized for solving the governing equations.

For time marching implicit method, the energy equations, and initial and
boundary conditions are;

e � qWF � CWF

�
oTWF

ot
þ u

oTWF

ox

�
¼ KxWF � o

2TWF

ox2
þ KrWF

�
o2TWF

or2
0

þ 1
r0

oTWF

or0

�

þ h � aC

�
TCA � TWF

�

ð33:8Þ

qCA � CCA � oTCA

ot
¼ KCA

�
o2TCA

or2
þ 2

r

oTCA

or

�
þ h � aC

�
TWF � TCA

�
ð33:9Þ

Flow
In

Flow Out

r0

x

Spherical 
Capsule

Solid Phase

Melting Front

Liquid
Phase

O

R

r

Fig. 33.1 Physical representation of the numerical modeling
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At t = 0; TWF = TWF, initial [for 0BxBL] and TCA = TCA, initial [for 0BrBR ;
0BxBL]
At t [ 0; TWF = TWF, initial [for x=0] and oTWF

o x ¼ 0 [for x=L]
oTCA
o r ¼ 0 [for r=0] and kCA

oTCA
o r ¼ h � ðTWF � TCAjr¼R

Þ [for r=R ; 0BxBL]

Where (e) is porosity, (a) is surface area and (h) is heat transfer coefficient. The
solution of the set of above equations is accomplished with a time marching
implicit method. The iteration accuracy was selected to be;

j TCAðX ;tþ1Þ � TCAðX ;tÞ j¼ 0:0001

33.3 Experimental Work

The experimental investigation is divided into three major parts; obtaining the
thermo physical properties of PCMs, investigating the melting front inside single
capsule and investigating the transient thermal response during charging and
discharging processes for packed capsules system.

The thermal conductivity of paraffin wax has been enhanced by employing four
different high conductivity additives infiltrated within the PCM. These include the
use of Graphite Powder (GP), Copper Powder (CP), Aluminum oxide Particles
(AP) and fabricated Copper Network (CN).

Four different types of pure waxes were selected, tested and compared. Two of
them produced by major Iraqi oil company (Al-Durra refinery) named as grade-A
and grade-B, the third one is a commercial Iranian product (KCC, Co.) and the
fourth is natural bee wax (Haman Co., Germany).

Twelve samples of wax/additives composites were prepared by dispersion
different mass ratios of 3, 6 and 9 % of additives by weight in each type of liquid
wax. To ensure stability and homogeneity of the composite, it’s mixed by hand for
approximately five minutes and then sonicated for three hours using ultrasonic
processor. For the Copper Network (CN), the capsule is filled with CN and then
poured the liquid wax to it directly.

A self-adopted detailed experimental study is presented to determine thermo
physical properties of each type of pure wax and composite under investigation.
The melting point of waxes has been obtained by using (Stuart) melting point
device; the supply heating to the sample is at a rate (0.1 �C/s). During density
measurements of liquid and solid phases, a significant change occurs during the
phase change process. This leads to a significant contraction upon solidification.
Therefore, during encapsulation the PCM occupies only 88 % of the capsule and
the upper segment of 12 % contains air. The viscosity measurements were done by
using BROOKFILLD Viscometer with a spindle rotate speed of 100 rpm. A
calorimeter is used to measure the specific heat and latent heat of fusion. The
measured data for pure waxes are shown in Table 33.1.
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The thermal conductivity of pure and composite PCM was done based on the
ASTM standards. The steady state test method is taken primarily from ASTM
C177-04 and ASTM C518-02 standard methods. All samples were cut and pol-
ished to dimension of 2.5 cm thick and 10 cm radius. After around 25 min, the
steady state is achieved. The validity of the measurement obtained from the steady
state manufactured device has been checked by repeating the measurement using
computerized thermal conductivity measuring system (TK-04, Germany). This
system is based on the transient standard ASTM D5930 and ASTM D5334.
Results obtained from the two devices were nearly convergence to each other
(except for the CN/PCM composite).

Figure 33.2 represent a photo of the experimental facility that consist of 3-
phase variable speed air blower, 1,000 W pre-heater, vapour compression refrig-
eration system, four 500 W electrical heaters, ducting system with mixing baffles.

The PCMs are encapsulated in plastic capsules of an inner diameter of 39 mm
with a wall thickness of 0.5 mm. Totally 80 spherical capsules are filled with
(25 g) of PCM have been packed inside the cylindrical test section. Eighteen
thermocouples of (K type) with data logger were used to record the temperatures
of composite PCM capsules and air at five different locations along the axial and
radial direction in the test section. The phenomenon of wax melting is captured by
high resolution digital camera that fixed in a suitable position in front of the test
rig. A glass capsule that had an outer diameter of 50 mm and wall thickness of
1 mm was placed in a controlled heated air flow stream. In addition to providing
visualization photographs, temperature readings were obtained using seven ther-
mocouples that were placed on a horizontal and vertical planes passing through
sphere center. To check the reputability of the data, all experiments were per-
formed at least twice (on different days). The error associated with primary
experimental measurements of the temperature of PCM, working fluid and the

Table 33.1 Measured properties of pure waxes

Wax type Grade-A Grade-B Commercial Natural

Melting point (�C) 60.4 63.7 61.5 69.5
Solid density (kg/m3) 787.9 796 797.8 831.3
Liquid density (kg/m3) 765.4 766.5 767.1 789.8
Viscosity (kg/m s) 0.0116 0.0127 0.0123 0.0165

Fig. 33.2 Photo of the
experimental setup
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mass flow rates were done using the root sum square method. The estimated values
for uncertainties a temperature is 1.072 % and for mass flow rate is 0.53 %.

33.4 Results

The propagation of melting fronts of grade-A pure wax are shown in Fig. 33.3. It
can be seen that the top half melts at a faster rate than the bottom half for pure wax
and the solid PCM has sunk to the bottom of the capsule due to heavier density of
the solid PCM. It is concluded that free convection dominates in the top side of
capsule, while heat conduction occurs only at the bottom half.

Figure 33.4 shows the transient melting fronts of grade-B/CN composite. It is
observed that the melting occurs equally around the solid PCM inwards the center
of the sphere. Also, it is clear that the CN holds the solid PCM and restricted it
from sinking to the capsule bottom. For other types of additives (GP, CP and AP),
no visualization photos were possible, since the color of composite has been
changed to dark color. As compared to pure wax a greater amount of wax has been
melted with the same boundary conditions due to larger amount of heat conduc-
tion. It is found that due to presence of 6 % CN by weight, the observed melting
period was reduced by 19.23 % for grade-A wax, 21.05 % for grade-B wax,
17.02 % for commercial wax and 19.11 % for natural wax.

Figure 33.5 show the ANSYS numerical results for grade-A wax with 6 %
additives by weight. Figure 33.6 shows a comparison between the numerical and
experimental results obtained for temperature history of grade-A wax/6 % GP
composite. Also, Fig. 33.7 shows comparison between experimental and numerical
simulations inside capsule contains grade-A wax/9 % AP composite. The results
indicate that the ANSYS numerical predictions start to deviate from the experi-
mental observation with the progress of time. However, it should be noted that the

t=0 min t=10 min t=20 min t=30 min t=40 min t=52 min

Fig. 33.3 Visualization of the transient melting front of pure grade-A wax

t = 0 min t = 10 min t = 20 min t = 30 min t = 40 min t = 52 min

Fig. 33.4 Visualization of transient melting front of grade-B wax/CN composites
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Grade-A wax /6%AP compositeCharging Discharging

Grade-A wax /6%CP compositeCharging Discharging

Fig. 33.5 ANSYS results for composite grade-A wax during melting and solidification

Fig. 33.6 Comparison
between experimental and
numerical results of melting
and solidification processes

Fig. 33.7 Comparison
between experimental and
numerical results of melting
process inside single capsule

PCM solid shape predicated in this work by ANSYS software (Fig. 33.5) were agree
with the results just obtained recently from ANSYS software by Maheswari and
Reddy [8]. However, it is clear that the developed implicit model is able to predict
the thermal response more accurately than ANSYS code.
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The thermo-physical properties of paraffin wax dispersed with 0, 3, 6 and 9 %
of additives by weight are plotted as a function of mass fraction in Figs. 33.8 and
33.9. Results show that the specific heat and latent heat of composite PCM is lower
than the pure wax and its value will reduced with the increase of the mass fraction
of additives. As can be seen from results, the specific heat has drastic drop when
the CN mass fraction reaches 9 %.

Figure 33.10a–d shows the variation of thermal conductivity of pure and
composite PCMs with respect to mass fraction of additives. For all types of
additives under investigation, results revealed that composite thermal conductivity
increases with increasing of additives rate in the PCM. The utilization of 6 %
additives by weight has been found to provide the best enhancement effect. This
mass fraction is found to significantly increase the composite thermal conductivity
with little decrease in specific and latent heats and good homogeneity with waxes
to form composite PCMs. Grade-B paraffin wax has been found as the most
preferred type due to its compatibility with all additives under investigation and
due to its high latent heat and high thermal conductivity.

Figure 33.11 shows the thermal effect of adding different infiltrated high con-
ductivity materials, with various mass ratios within grade-B wax. Results indicate
that all the enhancement method have significant effect on the thermal response of
the system. However, it is found that the CN composite improve the rate of heat
transfer during both charging and discharging modes even if the mass fraction of
the CN is just as low as 3 % with the PCM. The developed new-sort CN com-
posite, that using combined sensible and latent heat storage concept is found to
produce the best thermal response due to its good homogeneity with wax and its
high conductivity due to their continuous inter-connected structure. The AP
composite is found to exert little effect on melting/solidification processes and
slight enhancement in thermal conductivity of the waxes under investigation.
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Figure 33.12 shows the melting and solidification of packed capsules contain
composites composed of grade-B wax with CN of 3, 6 and 9 % by weight. It can be
noted that the phase change time reduces with the increase of the CN mass ratio
within the composite. It is clear that thermal response enhancement is greater during
solidification than melting as conduction plays a greater role in solidification while
natural convection becomes significant during melting. The increase to 9 % by
weight additives show a little increasing of thermal conductivity than of those of 6 %
and a little decreasing in time needed to complete melting and solidification. It is
found that for grade-B wax/CN composite with 6 % additives, the charging and
discharging times decreased by 26.4 and 30.2 % respectively than that of pure wax.
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Fig. 33.10 a Thermal conductivity for various composites of grade-A wax. b Thermal
conductivity for various composites of grade-B wax. c Thermal conductivity for various
composites of commercial wax. d Thermal conductivity for various composites of natural wax
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Fig. 33.11 Thermal effect of adding various mass ratios of different materials within grade-B
wax
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33.5 Conclusions

Experimental and numerical investigation has been carried out to find the thermal
conductivity enhancement of paraffin different waxes composites by employing
four different high conductivity additives infiltrated within waxes. Based on the
findings of the present work, the following conclusions were drawn:

1. Among the four types of waxes under investigation, grade-B paraffin wax has
been found as the most preferred type due to its compatibility with all additives
under investigation and due to its high latent heat and high thermal
conductivity.

2. Compared to the results of pure PCMs, the thermal response of all composite
PCMs is enhanced by embedding additives into it. It has been found that the
selection of 6 % additives by weight has been found to provide the most
suitable enhancement effect. This optimal value is found to utilize maximum
advantage of both conduction and heat capacity effects in the composite.

3. The comparisons between experimental and numerical results indicate that the
predictions of ANSYS start to deviate from experimental data with the progress
of time. The implicit model was able to predict the response more accurately.

4. To eliminate errors of wax thermal properties that previously addressed in
literature, a self-adopted experimental investigation has been conducted on
each type of pure and composite waxes under investigation. It is found that
increasing the mass fraction of CN additives from 3, 6 and 9 % by wt increase
the thermal conductivity of grade-B wax by 105.14, 257.47 and 274.76 %
respectively.

5. The developed new-sort CN composite is found to produce the best thermal
response due to its good homogeneity with wax and its high conductivity. The
AP composite is found to exert little effect on melting/solidification processes
and slight enhancement in thermal conductivity.

6. For melting process of pure waxes inside single spherical capsule, it is found that
conductive heat transfer dominates during early periods only. After that, and
because of molten wax, the free convection is dominated in the top half of the
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Fig. 33.12 Melting and solidification profiles for different CN composite packed capsules
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spherical capsule. The melting process of CN composite is found to occur equally
around the solid PCM inwards the center of the sphere. Also, it’s found that the
CN holds the solid PCM and restricted it from sinking to the bottom of capsule.

7. Cyclic analysis indicates that the charge and discharge rates of LHES are
greatly enhanced using composites. It’s found that for grade-B wax/CN com-
posite with 6 % additives, the charging and discharging times decreased by
26.4 and 30.2 % respectively than that of pure wax.

This work shows a great potential of utilizing the new-sort of CN composite as
a PCM in LHES systems.
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Chapter 34
Energy Harvesting in the Microwaves
Spectrum Using Electrically Small
Resonators

Mohammed R. AlShareef and Omar Ramahi

Abstract This paper presents energy harvesting improvements utilizing electri-
cally small resonators. A single bow-tie antenna and a split ring resonator (SRR)
working at the same frequency of 5.8 GHz are designed. The bow-tie antenna
achieves about 12 % power efficiency, whereas the SRR achieves more than 37 %.
A new efficiency term is also proposed to take into account the footprint reduction
and efficiency advancement resulting from SRR elements. Two arrays of SRRs and
bow-tie antennas are designed to occupy identical footprints. Microwave power
harvesting efficiency of 60 and 15.2 % for the SRRs and bow-tie arrays, respec-
tively, are achieved.

34.1 Introduction

Recently, microwave energy harvesting has received much attention, especially in
Wireless Power Transmission (WPT) applications. In WPT, previous works uti-
lized rectenna systems that consist of three major elements: the antenna, the
rectifying circuit and the load to trap and harvest microwave radiation [1–7] and
convert it to DC power. Generally, any advancement has been focused on
improving the conversion efficiency rather than energy harvesting. Moreover, the
potential radiation that can be harvested or received by means of a classical
antenna is very small owing to the harvesting capability of the antenna. Hence,
rectenna arrays with different configurations have been introduced [2, 8–10] to
increase rectenna system power transfer capability and gain better power har-
vesting efficiency. Although one rectenna system using 20 9 20 array rectenna
elements demonstrated about 75 % DC conversion efficiency, the entire efficiency
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from the transmitter to the receiver was only about 33 % [8]. Employing an
effective collector will, therefore, be extremely advantageous in enhancing the
overall efficiency of the WPT systems. In [11], electrically small resonators, which
are much smaller (in size) than their free-space wavelength, were recently reported
showing an improvement of power trapping efficiency. In this paper, a comparison
between a bow-tie antenna and SRR in terms of power harvesting is presented.
Furthermore, a new efficiency definition is proposed, taking into account the
footprint miniaturization.

34.2 Power Harvesting Using Classical Antenna and SRR

Since the most effective element in power harvesting systems is the collector or
harvester, this work is devoted to enhancing the power collecting efficiency of the
harvester. Thus, a bow-tie antenna and an SRR structure are compared as harvester
elements. The SRR is designed on a Rogers substrate with a dielectric constant
(er ¼ 2:2) and thickness (h ¼ 0:787 mm), and simulated using HFSS Ansoft [12].
The geometric dimensions of the resonator are optimized to obtain its resonance
frequency at 5.8 GHz, where the arm length l ¼ 6:3 mm, arm width w ¼ 1:1 mm,
and the gap g ¼ 0:8 mm as shown in Fig. 34.1.

The microstrip bow-tie antenna has been selected to compare with the SRR due
to its low profile. This antenna is designed to operate at the next higher ISM band
(5.8 GHz) to miniaturize the aperture size without compromising the element
efficiency as claimed in [4]. In [13], a closed-form formula to calculate the res-
onance frequency, which is based on the bow-tie antenna geometry, is developed
as follows:

fr ¼
c � k1

2p
ffiffiffiffi
ee

p

ee ¼
er þ 1

2

� �
þ er � 1

2

� �
1 þ 12h

We

� �1=2 ð34:1Þ

We ¼
W þ Wc

2
ð34:2Þ

where ee is the effective permittivity, We is the effective bow-tie side width, and k1

is the eigenvalue and obtained by using the Rayleigh-Ritz method:

k1 ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d1ðW þ WcÞ=ðL2ð3W þ WcÞÞ

p
ð34:3Þ
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where d1 is a coefficient and chosen as d1 ¼ 3:45. The calculated dimensions of
the bow-tie antenna are as follows: W ¼ 9 mm, Wc ¼ 3 mm, and L ¼ 13:81 mm, a
Rogers 5,880 substrate with a dielectric constant (er) of 2.2 and thickness (h) of
0.787 mm is used in this design. A 50 X coaxial line probe feed located at xs ¼
0 mm and ys ¼ 0:75 mm is used to excite the antenna. The structure geometry is
shown in Fig. 34.1 The reflection coefficient S11 of the designed bow-tie antenna is
illustrated in Fig. 34.2a. The antenna operates at 5.8 GHz and its bandwidth,
which is determined at the 10 dB return loss, is 1.1 %. This narrow bandwidth may
be attributed to the thin substrate and compact size of the antenna.

A comparison of the power efficiency of the two structures is conducted to show
the power harvesting improvement using the SRR inclusion, where a 50 X resis-
tive load is placed over the coaxial line feeding port of the bow-tie antenna. A
plane-wave perpendicular to the mictrostrip plane is then shone to excite the
antenna. By applying the Poynting vector, the time-average power is expressed as

P ¼ 1
2

I
Sav � ds ¼ 1

2

I
Re½E � H�� � ds ð34:4Þ

where Sav is the average power density, and for an electric field of a uniform plane
wave E, the average power density can be calculated as

PD ¼ jE2j
2g

: ð34:5Þ

The power harvesting efficiency of the bow tie antenna loaded by a 50 X
resistance is plotted in Fig. 34.2b. The power efficiency is computed using the
HFSS calculator by dividing the power dissipated on the resistive load surface over

W

h

W
c

(xs,ys)

L

l

g

w

(a) (b)

Fig. 34.1 Schematic representations of the a split ring resonator, and b bow-tie microstrip
antenna. Note that schematic is not drawn to scale
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the power density (PD) multiplied by the cross-sectional area (A) of the air box,
thus:

geff ¼
Pdiss

PD � A
ð34:6Þ

Although the maximum power efficiency occurs at the resonance frequency
(5.8 GHz) as expected, this antenna, which has been used in rectenna systems,
shows a low power harvesting capability. In other words, the highest efficiency
that can be achieved by this bow-tie antenna is only about 12 %.

The same previous steps are applied to the SRR structure to prove the power
harvesting enhancement; however, the SRR has a different characteristic imped-
ance. This impedance is much higher than 50 X since it depends largely on the
SRR geometry, such as the arm length and the gap width. Thus, to achieve the
highest possible power efficiency, the resonator should be loaded with a resistance
that matches the input impedance. Hence, it is found that the optimal resistance
value of the SRR designed at 5.8 GHz is 2,000 X. A resistive sheet is placed
across the SRR gap, where the highest electric field intensity is observed. A
substantial power efficiency improvement is realized using the SRR, in which
more than 37 % power efficiency is achieved. In other words, the resonator har-
vesting efficiency improvement is more than double that of the bow-tie antenna
system. Figure 34.3 shows the harvesting power efficiency when using the SRR
loaded by different resistance values.

34.3 Power Harvesting Efficiency Per Unit Area

In addition to enhancing harvesting efficiency through use of electrically small
resonators, SRR also allows footprint miniaturization, because the coupling that
occurs between classical antennas does not arise. Therefore, a new efficiency term

Fig. 34.2 Simulated a reflection coefficient (S11), and b power efficiency of the bow-tie
microstrip antenna loaded by 50 X
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is proposed to take into account the size reduction as well. For that reason, two
comparable arrays of SRRs and bow-tie antennas are made to show SRR’s min-
iaturization and efficiency enhancement.

For the first case, an array composed of two bow-tie antennas is designed at
ISM band 5.8 GHz. In order to prevent any coupling or cross talking between the
two antennas, the separation between them is varied until the coupling becomes
suppressed. It is found that the minimum separation is about k=2, at which point
the coupling effect becomes negligible. The geometry and dielectric material of
the two bow-tie antennas used in the array are similar to that used in the individual
one shown in the previous section. A second array, having a footprint identical to
the bow-tie antenna array is made of 21 SRRs. Figure 34.4 depicts the two arrays
of the bow-tie and SRRs occupying the same area A of L � W ¼ 80 mm � 30 mm.

The two arrays shown in Fig. 34.4 are excited by two different orientations of a
plane-wave, depending on the array that is excited. For the bow-tie array, an
orthogonal plane-wave (direction of propagation k perpendicular to the antenna
plane (xy-plane) is shone; then, a power dissipated on the loaded resistance (50 X)
for the two antennas is calculated. As illustrated in Fig. 34.5, about 15 % power
efficiency is achieved, which is approximately identical to that of the single bow-
tie antenna, at the resonance frequency (5.8 GHz). With the same area of the
previous array, 21 SRRs occupy this array, and each resonator is loaded by a
2,000 X, which is an optimal resistance as introduced before. Instead of calcu-
lating the power efficiency, the harvested power amount is computed since it is
difficult to estimate the exact amount of incident power on each SRR due to the

Fig. 34.3 Power efficiency
of the SRR loaded by
different resistances
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mutual coupling among them. Figure 34.6 shows the power that can be collected
by a single SRR if 1 mW is shone over the array. Figure 34.6a shows the power
collected by the first row in the array, while Fig. 34.6b and c show the power
collected by the second and the third rows, respectively.

Table 34.1 summarizes the potential power that can be harvested for the two
arrays. If a plane-wave carrying 1 mW is applied on each structure, the total
amount of power collected at resonance frequency is 0.597 mW and 0.153 mW for
SRRs and bow-tie arrays, respectively.

Fig. 34.4 Schematic representations of the designed arrays of a bow-tie microstrip antenna, and
b SRR element

Fig. 34.5 Power collected by the array of bow-tie antennas loaded by 50 X
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34.4 Conclusions

A comparison between a bow-tie antenna and split ring resonator (SRR) was made
to show the efficiency improvement in power harvesting. SRR showed a sub-
stantial power efficiency improvement over that of the classical antenna. The bow-
tie antenna achieved about 12 % power efficiency, whereas the SRR achieved
more than 37 %. Moreover, a new efficiency definition was proposed to take into
account the size reduction achieved by utilizing the resonator coupling concept,
which in turn, increases the total power efficiency. Therefore, two arrays having
the same area, both designed at 5.8 GHz, produce 0.152 and 0.597 mW, as power
harvested for the bow-tie antennas and SRRs, respectively.

Fig. 34.6 Power collected by the array of SRRs loaded by 2,000 X. a Frist row, b second row,
c third row

Table 34.1 The amount of power harvested for bow-tie and SRR arrays

Array type Average power (mW) No. of structures Total power (mW)

Bow-tie 0.0761 2 0.152
SRR 0.0284 21 0.597
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Chapter 35
3D Blade Vibration Measurements
on an 80 m Diameter Wind Turbine
by Using Non-contact Remote
Measurement Systems

Muammer Ozbek and Daniel J. Rixen

Abstract Non-contact optical measurement systems photogrammetry and laser
interferometry are introduced as cost efficient alternatives to the conventional wind
turbine/farm monitoring systems that are currently in use. The proposed techniques
are proven to provide an accurate measurement of the dynamic behavior of a
2.5 MW—80 m diameter—wind turbine. Several measurements are taken on the
test turbine by using 4 CCD cameras and 1 laser vibrometer and the response of
the turbine is monitored from a distance of 220 m. The results of the infield tests
and the corresponding analyses show that photogrammetry (also can be called as
videogrammetry or computer vision technique) enable the 3D deformations of the
rotor to be measured at 33 different points simultaneously with an average accu-
racy of ±25 mm, while the turbine is rotating. Several important turbine modes
can also be extracted from the recorded data. Similarly, laser interferometry (used
for the parked turbine only) provides very valuable information on the dynamic
properties of the turbine structure. Twelve different turbine modes can be identi-
fied from the obtained response data.

35.1 Introduction

Contemporary testing and monitoring strategies require accelerometers or strain
gauges to be used inside the blade or tower for dynamic measurements performed
on wind turbines [1]. However, these measurement systems are sensitive to
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lightning and electro-magnetic fields. Besides, some extra installations inside the
blades such as placement of cables for power supply and data transfer are required
for these applications. The signals from rotating sensors on the blades are trans-
ferred to stationary computer via slip rings or by radio/wireless transmission. For
large commercial turbines the required installations and preparations (sensor cal-
ibration) may be very expensive and time consuming [1–3].

Due to the technical limitations in sensor installations, the conventional systems
mentioned above can only be applied at certain locations on the turbine. Unfor-
tunately, the last 10–15 m of the blades (close to tip) are not accessible and
therefore cannot be instrumented. In practice, sensors are usually placed at the root
regions of the blades. However, the response measured at the root region only may
not provide useful information about the location and extent of a possible damage
close to the tip of the blade. The reliability of the extracted information is directly
related to the number of measurement points.

Fiber-optic strain gauges are proposed to be a promising alternative to accel-
erometers and conventional strain gauges since optical sensors are not prone to
electro-magnetic fields or lightning. However, it is reported that some feasibility
tests are still needed to ensure the effective and cost efficient use of this mea-
surement system. The factors affecting the performance of fiber-optic sensors such
as sensitivity to humidity and temperature variations and the corresponding error
compensation methods should also be investigated further [4].

In this work, two non-contact optical measurement systems (photogrammetry
and laser interferometry), which do not require any sensors to be installed in the
structure, are proposed to be promising and cost efficient alternatives for mea-
suring the vibration response of wind turbines. Unlike conventional measurement
systems (accelerometers, piezo-electric or fiber-optic strain gauges), optical
measurement techniques do not require any sensors to be placed on the turbine.
Therefore, no additional preparations such as cable installations for power or data
transfer are needed inside the blade or tower. However, some reflective markers
should be placed (or painted) on the structure. These markers are made up of a
retro-reflective material, which is 1,000 times more reflective than the background
blade material. Since the markers are in the form of very thin stickers (with a
diameter of 400 mm) they do not have any effect on aerodynamic performance of
the blades. During the tests, a total of 55 markers were placed on the turbine (11
markers for each blade and 22 markers on the tower). Placement of the markers on
the blade and their final distribution throughout the structure can be seen in
Fig. 35.1a, b respectively. In photogrammetry, markers are used as targets to be
tracked by the camera systems and all the targets can be tracked simultaneously.

During in-field tests, dynamic behavior of the turbine was monitored from a
measurement distance of 220 m by using a modified PONTOS system consisting
of four CCD cameras. Photogrammetric measurements were performed by GOM
mbH (GOM Optical Measuring Techniques). Although photogrammetry is effi-
ciently used in smaller scales by a wide variety of disciplines, this method was
applied for the very first time to a MW scale wind turbine within the scope of this
research project.
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In laser interferometry, a laser vibrometer continuously sends a laser beam to
the target and receives the beam reflected from its surface. If the object is moving,
this causes a frequency change and phase shift between the sent and reflected
beams. By detecting this frequency change (Doppler principle), velocity of the
moving object can be found. If the object itself has a reflective surface, no extra
retro-reflective markers are needed. However, since the blade material was not
reflective enough and the distance between the laser source and the turbine was
very long, high quality laser signals could only be acquired if the laser was
targeted to the markers. Once the quality of reflected laser beam is assured, laser
vibrometer can measure the vibration of the blade with very high accuracy (even in
micron level).

During the tests, laser interferometry measurements were taken by using a
Polytec OFV 505 laser head and OFV 5,000 controller with VD06 velocity
decoder. These systems were located in the field at a distance of 200 m from the
turbine. An SLR (Super Long Range) lens which enables an increased measure-
ment range up to 300 m was also required to take measurements from this dis-
tance. Figure 35.2 shows the reflection of laser beam from the marker on the blade.
Different from photogrammetry, laser vibrometer can only measure the motion of
a single point at a time. However, it is still possible to measure all the markers
distributed throughout the blade successively. Although this approach increases

Fig. 35.1 a–b Placement of
markers and their final layout
on the turbine [1]

Fig. 35.2 Reflection of laser
beam from the marker on the
blade
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test duration, it enables vibration characteristics of the structure to be acquired
with the same spatial resolution as provided by photogrammetry.

A third system (used as a reference), which has already been installed in the
turbine as a part of a long term wind load monitoring campaign, consists of 6 strain
gauges placed at the root region of the three blades (2 gauges per blade) and 2
strain gauges located at the tower base. These strain gauges are used to measure
flapwise and edgewise vibration of the blades and fore aft and side to side
vibration of the tower at a sampling frequency of 32 Hz. All the data recorded by 3
different systems were then synchronized by using a GPS clock whose absolute
time accuracy is approximately 10 ms. Considering the fact that frequencies that
are expected to dominate the response of the wind turbine are mostly in low
frequency range (0–5 Hz), this accuracy can be considered as quite sufficient.

It should be noted that since it is very difficult to keep the laser on the same
marker while turbine is rotating, LDV (Laser Doppler vibrometer) was only used
for the measurements taken on the parked turbine. Similarly, photogrammetric
measurements could not be conducted when the turbine was at parked condition
because low wind speeds could not excite the structure sufficiently resulting in
high noise to signal ratios.

35.2 LDV Measurements on the Parked Turbine

Table 35.1 summarizes the modal parameters (frequencies) calculated by using
strain gauge and LDV measurements. Considering the strain gauge signals, it can
be easily seen that some frequencies can be identified either from in-plane strains
or from out of plane strains only but not from both and that some other frequencies
can only be identified from tower signals. It can also be seen that all the fre-
quencies can be identified by analyzing LDV measurements. However, these
frequencies cannot be detected from a single data block only. LDV measurement
contains a single channel data recorded on a specific marker at a time. The targeted
marker may not be at a suitable location to detect some of the modes (or fre-
quencies). Therefore, it is required to try several locations (markers) and time
series to identify all the modes. However, the frequencies identified by using two
different systems (strain gauge and laser) are always in good coherence.

35.3 Photogrammetry Measurements on the Rotating
Turbine

During in-field tests, dynamic behavior of the turbine was monitored from a
measurement distance of 220 m by using four CCD cameras. The vibration
characteristics of the rotor were measured at 33 different points simultaneously.
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Although photogrammetry is efficiently used in smaller scales by a wide variety of
disciplines, this method was applied for the very first time to a MW scale wind
turbine within the scope of this research project.

A typical displacement time history measured in flapwise direction for the tip
markers of 3 blades can be seen in Fig. 35.3. In the figure horizontal axis repre-
sents the number of rotation cycles in the recorded data. It can be seen that the tip
of the blade can experience a relative displacement up to 102.4 cm during rotation.

Analysis results showed that the deformations of the turbine can be measured
with an average accuracy of ±25 mm from a measurement distance of 220 m [1].

Table 35.1 Modal parameters calculated for the parked turbine

Mode Blade strain
out of plane

Blade strain
in plane

Tower strain LDV
measurements

1st longitudinal tower X X X
1st lateral tower X X
1st BW flapwise (yaw) X X
1st FW flapwise (tilt) X X
1st symmetric flapwise X X
1st BW edgewise (Vertical) X X X
1st FW edgewise (Horizontal) X X
2nd BW flapwise (yaw) X X X
2nd FW flapwise (tilt) X X X
2nd symmetric flapwise X X
Tower torsion X X X

Fig. 35.3 Time normalized tip flapwise displacements records
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35.4 Conclusions

Wind turbines have very specific characteristics and challenging operating
conditions. Although the optical measurement systems (including both the hard-
ware and image processing software), calibration methods and utilized operational
modal analysis techniques were not specifically designed and optimized to be used
for monitoring large wind turbines, the accuracy reached in this feasibility study is
very promising. It is believed that this accuracy can easily be increased further by
utilizing more specialized hardware and data processing methods.
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Chapter 36
Aero-elastic Parameter Estimation
of a 2.5 MW Wind Turbine Through
Dynamic Analysis of In-Operation
Vibration Data

Muammer Ozbek and Daniel J. Rixen

Abstract Aero-elastic parameters of a 2.5 MW—80 m diameter—wind turbine
were extracted by using the in-operation vibration data recorded for various wind
speeds and operating conditions. The data acquired by 8 strain gauges (2 sensors
on each blade and 2 sensors on the tower) installed on the turbine was analyzed by
using OMA (Operational Modal Analysis) methods while several turbine param-
eters (eigenfrequencies and damping ratios) were extracted. The obtained system
parameters were then qualitatively compared with the results presented in a study
from literature, which includes both aeroelastic simulations and in-field mea-
surements performed on a similar size and capacity wind turbine.

36.1 Introduction

Growing energy demands require wind turbine manufacturers to design more
efficient and higher capacity wind turbines which inevitably results in larger and
larger new models to be put into service. However, an important consequence of
this increase in size and flexibility of the structure is the complicated dynamic
interaction between different parts of the turbine. Motion of the blades interacts
with aerodynamic forces, electro-magnetic forces in the generator and the struc-
tural dynamics of several turbine components (drive train, nacelle and tower).
Understanding these dynamic interactions, the corresponding structural behavior
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and response characteristics is essential for optimizing the energy produced,
ensuring safe and reliable operation and increasing the life-time of the system.
Therefore, more attention is paid to developing theoretical models for estimating
the behavior of new wind turbines.

Contemporary aeroelastic simulation tools coupled with structural dynamics
models enable designers to detect, understand and solve most of the possible
problems at very early stages and optimize their designs [1, 2].

Considering the fact that only the models based on real response measurements
are able to represent the complicated interactions among different parts of the
structure, several tests have been applied on both parked and rotating turbines.
Although there are numerous studies conducted on wind turbines at parked con-
dition, the information related to dynamic testing and modal analysis of MW scale
large wind turbines during operation is quite limited. This work aims at making a
contribution to this challenging field of experimental and operational modal
analysis by presenting the results of the in-field vibration tests performed on a
2.5 MW—80 m diameter—wind turbine and the corresponding data analyses.

For this purpose, the dynamic response of the test turbine was monitored by
using 3 different measurement systems namely, conventional strain gauges, pho-
togrammetry and laser interferometry, while the turbine was both at parked con-
dition and rotating. The recorded data was analyzed by using OMA methods and
eigenfrequencies and damping ratios were extracted. The obtained system
parameters were then qualitatively compared with the results presented in a study
from literature [3], which includes both aeroelastic simulations and in-field mea-
surements performed on a similar size and capacity wind turbine.

36.2 Analysis Results and Identified System Parameters

Researchers [2–5] agree on the fact that performing modal analysis on a rotating
turbine is much more challenging than performing the same analysis on a parked
turbine due to the facts that;

• For a rotating wind turbine some of the important turbine modes have very high
aeroelastic damping ratios ranging between 10 and 30 % (in terms of critical
damping ratio) which makes them very difficult to be detected by most of the
identification algorithms that are currently in use.

• For a rotating turbine, integer multiples of rotational frequency (also called P
harmonics where P denotes the rotational frequency) always dominate the
response of the structure. These frequencies can be effective up to 24P and
sometimes coincide with the real eigenfrequencies of the system [1, 2].

• Besides, some important requirements of OMA algorithms, time invariant
system, and steady state random excitation assumptions are difficult to
accomplish for rotating wind turbines because of the rotation of the blades and
yawing, pitching motion of the turbine.
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36.2.1 Tests on Parked Turbine: Strain and LDV

Within the scope of the research, twelve different turbine modes were successfully
extracted from the measurements taken on the parked turbine by using strain gauges
and LDV (laser Doppler vibrometer). Table 36.1 summarizes the modal parameters
(frequencies and damping ratios) calculated by using strain gauge and LDV mea-
surements. As can be seen in the table, frequency values are relatively stable and do
not change depending on the measurement block analyzed. However, damping
values may differ slightly. Since the turbine is kept at a fixed orientation during the
tests, the relative angle between the effective wind direction and the normal of the
rotation plane continuously changes depending on the instantaneous wind direction
resulting in a different aerodynamic coupling for each measurement.

These modal parameters are very important for tuning and validation of
numerical models and for the verification of prototype designs. They can also be
used for health monitoring applications.

36.2.2 Tests on Rotating Turbine: Strain
and Photogrammetry

This section summarizes the results of the analyses of strain gauge and photo-
grammetry measurements taken on the rotating turbine. During the test period, the
response of the turbine was continuously measured by strain gauges. Therefore,
modal parameters could be extracted for various operating conditions and wind
speeds. Calculated modal parameters were then compared with the results pre-
sented by Hansen et al. [3] The work mentioned includes the results of both
aeroelastic simulations performed by the stability tool HAWCSstab [6] and the
real measurements taken on a wind turbine which has a similar size and capacity as
the test turbine in our work.

Figure 36.1 shows the change in aeroelastic damping ratio calculated for side to
side tower mode as a function of wind speed. Identified values are in a very good
agreement with the HAWCStab simulation results both in terms of trend and
magnitude. The values found are less than 1 % through different operating con-
ditions and wind speeds.

The same comparison is made for the fore aft tower mode and the results are
shown in Fig. 36.2. Although the two tower modes have almost the same fre-
quencies, aero-elastic damping calculated for the fore aft mode is greater due to
the motion of the tower in the direction perpendicular to rotor plane.

Comparison of aeroelastic damping ratios found for the first BW edgewise
mode is shown in Fig. 36.3. The extracted damping ratios are slightly higher than
the HAWCStab results, but are very close to the estimations [3] made by using
in-field vibration data.
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Similarly, Fig. 36.4 displays the same damping comparison for the 1st edge-
wise FW mode. Acquired damping ratios are again very close to both simulations
and estimations given by Hansen et al. [3].

Table 36.1 Modal parameters calculated for the parked turbine

Mode Frequency (Hz) Damping

1st longitudinal tower 0.345 0.003
1st lateral tower 0.347 0.003—0.009
1st yaw (BW flapwise) 0.902 0.010—0.020
1st tilt (FW flapwise) 0.974 0.011—0.020
1st symmetric flapwise 1.077 0.010—0.020
1st vertical edgewise (BW) 1.834 0.004
1st horizontal edgewise (FW) 1.855 0.004
2nd tilt (FW flapwise) 2.311 0.005
2nd yaw (BW flapwise) 2.430 0.004
2nd symmetric flapwise 3.00 0.005
2nd edgewise 6.36 0.005
Tower torsion mode (needs further verification) 6.154 0.005

Fig. 36.1 Side to side tower mode damping comparison
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Fig. 36.2 Fore aft tower mode damping comparison

Fig. 36.3 The 1st edgewise BW mode damping comparison
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36.3 Conclusions

OMA (Operational Modal Analysis) tools namely, the analysis methods that do not
require the forces acting on the system to be measured, can be a solution to some
important problems encountered in dynamic testing of wind turbines. Since esti-
mation of the modal parameters is solely based on the use of measured response,
these methods can easily be used to extract the dynamic properties of these large
structures excited by natural environmental inputs (winds).

Analyses performed by using OMA methods seem very promising in extracting
the modal parameters. Within the scope of the research, twelve different turbine
modes were successfully calculated from the measurements taken on the parked
turbine using strain gauges and LDV.

Similarly, several turbine modes could be identified from in-operation mea-
surements using strain gauges and photogrammetry. Obtained results are in good
coherence with those presented in similar studies in literature.

Performing modal analysis on a rotating turbine is much more challenging than
performing the same analysis on a parked turbine due to the high aeroelastic
damping of some important modes, rotational P harmonics that dominate the
dynamic response and the difficulties in fulfilling some important system identi-
fication assumptions such as time invariant system and steady state random
excitation.

Fig. 36.4 The 1st edgewise FW mode damping comparison
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During the analyses, it was observed that frequency values are more easily
identified and the calculated values are mostly stable and reliable. However, sig-
nificant scatter can be encountered in estimated damping ratios. This scatter can be
caused by physical factors such as the change in operating conditions or mathe-
matical uncertainty related to the applied algorithms.
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Chapter 37
A Study of Energy Conversion Efficiency
of a Savonius Type Wave Energy
Converter System

Mustafa Tutar and Ceyhan Erdem

Abstract In the present study, two-dimensional, two-phase and turbulent flow
around a horizontal axis 3-bladed Savonius rotor is considered. Numerical wave
tank (NWT) simulations based on FVM/FDM technique in association with vol-
ume of fluid (VOF) element method are performed for specified values of wave
heights for no-rotor flow case. Once validated against the theoretical data, the
numerical simulations are extended to investigate the overall performance of the
turbine over a very large range of wave height conditions for the rotor-flow case.

37.1 Introduction

Savonius type hydraulic turbines, in which the fluid energy is captured through a
hydraulic mechanism rather than an aerodynamic mechanism, are considered to be
simple, efficient with good starting capabilities and to operate at relatively low
rotational speeds. There have been both experimental and computational studies [1–3]
of energy efficiency and power performance analysis of Savonius turbines, which
spin due to differential drag on the curved surface [2]. The net driving force, which
can be attributed to the differential drag reproduced between the advancing blade(s)
and the returning blade(s) can be increased by either reducing the reverse force on the
returning blade(s) or increasing the positive force on the advancing blade(s).
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The motion of the waves usually sets the water particles in orbital motion which
can be considered to a combination of both longitudinal and traverse motions of
water waves. In longitudinal motion, the water particles oscillate back and forth
parallel to the wave propagation direction while in transverse motion, these par-
ticles oscillate up and down in their position. These two motions are later com-
bined together to reproduce the overall orbital motion. The kinetic energy of the
water particle’s orbital motion can be used to rotate the blades [2]. The relative
power performance of the Savonius rotor is usually determined with the shape and
size of the orbital motion with respect to the rotor diameter and their shapes are
subject to change depending on the wave length to water depth aspect ratio.
Therefore, the study of orbital motion of the mechanic waves and their charac-
teristics with respect to size and positioning of the rotor is essential for a better
optimization of design of such devices.

The present work aims at studying the planar regular wave propagation and its
interaction with a horizontal Savonius rotor using numerical methods in a
numerical wave tank (NWT) at different wave heights. These studies construct a
basis for further investigation of the effect of different governing parameters on the
performance of such ocean wave energy conversion devices for further
application.

37.2 Equation of Fluid Motion

The governing flow equations for the present 2-D turbulent flow behaviour are
continuity, momentum i.e. Reynolds averaged Navier–Stokes (RANS) equations
and turbulence transport equations. These conservation equations in non-linear
differential form of vector notation for incompressible, viscous fluid flow condi-
tions can be summarized below.

oui

oxi
¼ 0 ð37:1Þ

q
oui

oti
þ q�uj

oui

oxj
¼ � oP

oxi
þ o

oxj
l
oui

oxj
� qu

0
iu

0
j

ffi �
þ qgi ð37:2Þ

In the above equations, q is the fluid density, �ui is the time averaged velocity, xi

is the coordinate direction, u0
i is the deviation from the time averaged velocity, �P is

the time averaged pressure, gi is gravity acceleration, l is the dynamic viscosity of

the fluid, -qu0
i u

0
j is the Reynold’s stress tensor which is required to be modelled

using a turbulence model for closure of RANS equations. The temporal and spatial
co-ordinates correspond to t and xi, respectively. In 2-D Cartesian coordinates the
continuity and RANS equations can be re-defined by simply dropping the over bar
for brevity for the time averaged quantity. In eddy viscosity based k-e turbulence
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models, Reynolds stress tensor is related to the mean flow straining field for
incompressible flow as below:

�qu
0
iu

0
j ¼

2
3
qKdij þ 2lt

�Sij: ð37:3Þ

where k denotes the turbulence kinetic energy, lt is the eddy viscosity related to
turbulence kinetic energy, k and its dissipation rate, e, and �Sij is the time averaged
strain rate tensor related to mean velocity gradient in the flow. The turbulent
kinetic energy, k and its dissipation rate, e for isothermal are then defined by the
turbulence transport equations to determine the eddy viscosity term, which is used
to calculate the Reynolds stress term to closure the RANS equations for the present
RNG k-e model.

For the present two-phase flow, the volume of fluid (VOF) element method
initially proposed by Hirt and Nichols [4] is used for free surface tracking a surface
in a fixed Eulerian mesh. In the VOF method, a single set of momentum equations
is shared by the fluids and the volume fractions of each of the fluids in each
computational cell are tracked through domain. Interface tracking where variables
and properties in any given cell are purely represented by either one of phases or
mixture of phases depending upon the volume fraction values:

fi ¼ 0 The cell is empty of ith cellð Þ
fi ¼ 1 The cell is full of ith cellð Þ
0\ fi\1 The cell contains the interface

8
<

: ð37:4Þ

The fractional volume function is governed by a transport equation and this
equation determines the movement of interface position such that:

of

ot
þ v � rf ¼ 0 ð37:5Þ

37.3 Computational Details

A 2-D schematic diagram of a NWT which is constructed as a representation of the
experimental wave tank (EWT) study of Hindasageri et al. [5] is shown in
Fig. 37.1. The Savonius rotor, which is placed at water sub-merged level of
z = 0 m in the NWT, is generated with the same geometric dimensions in
accordance with that used in the experiment. The boundaries are also illustrated in
Fig. 37.1. At the left boundary, inflow boundary conditions are imposed to gen-
erate a wave train coming from the x = 0 m. A sinusoidal wave boundary con-
dition with a Second-order Stokes wave formulation is implemented here.
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Based on this formulation, at the inflow boundary, the following below velocity
components are employed as inflow velocity boundary conditions [6]:

u ¼ H

2
gk

x
cosh k h þ zð Þ

cosh kh
cos kx � xtð Þ

þ 3H2 xk

16
cosh 2k h þ zð Þ

sinh4 khð Þ
cos 2 kx � xtð Þ ð37:6Þ

w ¼ H

2
gk

x
sinh k h þ zð Þ

cosh kh
sin kx � xtð Þ

þ 3H2 xk

16
sinh 2k h þ zð Þ

sinh4 khð Þ
sin 2 kx � xtð Þ ð37:7Þ

where H is the wave height, x is the wave frequency, k is the wave number, and h
is the mean wave depth. The wave absorbing domain-porous media on the other
hand is defined in the flow exit zone to prevent the wave reflection into compu-
tational domain. No-slip boundary conditions at the bottom surface and the flow
exit domain i.e. outflow boundary are also imposed. At the free surface kinematic
and dynamic boundary conditions with the specified atmospheric pressure con-
dition is imposed to make sure that no transport equations are resolved in the air
region (i.e. air is not treated as a fluid but rather as avoid).

The multi-block meshing modeling is utilized for more efficient use of com-
putational resources and fast flow solution. The computational domain is con-
structed with non-uniformly spaced 2-D quadrilateral Cartesian mesh elements
(Fig. 37.2) with fine resolution near wall surfaces and interface between air and

Fig. 37.1 A schematic of NWT generated in the present numerical study

Fig. 37.2 The multi block
meshes employed in the
computational domain
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water to successfully resolve the air–water surface movement due to wave prop-
agation and to improve the numerical accuracy for measuring velocity and pres-
sure gradients.

A FDM/FVM based numerical flow modelling approach of FLOW-3D [7] is
used to solve the partial differential equations (continuity, momentum and energy
equations) governing rotor movement and surface tracking here. To increase the
convergence rate, momentum equations and the pressure based continuity equation
are also coupled with a pressure–velocity coupling scheme of Generalized Mini-
mal Residual Solver (GMRES) scheme [8] and the first order upwind scheme for
discretization of the momentum equation. The one fluid VOF model is chosen for
free surface, the Fractional Areas/Volumes Obstacle Representation (FAVOR) is
chosen for efficient geometry definition.

37.4 The Results and Discussion

Initial computations are performed for no-rotor flow problem with three different
mesh resolutions (maximum number of cells is around 115,000) at wave height of
H = 100 mm for wave period of 2.1 s, water height of 0.6 m, and a wave length
of 4.62785 m. As seen in Fig. 37.3, the numerical data corresponds well with the
theory for all mesh resolution with a better agreement with the final mesh con-
figuration of around 115,000 cells, which is found to be in very good correspon-
dence with the theory. The shape of the surface waves is found to be almost
sinusoidal throughout the domain.

Distinguished phase contours and corresponding velocity vectors obtained for
each case as in Fig. 37.4 can be attributed to differing wave propagation conditions
and energy conversion rate with varying wave height. The maximum rotational
speed obtained in the clock wise direction and slightly higher rotational speed is
obtained as the wave height increases as an indication of positive effect of wave
height increase on the rotational torque as shown in Fig. 37.5.
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Fig. 37.3 Wave elevation history at a probe position of x = 30 m for a wave height of
H = 100 mm
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37.5 Conclusions

The present numerical model successfully reproduces planar mechanic wave
propagation. The higher wave heights the higher rotational speed of the Savonius
rotor. Non-continuous flow through the rotor causes fluctuating rotational motion.

Acknowledgments This work has been funded under the project of the Gobierno Vasco-Basica
y Aplicada-PI 2011-8.

Fig. 37.4 Phase contours and local velocity vectors at t = 12.1 s; a H = 100 mm;
b H = 160 mm
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Chapter 38
Impact of Phosphorus Diffusion Gettering
on HEM Multicrystalline Silicon Wafers
Taken from Different Ingot Regions

Nabil Khelifati, Djoudi Bouhafs, Seddik-El-Hak Abaidia,
Abd El-Ghani Boucheham and Baya Palahouane

Abstract In this present contribution, we investigate the effect of extended
phosphorus diffusion (PD) gettering on the electrical quality of p-type HEM mc-Si
wafers. The study was made for three sets of wafers taken from top, center and
bottom of the same ingot. The gettering process was performed through two
annealing plateaus; the first is standard and the second is extended at different
temperatures. Wafers characterization was mainly made by quasi-steady state
photoconductance (QSSPC) technique. The obtained results indicated that the
gettering effectiveness mainly depends on the position of wafers in the ingot and
also the temperature of gettering process. Furthermore, appropriate modeling of
QSSPC lifetime curves using Hornbeck–Haynes model reveals that the origin of
the electrical property improvement is due to the reduction of the density of
specific metallic impurities in the bulk.

38.1 Introduction

The multicrystalline silicon (mc-Si) wafers are widely used as precursor elements
in solar cells manufacturing, and constitute more than half of the overall industrial
market. This is due to their low cost of manufacturing as compared to that of
monocrystalline silicon (c-Si) [1].

However, the high contamination level of mc-Si wafers by metallic impurities
(Fe, Cr, Mn, Cu, Ni, Co, etc.) during the elaboration process is considered as their
major disadvantage. In the case of cast mc-Si grown by Heat Exchanger Method
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(HEM), the quality of wafer depends on the location in the ingot from where it is
sourced. Indeed, the wafers cut out of top, bottom and sides regions of an ingot
show an inferior quality compared to those from the center region. The low quality
of the bottom region is mainly due to oxygen-related defects [2, 3], high density of
dislocations [4, 5], and higher concentration of metals due to the solid-state dif-
fusion from the crucible during and after crystallization [6]. However, the low
lifetime in the top region of the ingot, which freezes at the end, is attributed mainly
to the segregation of the metallic impurities. It has been shown that the concen-
trations of transition metals are determined by the segregation from the liquid-to-
solid phase in the central regions of the ingots, which produces high concentrations
of these metals in the top region of the ingot [6].

The presence of such impurities in different ingot region can provoke a high
carrier recombination activity and greatly limiting the efficiency potential of mc-Si
based solar cells.

Nevertheless, most metallic impurities dissolved or precipitated can be partially
removed from the whole bulk of a Si wafer, using extrinsic gettering method. It
refers to a thermal process step that activates the diffusion of interstitial impurities
from the bulk of the wafer to less important superficial regions of high solubility.
These regions are generally created by phosphorus diffusion (PD) and/or by alu-
minum-silicon (Al-Si) alloying [7–12].

In this study, we report on the investigation of the response of wafers taken
from top, middle and bottom regions of HEM mc-Si ingot to the PD gettering. The
process was carried out through two annealing plateaus. Wafers characterization
was mainly made by QSSPC techniques and the obtained results were inspected
using Hornbeck–Haynes model [13].

38.2 Experimental Details

The wafers investigated in this study were 1.5 Xcm, p-type mc-Si grown by HEM
[14]. Three sets of sister wafers, with thickness of *300 lm were chosen from
top, middle and bottom of the same ingot. The wafers from the top and bottom
regions were adjacent to the discarded region (usually few centimeters between top
and bottom) of the ingot.

Before any experimental process, the as-cut wafers were slightly etched in a
bath of NaOH:H2O (30 %) to remove the saw damage. After this step, the wafers
have undergone PD on both sides, at 900 �C for 20 min (standard gettering), in a
tube furnace using a phosphorus oxychloride (POCL3) liquid source. Subse-
quently, wafers were subjected to an extended annealing under a nitrogen flow
(extended gettering) during 120 min and at temperatures TL varied between 600
and 900 �C. Some wafers were processed without any PD or annealing, they are
considered references. Following to PD and annealing steps, a stripping
of *10 lm from each side of wafers was made, using NaOH:H2O solution, to
remove the phosphorus-silicate-glass (PSG) layer.
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The main characterization technique used in this study is QSSPC measure-
ments. It was performed by WCT-120 tester. Before any lifetime measurement, the
wafers surfaces have been passivated by Iodine-Ethanol (I-E) solution 0.08 mol.
These measurements allow determining the injection level dependent minority
carrier lifetime. Lifetime values were taken at 1 9 1015 cm-3 excess carrier
density to exclude the influence of trapping artefacts.

38.3 Results and Discussion

Figure 38.1 shows the results obtained by QSSPC measurements and the per-
formed fits employing Hornbeck–Haynes model (solid lines).

We observe clearly an improvement of carrier lifetime for all wafers of three
sets; top, centre and bottom, but with different orders of magnitude. Qualitatively,
the more important improvement is observed for the wafers taken from the top of
ingot, where the low lifetime is attributed mainly to the segregation of the metallic
impurities, indicating an effective PD gettering.

Indeed, for the top region the carrier lifetime measured at Dn = 1 9 1015 cm-3

(see Fig. 38.2) varies significantly by 3,500 %; from 0.7 ls for the reference to
24.5 ls for the wafers gettered at 900 �C. The improvement is less important in the
case of wafers taken from centre and bottom region, where the increment was
estimated by 350 and 690 %. However, we note that the higher carrier lifetime
observed (47 ls) is referred to wafers of bottom region gettered at 900 �C. This
effect is certainly due to an effective PD gettering through the diffusion of
undetermined metals impurities towards phosphorus doped region.

Using Hornbeck–Haynes model, a complete modeling of injection-level
dependent lifetime curves (see Fig. 38.1) allows to estimate the recombination
center density Nr and the electron to hole capture cross-sections ratio so called
symmetry parameter (k = rn / rp), and then to conclude the origin of dominant
recombination activities after gettering process. The basic formula used for
modeling measured QSSPC data can be found in [15]. More details about the
calculation formula and the fitting procedure are reported elsewhere in [16–18].

The variation of estimated Nr (see Fig. 38.3) is in agreement with the evolution
of effective lifetime presented in Fig. 38.2, and then confirm the explanation above
based on PDG phenomenon. This can be especially observed between the as-cut
wafers and those gettered at 900 �C, where the increment of seff is accompanied by
a significant decrease of Nr from 1 9 1013 cm-3 to 9 9 1010 cm-3, from
1.2 9 1012 cm-3 to 1.1 9 1011 cm-3 and from 2 9 1012 cm-3 to
1.2 9 1011 cm-3 for top, center and bottom region, respectively.

Figure 38.4 illustrates the variation of symmetry parameter k ratio estimated
from modeling as a function of the extended gettering temperature TL for top,
center and bottom wafers. For wafers of top region, it is obviously shown that the k
values vary independently between those associated to Fei on the one hand, and to
FeB, CrB pairs, Cos (Acceptor) and Wi on the other hand. So, this result indicates
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Fig. 38.1 Evolution of
apparent minority carrier
lifetime versus minority
carrier density curves as a
function of extended
gettering temperature TL for
investigated wafers taken
from different ingot regions.
The solid lines represent the
fits obtained by Hornbeck–
Haynes model

Fig. 38.2 Variation of the
effective lifetime measured at
Dn = 1 9 1015 cm-3 as a
function of gettering
temperature TL, for wafers
taken from top, centre and
bottom of the ingot
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that in spite of the reduction of its density, the type the dominate recombination
center remain practically unchanged.

For the wafers of middle and bottom, the same result can be observed, with the
exception of the important shift of k from the value associated to Cri towards those
of Fei and this is just after the gettering processed at 600 �C. These results indicate
the quasi-dominance of Fei, FeB, CrB pairs, Cos (Acceptor) and Wi recombination
activities and probably an effective PD gettering of Cri atoms.

38.4 Conclusion

In summary, we have studied the effect of extended PDG on recombination
activity of minority charge carrier in p-type HEM mc-Si wafers taken from top,
middle and bottom of the ingot.

Fig. 38.3 Variation of the
recombination center density
Nr estimated by fitting, as a
function of gettering
temperature TL

Fig. 38.4 Variation of the
electron to hole capture cross-
sections ratio as called
symmetry parameter
(k = rn / rp) versus extended
gettering temperature TL

38 Impact of Phosphorus Diffusion Gettering 299



The QSSPC measurement results showed an improvement of lifetime in high
injection level indicating an effective extended gettering. This effect was espe-
cially noticed for the wafers of the top region strongly contaminated by metallic
impurities, where the effective minority carrier lifetime was improved by more
than 3,500 %. But the higher value of carrier lifetime (47 ls for
Dn = 1 9 1015 cm-3) has been found for the wafers of bottom treated at 900 �C.
Hornbeck–Haynes model fitting of QSSPC curves showed that this improvement is
accompanied by a decrease of the recombination center density and that probably
FeB, CrB pairs, Cos (Acceptor) and Wi impurities are the dominant sources of
these centers after each gettering temperature.
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Chapter 39
Photochemical Degradation
of Polybrominated Diphenylether BDE209
Under Ultraviolet Irradiation

Yassine Agguine, Nadjia Laouedj, Ahmed Bekka, Zohra Bouberka,
Abdelouahab Nadim, Said Eddarir and Ulrich Maschke

Abstract The photodegradation of decabromodiphenylether (BDE209) in Tetra-
hydrofuran was investigated under UV light, employing a xenon source with
150 W. The degradation reactions obey a first-order rate law. The photolytic
chemical reduction of BDE209 in THF under UV irradiation can rapidly degrade
BDE209 to form lower bromine substituted diphenylethers. The reductive de-
bromination mechanism of the photolytic degradation of BDE209 can facilitate the
design of remediation processes and help to predict their fate in the environment.

39.1 Introduction

Polybrominated diphenylethers (PBDEs) represent a group of persistent organic
pollutants that are of international concern because of global distribution, persistence,
and toxicity. PBDEs have been extensively used as flame retardants (FRs) in many
areas of human activities such as electric and electronic equipment industry, poly-
mers, plastics and textile materials [1]. Brominated flame retardants (BFRs) are
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currently the largest market group of FRs due to their low cost and high performance
efficiency. Commercial PBDEs are manufactured by bromination of diphenylethers
resulting in a mixture of diphenylethers containing tetra-, penta-, hepta-, octa-, and
deca-congeners in various percentages [2–4]. The five major marketed FRs are tetr-
abromobisphenol A (TBBPA) with the largest production volume, followed by three
technical mixtures of polybrominated diphenylethers (PBDEs), which are known as
decabromodiphenylether (decaBDE), octabromodiphenylether (octa-BDE), and
pentabromodiphenylether (penta-BDE) [4, 5]. Unlike the other two PBDE mixtures,
decaBDE is almost exclusively BDE209. DecaBDE is primarily used as an additive in
electrical and electronic appliances, and as a polymer backcoast in textiles [6].

BDE209 remains one of the most important chemical and also environmental
pollutant. Therefore, it is important to understand its degradation processes and
fate in the environment, including both photodegradation kinetics and photo-
products. Research investigations showed that BDE209 can break down to produce
many lighter-weight PBDE congeners, including three highly accumulative
PBDEs associated with Penta BDE [7]. Photolysis is an important degradation
pathway for some persistent organic pollutants including PBDEs in the environ-
ment, and has been reported to occur under a variety of conditions [8–12]. Wa-
tanabe et al. presented a study on the photolysis of BDE209 in a mixture of
hexane, benzene, and acetone (8:1:1), employing both sunlight and artificial UV
light. Their results indicated that BDE209 was debrominated down to lower
brominated PBDEs and polybrominated dibenzofurans (PBDFs) [13]. Recently,
another investigation on the photolysis of decaBDE in toluene and adsorbed on
silica gel, sand, soil, and on sediments, also showed similar results of photolytic
debromination [14–18]. Chen et al. [19] found that the photochemical reaction rate
decreases with decreasing bromination degree and that it might be also affected by
the positions of substituted Br-atoms on the aromatic rings.

Only few studies were reported on the photolysis of strongly brominated
PBDEs in Tetrahydrofuran (THF). THF has a very good solvent activity compared
to other solvents and is known to be a good hydrogen donor, which facilitates
debromination of PBDEs [1]. The primary objective of this study was to inves-
tigate the photolytic degradation experiments of BDE209 to understand the pho-
todegradation kinetics and mechanisms in THF under UV light.

39.2 Experimental Part

Decabromodiphenyl ether (BDE209, purity 98 %), and Octabromodiphenylether
ether (OctaBDE, purity 98 %) were purchased from Albermarle corporation.
Tetrahydrofuran (THF) was obtained from Merck in HPLC quality. The molecular
structures of Decabromodiphenylether (BDE209) and octabromodiphenylether
(OctaBDE) are shown in Fig. 39.1.

The irradiation process was carried out using standard 10 mm thick Hellma
quartz cells, and the irradiation source was fixed through the central axis of the
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cell. The distance between UV source and quartz cell was kept at 3 cm. A 150 W
Xenon light source (Hamamatsu model LC8) was used for the irradiation
experiments.

During photodegradation experiments, aliquots of solutions containing BDE209
were placed in the Hellma cells and submitted to UV irradiation. The initial
concentration of BDE was kept at 0.13 g/L in THF unless otherwise stated. At
appropriate sampling times, the photodegradation was finished by removing the
vials from the light exposure and immediately initiating analysis.

Absorption spectra were recorded using a Varian Cary 100 UV-visible double-
beam spectrophotometer, equipped with a Peltier accessory for precise tempera-
ture control (±0.1 �C). All UV absorption spectra were recorded with THF for the
determination of quantum yields and computed from the calibration curves in the
range 200–400 nm, using the above mentioned Hellma cells at the wavelength of
maximum absorption of BDE209 and OctaBDE.

39.3 Results and Discussion

Figure 39.2 shows the changes of the absorption spectra of BDE209 solutions in
THF under UV irradiation. It can be seen that the main absorbance band of BDE209
is located at 228 nm, assigned to the p–p* electron transition of the C=C band in
the benzene ring [20]. The peak intensity attributed to 228 nm gradually decreases
within irradiation time, indicating the progress of the BDE209 decomposition. It
should be pointed out that the rate of decomposition of BDE209 is quite fast, in the
range of seconds, in contrast to results from current research [11, 21]. Previous
studies have suggested that the hydrogen-donating ability of the solvent signifi-
cantly affects the rate of photodegradation of PBDE [22]. These findings are in good
agreement with our results since THF represents a high hydrogen donating ability.
After 4 min of irradiation, the main absorption band blue shifted to 209 nm and this
effect was more pronounced with time. A loss of BDE209 was observed with
concomitant formation of photodegradation products. The initial BDE209 con-
centration was reduced to 33 % after 4 min irradiation time. This decrease was
considered as the first evidence of photochemical reaction of BDE209 in THF
solution. The oxidants produced from the interactions of BDE with light will

Fig. 39.1 Molecular structures of decabromodiphenylether (BDE209) (on the left hand side),
and octabromodiphenylether (OctaBDE) (on the right hand side)

39 Photochemical Degradation of Polybrominated Diphenylether BDE209 303



kinetically have the highest probability to react with THF. It was shown that the
reductive dehalogenation, in order to form other congeners, represents the main
photolytic pathway for these compounds in a variety of media and conditions [8–
13, 15]. Several publications have reported on the formation of polybrominated
dibenzofurans (PBDFs) as an alternative degradation pathway for photolysis of
PBDEs [11–15, 21]. Erikson et al. [11] found relatively high concentrations of di-
and tri-BDFs during photodecomposition studies on decaBDE in a mixture of
methanol and water.

In all cases cited here, consecutive bromine atom losses were mentioned as an
important photodegradation pathway. This photolysis reaction is called reductive
debromination. The first step of this reaction is the cleavage of the carbon–bromine
bond. The strength of the aryl–Br bond is lower than that of the C–O bond [11].
Figure 39.3 shows the concentration profiles of initial BDE209 and its photo-
products at different irradiation times. In particular Fig. 39.3 represents the dis-
appearance of the 228 nm band characterizing BDE209, as well as the appearance
of two new bands at 209 and 280 nm. Qualitative and quantitative data clearly
indicate that the 228 nm band strongly decreases, yielding 80 % decomposition at
240 s. An attempt was made to rationalize the disappearance of the 228 nm band
as a function of irradiation time, which corresponds to a decrease of the
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concentration of BDE209. Since the concentration of BDE209 varied exponen-
tially with time, these data were best fitted using 39.1, equal to a first order
reaction. The rate constants of the process were obtained by non-linear least-
square fitting of the concentration-time data to 39.1:

A0

A
¼ e�kt ð39:1Þ

where A0 represents the initial absorbance of the reactant, A is the absorbance of
the reactant at time t, t is the irradiation time, and k is the reaction rate constant
(s-1). From the fitting procedure, the reaction rate constant was evaluated to
1.23 9 10-2 s-1. The reaction half time of degradation was only 56.3 s as com-
pared to 6.3 min in hexane [23], and 3.0 min in acetonitrile [24].

39.4 Conclusion

An efficient new route for the degradation of the polybrominated diphenylether
BDE209 in THF was found and monitored by UV-visible spectroscopy studies.
Indeed, irradiation of BDE209 leads to fast photolytic reactions yielding mainly
lower brominated compounds. A certain number of experimental parameters, like
the irradiation time, were optimized in order to obtain high yields between 80 and
90 % of photoproducts. After photochemical reaction times of some tenth of
seconds, lower brominated molecules were formed from BDE209 which could
undergo further debromination reactions.
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Chapter 40
Influence of Heat Treatment on Structure
and Charge Capacity of Sol–Gel Produced
TiO2 Films

Orhan Özdemir, Fatma Pınar Gökdemir, Bahadır Keskin
and Kubilay Kutlu

Abstract Titanium dioxide thin films were synthesized by sol–gel route from
titanium isopropoxide (TIP) with acetic acid. Prior to the heat treatment, the films
were amorphous phase. Above 400 �C, phase transition took place from amor-
phous into anatase phase. Electrochromic properties of each phase indicated
reversible coloration upon Li+ ion intercalation in cyclic voltammetric measure-
ments. Nevertheless, both charge capacity and energy band gap of films begun to
decrease with increase in annealing temperature due to the crystallization.

40.1 Introduction

TiO2 is gained a great attention due to its interesting chemical, electrical and
optical properties, which directly depends on the crystalline phase. TiO2 have three
phases such as anatase, rutile and brookite where rutile phase is optically active
and the most stable one whereas anatase phase has attracted much attention
because of its higher photocatalytic activity for photocatalysis [1] and solar energy
conversion [2, 3]. Sol gel is one of the best way to fabricate TiO2 films onto
different substrates at low temperature with lower cost. Mostly, as deposited films
exhibit amorphous phase and by thermal heat treatment, phase transition occurs
from amorphous to anatase phase around 500�C. However other deposition
techniques may cause anatase phase accompany by rutile and brookite traces.
Amorphous to anatase phase transformation not only depends on annealing but
also species that get involved in sol synthesis. TiO2 sol preparation usually has
three approaches; Ti alkoxide precursors in aqueous [4–6] or organic media [7],
hydrolysis of TiCl4 at low temperatures [8] and non-hydrolytic combination of
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Ti alkoxide and TiCl4 [9]. In this work, sol was prepared by a modified route from
titanium isopropoxide with acetic acid, which controls hydrolysis and condensa-
tion reactions by reducing the availability of groups. In addition to that the syn-
thesized sol was investigated by thermogravimetric/differential thermal analysis
(TG/DTA) to ascertain phase transition temperatures. Furthermore, predetermined
temperatures were selected as annealing temperature and influence of the tem-
perature on both structural and electrochemical properties were traced by relevant
investigating tools such as UV–Vis. Transmission measurement, Attenuated Total
Reflection Fourier transform (ATR-FTIR) specroscopy and cyclic voltammetry
(CV).

40.2 Experimental

Coating sol prepared by adding 4.15 ml of isopropyl alcohol into 1.60 ml TIP
solution and followed by mixing at 70 ± 10 �C on a magnetic stirrer. 5.15 ml
acetic acid and 12 ml methanol were introduced and then solution was transformed
immediately to a white precipitate. Finally it was dissolved in 12.5 ml methanol
and synthesized on Corning, SLG and ITO coated glass substrates with a constant
speed of 100 mm/min by dip coater. Before deposition, substrates were cleaned in
an ultrasonic bath using acetone, isopropyl alcohol and DI water at 30 �C,
respectively. As deposited samples were dried at room temperature before ini-
tialization of heat treatment (at 100 �C for 20 min). Resuming the same processes
for double layer, heat treatment was applied under air at 200 and 500 �C for 1 h.
Coating sol was left to dry for TG DTA measurements that were performed with a
Seiko SII Exstar 6,300 model thermal analysis system using an alumina crucible in
static air ambient with a heating rate of 10 �C/min. For ATR-FTIR, a Bruker
Tensor27 model IR spectrophotometer was used. Transmission experiments were
made by using a PG Instruments T80 model UV Vis spectrophotometer and optical
parameters of the films were determined using OptiChar software. Surface mor-
phology and particle size of the films were investigated through atomic force
microscopy (AFM) that operated at non-contact mode. Electrochemical analyses
were carried out using cyclic voltammetry experiments with an Autolab
PGSTAT30 potentiostat galvanostat.

40.3 Results and Discussion

Figure 40.1a showed TG DTA curves where two mass losses associated with
endothermic and exothermic events. The first endothermic event took place around
90 �C, corresponding to the elimination of water while following exothermic
events were due to the volatilization and combustion of other species such as
CH3OH (CH3)2CHOH and CH3COOH. Nearly localized two peaks in the DTA
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curve at 367 and 410 �C, were ascribed to the transition of the amorphous phase
into anatase phase. There were no associated signals in TG curve, confirming the
anatase rutile phase transition between 400 and 800 �C. FTIR absorption spectra
with the results of deconvolution processes (solid lines) for the films were given in
Fig. 40.1b. The presence of Ti–O–Ti and Ti–O polymeric chains were clearly
shown from the bands at 471 and 789 cm-1. Also, vibration of the Ti–O–O band
was identified from the band at 693 cm-1 [10]. Moreover, the bands at 1,009,
1,122, and 1,138 cm-1 were asscociated to stretching of Ti–O–C [11] while LO
mode of amorphous TiO2 [12] appeared at 874 cm-1. The broadband from 3,000
to 3,600 cm-1 denoted the stretching vibration modes of hydroxyl groups [13],
and begun to broaden after the addition of water at 1,635 cm-1.

The bands appeared at 1,288 and 1,368 cm-1 were the vibration mode of C–O–O
group [14]. The doublet in 1,441 and 1,538 cm-1 designated the symmetric-
asymmetric stretching vibration of the carboxylic group coordinated to Ti as a
bidentate ligand [15]. Moreover, the separation between these signals proposed that
acetate behaved preferentially as a bidentate rather than as a bridging ligand
between two Ti atoms [11, 16] since the latter possibility required higher seperation
value greater than 150 cm-1. Optical transmittance spectra of the films deposited on
SLG substrates were given in Fig. 40.2.a. The optical absorption coefficient (a) of
the film was calculated through a relation ‘‘a ¼ 4pk=k’’ where k was the extinction
coefficient which was obtained through a fitting to the experimental data by Opti-
Char software by varying film refractive index (n), k and thickness of the film. In the
analysis, dispersive glass and surface as well as bulk inhomogeneity were taken into
account. The generated transmittance (solid lines) was also shown in Fig. 40.2a.
Hence, variation of n and k as function of k was also given as insets. On the other
hand, optical band gap were determined with Tauc plots using absorption coeffi-
cients [17]. According to Tauc’s law ahm = A(hm-Eg)n where A is a constant, hm is

Fig. 40.1 a TG-DTA curves of the sol. b FTIR spectra of the as deposited and annealed films on
ITO coated glass substrates

40 Influence of Heat Treatment on Structure and Charge Capacity 309



photon energy, Eg is optical energy band gap and n is the fingerprint of the transition
(n = 1/2, 3/2, 2 and 3 for; direct allowed, direct forbidden, indirect allowed and
indirect forbidden, respectively). Figure 40.2.b indicated that best fit for the films
was given by a direct allowed transition so gap values were determined as 3.85, 3.80
and 3.65 eV for the as deposited, 200 �C and 500 �C annealed films, respectively.
However, in the case of indirect allowed transition, band gap of the films were 3.38,
3.11 and 2.84 eV. In either case, it was certain that band gap decreases with the
increase in annealing temperature. Such a situation might be due to quantum con-
finement. Therefore, AFM analysis was performed to resolve the proposition by
examining granule size of the films.

Figure 40.3a displayed AFM analysis of as deposited and annealed films.
Increasing in annealing temperature resulted to grow of the granule sizes. In that
case, the increase of the granule size should lead to increase in charge capacity.
Hence, electrochemical experiments were carried out in a conventional three-
electrode electrochemical cell where a platinum wire and a silver wire were used

Fig. 40.2 a Transmittance and n, k spectra of the films deposited on Corning glass substrates.
b Tauc plots of the films for direct allowed transition
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as a counter and reference electrode, respectively in a 1 M LiClO4/PC carbonate
electrolyte. TiO2 films showed cathodic electrochromism and changed color
transparent to blue with the injection of electrons and Li+ ions into the oxide
matrix by following reaction [18–20], TiO2 + x(Li+ + e-) , LixTiO2. Cyclic
voltammograms at different scan rates between + 1 V and -2.5 V and Randles-
Sevcik plots (for anodic peaks) of TiO2 films were given in Fig. 40.3b.

However inserted/extracted charge values (mC/cm2) during coloration/bleach-
ing (Ti4+,Ti3+) calculated from cyclic voltammograms (for 20 mV/s) were found
as 17.18:13.15, 24.20:16:20 and 13.63:10.40, for the as deposited, and annealed
films at 200 �C and 500 �C, respectively. It seemed that by increasing annealing

Fig. 40.3 a AFM pictures of the films deposited on SLG substrates. b Cyclic voltammograms of
the films deposited on ITO coated glass substrates (d seklini ekle)
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temperature up to 500 �C, TiO2 films became more compact and charge capacities
differed with a small increment. That might be originated from easier Li+ insertion
without undergoing two phase transition from the tetragonal to orthorhombic phase,
which caused internal stress in the crystalline anatase structure [21] for annealing
temperatures lower than phase transition temperature. According to cyclic vol-
tammograms, anodic peak position was much more negative for an as deposited
films compared to heat treated films. This was interpreted as opener insertion of Li
ions [22] was easier.

40.4 Conclusions

Ex-situ heat treatment on as grown films had drastically impacted on both struc-
tural and electrochemical properties: due to the quantum confinement, energy band
gap of the films began to decrease while granule size of the films started to grow.
Upon a transition of amorphous to anatase phase in TiO2 film around 500 �C,
charge capacity of the film dropped gradually.
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Chapter 41
Investigation of Natural Draft Cooling
Tower Performance Using Neural
Network

Qasim S. Mahdi, Saad M. Saleh and Basima S. Khalaf

Abstract In the present work Artificial Neural Network (ANN) technique is used
to investigate the performance of Natural Draft Wet Cooling Tower (NDWCT).
Many factors are affected the rang, approach, pressure drop, and effectiveness of
the cooling tower which are; fill type, water flow rate, air flow rate, inlet water
temperature, wet bulb temperature of air, and nozzle hole diameter. Experimental
data included the effects of these factors are used to train the network using Back
Propagation (BP) algorithm. The network included seven input variables (Twi, hfill,
mw, Taiwb, Taidb, vlow, vup) and five output variables (ma, Taowb, Two, Dp, e) while
hidden layer is different for each case. Network results compared with experi-
mental results and good agreement was observed between the experimental and
theoretical results.

41.1 Introduction

A cooling tower cools water by a combination of heat and mass transfer. The hot
water to be cooled is distributed in the tower by spray nozzles, splash bars, or film-
type fill, which exposes a very large water surface area to atmospheric air. A
portion of the water absorbs heat and it is changed to a vapour at constant pressure.
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This latent heat of vaporization has long been used to transfer heat from the water
to the atmosphere. Additional heat is taken away by the air by virtue of its tem-
perature increase but this sensible heat exchange is minor compared to the latent
component provided by the water’s phase change [1]. Cooling towers of interest
play an important role in the cool-end system of power plant, and its cooling
capacity can affect the total power generation capacity directly. The cooling
efficient is highly sensitive to environmental conditions, particularly for most cases
under the cross-wind conditions that may reduce dry-cooling towers up to (40 %)
of the total power generation capacity. However, for the conventional design of
cooling towers, the impact of cross-wind, which actually exists in most cases, has
not been paid more attention [2].

41.2 Natural Draft Cooling Tower

The natural draft wet cooling tower (NDWCT) or hyperbolic cooling tower,
Fig. 41.1 makes use of the difference in temperature between the ambient air and
the hotter air inside the tower. As hot air moves up wards through the tower (because
hot air rises), fresh cool air is drawn into the tower through an air inlet at the bottom.
Due to the layout of the tower, no fan is required and there is almost no circulation
of hot air that could affect the performance. Concrete is used for the tower shell with
a height of up to (200 m). These cooling towers are mostly only for large heat duties
because large concrete structures are expensive. Wet cooling towers have a water
basin with a cold water outlet at the base. These are both large engineered structures,
able to handle counter-flow, cross-flow, or parallel-flow modes of heat transfer, as
indicated in Fig. 41.1. The fill construction inside the tower is a conventional frame
structure, always prefabricated as illustrated in Fig. 41.2. It carries the water dis-
tribution, a large piping system, the spray nozzles, and the fill-package. Often
dripping traps are applied on the upper surfaces of the fill to keep water losses
through the uplift stream under 1 %. Finally, noise protection elements around the
inlet decrease the noise caused by the continuously dripping water [3].

41.3 Model of ANN

41.3.1 Three-Layer BP Network

Three-layer BP network used as shown in Fig. 41.3. (Vj,i) represents the weights
between the input layer vectors and hidden layer vectors, and (Wk,j) represents the
weights between the hidden layer vectors and output layer vectors. The input layer
has seven neurons, including dry bulb temperature of inlet air (Taidb), wet-bulb
temperature (Taiwb), circulating water inlet temperature (Twi), circulating water
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inlet mass flow rate (mw), film fill at different height (hfill) and inlet air velocity at
bottom and top of tower (vlow, vup) respectively. Output layer has five neurons,
including circulating water outlet temperature (Tout), dry bulb temperature of
outlet air (Taowb), air mass flow rate (mw), pressure drop (Dp) and cooling effec-
tiveness (e). The hidden layer has two layers at (1,047) neurons for film fill and

Fig. 41.1 Natural draft
cooling towers [4]

Fig. 41.2 Types of fill in
counter cooling tower [3]
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(93,041) neurons for nozzle effect. The network part is implemented under the
Matlab environment, and the activation function is chosen as the tangent sigmoid
function in the hidden layer and the purelin function in the output layer. There are
(200) input–output pairs, were employed for training set as the testing the network.
All the (200) input output pairs were normalized to fall in the interval [-1, 1]
inorder to improve the predicted agreement, correlation coefficient (R) and mean
square error (MSE) are acted as the characteristic parameters to assess the
agreement of training and prediction. (R) is a measure of how well the variation in
the predicted outputs is explained by the experimental values, and the (R) value
between the experimental values and predicted outputs is defined by [5].

R ¼ covða; bÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
covða; aÞ:covðb; bÞ

p ð41:1Þ

where cov(a, b) is the covariance between the a and b sets which represent the
experimental and network output sets, respectively, and is given by

cov a; bð Þ ¼ E ða � laÞðb � lbÞ½ � ð41:2Þ

where E is the expected value, la and lb are the mean value of a set and b set,
respectively. In addition, cov(a, a) and cov(b, b) are the auto covariances of (a) and
(b) sets, respectively, and are expressed by

Fig. 41.3 The structure of
ANN for modeling the
experimental model tower
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cov a; að Þ ¼ E ða � laÞ2
h i

ð41:3Þ

cov b; bð Þ ¼ E ðb � lbÞ2
h i

ð41:4Þ

The (R) values closer to (+1) indicate a stronger agreement of training and
predicted values, while the values closer to (-1) indicate a stronger negative rela-
tionship between training and prediction. The mean square error is calculated from:

MSE ¼ 1
N

XN

i¼1

ðai � biÞ2 ð41:5Þ

41.3.2 Determination of the Number of Nodes in the Hidden
Layer

The performance of an ANN is affected by the characteristic of the network, such
as the number of hidden layer and the number of nodes in hidden layer. But up to
now, there is not a definite method to choose the optimal number of hidden layer
and the number of nodes in hidden layer. General speaking, the (ANN) model
which has one hidden layer can meet with simulative requirements [6]. So the
model of one hidden layer is used in his study. Three formulas which are used to
determine the node number in hidden layer are given by (41.6) and (41.7) [7].

Xn

i¼1

Ci
n1 �K ð41:6Þ

where K is the sample number, if (i [ n1, Cin = 0)

n1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
n þ m

p
þ c ð41:7Þ

where c is a constant which belongs to [8].

n1 ¼ log2n ð41:8Þ

When there is only one hidden layer in this (ANN) model, according to [9], the
calculated formula of node number in hidden layer is defined by,

n1 ¼
ffiffiffiffiffiffi
mn

p
ð41:9Þ

Another empirical formula is put forward in [10]. It can be used to determine
the node number in hidden layer, and the expression is given by
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n1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:43mn + 0:12m2þ2:54n + 0:77m + 0:86

p
ð41:10Þ

In the above five formulas (41.6)–(41.10), (n1) is the node number in hidden
layer, m is the node number in output layer, (n) is the node number in input layer.

41.4 Results and Discussion

41.4.1 Artificial Neural Network Results

Three programs have been written which are feed forward Neural Network Back
Propagation (FNNBP) using three dataset; water flow rate effect, fill effect and
nozzle effect. The results for each dataset were compared and analyzed based on
the convergence rate and the accuracy of results. The training process continues
until the slop conditions are met the minimum error (10-7) or maximum number of
iteration. Neural networks have ability to learn highly nonlinear relationship. The
training of the network (BP) using input and output data, The size of search space
in X–Y dimension for (BP) represented by the range of initial weight, biases and
maximum dimension.

41.4.2 Cooling Tower Range

Figure 41.4 shows a comparing between experimental [11], and neural results for
film fill at height (60 mm). For each value of water inlet temperature, as the water
flow rate is increased, the cooling tower range is decreased .The theoretical results
show the rate of heat transfer is decreased gradually along the tower, good
agreement between experimental and neural predicted results was found.

Figure 41.5 shows a comparing for range between experimental and neural
results for film fill at different nozzle hole with heating air. The purpose of heating
air to cover wet bulb temperature for air at any condition of weather.

The effect of air flow rate on cooling tower range, for different values of the
water flow rate is illustrated in Fig. 41.6. For each value of water flow rate, as the
air flow rate is increased, the cooling tower range is increased.

41.4.3 Cooling Tower Effectiveness

Figure 41.7 shows the comparing for effectiveness between experimental and
neural results for film fill at height (60 mm) for different water inlet temperature.
Good agreement between experimental and neural predicted results was found.
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Figure 41.8 shows the comparing for effectiveness between experimental and
neural results for different nozzle hole. This figure show that effectiveness increase
with increasing water flow rate.

The main function of the tower fill is to increase the contact area between the
water and air and to maximize the resident time for the water in the tower for this
reason when film fill at height (120 mm) effectiveness is more than the other
height of fill as shown in Fig. 41.9.

The cooling tower effectiveness increases with the increase in air mass flow rate
and decreases with the increase in water flow rate. Therefore, the best cooling
tower effectiveness is achieved at the highest flow rate of air and at the lowest
water flow rate which is agreement with neural prediction results.

Fig. 41.4 Comparing range between experimental and neural results for film fill at height
(60 mm)

Fig. 41.5 Comparing range between experimental and neural results for film fill at different
nozzle hole
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41.4.4 Cooling Tower Approach

Figure 41.10, shows that a comparing approach between experimental and neural
results for film fill at height (60 mm). As shown in this figure, the outlet water
temperature approach to wet bulb temperature increases with increasing water flow
rates. This increase due to the increase of water flow rate. These results are
obtained because of the heat and mass transfer coefficients decreasing which gives
a good agreement between experimental and neural results.

Fig. 41.6 Comparing range between experimental and neural results for film fill at water flow
rate (5 L/min)

Fig. 41.7 Comparing effectiveness between experimental and neural results for film fill at height
(60 mm)
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Figure 41.11 shows the comparing between experimental and neural results for
film fill at water flow rate (5 L/min).approach decrease with increasing air water
flow rate at constant water flow rate. The best fill performance is occur at lowest
approach where the film fill (height = 120 mm), are achieved that result.

Fig. 41.8 Comparing effectiveness between experimental and neural results for film fill at
different nozzle hole

Fig. 41.9 Comparing effectiveness between experimental and neural results for film fill at water
flow rate (5 L/min)
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41.4.5 Cooling Tower Pressure Drop

Pressure drop is one of the prime concerns while dealing with internal flow in pipe
or duct because of the power required by the pump or fan is directly proportional
to the pressure drop. As a result, the pressure drop increases almost with the square
of the air velocity. This is seen as shown in Figs. 41.12 and 41.13. These graphs
are exponentially increasing with the air velocity for both experimentally and
theoretically. The higher pressure drop means the higher power requirement by the
cooling tower and this raises the operational cost.

Fig. 41.10 Comparing approach between experimental and neural results for film fill at height
(60 mm)

Fig. 41.11 Comparing approach between experimental and neural results for film fill at water
flow rate (5 L/min)
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Where the agreement with neural prediction results for film fill more agree at
constant water flow rate. Pressure drop across the packing increases with
increasing air velocity at constant height of fill.

41.4.6 Cooling Tower Outlet Water Temperature

The draft through the natural draft cooling tower is strongly coupled to the water
outlet temperature. Figure 41.14 shows the comparing for outlet water temperature
between experimental and neural results for film fill at height (60 mm), where the air

Fig. 41.12 Comparing pressure drop between experimental and neural results for film fill at
height (60 mm)

Fig. 41.13 Comparing pressure drop between experimental and neural results for film fill at
water flow rate (5 L/min)
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flow rate is related to water outlet temperature. This is because the density of the air
inside the cooling tower is a function of the air temperature that agreement with
neural prediction results. Figure 41.15 shows a comparing of outlet water temper-
ature between experimental and neural results, where outlet water temperature
increase with increasing water flow rate at constant air flow rate (46.8 m3/h).

Because increasing water flow rate need more cold air flow rate due to
exchange heat transfer from one to another. A good the agreement with neural
prediction results was found.

Fig. 41.14 Comparing exit water temperature between experimental and neural results for film
fill at height (60 mm)

Fig. 41.15 Comparing exit water temperature between experimental and neural results for film
fill at water flow rate (5 L/min)
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41.5 Conclusions

The conclusions drawn from the experimental and theoretical analysis are given as
follows:

1. The tower characteristic is improved when the cooling range is decreased and
the tower approach is increased at constant tower volume.

2. Increasing the air mass flow rate ( _ma) causes decrease in the temperature of the
outlet water, while increasing the water mass flow rate ( _mw) causes increase in
the temperature of the outlet water.

3. Increasing the air mass flow rate ( _ma) causes decrease in the wet bulb tem-
perature of the outlet air, while increasing the water mass flow rate ( _mw) causes
increase in the wet bulb temperature of the outlet air.

4. The maximum rate of mass and heat transfer occurs at the top stage of the
tower. The rate of mass and heat transfer between the water and the bulk air is
increased when the inlet water temperature is increased, while the rate is
decreased when the inlet air wet bulb temperature is increased.
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Chapter 42
Exergo-Economic Analysis
of an Experimental Aircraft Turboprop
Engine Under Low Torque Condition

Ramazan Atilgan, Onder Turan and Hakan Aydin

Abstract Exergo-economic analysis is an unique combination of exergy analysis
and cost analysis conducted at the component level. In exergo-economic analysis,
cost of each exergy stream is determined. Inlet and outlet exergy streams of the
each component are associated to a monetary cost. This is essential to detect cost-
ineffective processes and identify technical options which could improve the cost
effectiveness of the overall energy system. In this study, exergo-economic analysis
is applied to an aircraft turboprop engine. Analysis is based on experimental values
at low torque condition (240 N m). Main components of investigated turboprop
engine are the compressor, the combustor, the gas generator turbine, the free
power turbine and the exhaust. Cost balance equations have been formed for all
components individually and exergo-economic parameters including cost rates and
unit exergy costs have been calculated for each component.

42.1 Introduction

Energy analysis (also known as first law analysis) states conservation of energy,
and that is not enough for identifying the real inefficiencies and imperfections. It is
a measure of quantity of energy only. First law based analysis can be misleading
alone. Besides, exergy analysis (also known as second law analysis) complements
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energy analysis and, identifies and quantifies locations, magnitudes and sources of
irreversibilities through exergy destruction rates of each engine component. This
combination gives a chance to designers and operators to use non-renewable
resources, such as kerosene (C12H23) which is used in aircraft engines as fuel,
effectively and also to reduce operating costs besides environmental impacts [1, 2].
Exergy analysis is a measure of both quantity and quality of energy. Exergo-
economic analysis is an unique combination of exergy analysis and cost analysis
conducted at the component level. In exergo-economic analysis, cost of each
exergy stream is determined. Inlet and outlet exergy streams of the each compo-
nent are associated to a monetary cost.

Exergo-economic analysis is widely used to evaluate cost efficiency of energy
conversion systems, but application of these analyses to the aircraft engines are
only performed on some studies [3–6]. In this study, exergo-economic analysis is
applied to an experimental aircraft turboprop engine that operates under 240 N m
torque condition.

42.2 System Description

Turboprop engines are well-known with their low fuel consumption especially in
short-haul flights (under 1,000 miles) [7] and have the highest propulsive effi-
ciency at flight speeds of 400 mph (%650 kph) compared to turbojet and turbofan
engines [8]. A study showed that an advanced turboprop aircraft concept cruising
at between 640 and 700 kph will result 25 % cut of CO2 emissions by reducing
fuel consumption [9].

Turboprop engines use a gas turbine core to drive an external propeller which
produces higher bypass ratios (BPR) nearly the same as turbofan engines. This
higher BPR can be an explanation of how turboprop engines have high fuel effi-
ciency. Because, higher BPR means smaller amount of air flow burned inside the
engine core and that makes possible for turboprops to generate a lot of thrust at
low fuel consumption [10].

The external propeller of turboprop engine should rotate at very low speed in
comparison with its driving turbine; therefore a gear box is used in turboprop
engines to provide a speed reduction of almost 1:15. This reduction is necessary,
because no propeller can resist stresses and forces occur as a consequence of
centrifugal forces when it rotates at the same speed of turbine. Moreover, at high
subsonic flights (over 0.7 Mach) the tips of blades can approach supersonic speeds,
flow separates and shock waves form. This causes to decreased propeller efficiency
and poor overall engine performance, hence turboprops give best performance at
subsonic flights (under 650 kph) [8].

In this study, a turboprop aircraft engine (CT7-9C) is investigated. This engine
is commercial turboprop version of GE T700 turboshaft engine. CT7-9 has been
operated in several aircrafts since 1984, and more than 1,500 engine have been
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produced. Over 30 million flight hours are logged for this engine all around the
World [11].

Main components of CT7-9C are compressor (consist of five axial stages and
one centrifugal impeller stage), combustion chamber (annular type), gas turbine
(two axial stages), power turbine (two axial stages) and an exhaust nozzle. Control
volume of this engine is shown in Fig. 42.1 [1]. Components of the engine and two
shafts can be seen in this schematic. CT7-9C turboprop engine has free turbine
which means the propeller is driven by a designated turbine named power turbine.
Another turbine named gas turbine drives compressor, and thus engine start
mechanism does not requires rotating the propeller and accessory gearbox. It only
drives compressor and gas turbine and this provides to reduce torque loads [12].

42.3 Methodology and Analysis

Exergy analysis provides to assess sources, locations and true magnitudes of ex-
ergy destructions. As stated before, exergy analysis complements first law based
energy analysis and combines first law analysis and second law analysis together.
Exergy can be divided into four parts: physical exergy, chemical exergy, potential
exergy and kinetic exergy. Potential and kinetic exergies are neglected in this
study. Physical exergy and chemical exergy (only for combustion chamber) are
taken into account in calculations [13].

42.3.1 Assumptions

• Exergy is defined as energy that is out of equilibrium with the reference envi-
ronment [14]. Hence, determining properties of the term environment accurately
is one of the key issues such exergy based analysis. In this study, temperature
and pressure of the environment (T0 and p0) are taken as 279 K and 93 kPa,
respectively.

• CT7-9C turboprop engine lifetime of 30 years and 700 total annual numbers of
hours of engine at full load per year is assumed,

• _Cwcomp ¼ _Cwggt ,

• _C4 ¼ _C45 ¼ _C5,
• All system units are assumed to be adiabatic,
• Air and exhaust gases in the engine are ideal gases,
• The combustion reaction is complete,
• 5 % of the compressor discharge air is assumed to be used as cooling and seal

pressurising purposes,
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• Pumps (fuel, oil and hydraulic) and heat exchangers (fuel = air or fuel = oil)
are not included in the analysis,

• The kinetic and potential exergies are neglected,
• Chemical exergy is neglected other than combustion chamber [3].

42.3.2 Exergo-Economic Equations

Main equations for exergo-economic analysis can be written as follows [3]:

X

in

_Ck þ Z
_TOT

k ¼
X

in

_Ck þ _Cw ð42:1Þ

_Ck ¼ c _Exk ð42:2Þ

_Cw ¼ c _W ð42:3Þ

_ZTOT
k ¼ _ZCIC

k þ _ZOM
k ð42:4Þ

where _Ck and _Cw are the exergy costs of the flow of kth component and power; c is
the unit exergy costs of stream and power; E _xk and _Ware the exergy of stream and
power entering and leaving related the control volume; _ZCIC

k , _ZOM
k and _ZTOT

k are
hourly levelised costs of capital investment cost, operating and maintenance and
the total levelised cost of equipment inside the control volume, respectively.

Fig. 42.1 Control volume of turboprop engine [1]
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42.3.3 Cost Balance Equations

Cost balance equations are formed by using main equations and control volume of
the engine, and are given below in (42.5) (42.6) (42.7) (42.8) and (42.9) for the
compressor, combustion chamber, gas generator turbine, power turbine and
exhaust nozzle, respectively:

_C1 þ _Cwcomp þ _ZTOT
comp ¼ _C3 þ _CB ð42:5Þ

_C3 þ _Cf þ _ZTOT
cc ¼ _C4 ð42:6Þ

_C4 þ _ZTOT
ggt ¼ _Cwggt þ _C45 ð42:7Þ

_C45 þ _CB þ _ZTOT
ppt ¼ _Cwpt þ _C5 ð42:8Þ

_C5 þ _ZTOT
ex ¼ þ _C8 ð42:9Þ

After cost balance equations above are formed, a linear equation system is
obtained with 5 equations and 8 variables. This equation system can be solved with
the aid of a matrix system which is given in Table 42.1.

Table 42.1 Matrix system for linear equation system

c3 c4 cwgt cwpt const.

-4.075 0 4.068 0 -96.25
4.075 -10.692 0 0 -459.81
0 0.637 -4.835 0 -102.46
0 4.975 0 -2.030 -51.23

Fig. 42.2 Exergy flow rates
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42.4 Results and Discussions

There are roughly two main outputs for the exergo-economic analysis: Exergy cost
rates ( _C) and unit exergy costs ( _c). Matrix system is solved and unit exergy cost
rates are found. As stated before in (42.2) and (42.3), exergy cost rate ( _C) is the
product of unit exergy cost rate ( _c) and exergy flow rate ( _Ex). Exergy flow rates of
turboprop engine stations are given in Fig. 42.2. Final results of exergo-economic
analysis are shown in Table 42.2.

42.5 Conclusion

In this paper, exergo-economic analysis of an aircraft turboprop engine is per-
formed. Cost performance of engine components are investigated individually.
Power turbine produces shaft horse power to drive propeller, and exergy cost rates
and unit exergy cost rates for power turbine of the engine is calculated as 365,9$/h
and 180,2$/Gj respectively. The highest value for exergy cost rate is found for inlet
stream of gas generator turbine (station number 4) with the value of 676.2$/h,
while the highest unit exergy cost value is found for power turbine with the value
of 180.2$/Gj. These results can help to operators and designers to identify cost-
ineffective processes and identify technical options which could improve the cost
effectiveness of the overall turboprop engine and engine components.
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Chapter 43
The Potential of Solar as Alternative
Energy Source for Socio-Economic
Wellbeing in Rural Areas, Malaysia

Rashidah Zainal Alam, Chamhuri Siwar
and Norasikin Ahmad Ludin

Abstract Malaysia’s energy sector is highly dependent on fossil fuels as a pri-
mary energy source. Economic growth and socio-economic wellbeing also rely on
the utilization of energy in daily life routine. Nevertheless, the increasing cost for
electricity and declining fossil fuels resources causes various negative impacts to
the people and environment especially in rural areas. This prompted Malaysia to
shift towards alternative energy sources such as solar energy to ensure social,
economic and environmental benefits. The solar energy is one of the potential
renewable energy sources in tropical countries particularly in Malaysia. The paper
attempts to analyze the benefits and advantages related to energy efficiency of
solar for sustainable energy use and socio economic wellbeing in rural areas,
Malaysia. The paper uses secondary sources of data such as policies, regulations
and research reports from relevant ministries and agencies to attain the objectives.
As a signatory country to the UN Convention on Climate Change and the Kyoto
Protocol, Malaysia has taken initiatives for decreasing energy dependence on oil to
reduce greenhouse gas emissions (GHG) for sustainable development. The paper
shows solar energy becomes one of the promising alternative energy sources to
alleviate energy poverty in Malaysia for rural areas. Finally, solar energy has
increased socio-economic wellbeing and develops green potential and toward
achieving energy efficiency in energy sector of Malaysia by preserving environ-
ment as well as reducing carbon emission.
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43.1 Introduction

Population of this world is increasing rapidly years by years. This number is
expected to dramatically boost with the demand of energy in worldwide. Energy is
a major factor for the economic growth and benefits to socio-economic wellbeing
in global market scenario [1]. In Malaysia, energy become main contributor for
rapid growth by increase about 20 % from 13,000 MW in year 2000 to
15,000 MW in year 2009 [2]. People utilize the energy to facilitate the daily life
routine [3]. Most of the countries are depending on fossil fuels for meeting their
energy demand [4]. Nevertheless, the increasing cost for electricity and declining
fossil fuels resources causes various negative impacts to the people and environ-
ment especially in rural areas.

Therefore, renewable energy provide a better solution accommodate the
demand of energy to beneficial sustainable development. It including people in
rural areas which always being related with lack of basic needs [5] or usually
suffered from energy poverty [6]. The source which is infinite and available also
abundant source become the major factors of choice to supply the energy in rural
areas [7].

Solar energy is one of the potential energy that could be harvested for energy
uses especially in rural areas. The location of Malaysia which at latitude of 3.164-
N and 101.7-E is considered totally equatorial [6] and Malaysia’s condition also
which in the tropical region [8, 9]. In order to make solar energy progressively
provide benefits to rural areas, elements of energy efficiency needed to put into
consideration. This is because energy efficiency has helped in unnecessary waste
of energy as well as cost and prevents environmental degradation [10].

People in rural areas are the community that always being neglected their needs
for the development. Using traditional fossil fuels energy like cerosin are obvi-
ously give negative impacts to the environment and health. Lower income people
and poor are the major communities living in rural areas [11]. Solar energy could
provide a better option to rely on in order to increase socio-economic wellbeing
and reduce the poverty of energy in rural areas. The present study explores the
potential of solar energy becomes one of the promising alternative energy sources
for Malaysia in rural areas and how solar energy has increased socio-economic
wellbeing and develops green potential in energy sector of Malaysia by preserving
environment as well as reducing carbon emission.

43.2 Methods

The study used secondary sources such as policies, acts and regulations from
relevant ministries and agencies of the Malaysian Government. Relevant published
materials such as research reports, articles, books, annual reports as well as
websites were also reviewed in order to accumulate secondary data.
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43.3 Results and Discussion

43.3.1 Solar Energy as a Potential Alternative Source

Solar has become as one of the potential energy source after Government of
Malaysia (GoM) embarked the National Policy on RE also as fastest growing on
renewable energy [12]. Furthermore, solar has present to be a sufficient and
convenient energy resource especially in rural areas [13]. Solar also become
popular and act as perfect choice because it only need minimal maintenances,
quick times to install [12] and placed in the strategic geographical location, which
has abundant sunshine (Fig. 43.1) [14] with average irradiance per year of
1,643 kWh/m2 become promising condition for the development of solar energy
[15] in rural areas, Malaysia. Solar is projected to has highest cumulative capacity
among other RE up to 9 GW in Malaysia (Fig. 43.2) [6] and good for the place
where electricity grid extension is impractical [16, 17] and to overcome the
expensive cost to install for the small population which always being the obstacle
to supply electricity. Besides, solar energy also reduce carbon emission that make
it relevant as sustainable energy [13]. Table 43.1 shows that there are increasing
demand of solar energy in rural areas, Malaysia [18]. Besides that, growing
number of technologies for solar energy reducing energy efficiency gap as an
opportunity for meeting many social and environmental objectives [19].

43.3.2 Solar Energy: Potential for Socio-Economic
Wellbeing

Recent studies put the center of discussion mostly about potential of solar as
alternative energy [20] but not clearly defined or debate on how solar actually
benefits people in term of socio-economic wellbeing especially in rural areas.
Research conducted by [17, 25, 26, 28] proven that solar being as aid to socio-
economic wellbeing in rural area in Malaysia. As a signatory country to the UN
Convention on Climate Change and the Kyoto Protocol, Malaysia has taken ini-
tiatives for decreasing energy dependence on oil to reduce greenhouse gas emis-
sions (GHG) for sustainable development [21]. Malaysia has a population of
28.3 million people and about 71.3 % of Malaysia’s population lived in urban
areas while 28.7 % live in rural areas [22]. Based on the statistics in 2009, 3.8 %
of them live below the poverty line [23]. So, how solar could change and improve
socio-economic wellbeing in rural areas, Malaysia?

People in rural areas normally come from lower income people and poor. These
groups relying on traditional sources such as charcoal, firewood and farm residue
to meet their energy demand and basic daily life routine [24]. The grid electricity
connection is out of coverage and very expensive [3]. Using traditional source
from fossil fuel emitted a lot of hazardous chemical that not just effect the
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Fig. 43.1 Annual average
solar radiation in Malaysia
(MJ/m2/day) [14]

Fig. 43.2 Cumulative value
of renewable energy in
Malaysia [6]

Table 43.1 Solar in rural areas, Malaysia [18]

Year State Project name No. of houses Capacity
installed (kW)

2005 Pahang Kg Org Asli Ganuh, Rompin 56 100
Kelantan Kg Org Asli Blau, Gua Musang 54 100

Kg Org Asli Aring 5, Gua Musang 70 100
Sabah Kg Pegalungan, Nabawan 76 100

Kg Monsok Ulu, Tambunan 19 45
Kg Sinulihan, Tuaran 44 50

2006 Sabah Kg Meligan, Sipitang 140 200
Kg Lubukan, Semporna 40 75

Johor Kg Orang Asli Sg Peroh, Kluang 18 45
Kg Org Asli Tg Tuan, Mersing 24 45
Kg Org Asli Tanah Abang, Mersing 81 150
Kg Peta, Mersing 58 100
Kg. Punan, Mersing 60 100

2007 Sabah Kg Karakit dan Pekan Karakit 63 850
2009–2010 Sabah Kg Kuamut 270 1,000
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environment but also bad for human’s health [24]. The solar energy is a good
option to overcome the problem. A good health is important to continue life
routine to make it efficient. Studies conducted by [16] shows that solar energy
could increase health and to improve the life routine.

Women are usually associated with the slavery at their house mostly in rural
areas [25]. With bunch of works at home, women lost their purpose of living and
do not have extra time for themselves. Solar bring ray of hope for women in rural
areas. Solar energy could increase women empowerment [26]. Women tradition-
ally have to work long hours at home for cooking, wash clothing and cleaning,
now could have extra time to communicate and have the social interaction with the
neighbours and the community [25, 16]. Women also could increase their incomes
by build cottage industries with the assistance of solar energy in rural areas.

Education is a critical element to increase socio-economic wellbeing in rural
areas. Unfortunately, the short supply of electricity limited the study hours for
children especially during night times. Therefore, solar energy is relevantly edu-
cated people by providing electricity in rural areas [27, 28].

Solar energy shows its potential for socio-economic wellbeing in rural areas.
This potential is covered from improve human health, increase women empow-
erment by vanished gender inequality, enhance children’s education also devel-
oping strong self-esteem and confident levels. These potential’s elements are
drivers for poverty eradication especially in rural areas, Malaysia.

43.4 Conclusions

Solar energy is renewable source of energy and has a great potential to be
developed. Efforts to improve solar energy are needed such as integration, par-
ticipation and collaboration between the government, private sector, non-govern-
mental organizations (NGOs) and communities, particularly for rural areas. It is
necessary to develop solar potential in rural areas throughout Malaysia. Support
and assistance especially in terms of financial assistance, skills transfer to operate
and maintenance the solar system to the local population are necessary to ensure
not only the sustainability of the use of solar power for a long period but also to
increase the delivery of efficiency of solar system to the community in rural areas.
Education and awareness about the importance of solar energy should also be
instilled among Malaysians, especially those in rural areas so that the potential of
this energy source can be developed further and could preserving environment as
well as reducing carbon emission.
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Chapter 44
Economic and Environmental Assessment
of a 1 MW Grid Connected Rooftop Solar
PV System for Energy Efficient Building
in Bangladesh

Sanjib Chakraborty, Rubayet Hosain, Toufiqur Rahman
and Ahmead Fazle Rabbi

Abstract This paper evaluates the potentiality of a 1 MW grid connected rooftop
solar PV system for an Energy Efficient Building in Bangladesh, which was
estimated by utilizing NASA SSE solar radiation data, PVsyst simulation software
and RETScreen simulation software. Economic and environmental viability for a
ten-storied building with roof area of 6,500 m2 in the Capital City of Bangladesh,
Dhaka was assessed by using the RETScreen simulation software. The yearly
electricity production of the proposed system was 1,581 MWh estimated by
PVsyst where the technical prospective of gird-connected solar PV in Bangladesh
was calculated as about 50,174 MW. The economic assessments were determined
the simple payback in such a way that the generated electricity first fulfills the
demand of the building, and then the rest of the energy is supplied to the grid. The
result indicates that the roof top solar PV system for an Energy efficient building in
Dhaka city has a favorable condition for development both in economic and
environmental point of view.
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44.1 Introduction

Our local energy supply and energy use have direct influence on our global energy
system of transitions and or global climate changes. These changes could be
measured and identified through an intensive study on the energy use of the
buildings we live in. On the basis of energy efficient solar buildings concepts [1]
the source of electricity is an important part to supply of primary energy. Solar
energy systems therefore have an important role to play.

In the urban areas of Bangladesh thousands of building are being constructed
every year, by utilizing the buildings properly it is possible to produce electricity
from solar PV system. If we look through the solar PV technology diffusion in
Bangladesh, it is worth to say that Bangladesh is celebrating installation of 2
million solar PV home systems recently [2]. The established renewable energy
(solar PV) network through Infrastructure Development Company Limited (ID-
COL) with various Partner organizations (PO) has signified in the case of Ban-
gladesh. In the line of the RE policy the government of Bangladesh has planned to
develop 800 MW power from renewable energy by 2015 [3]. In Bangladesh
government has recently provided directive to include certain percentage of solar
power in commercial and residential buildings as a pre-condition to connect to the
grid. Hence, it’s an appropriate time to develop an energy and economically
optimized Solar PV system for the buildings of the urban area in Bangladesh.

44.2 Solar Energy Potential in Bangladesh

Bangladesh is the country with in area of 147,500 km2, which is situated between
20.300 and 26.380 north latitude and 88.040 and 92.440 east longitude, which is
considered as an ideal location for the utilization of solar energy. GIS-based
Geospatial Toolkit (GsT) and NASA Surface Meteorology and Solar Energy (SSE)
data are used for the estimation of the potential of solar energy in Bangladesh. It
was found that the range of solar radiation about 4–5 kWh/m2/day which is on
about 94 % area of Bangladesh (Fig. 44.1). Theoretically Bangladesh receives
near about 70 PWh of solar energy every year, which is approximately 3,000 times
higher than the current electricity generation in Bangladesh [4].

The range of average annual solar radiation is typically from 100 to 300 W/m2,
hence with a solar PV efficiency of 10 % with 3–10 km2 area is required for the
establishment of an average electricity output of 100 MW, that is considered as
10 % of a large coal or nuclear power plant [5]. Near about 10,000 km2 land of
Bangladesh is necessary for the power generation from solar PV system to fulfill
the electricity demand of 3,000 kWh/capita/year [6]. In Dhaka city, 7.86 % of total
land is suitable for the generation of solar PV electricity [7]. Taking into account
the grid availability, only 1.7 % of the land in Bangladesh is assumed technically
suitable for solar photovoltaic power generation [8].
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Fig. 44.1 Solar radiation (kWh/m2/day) and area of Bangladesh with highest potential for solar
energy utilization [4]

Table 44.1 Daily load data for the building

Baseline Scaled

Average [kWh/d] 265 265
Average (kW) 11.0 11.0
Peak (kW) 28.8 28.8
Load factor 0.384 0.384
Per year load requirement 100 MW
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44.3 System Overview

Area of the roof will be more than 6,000 m2 which is quite normal for the Dhaka
city and the height of the building will be approximately ten stories. Total number
of apartment in the building will be forty. Total load for the building has been
collected from a field data with a similar size building in the Dhaka city and daily
load data (estimated by HOMAR optimization software) is presented (Table 44.1).

The proposed system consists of 3075 fixed Solar PV panels with efficiency of
15.6 %.The panels are faced south and at an angle equal to the sight latitude.
Azimuth angle was taken zero. To convert the direct current into alternating
current two unit of inverter were used in the proposed system with a total capacity
of 500 kW each and efficiency of 98.5 %.

44.4 Economic and Environmental Assessment

44.4.1 Electricity Generation

The amount of usable energy after considering the system losses from the proposed
1 MW grid connected solar PV system were estimated by using the simulation
package PVSyst [9]. The proposed system will produce 1,581 MWh/year energy
after considering 12 % approximate energy loss. It seems from the Fig. (44.2), that
the energy production is maximum in the month of February and March approxi-
mately 5.3 kWh/kWp/day and minimum in the month of July approximately
3.4 kWh/kWp/day after considering all kind of losses. Throughout the year the
performance ratio of the plant is almost constant with the average value 85 %.

Fig. 44.2 Energy generation
per day and losses
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44.4.2 Economic Assessment

To evaluate the potentiality of proposed solar PV system from economic point of
view several analyses has been done over the lifetime of the system by using
RETScreen [10].

Break even analysis: The number of years for a project to equalize the cash flow
to the total investment cost can be determined by a Break-even analysis [11].
Initially the cash flow of the project is always negative and after break-even point
the cash flow becomes positive. In the case of proposed Solar PV, the initial cost
can be recovered within 7.3 running year (Fig. 44.3).

Net Present Value (NPV): NPV represents the difference between the cash
inflows and cash outflows in a present value of a project, considering all kind of
discount rate. Positive NPV indicates the potentiality of a feasible project [12]. For
the proposed Solar PV system NPV was calculated by using the RETScreen
simulation tool and presented in Fig. (44.4) and the net present value of the
proposed Solar PV system is 1.7 Million USD.

Cost of Energy (COE) Production: It is the avoided cost of energy that brings
the NVP to zero [4]. The energy production cost per MWh is obtained from

Fig. 44.3 Break-even
analysis for proposed system
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RETScreen assuming all financial parameter are kept constant. In the proposed
Solar PV system the cost of energy per MWh equal to 153.21 US$ in Dhaka.

Risk Analysis: Risk analysis has been performed based on the Net present value
to get a deeper insight of the risk associated with the proposed Solar PV system.
From Fig. (44.5) it can be illustrated that electricity export rate has positive impact
on the NPV and on the other hand Initial cost, O&M (Operation and maintenance)
has negative impact on the net present value (NPV)

Sensitivity Analysis: Sensitivity analysis was performed for some important
parameters such as Initial cost, Electricity export rate, discount rate etc. In every
economic action with a vibrant feature discount rate is an important issue as well
for the proposed Solar PV case [11]. Discount rate was varied from 5 to 20 % to
examine effect on the cost of energy production (COE) and Net present value
(NPV), while the year of operation was kept constant at 25 year. Also by varying
year of operation from 10 to 30 year by keeping the Discount rate constant the
response of the cost of energy production (COE) and Net present value (NPV) was
analyzed. From Fig. (44.6) it can be illustrate that at initially COE and NPV are
more sensitive to discount rate than Year of operation.

S
o

rt
e

d
 b

y
 t

h
e

 i
m

p
a

c
t

Relative impact (standard deviation) of parameter

Impact - Net Present Value (NPV)

-0,8 -0,6 -0,4 -0,2 0 0,2 0,4 0,6 0,8

O&M

Initial costs

Electricity export rate

Fig. 44.5 Risk analysis

Fig. 44.6 Sensitivity analysis
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44.5 Environmental Assessment

The contribution of GHGs from Bangladesh per capita in past is one of the lowest
in the world, but in recent times the emission of GHGs is increasing in an extreme
rate due to the radical increase of power production, vehicle use and industriali-
zation [13]. CO2, CH4 and N2O are considered as GHGs and one of the major
findings of this paper is to estimate how much GHG gas can be reduced by the
proposed solar PV system. The analysis has been done by using RETScreen and
only CO2 reduction given as a Priority. The status of the CO2 emission for Ban-
gladesh from 1973 to 2009 is illustrated in the following Fig. 44.7.

The calculation of the annual reduction of CO2 emissions due to the imple-
mentation of the proposed 1-MW solar PV system was performed based on the
emission factor (0.584 tCO2/MWh) of Bangladesh. Around 928 tons/year CO2

emission mitigation was observed in the proposed PV system. It seems that, the
use of solar PV system for the power production would be a great prospect for the
reduction of the CO2 emission in Bangladesh.

44.6 Conclusion

The paper examines the technical potential of solar PV electricity generation and
feasibility of rooftop solar PV system for an Energy Efficient Building in Ban-
gladesh. It is estimated that about 1,581 MWh/year power can be produced from
the proposed system. Among the whole power near about 100 MWh/year power
will consumed by the ten-storied building with roof area of 6,500 m2 and rest of
the energy about 1,481 MWh/year will be injected to the grid. It was also found
that it will take about 7.3 years to recover all the initial costs of the proposed Solar
PV system. The cost of energy for the proposed system has been estimated about
0.15 US$ per unit, which is cost competitive with conventional grid-connected

Fig. 44.7 CO2 emission data
Bangladesh
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fuel-oil based power generation. It was observed that, around 928 tons/year CO2

emission mitigation can be possible by using the proposed rooftop solar PV sys-
tem. The use of rooftop solar PV system in Bangladesh would be a great prospect
for the reduction of the CO2 emission and it will open a great opportunity for the
green development and will create green job opportunities for Bangladesh. It is
clear for this study that there is a great potential for the grid connected rooftop
solar PV system in Bangladesh. In practical not all the building in Bangladesh will
be suitable for rooftop solar PV system and also not all the building owner would
be willing to lease their roofs for twenty-five years period, while with a little
forethought and careful attention the rooftop solar leasing could poetically be a
win-win situation for both building owner and the solar project developers.
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Chapter 45
An Experimental Study on the Effect
of Using Fresnel Lenses
on the Performance of Solar Stills

Tarek I. Abdelsalam and Bahy Abdel-Mesih

Abstract The global water concern is mainly about the scarcity of fresh water
resources despite the abundance of saline and brackish water in oceans, seas, and
underground. Solar desalination offers a worthy solution to produce fresh water by
using solar radiation, which also lessens the energy concern by offering a
renewable source of energy to alter the consumption of fossil fuels and other non-
renewable resources. One of the solar desalination technologies is the solar still
system, which is a portable unit capable of producing distilled water by evapo-
rating brackish or saline water by using solar thermal energy. The steam is then
condensed on the inside of the glass cover and collected as fresh water. Solar stills
are easy to manufacture and install using local materials and workmanship, which
suits underprivileged remote communities that face difficulties in finding clean
potable water, while locating near a source of saline water. However, efficiency
and productivity of solar stills are still feeble when compared to other traditional
desalination techniques. As an attempt to overcome these issues, an upgraded
system is proposed and tested experimentally to augment the incoming solar
radiation falling on the top glass surface of the still by concentrating extra solar
radiation to preheat the flowing feedwater to the solar still system. The results of
the experimental study showed that the integration of linear Fresnel lenses has
approximately tripled the productivity of distilled water and improved efficiency of
a solar still, by about 68.76 %, when compared to a conventional non-concen-
trating solar still.
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45.1 Introduction

Egypt enjoys one of the highest solar irradiation intensities worldwide. Simulta-
neously it suffers from scarcity of fresh water resources due to high population
growth rates. Nevertheless, almost all countries of MENA regions have access to
seas or oceans which raise the issue of seawater desalination to tackle the problem
of fresh water demand. This brings up the idea of harnessing the sun’s energy to
desalinate seawater. Trieb and Müller-Steinhagen [1] have described the potential
of concentrated solar power desalination in MENA countries, and predicted that in
Egypt it will be around 2.87 billion m3/year in 2020 and reach 64.57 billion m3/
year by 2050. These figures were the highest among other MENA regions.

One of the main advantages of solar stills is their ease of manufacturing and
installation using local materials. Thus, they are suitable for underprivileged
communities with potable water shortages. Yet, this comes at the expense of
efficiency and productivity, which are low compared to traditional techniques.

Among other studies on concentrated solar desalination, Tanaka and Nakatake
[2] have introduced a vertical multiple-effect diffusion-type still, which was pro-
posed with the addition of a flat-plate mirror. The still was made of 10 partitions
with 10 mm diffusion gaps between partitions. The system was predicted to pro-
duce up to 34.5 kg/m2 day of distilled water on winter solstice days on the equator.
The factors affecting the productivity of multiple-effect diffusion solar stills with
flat reflector have been theoretically investigated [3] and experimentally validated
[4]. It was found that the reflectivity of reflectors plays an important role as the
distilled water production decreases 10 % with the loss of surface reflectivity from
0.95 to 0.8. The deviation of the solar still from the optimum azimuth angle affects
production by up to 12 %. The outdoor testing showed that daily productivity of
experiments matched with the theoretical predictions with a margin of error ±7 %
except for the results on a cloudy day. As a variation to the solar still with flat-plate
mirror, Tanaka and Nakatake [5] have introduced a basin type still with both
internal and external reflectors. This system showed an increase of the daily water
production of 48 % for the entire year when both reflectors were used, and only
22 % enhancement when the internal reflector was added. It is worth mentioning
that during summer the benefit of these reflectors was negligible due to shadow cast
by the external reflector on the basin liner. Abdel-Rehim and Lasheen [6] have
modified a solar desalination system to enhance its performance. The modification
unit included a solar parabolic trough with focal pipe and serpentine heat exchanger
with oil inside as the working fluid. This resulted in an increase in fresh water
productivity by an average of 18 %. Also, Nassar et al. [7] have achieved more than
303 % improvement in the fresh water productivity over. This was done by
incorporating a concave mirror where a metallic elliptical solar still under vacuum
was located at its focus. Vacuum conditions assured that raw water in the solar still
will have a lower boiling point. As far as this research is concerned, the authors of
this paper have not come across a previous effort in incorporating Fresnel lenses to
improve the performance of traditional single flat-plate solar stills.
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45.2 Setups Design

Two identical solar stills were manufactured for simultaneous testing; one with
and another without the proposed improvement. Each solar still was made of a
glass basin with the dimensions 468 mm 9 1,260 mm, with their bases padded
with black EPDM rubber for enriched thermal energy storage. The basin was
inserted inside a wooden insulation box, as shown in Fig. 45.1, while allowing for
a 5 mm gap between each corresponding sides, which was filled with rubber rags
for glass protection and to store heat escaping from the basin. The box was
mounted on four caster wheels with brakes for better portability. The glass cover
was inclined at Cairo’s average solar altitude angle of 30�. The fresh water col-
lecting chamber had an inclined base towards the outlet tap to enhance water
collectivity.

For the improved setup, a saline water tank was manufactured to store and
preheat the feed water. The tank was positioned at a higher altitude than the solar
still to instigate water flow through the pipes under gravitational force. Moreover,
four identical linear Fresnel lenses were purchased; each lens was
400 mm 9 320 mm, with a thickness of 2 mm, and a focal length of about 65 cm.
The lenses were made from PMMA, which is a light, transparent, and shatter-
resistant thermoplastic material usually used as an alternative to glass. The lenses
concentrate solar beams on the main feed pipe and held in position by a wooden
support structure, as shown in Figs. 45.2 and 45.3, to adjust the focal line on the
main feed pipe. Finally, there is a tap at the end of the piping system, for flow
control, and a flexible hose connecting to tap with the solar still basin. The pre-
heated components, tank and pipes, were painted in black to enhance solar beams
absorptivity.

45.3 Experimental Procedure

All experiments were performed during February and March atop of building A at
the British University in Egypt. The experiment starts after pouring the specified
saline water quantity, 12.5 L, in each of the traditional solar still basin, and the
improved setup’s water tank. The two setups were oriented to face south, and then
closed with the cover glasses at 9:30 am to start the experiment that ends after six
hours at 3:30 pm. At 10:00 am the feed water tap, of the modified system, was
opened slightly to allow for droplets of preheated water to flow into the basin
water. Manual sun tracking was implemented for the Fresnel lenses structure every
30 min, in addition to a regulation of the feed water flow rate by opening slightly
the feed water tap of the improved setup. All experimental runs were performed
under similar design parameters, but with two levels of water input salinity: saline
water from the Suez Canal that represented the high level of salinity, and brackish
water from a swamp that represented the low level of salinity. According to the
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Fig. 45.1 CAD model for
traditional setup

Fig. 45.2 CAD model for
improved setup

Fig. 45.3 The two setups
working concurrently
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experimental scheme, each run was performed three times under same conditions,
which means that each setup experienced six runs for the two salinity levels, with a
total of 12 runs for both setups. The output fresh water was eventually collected in
a calibrated plastic pot to be measured as shown in Fig. 45.4. The solar intensities
and ambient temperatures were measured by the campus’s Weather Station, while
the glass and basin water temperatures were measured by thermocouples. All
environmental data were averaged and belong only to the experiment’s 6-h period.

In order to assure reliable and consistent comparative results throughout each
experimental day a procedure of preparatory actions were implemented. For
instance, glass covers were cleaned with sheets of a newspaper in order to enhance
the condensation process, ensure high clarity and transmissivity for solar beams,
and to pave the way for condensate droplets to trickle along the glass without dirt
obstacles that can drips them back to the basin water. Additionally, saline water
tank and pipes were cleaned by water injection in the opposite direction to the
usual flow direction. Moreover, it was ensured that the saline water was poured
into the basin of the solar still via a calibrated plastic jug, while maintaining a slow
rate of discharge to avoid splashing of saline water into the fresh water collection
chamber. The linear Fresnel lenses were positioned as was shown in Fig. 45.2,
while keeping the flat lenses surfaces toward the pipes and the grooved surfaces
towards the sun for a better-quality focal line along the main pipe.

45.4 Results

The results of the measurements were tabulated, as shown in Table 45.1, which
exhibits sample results for two experimental days. The efficiency of each run was
calculated by using the following formulae:

Fig. 45.4 Collection of
output fresh water
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gtraditional ¼
Qfresh � LHw � 1; 000; 000 J=MJ

G � t � Ab � 1; 000 ml=l
� 100 ð45:1Þ

gimproved ¼ Qfresh � LHw � 1; 000; 000 J=MJ

G � t � ðAb þ ApreheatÞ � 1; 000 ml=l
� 100 ð45:2Þ

where Qfresh is the run’s measured generated fresh water volume in ml, LHw is
the latent heat of water vaporization (& 2.3 MJ/kg), G is the experimental day’s
average measured peak solar intensity during the run’s period in W/m2, t is the
run’s period (=21,600 s), Ab is the basin surface area of the solar still
(&0.5897 m2), Apreheat is the preheat system surface area exposed to the sun
(&0.5829 m2). While the percentages increase in efficiency were calculated using
this equation:

Efficiency increase ¼
gimproved � gtraditional

gtraditional
� 100 ð45:3Þ

By averaging all runs results, it was calculated that the proposed improvement
has increased the average efficiency by about 68.76 %; with 76.67 % improvement
for the high salinity water input runs, and 60.85 % for low salinity water input
runs. Correspondingly, the improved setup has increased the average productivity
by 231.17 %, from 641.7 to 2,125 ml per 6 hours. Also, it increased the average
measured basin temperature from 44.7 to 55.2 �C. Nevertheless, such achievement
is less prominent when the sky is cloudy or unclear due to the attenuation of beam
radiation, which significantly affects the Fresnel lenses effectiveness. This obser-
vation was concluded from a separate experiment set during a cloudy day with
results shown in Table 45.2. Another concern was the increase in capital costs, by
about 127.53 %, resulted predominantly because of importing the Fresnel lenses.

Figures 45.5 and 45.6 demonstrate the advantageous effects on productivity,
final output and accelerated fresh water generation, of the improved setup when
compared with traditional solar still. Additionally, the effect of input water salinity
can be observed from the differences between the two plots.
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45.5 Conclusion

The experimental results indicated that the proposed idea has succeeded to
enhance the desalination performance by averagely improving the productivity by
231.17 % and efficiency by 68.76 %. Additionally, this technique has also suc-
ceeded to accelerate the start of fresh water generation. However, for the proposed
improved setup design, further experimentally-based investigations and develop-
ment are required to overcome the sun tracking and high capital costs drawbacks.
Firstly, it is recommended to improvise an appropriate and economical sun
tracking mechanism for the solar concentrators and study its effectiveness. Sec-
ondly, it is suggested to assess the economic feasibility of the proposed
improvement on large-scaled units, while persuading local optical factories to start
manufacturing solar concentrators to eliminate much of the added costs allocated
to the lenses.

Fig. 45.5 Measured
accumulated fresh water
output for a low input salinity
run

Fig. 45.6 Measured
accumulated fresh water
output for a high input
salinity run
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Chapter 46
Solar Energy for Rural Egypt

Tarek I. Abdelsalam, Ziad Darwish and Tarek M. Hatem

Abstract Egypt is currently experiencing the symptoms of an energy crisis, such as
electricity outage and high deficit, due to increasing rates of fossil fuels consump-
tion. Conversely, Egypt has a high solar availability of more than 18.5 MJ daily.
Additionally, Egypt has large uninhabited deserts on both sides of the Nile valley
and Sinai Peninsula, which both represent more than 96.5 % of the nation’s total
land area. Therefore, solar energy is one of the promising solutions for the energy
shortage in Egypt. Furthermore, these vast lands are advantageous for commis-
sioning large-scaled solar power projects, not only in terms of space availability, but
also of availability of high quality silicon (sand) required for manufacturing silicon
wafers used in photovoltaic (PV) modules. Also, rural Egypt is considered market a
gap for investors, due to low local competition, and numerous remote areas that are
not connected to the national electricity grid. Nevertheless, there are some obstacles
that hinder the progress of solar energy in Egypt; for instance, the lack of local
manufacturing capabilities, security, and turbulent market in addition to other
challenges. This paper exhibits an experience of the authors designing and installing
decentralized PV solar systems, with a total rated power of about 11 kW, installed
at two rural villages in at the suburbs of Fayoum city, in addition to a conceptual
design of a utility scale, 2 MW, PV power plant to be installed in Kuraymat. The
outcomes of this experience asserted that solar PV systems can be a more technically
and economically feasible solution for the energy problem in rural villages.
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46.1 Introduction

The electricity demand is in a continuous rise, while the supply is limited due to the
predominant dependence on non-renewable energy resources. Therefore, a break-
through in the electricity production through new and renewable energy technologies
has become the key to overcome this pattern. Egypt is qualified to tackle its current
electricity shortage by exploiting its high solar energy availability and vast and vacant
deserts. According to ROBAA’s measurements, Egypt has very few cloudy days and
high global solar radiation, attributable to its presence at the solar belt, which can
reach up to 30 MJ/m2 during summer [1]. Moreover, El-Sadek has appraised around
99 % of the total Egyptian population is concentrated in an area representing about
5.5 % of the total nation’s land area, which is mainly located around the Nile valley
and Delta, leaving behind massive unexploited deserts with few or no inhabitants [2].

46.2 Decentralized System

A project commenced on an agreement between the British University in Egypt and
Misr El-Kheir Charity foundation. The purpose of this project was mainly to supply
electrical to selected critical service and residential buildings in two secluded
villages—Sydna Al-Khidr & Saydna Mousa—located at Wadi El Rayan, Fayoum,
where approximately 2,000 residents have no access to the national electricity grid.
The two villages were located in a natural protectorate more than 30 km away from
the national grid, where pollution is strictly prohibited to preserve its natural beauty.

The decentralized systems were off-grid systems designed to supply 11.04 kW to
five buildings in the two villages: a 3.36 kW system for the main medical healthcare
center, shown in Fig. 46.1, 2.4 kW system for the central school, two 1.2 kW sys-
tems for each village’s elementary school, and a 2.88 kW system for three residential
households, which were aimed to encourage teachers and physicians to reside in the
villages. Furthermore, an additional prototype system of 1.2 kW was constructed and
tested in Cairo for analysis and training purposes before commencing the other
systems in Fayoum. The power loads in different buildings varied from lighting and
fans to computers and refrigerators, thus a separate system sizing for each building
was prepared to determine the suitable components properties and sizes based on the
loads’ power ratings and space availability at the roof as shown in Fig. 46.2.

46.3 Centralized System

Another centralized PV system was designed to supply 2 MW to a rural com-
munity near Kuraymat, 90 km south Cairo. This system was planned to feed a
local grid of a nearby solar thermal power plant in order to evade the necessity of
incorporating additional electricity storage system.
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The project is to be implemented by the New and Renewable Energy Authority
(NREA) in consultancy with the Electrical Power Systems (EPS) and BUE team.
At the moment, the BUE team has finalized the design for civil work, components
sizing and selection, distribution of panels, and electrical circuits for the project.
Finally, a financial study was implemented to assess the economic feasibility of the
project and estimate its breakeven price per kWh.

46.4 Results

The two systems were analyzed technically and economically to be used as ref-
erences for future similar projects in the two directions.

46.4.1 Decentralized System

The prototype costs and technical data were not taken into this analysis, since it
was constructed and tested in Cairo, which does not represent rural Egypt.

Fig. 46.1 Medical center

Fig. 46.2 Polycrystalline PV
a top of school
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46.4.1.1 Technical Results

The following figures exhibit the data concerning one of the elementary school
systems, with a rated power and voltage of 1.2 kW and 48 V respectively. The
batteries average temperatures were measured using BTS-01 sensors connected to
Vario Track charge controller and Xcom-232i data logger, shown in Fig. 46.3, to
record the data on a SD memory card. Figure 46.4 presents the batteries’ average
temperatures throughout July 2013, which was recorded to be the hottest month in
Egypt. However, Fig. 46.5 presents the temperature of a sample day, on 2nd
October 2013, when the measured ambient temperature was ranging between 23
and 37 �C during that day.

Similarly, the Vario Track charge controller measured the input voltage from
the PV system and output voltage to the batteries during the sample day, as shown
in Figs. 46.6 and 46.7, and delivered the data to the Xcom-232i data logger.

The critical points for the four measurements were probed and tabulated as
shown in Table 46.1.

The Xtender inverter was also connected to the Xcom-232i data logger through
a Communication Bus connection, while measuring and delivering data con-
cerning important electrical parameters of the system. Figure 46.8 displays the
power generated from the PV panels and power consumed by the loads. One can
notice from this figure that there was only one AC input to the system, from the
solar system, since there was no auxiliary AC input from any other source.

46.4.1.2 Economical Results

The costs of the four main components of the five systems were tabulated as shown
in Table 46.2. The total capital costs budget for the systems was 482,500 EGP,
whereas connecting the villages to the national grid was estimated to cost more
than 14 million EGP due its remote location.

46.4.2 Centralized System

The results of the centralized system included measured primary data concerning
the site as well as an economic study.

46.4.2.1 Technical Results

Primary data were measured from the site to study the expediency of commencing
a mega-sized PV power plant in Kuraymat. The monthly direct normal irradiances
(DNI) and temperatures throughout the year were averaged and plotted as shown
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Fig. 46.3 From right to left (Xcom-232i data logger, Vario Track charge controller, combination
box, Xtender inverter, switches box)

Fig. 46.4 Batteries average temperature throughout July

Fig. 46.5 Batteries average temperature throughout the sample day

Fig. 46.6 PV average voltage
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in Figs. 46.9 and 46.10. The average yearly DNI for Kuraymat was estimated as
2,431 kWh/m2, while the minimum, average, and maximum temperatures were
recorded as 2, 22, and 42 �C respectively.

Fig. 46.7 Batteries average voltage

Table 46.1 Critical points for the graphs

Critical
Point

July’s batteries
temperature (�C)

Sample day batteries
temperature (�C)

Sample day batteries
voltage (V)

Sample day PV
voltage (V)

Maximum 39 31 51.1 62.16
Average 34.1 30.5 49.1 27.94
Minimum 31 30 46.3 0.88

Fig. 46.8 Elementary school system power input and output

Table 46.2 Capital cost distribution for the 11 kW decentralized systems

Component Batteries PV
panels

Inverters Charge controllers
and other electronics

Civil work
and others

Allocated cost (EGP) 221,950 106,150 72,375 57,900 24,125
Percentage of capital costs (%) 46 22 15 12 5
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46.4.2.2 Economical Results

Figure 46.11 shows the cash inflows and outflows throughout the typical 25 years
lifetime of the centralized PV system. The capital costs were estimated to be
around 36 million EGP, distributed as shown in Table 46.3, while the annual
running costs were estimated to be around 540,000 EGP. The annual interest rate
was assumed to be 10 %, while an annual increase in electricity price due to rising
demand over limited supply, excluding the inflation effect, was set as 4 %. The
breakeven price per kWh was computed to start with 63.7 piasters, at the first year,
and then rise annually to finally reach 169.8 piasters after 25 years, while the
current electricity price in Egypt during peak hours reaches around 45 piasters.

Fig. 46.9 Annual DNI distribution

Fig. 46.10 Annual temperatures distribution
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46.5 Conclusions

After studying the practicality of the two systems, one can conclude that despite
the promising advantages attributed to the solar energy solution in Egypt,
including high solar and space availabilities, solar energy is still a significantly
expensive alternative to conventional centralized electricity generation techniques.
Technically, the elevated temperature in rural areas resembled another weakness
point to the performance of system components such as batteries and PV panels.
Nevertheless, despite the necessity of a costly electricity storage system, decen-
tralized systems expressed a versatile and quick solution for small rural villages
scattered in the desert and far away from the national electricity grid. Besides, as
time goes, the feasibility of solar energy solutions will improve as a result of the
continuously rising demand and limited supply of conventional energy resources,
in addition to the foreknown evolution in storage and system performance that
anticipated to be achieved through extensive and tailored research and develop-
ment efforts R&D.
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Fig. 46.11 Cash flow timeline of the centralized system

Table 46.3 Capital cost distribution for the 2 GW centralized system

Component PV panels Civil
work

Inverters Transformer and
other electronics

Others

Allocated cost (EGP) 15,280,000 8,000,000 6,000,000 6,000,000 720,000
Percentage of capital costs (%) 42 22 17 17 2
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Chapter 47
Experimental Research of Pyrolysis Gases
Cracking on Surface of Charcoal

Valentin Kosov, Vladimir Kosov and Victor Zaichenko

Abstract For several years, in the Joint Institute for High Temperatures of
Russian Academy of Sciences, two-stage technology of biomass processing has
been developing [1]. The technology is based on pyrolysis of biomass as the first
stage. The second stage is high-temperature conversion of liquid fraction of the
pyrolysis on the surface of porous charcoal matrix. Synthesis gas consisted of
carbon monoxide and hydrogen is the main products of the technology. This gas is
proposed to be used as fuel for gas-engine power plant. For practical implemen-
tation of the technology it is important to know the size of hot char filter for full
cracking of the pyrolysis gases on the surface of charcoal. Theoretical determi-
nation of the cracking parameters of the pyrolysis gases on the surface of coal is
extremely difficult because the pyrolysis gases include tars, whose composition
and structure is complicated and depends on the type of initial biomass. It is also
necessary to know the surface area of the char used in the filter, which is also a
difficult task. Experimental determination of the hot char filter parameters is
presented. It is shown that proposed experimental method can be used for different
types of biomass.

47.1 Introduction

Biomass is the largest and the most important renewable energy source in the
world. World production of biomass is estimated at 150–200 billion metric tons a
year [2]. Biomass includes all variety of natural organics, agricultural wastes,
industrial wastes, especially forestry and wood industry, paper mills, fast-growing
plants, organic part of municipal waste.
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Biomass can be converted to energy in three ways: thermal conversion,
chemical conversion, and biochemical conversion. In order to use the most
effective of dry biomass thermochemical technologies such as burning, gasification
and pyrolysis, which in spite of its effectiveness have some disadvantages.

Gasification is the most effective way to convert biomass is its conversion into
combustible gas. However, the existing technologies of biomass gasification have
several disadvantages. Air gasification is the easiest method to convert biomass
into the gas. However, the resulting gas contains up to 60 % nitrogen and 40 %
carbon dioxide. The calorific value of the gas is generally around 4–5 MJ/m3,
which is too low for efficient use. Overall efficiency of gasification gas power plant
is limited to 20 % [3].

Oxygen and steam gasification allow increasing the calorific value of the gas
which contains no nitrogen and a small amount of carbon dioxide. The maximum
gas yield reaches 1.3 nm3 per kg of raw material and its calorific value is about
11 MJ/m3 [4]. Steam gasification is the widespread process because of its sim-
plicity. The main disadvantage of the process is concerned with necessity of steam
generation, which reduces overall effectiveness of power plant. Use of oxygen for
the purpose of gasification demands an air separation unit in technological chain
that leads to rise in price of the end product. It should also be noted that purifi-
cation of the gas from tar and ash is an urgent problem for all methods of
gasification.

Along with gasification, pyrolysis is an effective method of thermochemical
processing of biomass, industrial and domestic waste and at the same time one of
the least-developed technologies of bioenergy. Pyrolysis is the of thermal
decomposition process organics without oxygen. It runs at relatively low tem-
peratures (500–800 �C) as compared with the processes of gasification
(800–1,300 �C) and combustion (900–2,000 �C). Modern technologies of pyro-
lysis are focused to obtain a liquid product, so-called pyrolysis oil. Pyrolysis oil is
a thick black tarry liquid close in composition to the biomass, and consists of a
complex mixture of hydrocarbons with substantial water content (up to 30 %) and
having a calorific value of about 20 MJ/kg [5]. Pyrolysis oil theoretically can be
used directly as a fuel, but its wide use as a furnace fuel or motor requires more
complex processing technology.

The technology of biomass thermal processing with synthesis gas production
developed in the JIHT RAS is based on two stage thermal conversion of biomass
with pyrolysis as first stage and high-temperature processing of the pyrolysis gases
and pyrolysis oil on surface of char as second stage [1]. The method is similar to
the one suggested in [6] and used in [7] for processing of wood waste and peat.
Carbon, hydrogen and oxygen content of condensable and non-condensable vol-
atiles allows them to be converted into synthesis gas consists of hydrogen and
carbon monoxide in practically equal parts.

For practical implementation of the technology it is important to know the size
of hot char filter for full cracking of the pyrolysis products on the surface of char.
The most difficult is to determine the cracking parameters of tars, since their
structure is complicated and depends on the type of initial biomass. To solve this
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problem, there were a series of experiments showed the possibility of determining
the minimum size of the hot char filter for the complete decomposition of volatile
pyrolysis products.

47.2 The Experimental

The experimental set-up (Fig. 47.1) consisted of a high-temperature two-chamber
fixed-bed reactor and a system of extraction and analysis of gas and vapor forming
as a result of heating an initial raw material.

The reactor was a stainless steel tube with an inside diameter of about 37 mm,
which was placed within two-section furnace with independent heaters for each
section. The chambers were 300 mm length each. Raw material was placed into
the chamber 1. Char obtained by pyrolysis of the same raw material was placed in
the chamber 2. There were series of experiments with different amount of char
placed in the camber 2. Pyrolysis process was explored when chamber 2 was
empty. Before experiments the top chamber was heated up to temperature
1,000 �C that was held further at the constant level. After that the temperature of
the bottom chamber was raised at the rate 10 �C/min.

Pyrolysis gases formed during pyrolysis of initial raw material passed through
the porous carbon bed with the fixed temperature. As a result of homogeneous and
heterogeneous chemical reactions in the high-temperature zone, a decomposition
of torrefaction gases took place. Conversion degree depended both on the tem-
perature in the top chamber and on the residence time in a high-temperature zone.
Non-condensable gas came into the volume meter (eudiometer). The samples of
the gas were chromatographed.

Softwood pellets were used as a raw material for pyrolysis. Carbonized soft-
wood pellets were used as the hot char filter. The properties of the pellets are
shown in Table 47.1.

47.3 Results and Discussion

The results of measurements of the volume gas produced during pyrolysis per 1 kg
of softwood pellets and subsequent cracking of tars shown in Fig. 47.2. From these
data it follows that the cracking of tar on the surface of coal increases the volume
of gas obtained by seven times.

The composition of non-condensable pyrolysis gas is shown in Table 47.2.
In the process of heterogeneous cracking on the surface of coal, methane and

carbon dioxide decompose into hydrogen and carbon monoxide, forming the
synthesis gas. Similar processes occur in the cracking of tars, acids, alcohols and
water. The gas obtained in the cracking of tars consists almost entirely of hydrogen
and carbon monoxide in roughly equal proportions.
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Fig. 47.1 Scheme of the experimental reactor

Table 47.1 Properties of
softwood pellets (dry
material, wt%)

Moisture 8.3
Ash 1.4
Volatiles 84.6
C 47
H 6
N 0.2
O 44

Fig. 47.2 Gas yield per 1 kg of raw material during pyrolysis of softwood pellets and subsequent
cracking of tars
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The cracking process of the pyrolysis products can be estimated by the amount
of carbon dioxide in the gas leaving the reactor at a different quantity of char in the
cracking chamber 2. This assumption is based on the fact that the activation energy
for the secondary cracking of pyrolysis tars [8] in two times less than the activation
energy for the Boudoir reaction [9].

For the estimation of the carbon dioxide amount, serial experiments were
conducted, in which the chamber 2 was placed charcoal with mass of 5, 10 and
15 g. The mass of initial biomass in the chamber 1 was 5 g. The amount of carbon
dioxide in the gas leaving the reactor at a different quantity of char in the cracking
chamber 2 is shown in Fig. 47.3.

From these data it follows that charcoal in the chamber 2 works as a catalyst
accelerating the decomposition process of carbon dioxide. Using charcoal filter
that equal to the amount by weight of the initial biomass reduces the amount of
carbon dioxide in the exhaust gas by more than order of magnitude.

Table 47.2 Non-condensable pyrolysis gas composition

H2 CO CO2 CH4 N2

32.6 % 22.4 % 24.1 % 16.3 % 4.6 %

Fig. 47.3 The amount of carbon dioxide in the gas leaving the reactor at a different quantity of
char in the cracking chamber
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Thus, using the charcoal filter is equal to the initial weight of the biomass is
possible to achieve a high degree of decomposition of the pyrolysis products.
Further increase in coal mass filter does not significantly increase the degree of
decomposition.

47.4 Conclusion and Future Work

The data obtained show the possibility of experimental determination of param-
eters of carbon filter to achieve the desired characteristics of the gas produced two-
step conversion of biomass. The method of determination the degree of decom-
position condensed pyrolysis products on the content of carbon dioxide allows to
estimate the required amount of carbon in the cracking chamber 2. However, the
experiments were not considered processes of tars volumetric decomposition in the
chamber 2. Additional experiments with increased sample weight of initial bio-
mass for the same reactor size are necessary to be carried out. Moreover, for the
application of this technology as a method of gas cleaning it is necessary to define
the characteristic residence time of tars in the char filter that is sufficient for their
complete decomposition.
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Chapter 48
High-Calorific Gas Mixtures Produced
from Biomass

Valentin Kosov, Vladimir Kosov, Vladimir Sinelschikov
and Victor Zaichenko

Abstract Investigations in the field of processing of different types of biomass
into high calorific gas fuel are carried out in the Joint Institute for High Tem-
peratures of RAS. Design of technology for effective processing of low-grade solid
fuel to gas mixtures which can be used as fuel for power plants is rather actual
problem both in the view of natural resources conservation and in the view of the
development of autonomous energy unit for thermal and electric power supply.
The experimental data on quantity and composition of the gaseous products
formed in the process of peat pyrolysis are presented at various operating
parameters of the process. It is shown that as a result of peat pyrolysis and the
subsequent cracking of emanating products at temperature 1,000 �C it is possible
to receive 1.4 m3 of gas with specific caloricity 11.7 MJ/m3 per 1 kg of original
raw material.

48.1 Introduction

Developing the technologies for conversion of different kinds of biomass into gas
fuel and pure carbon materials is rather an actual problem both from the point of
view of natural resources conservation, and from the point of view of creating
autonomous plants to produce both electricity and heat operating on local kinds of
fuel.

Gasification and pyrolysis are the most popular methods that developed for
producing gas fuel from biomass. Both of them have some advantages and dis-
advantages. Air gasification is the easiest method to convert biomass into gas.
However the resulting gas contains up to 60 % carbon dioxide and nitrogen and
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its calorific value is generally around 4–5 MJ/m3 which is too low. Overall effi-
ciency of gasification gas power plant is limited to 20 %. The gasification products
also contain undesirable substances such as tars and dust which are need to be
removed [1]. To increase a calorific value of the gasification products oxygen or
water steam gasification can be used. The gas produced by oxygen and steam
gasification contains no nitrogen and small amount of carbon dioxide. The max-
imum gas yield reaches 1.3 nm3 per kg of raw material and its calorific value is
about 11 MJ/m3 [2]. Steam gasification is the widespread process because of its
simplicity. The main disadvantage of the process is concerned with necessity of
steam generation which reduces overall effectiveness of power plant. Use of
oxygen for the purpose of gasification demands an air separation unit in techno-
logical chain that leads to rise in price of end product.

Calorific value of gas produced in the process of biomass pyrolysis is consid-
erably higher than calorific value of gas produced in the air gasification process.
Insignificant degree of processing of initial raw materials into pyrolysis gas is main
disadvantage of this technology. Significant increase the gas yield can be achieved
by high-temperature conversion of liquid fraction. For this purpose both the cat-
alytic [3] and non-catalytic [4, 5] methods can be used. In the present paper the
scheme similar to the scheme offered in [6] for processing of wood sawdust is
considered. Experimental feasibility of the technology based on such scheme was
partially presented in [6]. Synthesis gas consisted from carbon oxide and hydrogen
and char are the end products of this technology.

48.2 Experimental Conditions

All the experiments were carried out at the setup similar to used in [6, 7] and
schematically presented in Fig. 48.1. It consisted of a high-temperature reactor A,
a gas supply system and a gas expense controller G at the entrance of reactor, and a
system of extraction and analysis of gas at the exit of reactor including condenser
B, eudiometer C and chromatograph. The samples of the gas for chromatography
were taken out in the point D. The reactor was a stainless steel tube with an inside
diameter of about 37 mm, which was placed within two-section furnace with
independent heaters for each section. Each section was 300 mm length. The
heaters allowed varying the temperature inside the reactor from 100 to 1,200 �C.
Such construction of the furnace made possible to use the reactor in one and two
chamber regimes.

In the first case the top chamber of reactor was not heated up and was empty.
During experiments the behavior of different raw materials situated in bottom
chamber at the stage of pyrolysis, activation and also the process of pyrocarbon
deposition from gaseous hydrocarbons on the surface of char were investigated.
The gas supply system made it possible to carry out experiments in different gas
media and monitor the volumetric gas flow through the reactor. The pressure in
reactor was equal to 105 Pa.
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The two chamber regime was used for investigation of pyrolysis of different
raw materials, composition and yield of gas produced in process of its thermal
conversion. Raw material 1 (see Fig. 48.1) was placed into the bottom chamber.
Char 2 obtained by pyrolysis of the same raw material was placed in the top
chamber. The depth of char bed was equal to 50 mm. Before experiments the top
chamber was heated up to temperature T2 that was held further at the constant
level.

After that the temperature of the bottom chamber was raised at the rate 10 �C/min.
Thus, gases and vapour formed during pyrolysis of initial raw material passed
through the porous carbon bed with the fixed temperature T2 (further this mode is
designated as «pyrolysis with cracking»). As a result of homogeneous and hetero-
geneous chemical reactions in the high-temperature zone a decomposition of pyro-
lysis gases and vapour took place. Conversion degree depended both on the
temperature T2 and on the residence time in a high-temperature zone. The output gas
mixture passed through the condenser B. Non-condensable gas came into the eudi-
ometer C. Wood and peat pellets were used as initial raw material Humidity of the
samples was 6 and 10 % for wood and peat respectively.

Fig. 48.1 Experimental
installation scheme
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48.3 Pyrolysis of Wood and Peat Pellets

The different raw materials pyrolysis experiments were carried out in one chamber
regime of reactor. During the experiments raw material was heated in oxygen-free
medium from room temperature to 1,000 �C. The fulfilled experimental investi-
gations showed similar behavior of peat and wood pellets during their thermal
processing. The weight loss curves for wood and peat pellets during pyrolysis
process are presented in Fig. 48.2. The data shown in Fig. 48.2 correspond to a
heating rate of approximately 10 �C/min. It can be seen that the loss of mass
occurs mainly in the temperature interval from 200 to 600 �C and ranges from 65
(for peat pellets) to 85 % (for wood pellets) of the initial mass. The change in the
mass with a further increase in the temperature is insignificant and is equal to
around 5 % of the initial mass in the temperature interval from 600 to 1,000 �C.
The obtained char is a brittle porous material containing around 80 and 90 % of
carbon for peat and wood pellets, respectively. This difference mainly depends on
the difference of ash level of the initial raw materials. Changing the heating rate
from 2 to 35 �C/min resulted in the mass of char decreasing by no more than 10 %
and the specific volume of open pores increasing by around 20 %. The specific
volume of open pores for char from wood and peat pellets is equal to 0.5 and
0.28 cm3/g, respectively.

Fig. 48.2 TGA of wood and peat pellets in the pyrolysis process
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The chromatographic analysis of composition of the gases evolved during
pyrolysis of wood and peat pellets was fulfilled in the temperature range
250–1,000 �C at the heating rate 10 �C/min. Gas yield and its composition for
wood and peat pellets are very similar. Major gas components are H2, CO, CO2 and
CnHm. Note that methane constituted the main part in the hydrocarbon mixture
CnHm. At temperature above 500 �C the carbon dioxide content substantially
decreased whereas the content of combustible gases (methane, hydrogen and car-
bon monoxide) increased that led to increase of the calorific value of the product
gas mixture. The overall gas yield was equal to 0.29 m3 per kg of initial raw
material. The lower calorific value of product gas was equal to QL = 9.6 MJ/m3.
Extraction of the gas evolved in the temperature range 500–1,000 �C leads to the
appreciable increase of the calorific value of product gas up to 13 MJ/m3 but the gas
yield decreases to 0.18 m3 per kg of initial raw material.

48.4 Pyrolysis and Tars Cracking

Increasing the conversion degree of raw material into a combustible gas can be
achieved as a result of high-temperature thermal processing of gases and vapors
emanating in process of pyrolysis. The data on gas volume (per kg of peat pellets)

Fig. 48.3 Gas yield per 1 kg of raw material during thermal processing of peat pellets versus
temperature of the bottom chamber for different regimes

48 High-Calorific Gas Mixtures Produced from Biomass 381



obtained in the process of heating of the bottom chamber of the reactor at different
temperatures T2 are shown in Fig. 48.3. In the same figure the similar data
received in «pyrolysis» mode are also shown.

As follows from the presented data the volume of the gas produced in mode
«pyrolysis with cracking» was much more than the volume of the gas produced in
«pyrolysis» mode. This difference increased essentially with increasing the top
chamber temperature T2. Simultaneously reduction of quantity of the liquid
fraction collected in the condenser B was observed. For the temperature
T2 = 1,000 �C there was no liquid fraction in the condenser that was evidence of
full tar and pyroligneous liquor conversion into gas.

In Tables 48.1 and 48.2 data on content of combustible components in the gas
mixtures obtained by thermal processing of peat and wood pellets for different
temperatures of the top chamber («pyrolysis with cracking» mode) and corre-
sponding high QH and low QL calorific values are presented. Similar data for gas
mixture obtained in «pyrolysis» mode are shown at the same tables.

48.5 Conclusion

As a result of the pyrolysis and the subsequent cracking of emanating volatile
products over a char at the temperature 1,000 �C it is possible to increase the
conversion degree of initial raw materials and to receive about 1.4 m3 of gas with
calorific value approximately 11.7 MJ/m3 from 1 kg of wood or peat pellets.

Table 48.1 Composition and calorific value of gas mixtures obtained from peat pellets

T2, C Volume fractions of combustible components Calorific value, MJ/m3

H2 CO CnHm QH QL

850 0.40 0.27 0.08 11.7 10.6
950 0.43 0.40 0.02 11.3 10.4
1,000 0.49 0.41 0.01 11.7 10.6
Pyrolysis 0.23 0.19 0.13 10.4 9.6

Table 48.2 Composition and calorific values of gas mixtures obtained from wood pellets

T2, C Volume fractions of combustible components Calorific value, MJ/m3

H2 CO CnHm QH QL

850 0.39 0.28 0.10 12.5 11.5
950 0.47 0.41 0.01 11.5 10.6
1,000 0.46 0.46 0.00 11.7 10.9
Pyrolysis 0.28 0.26 0.16 13.4 12.2
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Chapter 49
Aspects Regarding Design of Wind Power
Plants Foundation System

Vasile Farcas and Nicoleta Ilies

Abstract During the past years wind power plants projects have become very
important all over the world. Considering the height of the superstructure and the
technological conditions which impose limit displacements and settlements, one of
the most important verification for those foundations is at serviceability limit state.
The value of the displacements must be calculated for dynamic loads, especially
wind charge. The article present the particularities of the wind power plants
foundations design, but also considerations about the reinforcement and the con-
crete used for the foundation.

49.1 Introduction

Wind energy is becoming more and more important in Romania, large projects
were contracted, the most part in Dobrogea (a region in south eastern part of
Romania), but also important projects were expecting authority’s approval.
According to European Wind Energy Association (EWEA) [8], wind power
installed in Europe is increasing every year, as seen in Table 49.1.

Wind power plants foundations are a challenge for engineers due to the special
design requirements. Generally, wind power plants foundations are strip founda-
tions, with circular or ring shape. The design of the foundations is made according
to European norm—Eurocode 7—Geotechnical Design [3] according to Romanian
norm.
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Ring shape surface is used mostly in the situation when is proposed that the
electrical cables to be droved by the central area of the foundation and they are
sectioned under the foundation bottom. On the foundation socket is executed the
wind power plant body, having metallic tube cross section. Foundation bottom
diameter is approximately (0.25–0.30) H, where H—is the total height of the wind
power plant. Foundation bottom cross section is approximately 0.15 H and the
socket cross section is *1,20 m larger than the tower cross section.

49.2 Design Considerations

Elastic circular foundation is made by reinforced concrete, having minimum
C25/30 strength class, in order to assure the minimum exposure class XC4 and
XF1, according to Romanian norm and [2]. In case of the presence of chemical
aggressive waters or soil it is necessary to consider exposure class XA (according
to [2]). In order to determine plane surface of the foundation bottom it is applied
European norm [3]. Actions value on the foundation bottom and safety factors is
determined for the design approaches according to EN 1990—Basis of structural
design norm [1]. Safety factors are determined for Ultimate Limit State (ULS) and
Serviceability Limit State (SLS).

Considering Vz, Qxy and Mxy for the axial load, horizontal load and the bending
moment acting on the foundation bottom, there are two important design cases:

• For the design case where Vz,max and Mxy,af it is required that the entire
foundation bottom to be active. In this case is possible to check a pressures
condition [3] (49.1), where pacc is the value of accepted pressures on the
foundation ground, and rmax is the maximum pressure on the foundation
bottom:

rmax � pacc ð49:1Þ

There is also required to check the value of the loads eccentricity which
imposes to maintain axial load inside the cross section core limit (Fig. 49.1),
e� re1 ¼ 0:25 � ra � 1 þ r02ð Þ, where r0 ¼ re

ra
.

The value of the effective pressures acting on the foundation bottom is calcu-
lated with the relation:

Table 49.1 Wind power installed in Europe by the end of 2012

Country Austria Germany Netherlands Romania Spain

Capacity (MW) installed in 2012 296 2,415 119 923 1,122
Capacity (MW) installed at the end of 2012 1,378 31,308 2,391 1,905 22,796
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rmax
min ¼ V

r2
a

� 1
J1 1 � r02ð Þ � 1 � e

re1

ffi �
ð49:2Þ

• For the design case where: Mxymax, Vz,af it is considered the loading of a certain
surface from the foundation bottom.

In this case it is imposed that resultant force to act inside the core of the cross
section. Maximum pressure value acting on the ground is given by the relation:

rmax ¼ V

r2
a

� 2
p 1 � r02ð Þ �

e

re1
1 � 0:7

e

re1
� 1

ffi �
� 1 � e

re2

ffi �
� 1 þ r0ð Þ

� �
ð49:3Þ

For the design phase is mandatory to verify bearing capacity limit state (ULS)
and deformation limit state (SLS), according to SR EN 1997 [3]. For the limit state
in the foundation ground the verification is given by the relation (49.4), where:
Vd—design vertical load on the foundation ground (on the foundation bottom)
calculated for an ultimate limit state, Rd—design bearing capacity of the foun-
dation ground, for drained or undrained conditions. It is imposed that e

ra
� 0:59.

Also, it is necessary a sliding check (ULS).

Vd �Rd ð49:4Þ

The check is performed for design combination Qxz,max and Fz,af.
The most important check is on deformation limit state (SLS). Taking into

consideration the large height of the structure and the technological conditions it is
required that the tower inclination to have a lower value than the maximum

Fig. 49.1 Loads distribution
on a circular foundation
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allowable value. To guarantee the stability of the structure it is required to respect
the condition (49.5), where the value of tgaadm is considered to have a maximum
value of 3 mm/m (a� 0:17�) (Fig. 49.2):

tga\tgaadm ð49:5Þ

The value of foundation inclination on dynamic loads is calculated using the
relation (49.6), where: K/;din—dynamic coefficient of subgrade reaction on rota-

tion for the foundation soil, If —inertia moment for the foundation bottom (¼ pD4

64 ).

tga ¼ Mxy

K/;din � If
ð49:6Þ

K/;din �
Mxy

tgaadm � If
ð49:7Þ

From the relation (49.5) and (49.6) it is calculated the required minimum value
of dynamic coefficient of subgrade reaction on rotation (49.7) [4–7], which rep-
resents the minimum value necessary for the foundation soil, so that to be
impossible to have a larger inclination than the allowable value. The value of static
coefficient of subgrade reaction on rotation is calculated using the relation (49.8)
[7], where -/ ¼ 1:98.

K/ ¼ -/ � E0ffiffiffi
A

p
� ð1 � m2Þ

ð49:8Þ

By knowing the value of required K/;din it is necessary to determine the min-
imum required value of the elastic deformation modulus for the foundation
ground, using the relation (49.9) [5] for circular foundation. The same way it is
calculated the required value of static deformation modulus (49.10) [5], where m is
Poisson’s coefficient, determined in dynamic conditions.

Es;din ¼ K/;din
3
4
� 1
r3

a

� 1 þ tð Þ � 1 � tð Þ2

1 � t � 2t2
ð49:9Þ

Fig. 49.2 Foundation
rotation due to applied loads
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Es ¼ K/;static �
3
4
� 1

r3
a � r3

i

� � � 1 þ tð Þ � 1 � tð Þ2

1 � t � 2t2
ð49:10Þ

When the value of dynamic deformation modulus required ES;din is smaller than
the value of dynamic deformation modulus of the foundation soil, it is allowed to
utilize direct (shallow) foundations. When Es;din [ Es;soil is necessary to implement
consolidation solutions for the foundation soil or to design deep foundation
systems.

49.3 Foundations or Consolidation Solutions

Some possible solutions to consolidate foundation soil are: Deep consolidation of
the foundation soil using gravel columns or stabilized gravel plots; Foundation soil
consolidation by reinforced gravel mattresses (with geo grids). A major solution is
the one of deep foundation systems, using raft foundations bearing on a row of
piles (inclined piles, having 8:1 inclination) disposed along the foundation
perimeter. In reinforcement design it is important to tag on: foundation rein-
forcement design, punching shear design, design on shearing forces, cracks
opening design, design of bolts anchorage in the foundation body. To calculate
foundation reinforcement, it is considered a circular or ring shape surface of the
foundation, divided into 10 ring shape areas and it is calculated the radial and
tangential bending moments for the entire span. It can be used numerical and FE
methods.

49.4 Conclusions

Wind energy is a renewable energy source of the power, generated by the wind
power. Although now is a relatively minor source of electricity for most countries,
wind energy production has increased almost five times between 1999 and 2012,
leading, in some countries the share of wind energy in total energy consumption to
be significant: in Denmark (23 %), Spain (8 %). At the same time, studies show
that this energy production is continuously growing, therefore foundation design
will be a challenge and a necessity for civil or geotechnical engineers.
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Chapter 50
Aspects Regarding Soil Investigation
and Foundation Design for Photovoltaic
Power Plants

Vasile Farcas and Nicoleta Ilies

Abstract Between all sources of green energy, the photovoltaic power plants are
among the best solutions encountered nowadays. Despite all the advantages given
by this solution, the major problem remains the large surface of terrain required to
build the entire project. As a result, instead of consuming good agricultural soils
for the use of photovoltaic power plants, other categories of soils can be exploited.
In order to protect good agricultural terrains the photovoltaic power plants are
mostly displaced in areas with difficult soil conditions such as soft soils or height
slopes. The paper presents the particularities of photovoltaic panels power plants,
designed on difficult soil condition. Moreover, the paper describes special aspects
regarding solar power plants foundations and geotechnical investigations on slopes
and soft terrain.

50.1 Introduction

The first step necessary in the process of making a photovoltaic power plant is to
find a good site, from geographical point of view, slope inclination, cardinal
orientation, altitude, number of sunny days per year etc. Choosing the site is
relatively simple because the requirements for obtaining maximum power outputs
are defined by panels producer. It remain the problem of the site characterization
from geotechnical point of view and some other limitations like constructions
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interdiction on agricultural terrain, natural reservations etc. The main technical
problem which can define the success of a photovoltaic plant is the soil. The
document who have to answer to this problem is the Geotechnical Report.

50.2 General Requirements for a Geotechnical Study:
Aims

The geotechnical report must provide all necessary geotechnical, geological and
hydrological information about the site, in order to perform the design, the con-
struction and the exploitation of photovoltaic farm. Also the report must provide
enough data about the local weather, frost depth, seismic risk etc.

The soil characterization from laboratory and in situ testing and the elaboration
of the Geotechnical Report must be performed after the requirements of Eurocode
7—Geotechnical Design [8, 9].

To establish the volume and type of investigation required it is necessary to
have the elements which will be constructed. In general all photovoltaic plants
have common elements how follows:

• Foundations for panels;
• Roads—for access inside and trough the plant;
• Small buildings—usually only one level height, with relatively small charge,

max 1.0 7 1.5 to/m2;
• Trenches for electrical cables;
• Slope; usually the plant is erected on a hill and slope stability must be certified.
• Other elements: fences, gates etc.

The team which carries out the geotechnical report must be a legal society
formed by qualified and competent personal, certified by their country authorities
for this kind of work. It is mandatory to have equipment for site investigations,
laboratory equipment, software’s and of course a minimum experience.

50.2.1 The Geotechnical Study Content

All tests must be conducted in order to establish the foundation condition for
buildings and slopes. The volume of works shall provide enough, but not unnec-
essary information.

• In situ tests

All works are focused in establishing the next information:

• Stratigraphy; determinations of layers boundary, thickness, layers type and
geotechnical characteristics;
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• Water levels (piezometric and hydrostatic), maximal and minimal levels,
chemical aggressiveness;

• Geophysics characteristics (resistivity, seismic) etc.

The geotechnical study will include all kind of in situ test needed:

• drillings (rotary drilling, percution drillingetc.) fitted for the soil type;
• CPT—cone penetration tests, CPT-U—cone penetration test with pore pressure

measurement, SPT standard penetration test, DP—dynamic penetration test,
PLT—plate load test, DMT—dilatometer tests (Marchetti), PMT—pressure-
meter test (Menard) etc.

• Geophysical research—geoelectrical methods, geoseismic methods, georadar
methods.

• CBR test—Californian Bearing Resistance Ratio, for road construction etc.

The number of tests is different from site to site, but a minimum number of
drillings can be found in Table 50.1 (of course the number depends on every
country regulation) [10]:

• Laboratory test

From the drillings, samples for laboratory testing will be taken. The laboratory
will perform physical and mechanical tests against the samples as follow:

• Particle size analysis by sedimentation and sieving or combined methods,
• Density—specific gravity, apparent and relative density,
• Friction angle, cohesion for undrained and drained conditions,
• Compressibility test, oedometer tests,
• Determination of natural moisture,
• Atterberg limits,
• Testing of organic matter in soils,
• Proctor Test: Moisture content /dry density value,
• Test of free swelling- for swelling clays,
• Soluble salt content (Mg, Cl etc.) in soil and water if phreatic level exits (water

table),
• CBR test on natural or stabilized soil sample.

The tests number may be increased or decreased depending on the geological
homogeneity of the site. To perform the various laboratory tests should pay
attention to sampling and sampler devices, using a sampler to keep unchanged the
following soil properties: structure, density, moisture, grain size, plasticity and
chemical components stable. Some soils like gravels, present real difficulties to
sampling; in these cases in situ test are preferred, for example DP test.

Table 50.1 Required number of drillings

Surface \1 ha 2 ha 5 ha 10 ha 20 ha 50 ha

No. of drill 4 6 8 15 24 40
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50.3 Slope Stability Case Study

The purpose of the slope stability analysis is to determine if the solution proposed
is able to solve the stability problems found on the slope. Also this study’s aim is
to prove that the foundations for the photovoltaic power plants may stabilize the
slope. In order to perform the stability analysis it is considered a slope having
75 m length, 22� inclinations and a succession of soil layers as in Table 50.2. This
considered stratigraphy it is characteristic for Transylvanian slopes [1, 3, 4–7],
therefore with small adjustments this study may be used for regular design. The
ground water table is found in the layer of sand, at -1.10 m depth from the natural
ground level.

Based on the soil stratigraphy and ground water table, the conclusions arising is
that the most probable sliding surface will occur in the sandy layer of soil,
influenced also by the water table, which modifies the soil parameters. The
analysis to find a stabile profile was performed using Slope Stability Module of
Geo Fine software [2], considering different probable situations. In this case the
most suitable analysis uses Sarma method, for slopes with probable polygonal
sliding surfaces and Fellenius-Petterson method, for slopes with probable circular
sliding surface. According to the Romanian and European norms, for a slope, in
order to be stable, the minimum factor of safety required is FS = 1.50. This case
study considers therefore the safety factors approach.

The analysis using Geo5 software proved that the sliding surface with the
smallest safety factor occurs in the sandy layer of soil, as in Fig. 50.1, considering

Table 50.2 Soil parameters for mail soil layers

Nr. Depth Soil type c (kN/m3) u (�) c (kN/m2)

1 0.00…-1.00 Silty sand 18.0 29.0 5
2 -1.00…-1.50 Sand with traces of fines, dense 17.5 31.5 0
3 -1.50…-8.00 High plasticity clay, very stiff 20.0 15.0 70

Fig. 50.1 Slope stability
analysis for a polygonal
sliding surface
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also a seismic action for Transylvanian region, with the vertical seismic coefficient
kv = 0.08.

By realizing the foundations for the photovoltaic power plant, a row of stiff
metallic piles, having 110 mm diameter, embedded into the stiff clay layer, placed
at every 2 m, these piles acting like a retaining system, the entire slope is stabi-
lized, as seen in Fig. 50.2.

This soil consolidation measures have to be completed with an appropriate
drainage system located around the foundations. Ground water table may influence
significantly soil parameters and respectively soil active pressure and stability
conditions.

50.4 Conclusions

One of the most important stages for this type of construction works is soil
investigation. Hydro-geological aspects represent an important issue in predicting
the hazards in the constructed area; therefore all the precaution measures need to
be accomplished. Underground water has a negative effect on mechanical char-
acteristic of the soil, by reducing them, which is increasing soil instability. Also
seismic action may lead to important decrease of safety factors.
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Chapter 51
Development of New Technologies of Solid
and Gaseous Biofuel Production

Victor Zaichenko

Abstract Perspective direction of complex usage of biomass is connected with
technologies of combined processing of organic fossil fuels and biomass with
production of energy and carbon materials of high purity which can be used as
high-calorific fuel and raw material for industrial technologies. Various directions
of combined processing of a biomass are considered. The technology of pyrolysis
of wood waste and peat and natural gas with productions of pure carbon materials
and power gas with high content of hydrogen is presented. It is shown, that the
combined technology of processing of biomass and natural gas is allowed to solve
the problems connected with hydrogen production for power use.

51.1 Introduction

For electric power industry basic change of the existing power generation schemes
aimed to reduce adverse environmental sequences can be realized only if they are
economically justified. Absence of practical steps in the field of hydrogen pene-
tration into the power industry is connected with those circumstances. To solve
this problem it is necessary to develop new approaches to the production of
hydrogen from natural gas, namely simultaneous production of carbonaceous
materials, which can be regarded as valuable by-products.

Simultaneously with developing hydrogen power engineering the processes and
technologies of carbonaceous materials industrial implementations should be
developed. Only in the case of positive economic effect both of hydrogen using in
power units and carbonaceous materials, received from natural gas in different
industrial technologies it is possible to count for wide using of hydrogen energy
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methods. When thermal decomposition of natural gas is carried out for hydrogen
and black carbon production it is necessary to minimize the pyrocarbon yield that
in this case is a by-product and lead to considerable environmental pollution. This
problem was considered in detail early [1, 2]. The dispersible carbon produced
from natural gas has restricted applications in industries. If the carbonaceous
materials mechanical characteristics would meet the requirements of various
industries, the system of complex using hydrogen and carbon may be realized.

51.2 New Process of Carbonaceous Materials Production
from Natural Gas

The considerations mentioned above were the background for development in the
Joint Institute for High Temperatures of the Russian Academy of Sciences a new
technology for producing from natural gas carbon material, named «granulated
pyrocarbon». This technology is formed on the basis of a two-stage pyrolysis of
natural gas. At the first stage thermal decomposition of natural gas is carried out
following the homogeneous mechanism with forming hydrogen and dispersible
carbon. At the second stage the obtained previously dispersible carbon are gran-
ulated and thermal decomposition of natural gas are carried out in this porous
matrix bed.

By thermal decomposition (pyrolysis) of natural gas in the porous bed matrix of
granulose dispersible carbon the process is carried out according to the hetero-
geneous mechanism with pyrocarbon formation, which fills up the pores and
convert the dispersible carbon into a solid monolith. Figure 51.1 illustrates the
essence of the stuffing process. During the pyrolysis process the interior and
exterior pores are stuffed with pyrocarbon forming a monolithic carbonaceous
material.

The developed process producing from natural gas a new type of carbonaceous
materials, which were named «granulated pyrocarbon» is realized as follows. At

Fig. 51.1 Principal scheme of stuffing of the porous carbon structure by pyrocarbon using
the natural gas pyrolysis process: a—the initial structure of granulated dispersed carbon sample;
b—the same structure after stuffing with pyrocarbon. 1—particles of dispersed carbon, 2—inner
pores free and stuffed, 3—the exterior pores stuffed with pyrocarbon
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the first stage natural gas pyrolysis is carried out using the homogeneous mech-
anism to produce disperse carbon and hydrogen. For this purpose, for example, the
natural gas thermal decomposition technology, which was described earlier, may
be used. Further on the obtained dispersible carbon is granulated in granules of
2–4 mm diameter. The granulated disperse carbon is loaded in a vertical furnace,
where temperature about 1,300 K (at the bottom and in the middle cross section) is
maintained. In the second stage methane flows through the furnace from the
bottom upward in a countercurrent with granulated porous carbon. Methane is
decomposed on the hot porous carbon particles following the heterogeneous root.
The evolving pyrocarbon is deposited at the inner and outer surfaces of disperse
carbon.

51.3 Experimental Installation for Studying the New
Method of Carbonaceous Materials Production
from Natural Gas

The process was studied in a laboratory scale installation (Fig. 51.2). The working
section was manufactured from an alumina tube (1). First, the working section was
loaded by granulose of granulated disperse carbon obtained by natural gas

Fig. 51.2 Experimental
installation for studying
granulated pyrocarbon
production from natural gas
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homogeneous thermal decomposition process. During experiments in accordance
with the outlet of stuffed material from the reactor volume a fresh material (8) from
above was filled in. The tube was heated by an electrical resistance heater (2) with
current leads (7). The heater was isolated from the furnace body by a glass cloth (3).
The temperature distribution was measured by thermocouples (4). The thermal
isolation of the alumina tube was manufactured from refractory bricks (5). For
loading of fresh material and checking the bed movement the feeding bin was made
from a silica tube (6) equipped with a measuring rule (11). The unloading of stuffed
material at the bottom was carried out by a gear wheel (9) to a receiving bin (10).

The natural gas was fed from below under the bed, and the gaseous reaction
products were removed from the upper section of the installation and were burned
in an open flame. In this section gas samples for chromatographic analysis could
be taken.

The developed technology of two-stage natural gas pyrolysis allows producing
ultra-pure carbonaceous materials, which can be utilized in different industries.
The deficit in clean carbon materials in various production spheres is significant in
particular in metallurgy [3]. Our technical economical calculations shows that
production of pure carbon granulose from natural gas at presents pure carbon
materials prices are economically justified without taking into account usage of
hydrogen, which is received simultaneously with carbon for energy purposes.

51.4 New Technology of Integrated Thermal Processing
of Carbon-Containing Waste and Natural Gas
(Example of Wood Wastes)

The described above process of production of carbonaceous material from natural
gas can be also used for production of solid carbon materials by integrated pro-
cessing of carbon containing waste including woods.

The wood is a low-calorific fuel. The specific expenditures for using woods as
energetic fuel are much higher than for coal, oil and natural gas. The developed
technology of stuffing of a porous matrix with pyrocarbon allows receiving high
quality energy fuel composed of carbon from the wood and carbon from natural
gas. The main goal of the developed process is to modify the wood feedstock by
adding carbon from natural gas.

Along with energy application the process may be used to yield materials with
high carbon content in various industries for example in metallurgy.

Dry wood of different sorts has practically identical composition: carbon, on the
average—49 %, hydrogen—6 %, oxygen—44 %, nitrogen—0.1–0.3 % and
0.2–0.8 % of ash.

The process of carbonaceous materials production from wood, or in general,
from carbon containing wastes, can be realized in an installation described above
and shown on Fig. 51.2. The wood feedstock is loaded into the furnace from
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above. The gaseous products of natural gas thermal decomposition pass from the
bottom upwards through the wood particles. In the upper sections of the furnace
the hot pyrolysis reaction products moving in a countercurrent with the wood
particles are gasifying them with formation of porous structure of charcoal. The
charcoal particles move down to the high temperature section. Here the upward
moving natural gas is decomposed and the appearing pyrocarbon fills the charcoal
pores.

As experiments have shown, depending on the residence time of charcoal
particles in contact with the decomposing natural gas it is possible to receive
various degree of porous charcoal matrix stuffing with pyrocarbon namely 20, 50
and 70 % and more. In some experiments we obtained a stuffed material, which
consists by 96–99 % of carbon, with ash content (depending on sorts of wood)—
0.2–1.5 %.

Thus the developed process allows to receive from wood wastes high-quality
energy fuel with high carbon content. Along with power production those car-
bonaceous particles can be used in industries where high purity carbon materials
are indispensable.

As a source of hydrocarbon gases instead of methane various hydrocarbons
including oil gas may be used. The developed process can be considered as a
technology for utilization of oil gases on the deposits where those gases are simply
flared. If there are also sources of wood wastes they can be processed together to
produce valuable products.

A separate direction of possible usage of the developed technology is the
hydrogen energy. Solid carbonaceous materials and combustible gases with
hydrogen content up to 80 % are produced in the developed process. The schema
of complex usage of these products namely when solid carbon will be used in some
industry and for energetic purposes, and gaseous products with high content of
hydrogen—for power engineering, will allow reducing pollution of the environ-
ment (Table 51.1).

The photo of particles of carbon materials produced from natural gas black
carbon and wood waste presented on Fig. 51.3. In the table the properties of the
produced carbon materials are presented.

Table 51.1 The characteristics of carbon materials produced by using developed technology

Characteristics Carbon materials from wood Carbon materials from black carbon

Moisture content,% 0.24 0.01
Volatile, % 1.04 0.43
Ash, % 1.23 0.04
Sulphur, % 0.02 0.02
C,% 97.84 99.56
H, % 0.22 0.25
Calorific value, MJ/kg 32.95 33.18
Density, g/cm3 0.76 1.62
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The proposed technology gives the opportunity to realize a process for pro-
duction of hydrogen for energy usage in conditions when all received components
can be practically used and do not need disposal.

51.5 Conclusion

Economical justifying is a main factor, defining further development of new
technologies.

Technology of using each of type fossil fuels passes usually through two stages.
First, a fuel used in the raw non-processed form. Afterwards technologies are
developed, aimed to raise efficiency of its use in energy installation. Development
of these technologies in the times of primary using coal and oil was dictated by
need to produce from fossil fuels raw materials required for other industries.
Products of natural gas procession (hydrogen) is considered now not only as a raw
material for chemical technologies but as a perspective fuel with a significant role
to reduce environmental hazards of fuel-energy complex.

Use of carbonaceous materials produced from natural gas by the proposed
technology in metallurgy will allow reducing ecological pollutions connected with
production and use of coke because it will be possible to substitute it with carbon
from the natural gas. Technical economical estimates show, that assuming existing
prices of natural gas and pure carbon material, it’s production with the help of
proposed technology will be economically justified.

Hydrogen energy (based on production hydrogen from natural gas) should be
considered as part of the total problem connected with development of new
methods and technologies of complex natural gas processing. Further work in this
direction certainly must be continued.

Acknowledgments This work was supported by grant 14.515.11.0096 from the Ministry of
Science and Education of the Russian Federation.

Fig. 51.3 New carbon
materials produced by
developed technology:
a—solid carbon materials
from natural gas (granulated
black carbon from natural gas
stuffed by pyrocarbon),
b—solid carbon materials
produced as a result of
combined thermal processing
of natural gas and wood
waste products
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Chapter 52
Data File of the Building Site’s Renewable
Energy Characteristics

Vygantas Ž _ekas, Vytautas Martinaitis and Giedrius Šiupšinskas

Abstract After choosing the engineering solution of Integrated whole Building
Design Process (IWBDP) and Global Optimized Local Designed (G.O.L.D) one of
the most important elements of the creative process becomes the input data. There
is a lack of comprehensive approach to the locally disposed building site’s RE and
higher overall exploitation of this potential. That is why there is a need to have a
prepared data file presenting building site’s energy potential. The aim of the
described work is to create the input data file, to present the file creation proces
and the key characteristics. Building site data must be handy not only for the initial
conception creation stage, but also for the subsequent operating and maintenance
of the building on going through the BIM systems. Data must be based on the
long-term observations and target research of the building site. Data file is required
to provide information about the standard nature processes occurring in the defined
geometric boundaries of the site. The results of the work are the proposed forms of
input data file, structure and main energy characteristics of the building site. When
planning the development of the building site, creating the design concept, and
selecting the combination of RE integration technologies, data array proposed in
the article will allow a more objective selection of the optimal solution of RE
integration.
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52.1 Introduction

One of the main challenges of technological development is the assurance of
growing energy needs. Energy consumption increase is accompanied by two major
problems. The first problem is the threat of fossil fuel shortages. The second is an
alternative energy absorption capacity increase. At the same time, it is a constant
challenge—how to reduce the risk of energy shortages by increasing alternative
energy, normally renewable energy, amount. Renewable energy, generally per-
ceived as wind, solar, biomass, water and soil sources of energy. Their defining
feature is that they are anywhere in the world just in different composition and
amount. In order to use these resources in separate or combined way, it is nec-
essary to look for engineering responses, which are generated by complex opti-
mization way. In the published strategic plan of International Energy Agency
‘‘Towards Near-Zero Primary Energy Use and Carbon Emissions in Buildings and
Communities’’ [1] the 2030 energy user future vision ‘‘GOLD (Global Optimized
Local Designed) is presented. This idea reflects a clear need in the planning stage
to take into account the global impact of solutions and scale, but at the same time
meet the needs by using local resources taking into account local surround
influence factors. In the path of realization of idea it is possible to identify a
broader approach to the construction process, as an example an integrated whole
building design process (IWBD, Integrated Whole Building Design) [2] or the
creation of an integrated project (IPD, integrated project delivery) [3], along with
the performed analysis of building and its engineering systems. In addition we
cannot ignore that the need may also be controlled [4]. There are plenty of
methods and instruments allow analysing the cases of the RE use: RE use planning
tools [5, 6], the initial evaluation tools of the RE [7], RE development and hybrid
RE transformer modelling computer tools and algorithms [8–10]. Banos et al. [11]
provides RE questions resolved by optimization methods and performed optimi-
zation work examples. In this context, power engineering should be prepared to
provide quality care for the building conception stage. Primary engineering con-
tribution is the collection and presentation of starting data. Having in mind the
renewable energy sources, the input data becomes the basis of meteorological data
and the technical characteristics characterizing the uniqueness of the RE. In the
age of information technology is increasingly being used the satellite information
processing to generate any location’s meteorological data. Since the satellite
information includes the total land surface area, so with the same level of detail
and reliability it is possible to generate the necessary data and fairly reasonably
compare alternative RE plant development sites use or solutions. This approach
provides a uniform and reliability, but inaccurate data in a single building site
scale. Natural conditions and RE place potential depends on the individual local
geographical conditions. The main problem is that the satellite information level of
detail is insufficient. More often meteorological stations weather data is used,
which then later has to be recounted into RE streams at the same time has to be
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assessed the influence of local conditions and formed the data source file. It has to
be useful, not only at the planning stage, but also for solving tasks of hybrid RE
solutions modelling.

52.2 Renewable Energy Potential

For determination of renewable energy potential different tools and methods are
applied [12]. The main evaluation principle is that the potential (accessibility) can
be set at different levels:

• theoretical (gross energy) potential level;
• technical (fraction of gross energy that can be harvested by the energy con-

version system);
• economic (fraction of energy that can be useful to use).

The theoretical potential is understood as existing in the nature some type of
energy level that is determined by the physical formulas, technical potential—
human activity, plant efficiency, availability, and primary energy consumption
quantity changed in influenced by other factors; economic level—the amount of
energy which is cost effective to master taking into account logistics, environ-
mental impact and economic indicators. Arrange the levels of potential at the same
time are a cycle of steps required to identify opportunities for energy self-suffi-
ciency within the site. The first level, the theoretical potential is connected only to
assessment of local conditions and having in mind RE, first of all it is related to
meteorological data. In the second stage technological solutions, energy user,
energy and values ensuring standard microclimate are presented (Fig. 52.1).

Figure (52.1) scheme shows that meteorological data for energy engineer
becomes as a base when offering the solutions combined technological combi-
nations. In later phases it has to be selected active, passive RE technology and the

Site characteristics

Meteorological data RES technology(ies)

Theoretical 
potential

Energy use profile

Technical 
potential

Economical 
characteristics

Environment and 
indoor climate

Exploitable 
potential

Logistic

Fig. 52.1 Evaluation of renewable energy potential levels
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most affective accumulation measures and at the same time the profile of energy
consumption which corresponds the most to local conditions. In order to not
restrict the way of choosing technological solution, it is obligatory to have RE
potential data which has to be in uniform detail and affected by local conditions.

52.3 Theoretical Renewable Energy Potential Data

In the individual building site case, theoretical RE potential primarily is related to
the physical characteristics of the site. The site where energy forming activities are
expected first of all primarily is perceived as a space limited to a specific area—the
site area. Usually it is not a case to evaluate the space above the site or on
the surface and the following conclusions about this area as in the total volume of
the site existing RE potential. When imaginary site volume limits are set without
passing through volume RE flow (solar, wind, air heat, heat into the ground soil
layer, heat from ground to the air, precipitation reflected solar energy end other),
we can clearly identify the other important characteristics of the site: the volume of
selected depth soil layer or air flow rate.

That way, the site reaching, described by the meteorological data RE flow is
seen as a building site RE potential. Potential and his character describing data and
potential quantity and quality influenced encirclement factors becomes the main
theoretical RE potential detection task. As a result in providing the input data file.

The site volume is recommended to set up according planned underground and
ground engineering communications, potential zones of influence. Presenting
shadow involutes of neighbouring objects, it has to be presented 360� on the
horizon visible range of obstacles dimensions.

52.3.1 Meteorological Data

Meteorological data as primary RE engineering expression is captured by mea-
suring equipment in a selected range and then processed. In computer hybrid RE
systems modelling programs in RE use tools and methods have been used already
processed meteorological data, i.e. determinate the day, month and year values. It
can be seen that the planning tasks area are used for a longer period values, i.e.
monthly or annual average values. There are used both historical climate data as
well as probability estimates to determine the future of the period data. The
meteorological data must be included in the data input file.
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52.3.2 Derivative Indicators of RE Resources

When meteorological data is specified with the physical the additional data
processing must be made. There is performed a quantitative (energy) [13] and
qualitatively (exergetic) [14], resource evaluation as well as statistical data pro-
cessing. Statistical data processing can be performed in the primary meteorological
data generating stage, as well as in the stage of recalculating them into the quan-
titative/qualitative indicators. As shown by some of the most recent examples, the
statistics as a method is widely applied. First of all it is applied because of chaotic
nature of value variation of RE the flow. The statistical analysis provides additional
characteristics that enable to evaluate RE inconsistent flow variation in time.

Using derivative RE resource indicators, power supply reliability, can be seen
without a computer simulation. For power supply reliability evaluation as statis-
tical analysis base is determinate the most frequently recurrent flow values; the
range of values, as well as the median, which eliminates the influence of extreme
values.

52.4 Conclusion

Increasing integrity of technical solutions and alternative energy sources use
degree promotes a comprehensive look at the disposed available RE potential in
the site. Getting popular integrated design and planning methods, improving as an
advantage computer simulation system. There are created storage of information
data assessable to energy engineers. In this context, the energy engineer must be
prepared at the first stage of development of the concept of building to offer for
energy user all the necessary information. Initial information on the building site
and the existing energy potential had to be submitted to a uniform level of detail
and without limitations in available technical solutions. This paper presents a
broader approach to the initial RE use planning stage. It is proposed to prepare the
input data file, which could include:

1. Technical land information influencing RE potential;
2. Meteorological site information as the primary numeric information about RE

potential;
3. Renewable energy potential—qualitative and quantitative evaluation of indi-

vidual flows, each dynamics in selected time interval; the total RE flow and its
dynamics in the selected time interval;

4. Relative size—comparable characteristics describing the size of the RE
potential having for site square meter;

5. Statistical evaluation of the RE potential data—presentation of statistical
characteristics and evaluation of RE flow prevailing values energy supply
reliability.
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The data file must provide a uniform engineering level of detail evaluated and
described the site existing RE forms. Data time step should be sufficient detail to
address the complex challenges of energy supply, at the same time cumulative
indicators are presented reflecting long term RE potential and its characteristics.

The proposed input data file would be user-friendly prime source of information
for both, RE use planning, as well as in the design stages. Use of input data file
which reflects potential of the place would enable to reach greater reliability of RE
energy use in energy supply.

Acknowledgements This research was funded by a grant (No. ATE-03/2012) from the Research
Council of Lithuania.
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Chapter 53
A Multiagent Energy Management
System for a Small Microgrid Equipped
with Power Sources and Energy Storage
Units

Weronika Radziszewska and Zbigniew Nahorski

Abstract An Energy Management System (EMS) for a small microgrid is
presented, with both demand and production side management. The microgrid is
equipped with renewable and controllable power sources (like a micro gas tur-
bine), energy storage units (batteries and flywheels). Energy load is partially
scheduled to avoid extreme peaks of power demand and to possibly match fore-
casted energy supply from the renewable power sources. To balance the energy in
the network on line, a multiagent system is used. Intelligent agents of each device
are proactively acting towards balancing the energy in the network, and at the
same time optimizing the cost of operation of the whole system. A semi-market
mechanism is used to match a demand and a production of the energy. Simulations
show that the time of reaching a balanced state does not exceed 1 s, which is fast
enough to let execute proper balancing actions, e.g. change an operating point of a
controllable energy source. Simulators of sources and consumption devices were
implemented in order to carry out exhaustive tests.

53.1 Introduction

The way of producing and using electricity is changing. In new approach energy
may flow in both directions, traditionally from large producers to end consumers,
but also in the opposite way. New types of power grids are under construction, e.g.
microgrids, and smart grids.

A smart grid is a concept in which exchange of information between different
elements of electrical grid (consumers, producers, storage units and prosumers) is
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introduced to control and coordinate supply and demand of energy, in order to: (1)
ensure the quality of electric energy supply; (2) reduce the cost; (3) give priority to
renewable energy sources.

A microgrid is a part of a grid that has the ability to connect or disconnect to/
from the external power grid and balance the energy within itself. Microgrid is
usually equipped with power sources that might be producing renewable energy,
e.g. wind farms, photovoltaic panels, micro hydroelectric power plant; or might
use fuel like gas or biomass, e.g. micro gas turbines, engines, cogeneration units.
In this paper we consider microgrid that is connected to the external power sup-
plier, which is able to supply additional power in case of deficit or buy the
overproduction of the microgrid.

Energy management systems (EMS) are made to manage the sources and
consumers of energy, to optimize the production schedule and control energy
usage. Centralized or decentralized EMS has been considered. The system pre-
sented in this paper is a decentralized one and uses multiagent approach to energy
management in a microgrid. The system implements both demand and production
controls, by planning energy consumption and optimising energy production. The
considered microgrid consists of 5 buildings, equipped with internal energy
sources (wind turbines, photovoltaic panels, gas turbines, a reciprocating engine, a
hydropower plant), storage units (flywheels and batteries) and consuming nodes
(e.g. energy research laboratories, offices, conference halls, hotel rooms, etc.) [1].
The microgrid is simulated on a computer, including all installations of the pro-
duced power by renewable sources (with simulating the weather conditions) and
levels of consumption on each node of the simulated electrical grid.

In the next sections short description of chosen elements of the system, fol-
lowed by test results and conclusions are presented.

53.2 System of Complex Energy Management

Due to small sizes of microgrids, advanced mechanisms have been implemented to
ensure balancing of the power at all times of their operation and maintaining the
power quality. We focused on creating a system which implements this idea and
validating its usefulness by simulation. For this, a virtual environment has been
constructed. It includes: (1) models of power grid and devices; (2) simulating the
behaviour of producers (implemented by simulating weather conditions for
renewable sources) and consumers; (3) scheduling of planned events that define
some profiles of energy usage; and (4) short-time energy balancing system. The
outline of elements of the system is presented in Fig. 53.1.

Simulation of production: Creation of realistic test cases requires certain amount
of test data. As the required amount of measured data was not sufficient for data-
demanding experiments (data were needed for the specific geographical location),
they had to be generated in a way that preserves the statistical qualities of the real
life phenomenon. Such generators were constructed for the solar irradiance, wind
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speed and river water flow. Detailed description of the method can be found in [2].
A matched-block bootstrap method with fitness proportionate selection was used
to generate appropriate time series [3, 4]. They were found statistically indistin-
guishable from the original data. The method allows for creating test sequences of
an arbitrary length. The real data are divided into blocks and a new sequence is
constructed from them, in such a way that the transition between the blocks is as
smooth as possible. The idea of this method is illustrated in Fig. 53.2.

Simulation of consumption: Consumed energy simulators in most projects are
simple, and basically use macro profiles for power usage. For testing purposes in
our system, a fast changeable power levels have to be simulated, and that is why
detailed power usage of each particular device is considered. It is much more
accurate, makes the simulation less abstract, and gives a possibility to use existing
devices’ parameters, which may be measured or found in the literature. It is
possible to measure the way the devices use the energy, e.g. such data for
refrigerators, washing machines or projectors are known. There is, however,
insufficient knowledge about how frequent and in what way users operate the
devices. Modeling users’ behavior of electric equipment usage is the most difficult
part of this simulation, which currently can be only approximated based on
research in different countries, as e.g. in [5].

The created simulator is using the devices’ behavior described in various
probability-dependent ways: switch-on and -off rules, working time rules, short
work profiles and daily profiles. The schema of this is presented in Fig. 53.3. As a
result, the simulator derives unrepeatable consumption profiles that have a random
effect included, thus imitating real life situations. More details can be found in [6].

Scheduler: The EMS consists of two modules. A scheduler makes longer plans of
energy usage and production, based on their long-time profiles and submitted tasks
of planned events. A task is an event that is happening in a microgrid, e.g. res-
ervation of a room in a hotel, a seminar, a scientific experiment, or a meeting in a
room. The scheduler analyzes the list of submitted tasks and suggests the best
times for realizing them; taking into account limitations defined by the user, and

Fig. 53.1 Schema of the
developed EMS system
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constructs a schedule using heuristic algorithms. The schedule is suboptimal, but it
guarantees obtaining a result within a specified time. Thanks to that the system
knows the optimal operating point of all controllable sources and can use it as a
baseline for further balancing. What is more, such knowledge allows the system to
make more beneficial, long-term deals with external power provider when mi-
crogrid cannot produce enough power to operate. Our solution is different from
that described in [7], where only cost of the energy purchased from the external
operator and power capacity are minimized, and then deviations from the plan by
the users are penalized. In our approach scheduling is used to minimize exchange
of energy with the external operator, and the deviations from the plan are balanced
internally by the system of short-time balancing.

System of short-time balancing: System of short-time balancing deals with
unpredictable activity of some sources, non-exact realization of planned events

Fig. 53.2 Graphical
representation of the
matched-block bootstrap
method

Fig. 53.3 Schema of
different power consumption
representations, which
consider the character of the
device’s usage
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and with unregistered energy consumption by using short-time forecast, and
negotiating distribution of energy to minimize the use of polluting or expensive
sources and to maximize use of the renewable energy. It is implemented as a
multiagent system [8]. Such systems have proved their utility in simulating energy
systems [9]. In the considered EMS each device is represented by its agent.

Agent is an autonomous program that has an ability of proactively acting to
fulfill a defined task. In this case the task is to actively balance the changes of
production/consumption of the energy by the device that agent is connected to.
Agent is realizing it by interrogating all agents that have regulatory capacity if they
can balance its device: cover the deficit or take excess power from the device.
Having received the offers, agent chooses the source that is the most preferable.
Preferences are defined as a ‘‘price of usage’’, which depends on the cost of
producing energy by the device and its ecological impact on environment. The
most preferable are wind turbines, photovoltaic panels, and hydropower. When the
choice is done, the power is virtually send and the controllable units are requested
to change their operating points accordingly. The operation of the agents is not
synchronized in time. It means that agents start acting as soon as they receive
information of state change of their devices.

Importance of storage capacity in microgrids is underlined in [10, 11]. Two types
of energy storage units are considered: a flywheel and a battery. The character of
these sources is different: a flywheel can take or give a large amount of power, but for
very limited time, battery charges and discharges much slower, but can keep the
power for long time. The preference of choosing storage systems for balancing power
changes depends also on the state of the storage. When battery is fully charged, all
requests for discharging (sending power to the system) are preferred, even before
renewable sources. When battery is discharged, the charging mode becomes the most
preferable choice. The agent of the storage units is also preventing batteries from
deep discharge by requesting energy when the charge level becomes too low.

The operation of the system is based on market models and allows for smooth
operation in the synchronized mode of the microgrid (connected to the external power
supplier). The detailes of solutions used are presented in [12,13]. The same mechanism
works also in the island mode, but in this situation, coping with global deficit of energy
has to be managed separately. It can be done by e.g. switching off all less important
devices to reach the maximum potential power level that can be supplied from
available sources or dynamically deciding what should be switched on and off.

53.3 Balancing Tests and Results

A preliminary test run on 20 devices, each located on a separate computer, showed
that the system balanced the energy and all agents behaved properly. The states of
imbalance were very short, below 1 s, which nevertheless gives enough time for
the physical device to reach a new operating point. Data from sample simulations
are presented in Fig. 53.4.
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53.4 Conclusions

When creating this system many different side problems aroused. Simulation of
production is very dependent on local conditions. The same is with consumption,
and moreover, there is not enough research done to recognize patterns of human
behavior. One of reasons to that are the privacy issues and high cost of installation
of smart meters. An interesting problem is the island operation mode of the mi-
crogrid. Optimization of power usage and power balancing in this case is in
general a complex problem, as under deficit of power the order of switching off
devices has to be considered. Long-term testing of the proposed EMS will be
performed and statistical analysis of the system operation will be made. Positive
results presumably allow us to check performance of this system on a real
installation.
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Chapter 54
Comparative Study Between Wind
and Photovoltaic (PV) Systems

Wesam Taha

Abstract This paper reviews two renewable energy systems; wind and photo-
voltaic (PV) systems. The common debate between the two of them is to conclude
which one is better, in terms of cost and efficiency. Therefore, comparative study,
in terms of cost and efficiency, is attempted. Regarding total cost of both, wind and
PV systems, many parameters must be taken into consideration such as availability
of energy (either wind or solar), operation and maintenance, availability of cos-
tumers, political influence, and the components used in building the system. The
main components and parameters that play major role in determining the overall
efficiency of wind systems are the wind turbine generator (WTG), gearbox and
control technologies such as power, and speed control. On the other hand, in grid-
connected PV systems (GCPVS), converter architecture along with maximum
power point tracking (MPPT) algorithm and inverter topologies are the issues that
affects the efficiency significantly. Cost and efficiency analyses of both systems
have been carried out based on the statistics available till today and would be
useful in the progress of renewable energy penetration throughout the world.

54.1 Introduction

Due to concerns regarding fossil fuels depletion, renewable energy sources have
gained a lot of attention in the current era. Additionally, seeking cleaner energy
sources in the sake of carbon footprint reduction has made this topic significantly
interesting. Furthermore, from a third prospective, renewable energy is assumed to
be, economically, less expensive than fossil fuels, which is a crucial issue these
days since the price of natural oil and gas are in a continuous increase [1]. Hence,
scientists recommend future engineers to be well educated and highly trained in
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establishing projects based on different types of renewable energy sources such as
solar, wind, ocean and biomass, as they believe that renewable energy will be the
dominant energy source in the coming decade.

This paper focuses, only, on two types of renewable energy sources: wind and
solar. The reason behind choosing those two sources is their importance among the
other sources [2]. Figure 54.1 demonstrates this by showing investments spent of
variety of renewable energy sources in 2010.

After narrowing the scope of the study (i.e. wind and PV systems only), the
question is which one is better? And better in terms of what? Certainly, what
concerns industries, investors and capitals the most is the cost and then the cost
with respect to the efficiency obtained. Such comparison has to be taken carefully
as one comes at the expense of the other. In other words, the demand on highest
efficiency requires more advanced and sophisticated equipment which shall in turn
raise the total cost of the system being tested. Therefore, this paper attempts to
draw a conclusion that shall answer such questions.

The paper is organized as follows. Sections 54.2 and 54.3 describe wind and
PV systems, respectively, arguing the most important parts and parameters in both
systems. Then, Sect. 54.4 discusses a methodology to compare between wind and
PV systems, in terms of cost and efficiency. Lastly, Sect. 54.5 concludes the paper.

54.2 Wind Turbine Energy

As demonstrated in Fig. 54.1, wind energy is the most growing renewable energy
source. Many parts, parameters and topologies must be considered in evaluating
the cost and efficiency of wind turbine systems. The power produced by a wind
turbine is influenced by wind velocity, blade design, blade pitch, cross-sectional
area, etc. [3]. Wind machines type can be categorized into horizontal shaft and
vertical shaft [3].

This paper focuses on the horizontal shaft as it has been demonstrated in the
covered literature that it has more rotating speed, efficiency and stability [3–5].
The horizontal shaft machine can be classified as facing upwind or downwind (see
Fig. 54.2). In general, horizontal shaft wind machines are the upwind type because
they have longer operating life [3].

The following subsections describe the main parts and parameters, with different
topologies that contribute the most to the overall system’s efficiency and cost.

54.2.1 Wind Generator Technology

Wind turbine generators (WTGs) can be categorized into fixed speed generators
and variable speed generators [4]. A squirrel-cage induction generator is, gener-
ally, used in fixed speed WTG. However, variable speed generators are now the
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dominant generators because of their higher efficiency, along with better power
quality [6–8]. Thus, this paper focuses on analyzing variable speed WTGs. The
electricity produced by WTGs depends on several factors such as cut-in wind
speed, rated wind speed, cut-out wind speed, hub height and tower height [9, 10].

The commonly used WTGs in small wind turbines are the permanent magnets
generators [7]. Other types of WTGs are synchronous generator, induction gen-
erator [6–8]. Reference [6] proves that synchronous generators have an incre-
mental efficiency of 2 % over induction generators.

Currently, the typical generators used in the variable speed generator technol-
ogy, at the mega-watt scale, are the double-fed induction generator (DFIG) and
permanent magnet synchronous generator (PMSG) [11, 12].

DFIG is the dominant generator nowadays as it possesses significance advan-
tages over the self-exciting induction generator and synchronous generator. DFIG
can operate at over-synchronous and sub-synchronous speed. Additionally, output
power can exceed the rated power [3]. Hence, DFIG has a higher efficiency over
the aforementioned WTGs. However, PMSG is a more developed technology.
Without the gearbox installed in the DFIG system, the PMSG system has less
mechanical losses and better stability [11]. Thus, it is deemed to be promising,
however, not widely adopted by wind power industry yet [13].

Fig. 54.1 Financial
investments (US$/billion) on
renewable energy sources in
2008–2009 [2, p. 13]

Fig. 54.2 Horizontal shaft
wind machine type.
a Upwind. b Downwind
[3, p. 256]
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54.2.2 Power Control Technology

Utilizing power electronics in wind turbine technology is becoming more signif-
icant as their prices are going down [8]. The significance of enhancing wind
turbines with power electronics is the necessity of controlling the output power of
wind machine to ensure the safety of the gearbox and the WTG and avoid
occurrence of any damage [3, 7]. According to [3], control procedure is classified
into a stall regulator and a pitch regular to control the amount of wind energy being
absorbed and transferred to produce power. Under those two control categories, [8]
demonstrated that the best topologies of converters used in wind turbine are the
matrix and multilevel converters, in addition to back-to-back converter.

54.2.3 Capacity Factor

Rated power is one of the most important characteristics of any electrical equip-
ment. However, power systems never operates at this value, they deliver much less
power instead. Thus, employing the mean output electric power provides a more
useful and reliable data rather than the rated power [10]. Mathematically, the mean
output electric power is defined as the product of the rated power and capacity
factor (CF). In wind systems, CF is a dimensionless value that connects between
the rated power and the actual power delivered by the WTG [14]. The value of CF
mainly depends on the average wind speed under certain values for cut-in and cut-
out wind speed. Reference [14] developed a linear model for estimating the CF of
wind turbine as a function of average wind speed between 7 and 12 m/s. It
demonstrated that the value of CF is directly proportional with the wind speed.
However, this is viable to a certain extent. If the value of the average wind speed is
too high from the rated wind speed the value of CF dwindles. Additionally, CF is
also directly proportional to the tower height. As the tower’s height increases, the
value of CF increases [9, 10].

54.2.4 Efficiency Analysis

Seeking highest efficiency is always a crucial aim in electrical systems. However,
electric power generated from wind systems is considered unstable [15]. The
output power and losses are not linear elements and they are dependent on wind
speed. Therefore, predicting the power levels based on average wind speed are not
that viable and hence the estimated efficiency [15]. Commonly, the proposed
methods used to calculate the total efficiency calculate the output power as a
function of wind speed. Wind speed has a Weibull probability distribution [7].
A proposed methodology for calculating the total efficiency of wind generators,
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using induction generators, rated at 5 MW, is presented in [15]. The results show
that the total efficiency is around 96.7 %. However, using the conclusion drawn
from [6] which states that using synchronous generator instead of induction gen-
erator could result in incremental efficiency of 2 %, therefore, the total efficiency
is expected to rise to 98.7 %. Additionally, since DFIGs have better adjustment, in
terms of voltage and frequency, they are nominated to be the optimal selection for
wind generators [3].

54.2.5 Cost Analysis

There is no certain cost of energy for wind farms [2]. The economic viability of
wind power depends on the following factors [2, 16]:

• Availability of wind
• Installed capital costs and cost of capital
• Operation and maintenance costs
• Wind integration costs
• Transmission and grid upgrade costs
• Availability of costumers
• Political influence and governmental subsidies
• Capacity factor.

Parameters that fall under wind integration costs are the costs of blades, hub,
nacelle, gearbox, generator, control systems, tower, electric instruments and
infrastructure costs [9, 10]. Using analysis of cost of energy method by [9], the
cost of wind energy is, approximately, US$236.2/kW.

Referring to [17], Eq. (54.1) estimates the total annual average cost (Fc) of a
stand-alone wind system supplying a typical house on a ranch located at South-
Central Montana is presented. The stand-alone wind system consists of two WTG
rated at 10 kW. An interest rate of 60 % was used, in addition to life expectancy of
20 years for the wind turbines and 4 years for the batteries. Additionally, balance
of system cost was estimated to be 25 %.

Fcwind ¼ cost of wind turbine � 1:25 þ cost of batteries � 5 installmentsð Þ½ �
0:08718 compound interest factorð Þ þ US$0:2 2ð Þ
25:63 kWh/turbine/dayð Þ 356 daysð Þ

ð54:1Þ

Using Eq. (54.1), the total cost of the described wind system in [17] is
US$5,574. In Canada, a gearless direct-drive synchronous generator wind system
costs US$1,312/kW, which is a quite difference from the aforementioned costs
[16]. However, as mentioned earlier in Sect. 2.1, the commonly used WTGs are
DFIGs rather than synchronous, which are of a higher cost. Thus, a raise in the
total cost is expected.
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54.3 Photovoltaic System

Grid-connected PV system (GCPVS) configuration is the commonly used and
researched configuration rather than the stand-alone. In terms of efficiency, PV
systems are highly exposed to shadows, dust and mismatch of their electrical
parameters, which makes seeking high efficiency significantly challenging [18].
Mainly, GCPVSs compose of dc–dc inverter with a maximum power point
tracking system (MPPT) and an inverter [19]. The dc–dc converter is controlled by
MPPT system to operate the PV array near the MPP and the inverter is controlled
by synchronous reference frame in order to obtain low harmonic distribution from
the grid current. Some advanced systems, takes it a step further by considering the
system communication in order to increase the feasibility of the system and to
reach to a predictive maintenance. This topic is covered in fair details in [20]. The
following subsections describe the main parts and parameters, with different
topologies, which play a major role in the system’s efficiency and cost.

54.3.1 Converter Topologies

The considered architecture of the dc–dc converter affects the overall efficiency of
the system. Researchers diverge in classifying the different topologies used. Fig-
ure 54.3 shows different possible converter architecture.

In the past decade, the centralized architecture (C1) was widely used and
deemed to be the best architecture (Fig. 54.3a) [19]. However, when this converter
is exposed to partial shadow, the overall efficiency drops severely as the shaded PV
modules act as passive loads [19, 20]. This issue is solved in the modular archi-
tecture (C2) as the shaded modules act as short circuit since each module is
integrated with its own MPPT and boost converter which allow the other modules
to remain unaffected (Fig. 54.3b). Such feature provide 20 % efficiency raise from
the centralized architecture when exposed to partial shadow [20]. The AC module
technology (C3), also known as the decentralized inverter, shown in Fig. 54.3c,
PV modules are integrated with dc–ac converter and all are connected directly to
the grid. Besides the privilege of having each module operating independently just
as the modular architecture, capacity enlargement is easily achieved in the AC
module technology unlike the modular architecture [18]. However, this module
requires more complex circuit topologies to achieve high-voltage amplification.

54.3.2 Maximum Power Point Tracking

It is very important that the PV system operates near the maximum power point to
ensure a high efficiency for the PV array [19]. One of the algorithms used to obtain
MPP is the perturbation and observation (P&O) [21]. The P&O method sets a
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reference voltage and then compares the power of the previous step with the
current step and, consequently, responds by increasing or decreasing the voltage.
Hence, the reference value is changed by a constant factor; however, it results in
continuous oscillations while operating to reach the MPP, which makes it unre-
liable method [20].

An incremental conductance method was developed to overcome the drawbacks
of the P&O method [20]. Incremental conductance method is based on the fact that
the derivative of the output power is zero at the MPP, positive on the left and
negative on the right of the MPP [22]. Therefore, MPP is reached faster. Literature
[20] proved that incremental conductance method can reach up to 98 % efficiency.

54.3.3 Capacity Factor

As mentioned earlier in Sect. 2.5, CF refers to the ratio of average power to rated
power. Similar to wind systems, CF in PV systems helps selecting the optimum PV
module for a certain place. The significance of CF is that it can make the power
extracted from a PV system at a particular time of the day measureable, which is
quite important to companies and investors in PV systems. In reference [23], five
different PV modules were compared in terms of CF to determine the most suitable
module for Logan Airport in US for the four seasons. The selected PV modules in
[23] have, approximately, the same cost of maximum power watt. Therefore, cost
analysis is not an issue. One of the most important findings is that CF is inde-
pendent of the rated power of the PV module. Instead, it depends on the manu-
facturer’s specifications such as the series resistance, temperature coefficients and
reference temperature [23].

54.3.4 Efficiency Analysis

Total efficiency of a PV system depends on the converter topology, MPPT system
and inverter architecture [19, 20]. Table 54.1 shows an efficiency comparison
between PV systems with different dc–dc converter topologies operating at 50 kHz
(refer to Fig. 54.3). PV system with decentralized inverter (C3) presents the best
efficiency among the converter topologies. The modular topology presents the

Fig. 54.3 Converter topologies for PV systems. a Centralized. b Modular. c AC module
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worst efficiency as there are two conversion steps. However, if the modules are
exposed to partial shadow, the efficiency of C1 drops severely and becomes less
than the modular topology. The overall efficiency shows that the inverter operating
at 50 kHz has better results. It has to be noted that the figures in Table 54.1 were
recorded using P&O for MPPT which has a lower efficiency than the incremental
conductance method. Thus, substituting the MPPT system with the incremental
conductance method could enhance the total efficiency of the PV system.

54.3.5 Cost Analysis

The most two influential elements in determining the cost of the PV system are the
price per peak Watt (Wp) of PV modules and the conversion efficiency of modules
(W/m2) [24, 25]. However, the price per kW is used in the next section for
comparison purposes between wind and PV systems. Currently, PV modules can
be purchased by around US$2.50/Wp. PV modules represent about 25–50 % of the
PV system total cost.

Other costs are represented in balancing the system components such as
inverters, mounting hardware, wiring and installation labor cost. A detailed
methodology for calculating the cost of a GCPVS on a life cycle of 5, 10 and
15 years is introduced in [24]. Equation (54.2) estimates the initial cost for the
system proposed in this literature by assuming the cost for a PV module is US$4.5/
Wp, US$1/A-h, the cost of flooded lead acid battery and US$1.0/W. Furthermore,
the writer assumed additional 20 % cost for balancing the system. Additionally,
taxes imposed on customers are also taken into consideration.

Initial cost ¼ cost of PV module þ cost of battery þ cost of inverterð Þ
� 1:2� Rebate=Tax Credits

¼ $4:5=Wp � S þ $1=A h � 3 � E=12 Vð Þ þ $1=W � S 1 þ 25 %ð Þ½ �
� 1:2� Rebate=Tax Credits

ð54:2Þ

where S is the size of the PV system in Watts and E is the average daily household
electricity in Watt-hour. Referring to (54.2), the total cost of a GCPVS composed
of 5.46 Wp PV array size, 9,559 A-h and 6,014 W inverter is, approximately,
US$8,200.

Table 54.1 Efficiency of the PV system for different topologies at 50 kHz

Efficiency (%) Conversion system topologies

C1 C2 C3

PV array 99.30 99.39 99.90
Converter 95.16 85.06 94.94
Overall 94.50 84.54 94.84
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54.4 Comparative Analysis

From the covered literature in this paper, comparison between wind and PV
systems, in terms of efficiency and cost, has to be conducted carefully due to the
variety of parameters that influence both systems. Additionally, efficiency and cost
may deviate, significantly, in locations other than the location where the studies
were conducted. As instance, availability of solar radiation differs from place to
place and even at the same place depending on the weather conditions. Further-
more, demand on electricity is different from one country to another which
influences the price of electricity per kilowatt-hour. However, a rough comparison
is sought.

In terms of total efficiency, according to [15], a total energy efficiency of
96.8 % was reached using induction generator, rated at 5 MW, in Erimo, Japan. If
this system is compared to the PV system covered in [19], 94.84 % total efficiency
using decentralized converter and O&P method for MPPT, wind system would be
the prevailing system. However, Erimo is famous of its high wind speeds, which
means that the efficiency stated, cannot be generalized to other locations. Fur-
thermore, as mentioned earlier in Sect. 3.5, if MPPT is changed from O&P to
incremental conductance method in [19], an overall efficiency increase of the
system is supposed to occur. Generally, PV systems’ efficiency is higher than 90 %
with a maximum of 95 %, whereas wind systems has an efficiency between 82 and
92 % and a maximum of 96 % when wind speed is very high (e.g. 13 m/s).

In terms of total cost, both systems have to be of the same rating to conduct a
viable comparison. In [17], a methodology to compare annual cost of standalone
wind and PV systems, both rated at 10 kW, is pursued. The paper concluded that
wind system is cheaper with a cost of US$0.23/kW, whereas the cost of the PV
system is US$0.38/kW. Utilizing the cost per kilo-watt from [17], cost of both
systems at selected ratings is shown in Fig. 54.4. This shows that PV systems are
much more expensive than wind systems at mega-watt rating. However, at kilo-
watt ratings, it cannot be concluded than wind systems are cheaper than PV since
the difference is not significant and the cost (US$/kW) is not linear for both
systems. Figure 54.5 shows the cost (US$/kW) for WTG’s rated at different watt-
level obtained from [9] which proves the nonlinearity of the trend. Similarly, the
nonlinearity applies to PV systems too. The total cost of a wind and PV systems
rated at 400 kW are obtained from [9, 25], respectively. The wind system costs
US$54,568 while the PV system costs US$51,429 which contradicts with [17]’s
conclusion. This difference in cost of PV system can be explained by the dramatic
continuous decrease of power electronics’ cost that are used in PV systems ([17]
was conducted in 1997, while [9] was conducted in 2007).

It should be noted that PV systems can only generate power during daytime and
hence less energy production, regardless of the system’s efficiency. This explains
the vast difference of investments spent on both systems as wind systems are better
in terms of investments in addition to the bulk power extracted from wind systems
(refer to Fig. 54.1).
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54.5 Conclusions

This paper has reviewed two renewable energy sources, wind and solar, consid-
ering the major components and parameters that influence the overall efficiency
and cost of both systems. Specifically, the paper focused on horizontal wind
machines. The commercially available generators used in wind energy extraction
are induction, synchronous and DFIG. Recent study shows that DFIG is the best
among other generators though it is expensive compared to induction machine.
Control schemes such as power and speed can enhance the system’s stability and
efficiency. On the other hand, grid connected PVs’ are mainly composed of solar
panel, converter with MPPT system, and inverter. Converter topologies along with
MPPT algorithms play the biggest role in determining the overall efficiency.

Fig. 54.4 Cost of wind system versus PV system at selected ratings

Fig. 54.5 WTG’s cost at different ratings
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The paper revealed that the decentralized inverter topology along with incre-
mental conductance method is the best combination for the PV system.

To be able to compare overall efficiency between wind and PV system, wide
research including all different parameters for the two systems has been taken into
consideration. Generally, the overall efficiency of PV systems is higher than wind
systems. However, it is not always applicable as efficiency relies on the techno-
logical revolution of individual components use in the PV or wind system.

Generally, wind systems are more expensive than PV system at low levels (up
to 500 kW), however, cheaper at high levels (above 500 kW) since WTG are
designed to operate at high power level rather than the electronics used in PV
systems, which are more effective at low power levels. Thus, wind systems are
more convenient than PV systems when the aim of the system is to produce energy
in the level of mega-watt, whereas PV systems, normally, aim for kilo-watt level
power production. However, PV systems are much more convenient in urban and
suburban environments due to space restriction.

Consideration of both the cost and efficiency usually impose the user to com-
promise which is more important than the other. Increasing efficiency means
applying developed techniques and installing more expensive equipment which
result in raising the total cost of the system.
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Chapter 55
The Graphene Oxide Polymer Composites
with High Breakdown Field Strength
and Energy Storage Ability

Yang Li, Jun Hu, Jinliang He and Lei Gao

Abstract The crystalline structure of poly(vinylidene fluoride-co-hexafluoropro-
pylene) (PVDF-HFP) is strongly related with its breakdown characteristic and
energy storage capability. A graphene oxide (GO) polymer composite, making use
of the specific interaction between GO and PVDF-HFP that can induce the for-
mation of b-phase when crystallizing from solution, was developed. The results
indicate that the breakdown field strength of the composites with GO nanosheets
can reach more than 350 MV/m with small variance. And the composites exhibit a
moderate dielectric constant ([13) which can obtain a maximum energy storage
density of near 10 J/cm3 and discharged 5 J/cm3. Besides GO can alter the crys-
talline structure of PVDF-HFP from the non-polar phase to the polar phase. As a
result, the composites with GO can achieve the similar results by mechanical
stretching and avoid the necking effect in stretching.

55.1 Introduction

High energy density dielectric materials are of crucial important for wind and solar
power storage system. Because the energy density is closely related with the
electrical breakdown field, a higher electrical breakdown field can lead to higher
electrical energy density.

The phase transition and physical properties of polyvinylidene fluoride and its
copolymers have been studied since the 1960s [1, 2]. The b-phase of PVDF is
usually obtained via uniaxial or biaxial stretching, melt crystallization under high
pressure or high electric field. A GO nanosheets/PVDF nanocomposite films
results a purely b-phase with 0.1 wt.% GO content and enhances the electrical,
thermal and mechanical properties of such films [3]. GO nanosheets including
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carboxyl, hydroxyl and epoxy groups [4, 5], which can be used as nucleating agent
for polymer to produce high performance nanocomposites materials. In this paper,
PVDF-HFP/GO prepared through solution casting method were characterized in
term of structure, breakdown and energy storage properties.

55.2 Experimental

The dried graphene oxide sheet was dispersed in DMF solvent (0.5 mg/mL) and
ultrasonicated for 4 h. PVDF-HFP/GO nanocomposite films were obtained by
dissolving PVDF-HFP in DMF under magnetic stirring for 6 h and then adding the
desired amount of suspended graphene oxide nanosheets (GOn) in DMF. The films
were prepared by solvent casting on glass substrates (Fig. 55.1). Pure PVDF-HFP
sample was prepared using the same procedure as the nanocomposite. Films
thickness was around 20 lm.

55.3 Results and Discussion

55.3.1 Structural Properties

An instable polar structure is essential for a crystal to be ferroelectric [1]. The most
common structure is the a-phase which consists of trans-gauche (TGTG’) molecule
conformation and is the only nonpolar. The other three, b, c and d-phase, are polar.

The FTIR spectra of pure PVDF-HFP and nanocomposite film containing
0.1 wt.% GO are presented in Fig. 55.2. For samples with GO, the FTIR char-
acteristics of a-phase (i.e., 490, 531, 615, 763, 796 and 976 cm-1) tend to
decrease. At the same time, the intensities of c-phase bands at 510 and 812 cm-1

appear and b-phase bands at 839 and 1,072 cm-1 continue to increase. In order to
quantify the polar phase content present in each sample, infrared absorption bands
at 510 (c-phase), 763 (a-phase) and 839 (b-phase) cm-1 and a similar calculation
procedure presented in [6–8] was used. The relative fraction of b-phase, F(b) and c
phase, F(c) can be calculated according to:

f bð Þ ¼ Xb

Xa þ Xb
¼ Ab

Kb=Ka
ffi �

Aa þ Ab

f cð Þ ¼ Xc

Xa þ Xc
¼ Ac

Kc=Ka

ffi �
Aa þ Ac

F bð Þ ¼ f bð Þ � f bð Þf cð Þ
1 � f bð Þf cð Þ

F cð Þ ¼ f cð Þ � f bð Þf cð Þ
1 � f bð Þf cð Þ

ð55:1Þ
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where Aa, Ab, and Ac represent the absorbencies of a, b and c-phase at 763, 839 and
510 cm-1, respectively, Ka, Kb and K are the corresponding absorption coefficients,
Xa, Xb and Xc are the crystallinity of a, b and c phase. f(b) and f(c) represent the
relative fraction to a-phase respectively. The value of Ka is 6.1 9 104 cm2 mol-1,
Kb is 7.7 9 104 cm2 mol-1, and Kc is 5.8 9 104 cm2 mol-1 [6].

As listed in Table 55.1, with adding GO, the relative fraction of b-phase rises
from 25.7 to 50.0 % and the polar phase content rises from 51.0 to 79.8 %.
According to the adsorption energy for a and b-phase [9], the transformation from
nonpolar to polar phase is due to adsorption of molecular chains of PVDF-HFP on
the GO surface with the help of the strong interactions between the CF2 segments
of PVDF-HFP and the carbonyl groups of GO. In such films, 80 % polar phase was
achieved at only 0.1 wt.% GO. It is much more effective and easier than what is
reported in the literature by some groups using stretching method [10, 11].

Fig. 55.1 Schematic illustration of nanocomposite formation
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55.3.2 Dielectric Properties

Figure 55.3a and b show the results of dielectric spectroscopy measurements on
the nanocomposites with 0.1 wt.% over the frequency range of 0.1 Hz–10 MHz.
The dielectric spectroscopy for the PVDF-HFP and PVDF-HFP/GO films reveal
that the dielectric loss is due to dipolar relaxation of the polymer above 10 kHz
and conduction loss of GO below 10 Hz. The dielectric loss of both are similar,
from 0.04 at 1 kHz to 0.11 at 1 MHz. However, the 0.1 wt.% GO nanocomposite
exhibits higher relative dielectric constants than the pure copolymer sample. The
reason is that pure PVDF-HFP sample has less polar phases (b and c-phase) than
does PVDF-HFP/GO. The relative dielectric constants at 1 kHz are 11.5 for pure
copolymer and 13.9 for 0.1 wt.% GO/PVDF-HFP.

55.3.3 Breakdown Properties

The breakdown strength of the dielectric films was evaluated by the two-parameter
Weibull analysis [12, 13],

PðEÞ ¼ 1 � exp½�ðE=EbÞb� ð55:2Þ

Fig. 55.2 FTIR spectra of
PVDF-HFP/GO 0.1 wt.%
nanocomposite film and pure
PVDF-HFP film

Table 55.1 Relative fraction
of a, b and c-phase in pure
and 0.1 wt.% GO/PVDF-HFP
films

F(a) (%) F(b) (%) F(c) (%)

Pure 49.0 25.7 25.3
0.1 wt.% 20.2 50.0 29.9
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where E is the measured electrical breakdown strength, Eb is the characteristic
breakdown field, and b is a shape parameter.The failure probability can then be
expressed as

lgf� ln½1 � PðEÞ�g ¼ b lg E � b lg Eb ð55:3Þ

The characteristic breakdown field for the data set is calculated when the failure
probability is 63.2 % (i.e., 1 - 1/e). The probability of failure as a function of
applied field is showed in Fig. 55.4a. The results in Fig. 55.4b clearly show that
breakdown strength decreases upon addition of GOn to the copolymer as expected.
It should be noted that there is a sudden decrease in the breakdown strength when
the weight fraction changes from 0.1 to 0.2 %.

Fig. 55.3 Dielectric constant and loss tangent for pure PVDF-HFP and 0.1 wt.% GO
nanocomposite films at 20 �C: a 0.1–10 Hz; b 10 Hz–10 MHz

Fig. 55.4 a Percent cumulative distribution function of each nanocomposite as a function of
applied electric field, and b the characteristic breakdown strengths (failure probabilities: 63.2 %)
at each weight fraction as determined from the Weibull analysis
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This behavior can be explained by the percolation of the GO nanosheets in the
nanocomposite. There exists two different regimes: the ‘‘soft’’ and the ‘‘hard’’
percolation [14]. The breakdown strength can be immediately decreased when
‘‘soft’’ percolation reaches, because the charge pathways appear to facilitate
breakdown.

Another interesting observation is that the failure probability of a pure PVDF-
HFP film at moderate fields is higher than those of nanocomposites with 0.05 and
0.1 % GO. This implies that doping of the polymer with GO under the ‘‘soft’’
percolation threshold can reduce the failure probability.

55.3.4 Energy Storage Properties

As the electric displacement is not linearly dependent on electric field in ferro-
electric materials, the energy density is calculated by integrating the electric field
(E) with respect to the electric displacement (D):

Ue ¼
Z

EdD ð55:4Þ

Figure 55.5a presents the energy density of pure PVDF-HFP and 0.1 wt.% GO/
PVDF-HFP at room temperature. Due to the higher breakdown strength of PVDF-
HFP/GO, the maximum discharged energy can be 5.2 J/cm3 under an applied field
of 318 MV/m. It can be seen in Fig. 55.5b that the energy storage efficiency
depends on the applied field and exists a critical point. This is because the energy
density measurements are limited by the breakdown strength of samples.

Fig. 55.5 a Energy storage density and discharged energy density of pure PVDF-HFP and
0.1 wt.% GO/PVDF-HFP at room temperature and, b energy discharged efficiency of 0.1 wt.%
GO/PVDF-HFP
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Actual energy densities of the nanocomposite films at each weight fraction of
GO are compared in Fig. 55.6. Maximum energy densities measured showed a
general trend of increase in energy density up to 0.1 wt.% followed by a
decreasing trend due to the presence of air voids and lower breakdown strength.
Therefore, the 0.1 wt.% GO/PVDF-HFP nanocomposites may be desirable for
applications considering the actual energy storage capacity and breakdown
strength. We need further investigation of the effect of the nanosheets weight
fraction, thus provides a guideline to find an optimum weight fraction depending
on the specific application.

55.4 Conclusion

In our study, GO can enhance the polymer to crystalize more polar phase
(*80 %). PVDF-HFP with 0.1 wt.% GO shows higher breakdown strength than
pure polymer. It can be explained by the soft percolation. Then such nanocom-
posite has a high energy storage capacity with 5.2 J/cm3.
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Chapter 56
Profitability Analysis of Residential Wind
Turbines with Battery Energy Storage

Ying She, Ergin Erdem and Jing Shi

Abstract Residential wind turbines are often accompanied by an energy storage
system for the off-the-grid users, instead of the on-the-grid users, to reduce the risk
of black-out. In this paper, we argue that residential wind turbines with battery
energy storage could actually be beneficial to the on-the-grid users as well in terms
of monetary gain from differential pricing for buying electricity from the grid and
the ability to sell electricity back to the grid. We develop a mixed-integer linear
programming model to maximize the profit of a residential wind turbine system
while meeting the daily household electricity consumption. A case study is designed
to investigate the effects of differential pricing schemes and sell-back schemes on
the economic output of a 2-kW wind turbine with lithium battery storage. Overall,
based on the current settings in California, a residential wind turbine with battery
storage carries more economical benefits than the wind turbine alone.

56.1 Introduction

To reduce fossil fuel consumption and pollution emissions, governments are
adopting aggressive energy policies to encourage the installation of renewable
energy systems. Incentive renewable energy policies have been developed to
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promote the utilization of renewable energy. Residential wind turbines (RWT) are
one example. The favorable policies, along with the continuous cost reduction for
manufacturing wind turbines, make it possible for wind energy from RWT to be
competitive compared with conventional energy sources. In recent years, they
have been widely adopted, especially in rural and remote areas. For instance, the
number of RWT units sold in the U.S. market increased by 4 times in 2009
compared with that in 2001.

It is well known that the generation of wind power is intermittent. The inter-
mittency may lead to black-out. To avoid this, one can connect the wind power
generation system to the grid, and/or add an energy storage system. Adopting both
methods for residential users ensure the highest reliability for uninterrupted
electricity supply. The downside is the increase of the system cost, and the longer
pay-back period. However, the downside can be mitigated when the excessive
electricity generated from renewable sources is allowed to be sold to the utility.
This is often called ‘‘buy-back’’ policy, which has been gaining momentum in
many countries to encourage the development of renewable energy.

This paper investigates how an on-the-grid RWT system with battery energy
storage can achieve the optimal operation schedule to maximize the profit. The
optimal schedule is obtained by reacting to the changes of wind generation,
household energy consumption, and electricity price. The problem is formulated
into a mathematical programming model with the objective function of maxi-
mizing the monetary gains for the RWT owner. The key regulator in this situation,
without any doubt, is the battery bank that stores the excessive generated energy or
the purchased energy from grid when the electricity price is low, and release
energy to meet the household demand when the electricity price is high. We intend
to compare the scenarios of a grid connected RWT system with and without
battery storage, and illustrate how the economic benefits will be affected by the
electricity pricing schemes and renewable energy incentive policies.

56.2 Brief Literature Survey

The adoption of battery storage in renewable energy systems aims to mitigate the
intermittence of renewable resources and improve the system stability. Motoshashi
and Sasaki [7] developed a stand-alone wind power generation system with battery
storage. A 4-month field test was conducted to illustrate the benefits of this system.
Giraud and Salameh [3] reported the performance of a grid-connected residential
wind-photovoltaic system with battery storage, with a focus on system reliability.
Mohod and Hatwar [6] presented a variable speed type wind energy conversion
scheme with battery energy storage to provide a choice to select the most eco-
nomical power for the load amongst the wind, battery, and conventional resources,
with the option of being stand-alone or grid-supported. Elhadidy and Shaahid [4]
proposed a hybrid system, which is comprised of wind energy conversion systems,
photovoltaic (PV) panels, battery storage unit and diesel back-up, to meet the
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power consumption of a commercial building in Saudi Arabia. The percentages of
loads that need to be supplied by the battery and the diesel back-up were calculated
under different scenarios.

More recently, Dufo-Lopez and Bernal-Agustin [1] presented an hourly man-
agement method for energy generated in a wind-battery system connected to the
grid. The results were compared with a wind-hydrogen system. It was found that
that the wind-battery system is more desirable both economically and technically.
Sebastian and Alzola [11] modelled an off-the-grid wind diesel hybrid system. The
performance of the hybrid system with/without battery storage were tested and
compared by dynamic simulation. It was shown that the case with battery storage
can reduce the fluctuations of wind power significantly. Yuen et al. [12] investi-
gated two applications of battery connected to a wind system, namely, energy time
shifting and capacity firming. Optimization approaches were employed to find the
optimal schedule for charging and discharging of battery storage.

Economic scheduling is a problem existing in all power generation systems.
Renewable energy systems are not an exception. The management of renewable
power supply due to flexible load demand has been discussed in literature. Lu and
Shahidehpour [5] developed a Lagrangian relaxation-based optimization algorithm
to obtain the charging/discharging schedule of battery storage. Neely et al. [8]
developed a Lyapunov optimization technique for fulfilling the load demand
according to a time-varying and possibly unpredictable supply process. To reduce
the unpredictable fluctuation of renewable energy, Papavasilious and Oren [9]
developed a method to determine the optimal schedule for renewable energy
supply for time flexible end-users. Two algorithms, namely, backward dynamic
programming and approximate dynamic programming were compared. These
studies mainly considered the impact of PV/battery on congestion mitigation,
pricing, peak load reduction and the commitment of expensive thermal units.

56.3 RWT with Battery Storage

Figure 56.1 shows the schematic of an RWT system with battery storage. The RWT
system generates AC power and is connected to an AC/DC converter which is fed to a
common DC bus. This converter also rectifies the AC produced by the RWT and
protects the battery storage from being overcharged. A bi-directional converter links
the system to the grid. The power output of the RWT is mainly dependent upon wind
speed by following the power curve of the RWT. In this study, the hourly wind power
data are predicted 24 h in advance by converting the predicted hourly wind speeds
according to the power curve of the RWT. The power generated by the RWT can be
separated into three parts, namely (1) wind power sold to grid, Wg(t), (2) wind power
stored into the battery, Wb(t), and (3) wind power consumed the household, Wl(t).

The battery is charged from two sources: (1) the power generated from
the RWT, Wb(t), when the total output of the RWT, Wr(t), is greater than the
household load, H(t); and (2) the power purchased from the grid, Gb(t), when the
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market electricity price is low. Also, during the peak hours of tiered electricity
price structure, the residential customer can sell the amount of electricity, Bg(t), to
the grid from the battery storage by discharging. The battery also can discharge for
satisfying residential customer load for the amount of Bl(t).

The customer can both sell and buy electricity from or to the utility. Denote
Cs(t) the sales price when electricity is sold to the utility, and Cb(t) the purchase
price when the electricity is purchased from the utility. Both prices are a function
of time, and they are determined based on the rates set by the utility.

The hourly load of one residential customer, represented by H(t), includes the
power consumption from a variety of sources. Based on the historical data, the
daily load curve can be forecasted. H(t) can be satisfied from three sources
combined: (1) the power output of RWT and consumed by customer, Wl(t) (2) the
power supplied by grid and consumed directly, Gl(t), and (3) the power discharged
from battery storage, Bl(t).

56.4 Model Formulation

The objective function is to maximize the overall profit, which is total revenue
from wind power generation minus all the cost items of the RWT system and
expenditures on electricity purchase from the utility. The total revenue has two
parts: R1 and R2. R1 represents the revenue obtained from the RWT system within
a certain period of time t. It consists of two parts, namely, the implicit and explicit
profits. The implicit profit, represented by Cs tð ÞWg tð Þ þ Cs tð ÞBg tð Þ, is the profit
gained from selling surplus wind power output to the grid. The explicit profit,
represented by Cs tð ÞWl tð Þ þ Cs tð ÞBl tð Þ, is the savings from consuming the power
from the wind turbine and battery instead of purchasing electricity from the grid.
R1 can be described as follows:

R1 ¼ Cs tð Þ Wl tð Þ þ Wg tð Þ þ Bl tð Þ þ Bg tð Þ
ffi �

: ð56:1Þ

Wind Energy Converter Inverter Residential 
Customer 

Load
Grid Converter Inverter

Change controller

Battery Bank

AC/DC AC/DC

AC/DC

Transformer

Fig. 56.1 Diagram of RWT system with battery storage
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The cost of power stored in battery at the initial hour is assumed to be insignificant,
while the energy stored in the battery at the end of day is considered in the
revenue. The average electricity selling price of 24 h is used to calculate the value
of the energy stored in the battery at the 24th hour, represented by R2,

R2 ¼
P24

1 Cs tð Þ
24

D 24ð Þ � Bg 24ð Þ � Bl 24ð Þ þ Gb 24ð Þ þ Wb 24ð Þ
ffi �

: ð56:2Þ

The total cost consists of (1) the cost for purchasing electricity from the grid, S1

(2) the cost of RWT, S2, and (3) the cost of battery storage system, S3. Here,

S1 ¼ Cb tð Þ Gb tð Þ þ Gl tð Þ½ �: ð56:3Þ

S2, represents the cost for producing the wind power output at hour t.

S2 ¼ WðtÞCOw=Yw

Ean
; ð56:4Þ

where COw is the sum of capital cost and replacement/maintenance cost in the
lifespan of the RWT system; Yw is the lifetime year of the system; and Ean is the
annual energy generated from the system. The battery life time is represented by
the number of charge cycles. Therefore, the cost of battery used per kWh can be
calculated as follows,

S3 ¼ Bl tð Þ þ Bg tð Þ
ffi �Bcos t

Bmax

ð56:5Þ

where Bcost is the cost of using battery bank per charge cycle, and Bmax is the
capacity of the battery bank.As such, the maximization of profit can be described
as follows,

Max profit ¼
X

t

R1 � S1 � S2 � S3ð Þ þ R2 ð56:6Þ

The above objective function is subject to the following constraints,

(a) The State of Charge of the battery at any time t can be calculated as,

D t þ 1ð Þ ¼ D tð Þ þ Wb tð Þ þ Gb tð Þ½ � � Bb tð Þ þ Bl tð Þ½ � ð56:7Þ

(b) The maximum amount of battery energy sold to the grid and used for
household consumption should be no greater than the stored energy, while the
stored energy should be no greater than the battery capacity at each time
period t
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Bg tð Þ þ Bl tð Þ�D tð Þ�Bmax ð56:8Þ

(c) The maximum battery energy sold to the grid and used for household con-
sumption should also be no greater than the energy discharge at the maximum
discharging rate, Dmax, at each time period t.

0�Bg tð Þ þ Bl tð Þ�DmaxX tð Þ; X 2 f0; 1g ð56:9Þ

where X tð Þ ¼ 1 means that the battery is in discharging mode, while
X tð Þ ¼ 0 means the opposite.

(d) The maximum amount of energy charge to the battery from the grid and the
wind turbine should also be no greater than the energy charge at the maxi-
mum charging rate, Cmax, at each time period t.

0�Wb tð Þ þ Gb tð Þ�CmaxY tð Þ; Y 2 f0; 1g ð56:10Þ

where Y tð Þ ¼ 1 means that the battery is in charging mode, while Y tð Þ ¼ 0
means the opposite.

(e) The battery cannot be in both charge and discharge modes at the same time,

X tð Þ þ Y tð Þ� 1 ð56:11Þ

(f) The electricity consumed by the household at time t,

H tð Þ ¼ Wl tð Þ þ Bl tð Þ þ Gl tð Þ ð56:12Þ

(g) The total power generated by the RWT system at time t,

Wr tð Þ ¼ Wl tð Þ þ Wg tð Þ þ Wb tð Þ ð56:13Þ

(h) The following variables are not less than zero,

Wg tð Þ;Wb tð Þ;Wl tð Þ;Gb tð Þ;Gl tð Þ;Bg tð Þ;Bl tð Þ;D tð Þ� 0 ð56:14Þ

56.5 Case Study

In the case study, we model the operation of an RWT system with battery storage,
owned by a household in California, USA. To find the optimal schedule of the
RWT system and calculate the maximal profit, input information needs to be
provided. A 2-kW residential wind turbine is chosen because its typical annual
electricity output roughly aligns with the overall electricity consumption of a
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typical California family. A lithium battery bank is chosen as the energy storage
device. The costs of wind turbine and battery storage are listed in Table 56.1.

The electricity pricing information is obtained from Pacific Gas and Electric
[10], which supplies electricity in California. The information consists of peak,
partial-peak and off-peak spot market prices. Table 56.2 shows that the off-peak
rate of Tier 1 is $0.09781 per kWh, while the peak rate of Tier 5 is $0.48653 per
kWh. The baselines for different counties vary from 7.5 to 18.5 kWh. Under the
renewable energy incentive policy of California, PG&E can purchase the excess
electricity from the RWT owners.

We adopt the representative wind speed data from a site in California. The hourly
wind speed is converted to the hourly wind power generation based on the RWT
power curve. Meanwhile, we employ the average hourly use profile on a yearly base
for a common residential customer in Southern California (NAHB, 2001). Fig-
ure 56.2 shows the hourly wind power output and the household load profile.

We adopt 3 scenarios to study the effects of electricity pricing for purchasing
and selling. Table 56.3 summarizes the combination of renewable energy incen-
tive policies and pricing schemes for the 3 scenarios.

• Scenario 1 assumes 30 % federal tax credit for the total initial installation cost,
and Tier 1 retail pricing scheme for purchasing electricity from the grid and
selling the electricity to the grid.

• Scenario 2 assumes the same 30 % federal tax credit, but it adopts Tier 4 retail
pricing scheme for purchasing and selling the electricity.

• Scenario 3 also keeps the 30 % federal tax credit. It adopts Tier 1 pricing
scheme to purchase electricity from grid, while it can only sell the electricity to
the grid at the wholesale price. With a contract period of 20 years, the purchase
price is $0.08956 per kWh.

Table 56.1 Costs of the RWT system components

Initial
cost ($)

Maintenance
cost

Life time Annual
output

Unit cost Adjusted cost (70 %
unit cost)

Wind
turbine

8,000 $120/year 30 years 6,000 kWh 0.064 $/
kWh

0.0448 $/kWh

Battery
bank

1,600 Null 3,000 cycle 0.53 $/
cycle

0.371 $/cycle

Table 56.2 PG&E residential time-of-use electric rate schedule

Time-of-use period Energy charge($/KWh)

Tier 1 Tier 2 Tier3 Tier 4 Tier 5
Baseline 101–130 % 131–200 % 201–300 % [300 %

Peak ($) 0.28719 0.30529 0.46623 0.50623 0.50623
Partial-peak ($) 0.17528 0.19338 0.35432 0.39432 0.39432
Off-peak ($) 0.10074 0.11884 0.27978 0.31978 0.31978
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The optimization model in (56.6)–(56.14) is a mixed integer and linear pro-
gramming (MILP) model. The model is coded in GAMS platform [2], and solved
by the embedded CPLEX solver for each scenario. The optimal trading benefits
under all scenarios are compared in Table 56.4.

Based on the results, it is clear that the RWT system with battery storage can
bring benefits to the residential customers. In all the scenarios, more monetary
benefits can be achieved with the battery storage system installed. Overall, the
strategy, which employs battery storage to harvest excess wind power and store
energy from utility when the electricity price is low, and discharge or sell the
energy when the price is high and wind production is low, works very well.
Meanwhile, it can be observed that the profit outcome of the RWT system depends
on the policy on pricing the excess energy generation to be sold to the utility. The
profit of customers gained increases with the increase of selling price. In particular,
under scenario 3, the customer sells the excessive electricity at a fixed wholesale

Fig. 56.2 Hourly household load and wind power output

Table 56.3 Parameter and policy selection for 3 scenarios

Scenario 1 Scenario 2 Scenario 3

Tax incentive 30 % rebate 30 % rebate 30 % rebate
Purchase electricity Tier 1 scheme Tier 4 scheme Tier 1 scheme
Sell electricity Tier 1 scheme Tier 4 scheme Wholesale price

Table 56.4 Maximum profits per day under 3 scenarios

Scenario 1 Scenario 2 Scenario 3

With battery($) 2.2920 4.7208 -0.4072
Without battery($) 1.6559 3.1372 -0.5238
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price which is much lower than the retail price. Therefore, the profit customer
gained from scenario 3 is $0.4072. This means the RWT owner will not be able to
recover the investment on the system. In this case, the residential investment on
RWT systems is discouraged. To improve this situation, the selling price needs to
be increased, or the tax rebate rate needs to be increased.

56.6 Conclusions

This research presents a preliminary investigation how an on-the-grid RWT sys-
tem with battery storage can be viable. Under the estimated load, electricity price,
wind power output, cost of wind power and battery storage, we formulate a mixed
integer linear programming model to obtain the optimal operation schedule for the
RWT system. The objective function is to maximize the monetary benefits. In
particular, we investigate whether the battery storage can bring more benefits to
the residential users when the selling price for excess wind generation to the utility
is adjusted. Three scenarios are designed in a case study and the results are
discussed. It is discovered that the profitability of RWT system greatly depends on
the pricing policy for selling the excess wind energy generation to the grid. Also,
the adoption of battery storage to the RWT system can always bring more benefit
to the customers underthe three scenarios. It is possible that with the decrease of
battery cost, adding battery storage to the RWT systems will become even more
attractive.
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Chapter 57
Dynamic Model and Experimental
Validation of a PEM Fuel Cell System

Younane Nassif, Emmanuel Godoy, Olivier Bethoux and Ivan Roche

Abstract Fuel cells are expected to become a challenging technology in terms of
efficiency, and fitting the emission reduction schedules [Lemons, J. Power Sources,
29:251, 1] for the automotive application. Their fundamental component consists
of two electrodes separated by a membrane. Fuel cells convert chemical energy
into electrical energy while producing water and heat. To not disturb the trans-
portation of the reactant gas, a proper membrane hydration needs to be maintained.
Two different conditions can occur facing an inadequate water balance which
decreases the performance of the stack. An insufficient removal of the accumulated
water causes water flooding, decreasing reactant transport rate. Similarly, exces-
sive water removal dries the membrane. To monitor the amount of water inside the
cell, dynamic model based on the mass conservation principles and thermody-
namic properties is developed in the form of nonlinear state space representation.
Fick’s law and Maxwell-Stefan model are used to describe multicomponent dif-
fusion. Darcy’s law is used to define the porous medium permeability. To dem-
onstrate the accuracy of the proposed model, obtained results are compared with
measured data at steady states operation mode. Investigation of the steady-state
behavior is discussed in this paper.
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57.1 Introduction

Several models have already been proposed in the literature. Those can be divided
in two main categories: the theoretical models and the empirical/semi-empirical
ones. To diagnose, and to control systems, we use the empirical models. They are
based on frequency representation in aim to characterize the electrical impedance
or on time representation using ordinary differential equations [2–4]. On the other
hand, the theoretical model is based on phenomenological equations such as mass
transport, heat transport, and electrochemical phenomena. The focus of this paper
is on presenting a relevant dynamic model. The zero-dimensional fluid flow model
is developed using electrochemical, thermodynamic and fluid flow principles
where we consider that the averaged stack temperature is constant. This contri-
bution will lead us to describe and then analyze the steady-state behavior.

57.2 Dynamic Model Development

We present a mathematical approach for building the dynamic model of the
PEMFC. All the variables associated with the lumped cathode/anode volume are
denoted with a subscript (ca/an). Masses (kg) are denoted with (m), mass flows
(kg/s) with W, pressure (Pa) with P, temperatures (K) with T, current (A) with I,
current density (A/cm2) with i, surface (cm2) with S, molar masses (kg/mol) with
M, volumes (m3) with V, voltage (Volts) with v, Faradays constant with F, oxygen
with O2, nitrogen with N2, hydrogen with H2. The convective transport will be
denoted with a superscript (Conv), diffusive transport with (Diff), through mem-
brane (mbr), reacted mass flow (rct), and evacuated water with (evac), channel
transport with (ch), and gas diffusion layer transport with (gdl).

We propose five control volumes (Fig. 57.1) where we are taking in consid-
eration all the physical effects (including diffusive and convective transport).

• Cathode and Anode channel
• Cathode and Anode Gas diffusion layer
• Membrane.

57.2.1 Cathode/Anode Mass Flow Model

The mass conservation principle and the thermodynamic properties inside the
cathode are used to balance the mass of three gases which are the oxygen, the
nitrogen and the vapor water. The resulting cathode mass conservation equations
are expressed by six state equations as follows
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_mch
N2

¼ Win
N2

� Wout
N2

� WDiff
N2

� WConv
N2

_mch
O2

¼ Win
O2

� Wout
O2

� WDiff
O2

� WConv
O2

_mch
w;ca ¼ Win

w;ca � Wout
w;ca � WDiff

w;ca � WConv
w;ca

ð57:1Þ

_mgdl
N2

¼ WDiff
N2

þ WConv
N2

_mgdl
O2

¼ WDiff
O2

þ WConv
O2

� Wrct
O2

_mgdl
w;ca ¼ WDiff

w;ca þ WConv
w;ca � Wrct

w;ca þ Wmbr
w;ca

ð57:2Þ

Similarly to the cathode, by applying the mass conservation balance, we obtain
the four state equations:

_mch
H2

¼ Win
H2

� WDiff
H2

� WConv
H2

_mch
w;an ¼ Win

w;an � WDiff
w;an � WConv

w;an

ð57:3Þ

_mgdl
H2

¼ WDiff
H2

þ WConv
H2

_mgdl
w;an ¼ WDiff

w;an þ WConv
w;an � Wmbr

w;an

ð57:4Þ

where the rate of the water production, the rate of the oxygen and hydrogen reacted
are:

Wrct
w;ca ¼ MH2O � NI

2F
Wrct

O2
¼ MO2 �

NI

4F
Wrct

H2
¼ MH2 �

NI

2F
ð57:5Þ

57.2.2 Membrane

This block represents the water content and the rate of mass flow of water that pass
through the membrane. Two distinct phenomena describe this flow.

Fig. 57.1 Reactant supply
subsystem model
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• Electro-osmotic drag, where water molecules are dragged through the mem-
brane from the anode volume to the cathode volume:

Wosm
v ¼ Mv � S � nd �

i

F
ð57:6Þ

• Back diffusion drag, where the difference in humidity of the cathode and anode
flows causes a water transport flow from the cathode to the anode:

WDiff
v ¼ Dw � dcv

dz
ð57:7Þ

where nd and Dw are the electro-osmotic and water diffusive coefficient. The
positives values are taken in the direction from anode to cathode and combining
these two transport phenomena, the total stack mass flow rate across the membrane
(Nafion 117 [5]):

Wosm
v ¼ Mv � S � nfc � nd �

i

F
� Dw �

cca
v � can

v

ffi �

embr

� �
ð57:8Þ

57.2.3 PEM Fuel Cell Terminal Voltage Model

The fuel cell voltage is calculated by subtracting the fuel cell losses from the fuel
cell open circuit voltage that is governed by the chemical potential [6]:

Vfc ¼ E � Vact � Vohm � Vconc ð57:9Þ

• Activation loss model: It is a need to cause an electron transfer and to break and
form chemical bonds in the cathode and the anode [7–9].

• Ohmic loss model: This type of losses is due to the resistance of the polymer
membrane, electrode and collector plate to the transfer of protons and electrons [10].

• Concentration loss model: Concentration overvoltage is caused by the change
that occurs in the concentration of the reactants as they are consumed.

57.3 Diffusive and Convective Model

Through the gas channels, the gaseous reactants enter the fuel cell, and they are
transported through the diffusion media into the catalyst layers where the reaction
occurs. Two phenomena occur:

452 Y. Nassif et al.



Diffusive transport: Fick’s laws are used in aim to define and to give a
molecular movement description for species in a mixture given. The Stefan-
Maxwell is replaced when it is a multicomponent system because mutual inter-
actions should be taken in consideration [11].

rxi ¼
1
ct
�
XN

i¼1;i6¼j

xiWj � xjWi

Dij
ð57:10Þ

Convective transport: Transport of fluids in porous media is described using
Darcy’s law [12]. For a multi-phase system, the mass transport is given by

WConv
j ¼

S � KConv
j

e � # � DPj ch � gdlð Þ ð57:11Þ

where e represents the thickness of the gdl, # the dynamic viscosity and j repre-
sents the cathode or the anode.

57.4 Experimental Validation Test

In order to validate the developed model, a set of operational conditions has been
investigated as the effect of the temperature, current, pressure and humidity on the
performance and effectiveness of the fuel cell process, generated by a test bench
presented by PSA Peugeot Citroën. The gas flow is regulated by a proportional–
integral controller (Fig. 57.2) in order to assure the same pressure inside the anode
and the cathode. The input to the model consists of stack current. The system
output is the fuel cell stack voltage (Fig. 57.3).

Experimental data directly obtained from the industrial fuel cell by the finite
element method were compared to the ODE model developed in this contribution
and it validates the steady-state behavior and the accuracy of the model developed.
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Fig. 57.2 Controlled fuel
cell mass by pressure
regulation
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57.5 Conclusions

This work has presented a complete dynamic isothermal model of a fuel cell. It is a
control-oriented model that can be used for controller design and diagnosis fault
system. The model has been validated on a 5 kW PEM fuel cell, showing that
simulated data match experimental data quite closely. The next work will be a
study of observer strategy in aim to estimate the internal states of the cell.
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Chapter 58
First-Principles Structure Prediction
of Dual Cation Ammine Borohydrides:
LiMg(BH4)3(NH3)x

Yusuf Kıs�lak and Adem Tekin

Abstract On-board hydrogen storage for transportation applications continues to
be one of the most technically challenging barriers to the widespread commer-
cialization of hydrogen-fueled vehicles. In addition, hydrogen storage is also
required for off-board purposes such as stationary power generation and hydrogen
delivery and refueling infrastructure. After decades of extensive exploration,
research into hydrogen storage materials based on metal borohydrides has become
a highly active and exciting area owing to the high theoretical hydrogen capacities
of these materials. However, they are thermodynamically too stable and therefore
a very high temperature is required for their decomposition. This temperature can
be lowered to the tolerable levels by the addition of ammonia and the resulting
material is called as Ammine Metal Borohydrides (AMBs). In this study, we aim
to search the ground state crystal structures of LiMg(BH4)3(NH3)x [1] with x = 2,
3, 4 using CrystAl Structure Prediction via Simulated Annealing (CASPESA)
method. This approach was successfully located the experimentally determined
structure of LiMg(BH4)3(NH3)2 [1] and other interesting local minima. For x = 3
and 4 cases, our methodology also resulted new crystal phases.

58.1 Introduction

World’s energy need is mostly satisfied by fossil fuels such as coal, natural gas and
liquid fuels. Their reserves are very limited and their usage has certain harmful
impacts on the environment, e.g., they are the primary reason of increasing amount
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of CO2 in the atmosphere. Therefore, we are required to find environmentally
friendly alternative renewable energy solutions. Hydrogen is one the most prom-
ising and challenging possibility to be used as the energy source of the future.
Storing hydrogen is one of the bottlenecks limiting its worldwide integration. Even
though hydrogen can be stored in the conventional forms like a gas or liquid,
arising handicaps e.g., high pressure and cryogenic temperature block its wide-
spread usage. As an alternative, hydrogen may be stored in the solid state with a
very high density. For this purpose, many distinct families of materials have been
investigated such as carbon nanotubes, metal organic frameworks, metal hydrides,
metal borohydrides and metal ammines (it is an indirect storage medium, since
ammonia is stored instead of hydrogen). Among them, metal borohydrides and
ammines took special interest due to their high gravimetric and volumetric
hydrogen storage capabilities. However, metal borohydrides are very stable
complexes and hence they require very high temperatures for their decomposition.
This might be prevented by the inclusion of ammonia forming Ammine Metal
Borohydrides (AMBs). In spite of their peculiar properties, they might lead to the
undesirable release of ammonia during the dehydrogenation. This can be prohib-
ited with the addition of a second metal atom into AMBs leading to dual cation
AMBs with a general formula of M1M2(BH4)y(NH3)x. Very recently, Sun et al. [1]
have successfully synthesized LiMg(BH4)3(NH3)2 and they found that this com-
plex desorbs hydrogen below 200 �C and it does not emit NH3 as a byproduct.

Since there is only a very limited experimental investigations carried out for
dual-cation AMBs so far, little is known about their crystal structures. With this
study, we aim to explore the crystal structures of these materials (LiMg(B-
H4)y(NH3)x with y = 3 and x = 2, 3 and 4) using a hybrid methodology com-
bining crystal structure prediction with density functional calculations. For the
crystal structure predictions, we employed our in-house developed code CAS-
PESA which was successfully applied to both metal ammines [2, 3] and boro-
hydrides [4–7].

58.2 Computational Details

58.2.1 Crystal Structure Prediction

In some cases crystal structure of a material, which determines all the physical
properties of the material, is not known. In such circumstances, computational
approaches play a crucial role and therefore several crystal prediction algorithms
based on genetic algorithm and swarm optimization have been developed such as
USPEX [8], CALYPSO [9], XtalOpt [10] and GULP [11]. In this study, we used
CASPESA approach due to its fast and robust nature.

CASPESA requires a unit cell and predefined bond constraints to start the crystal
prediction. In the following details of the model used to run CASPESA has been
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exemplified for LiMg(NH3)2(BH4)3: (1) as a unit cell, two formula units of
LiMg(NH3)2(BH4)3 has been employed, (2) a fixed coordinate system is used for
Mg(NH3)2(BH4)3 (NH3 and BH4 groups are coordinated to Mg as a trigonal
bipyramid), (3) a Li atom is placed to the origin and the spherical coordinates of the
others are parameterized, (4) three Euler angle parameters (H, U, W) are used to
rotate the Mg(NH3)2(BH4)3 complex, (5) the lattice vectors are used as parameters,
(6) the resulting 24 (48 for LiMg(BH4)3(NH3)3 and LiMg(BH4)3(NH3)4) parame-
ters are globally optimized to maximize the number of interactions between
hydrogens of BH4 molecules and Li atoms. To avoid any unphysical structure, we
employed the following bond constraints: Mg–Mg, Li–Mg and Li–Li distances
must be longer than 6.00, 4.80 and 4.10 Å, respectively. As an objective function,
the number of Li–B distance, which is between 2.85–3.31 Å, has been maximized.
All these bond distance criteria were evaluated with the help of the experimental
structure of Sun et al. [1]. The resulting most distinct structures have been chosen
for the subsequent periodic DFT calculations.

58.2.2 DFT Calculations

We used Dacapo software package for the DFT calculations. As an exchange
correlation functional RPBE [12] was employed. Planewave and density cutoff
energies were set to 340 and 500 eV, respectively. The electronic Brioullin zones
were sampled with (2 9 2 9 2) k-points and the symmetry reduction was swit-
ched on. Structural optimizations were performed until all forces are smaller than
0.05 eV Å-1 using a quasi-Newton method within the atomic simulation envi-
ronment [13].

58.3 Results

Very recently, Sun et al. [1] synthesized LiMg(BH4)3(NH3)2 and elucidated its
crystal structure with X-ray diffraction method. The structure as shown in
Fig. 58.1a has a hexagonal symmetry (symmetry number 173, P63) with unit cell
dimensions: a = 8.0002 Å and c = 8.4276 Å. In this structure, each Li atom is
coordinated with H of six different BH4 groups.

We found a structure, with space group P63/m, that is very similar to the
experimentally determined one with cell dimensions of a = 8.5526 Å and
c = 8.4012 Å. As shown in Fig. 58.1b, in this structure Li atoms coordinate with
six BH4 molecules similar to the experimental structure. Besides, we have also
found other structures bearing different structural motifs as shown in Fig. 58.2.
Among them, Fig. 58.2a was obtained as the lowest energy structure with a space
group of P63/m and it is lower in energy than Fig. 58.1b by 0.741 eV. In structures
from Fig. 58.2a–d, each Li atom coordinated with three different BH4 groups.
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However, the last structure (Fig. 58.2e) shows similar arrangements to the struc-
tures shown in Fig. 58.1.

We also employed CASPESA for LiMg(BH4)3(NH3)3 for which there is no
reported experimental structure. Since three NH3 and BH4 groups can bind to Mg
with a very different ways, we modelled several Mg(BH4)3(NH3)3 complexes with
different coordination geometries (e.g., tetrahedral, trigonal bipyramidal, octahe-
dral, trigonal prismatic) and numbers. We have found various structures bearing

Fig. 58.1 a Experimental crystal structure of LiMg(BH4)3(NH3)2 [1]. b Similar structure, found
by CASPESA, to the experimental one

Fig. 58.2 Crystal structures of LiMg(BH4)3(NH3)2 predicted by CASPESA
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different structural motifs as shown in Fig. 58.3. The first four isoenergetic
structures (Fig. 58.3a–d) are lower in energy than Fig. 58.3e, f by 0.46 and
0.61 eV, respectively. In contrast to LiMg(BH4)3(NH3)2, here in the lowest energy
structures, each Li atom is coordinated with four BH4 groups. However, in the
structures shown in Fig. 58.3e, f, each Li atom is coordinated with three different
BH4 groups.

Crystal structure of LiMg(BH4)3(NH3)4 is not yet experimentally determined.
Therefore, employment of CASPESA can also be enlightening its structure. Here,
only an octahedral arrangement of Mg(BH4)2(NH3)4 were considered and the
remaining BH4 was separately parameterized. It has been found that each Li atom
coordinates with five different BH4 groups in the lowest energy structure.

Fig. 58.3 Crystal structures of LiMg(BH4)3(NH3)3 predicted by CASPESA
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58.4 Conclusion

A recent interest has been devoted to the dual cation AMBs due to their very
promising hydrogen storage capabilities. Since this class of materials is new, there
is no enough experimental study to determine their crystal structures. One of the
experimentally studied dual cation AMBs is LiMg(BH4)3(NH3)2. In this study, in
addition to this complex crystal structures of LiMg(BH4)3(NH3)x with x = 3 and 4
were predicted using CASPESA algorithm. We successfully reproduced the
experimental structure of LiMg(BH4)3(NH3)2 and found five different crystal
structures. CASPESA was also performed well for x = 3 and 4 cases where new
candidate crystal structures were produced. All these structures can be further
exploited by subsequent calculations to investigate the other interesting phenom-
enon e. g., hydrogen or ammonia dynamics.
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Chapter 59
Adsorption of Two Dyes by Mg(OH)2:
Procion Blue HB and Remazol Brilliant
Blue R

Zohra Bouberka, Kahina Bentaleb, Khalil A. Benabbou
and Ulrich Maschke

Abstract The use of low-cost and ecofriendly adsorbents has been investigated as
an ideal alternative to the current expensive methods of removing dyes from
wastewater. Mg(OH)2 sludge was produced from precipitation of magnesium ions
(Mg2+) with NaOH in pH = 10 and investigated as a low-cost adsorbent. This
paper deals with the removal of textile dyes from aqueous solutions by Mg(OH)2.
Reactive Procion blue HB (PR) and Acid Remazol brilliant blue R (RB) were used
as model compounds. The adsorption capacity was found as 43.47 and 26.89 mg/g
at initial pH 6.5.

59.1 Introduction

The adsorption technique has been proved to be an excellent method for the
treatment of industrial wastewater containing colour, heavy metals and other
inorganic and organic impurities. Adsorption is considered to be relatively superior
to other techniques because of its low cost, simplicity of design, availability and
ability to treat dyes in more concentrated form [1, 2]. Many adsorbents have been
evaluated to reduce dye concentrations from aqueous solutions. Activated carbon
[3–5] is regarded as an effective but expensive adsorbent due to its high costs of
manufacturing and regeneration. Out of economic consideration, it’s not practical
to treat a large quantity of effluents by a great scale of activated carbon. In addition
to activated carbon, some adsorbents including peat [6, 7], chitin [8, 9] and some
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agriculture wastes [10–16] have also been reported. However, the adsorption
capacities of the above adsorbents are not very high; some even less than 50 g/kg.
In order to improve the efficiency of the adsorption processes, it is necessary to
develop cheap and easily available adsorbents with high adsorption capacities.

Magnesium hydroxide has attracted much attention [17–22] because of its wide
applications as flame-retardant, reinforcing agent, antacid and absorbent. Mag-
nesium hydroxide is also being considered as a low cost candidate material for the
possible sequestration of greenhouse gas, CO2. The magnesium hydroxide sludge
was produced from precipitation of magnesium ions (Mg2+) with NaOH in
pH = 10 [23]. Bivalent hydroxides, M(OH)2 [M = Ca, Mn, Fe, Co and Ni]
crystallize in the structure of mineral brucite, Mg(OH)2 [24]. Brucite comprises a
hexagonal packing of hydroxyl ions in which Mg2+ ions occupy alternate layers of
octahedral sites. This results in a stacking of neutral charge layers of the com-
position [Mg(OH)2]. The aim of the present work is to explore the possibility of
utilizing Mg(OH)2 sludge for the adsorption and removal of reactive and acid dyes
from aqueous solutions. The effect of operating factors such as adsorbent dose,
contact time, and initial concentration of pollutants was investigated. Influence of
Cl� and SO2�

4 on Reactive Procion blue HB (PB) and Acid Remazol brilliant blue
R (RB) adsorption was studied using the same experimental conditions.

59.2 Experimental Part

A magnesium hydroxide slurry Mg(OH)2 was precipitated at ambient temperature
by simultaneous addition of 1M Mg(NO3)2 and 2M NaOH. A white precipitate
was obtained at a pH value of about 10. The resulting was stirred for an hour then
filtered and dried at 105 �C. This technique of Mg(OH)2 synthesis is widely used
in the literature and is fully described elsewhere [24].

Mg2þ þ 2OH� ! MgðOHÞ2 ð59:1Þ

Two dyes were used in the study. These selected dyes are regarded as dye
contaminants in the discharged effluents. The dyes, Reactive Procion blue HB (PB),
CI = 191430250, C.A.S. = 12236-82-7, MW = 840.09 g/mole, kmax = 610 nm,
and Acid Remazol brilliant blue R (RP), CI = 207550250, C.A.S. = 2580-78-1,
MW = 624.52 g/mole, kmax = 595 nm, were provided by Acros Organics. Dyes
were used without further purification. The chemical structure of those dyes is
given in Fig. 59.1. All other chemicals were of Analar grade and purchased from
Merck (Germany). The pH measurements were made using a pH meter (Mettler
Delta 350). A UV–V is spectrophotometer (SAFAS UV mc2) was employed for
absorbance measurements. Only the linear range of the calibration curve was used
in this research. The dye solutions were centrifuged for 10 min in a Jouan centri-
fuge at 5,000 rpm. In order to investigate the crystalline structure of the Mg(OH)2
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sample, RDX (Siemens D-5000 diffractometer with Cu–Ka radiation) was used.
The X-ray tube was operated at 40 kV and a beam current of 30 mA, in the range of
2h = 10–70�, at a scan speed of 2�/min. Figure 59.2 shows the RDX spectrum of
Mg(OH)2.

59.3 Results and Discussion

The effect of Mg(OH)2 doses on the amount of dye adsorbed was investigated by
contacting 25 ml of dye solution with initial dye concentration of 100 mg/l using
closed Erlenmeyer flasks at room temperature (25 ± 1 �C) for 300 min at a
constant stirring speed of 200 rpm. Different adsorbent dosage of Mg(OH)2

(2–3 g/l) for PB and (2–6 g/l) for RB were examined. After reaching equilibrium,
the samples were centrifuged and the concentration in the supernatant dye solution
was analyzed. The dye removal (P %) versus adsorbent dosage (g/l) is shown in
Table 59.1. From Table 59.1 one can conclude that the removal rate of PB from
the solution is quite higher than for RB. This difference in the removal rate might

O

O

NH2

SO3H

NH SO2 CH2 CH2 O SO3H

Fig. 59.1 Chemical structures of dyes employed in this study. On the left PB (Reactive Procion
blue HB), and on the right RP (Acid Remazol brilliant blue R)
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diffraction (XRD) pattern of
the Mg(OH)2 sample showing
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be attributed to the difference of molecular weights and chemical structures of the
dyes.

Figure 59.3 shows the effect of initial dye concentration on dye-% removal rate
at different contact times. From Fig. 59.3 it was observed that the dye-% removal
varies by changing the initial dye concentration and decreases with increasing
initial dye concentration. For a contact time of 60 min, the dye-% removal
decreases from 93.01 to 66.76 % for an increase of the initial concentration of PB
from 50 to 120 mg/L and decreases from 69.83 to 51.60 % for an increase of the
initial concentration of RB from 20 to 100 mg/L. Also from this figure, it was
observed that at all initial dye concentrations, the dye-% removal was very rapid
for the first 30 min with an average rate of 2.541 and 2.096 mg/min for PB and
RB, respectively, and after 40 min the sorption rate decreased to 1.281 and
1.049 mg/min for PB and RB, respectively, and finally reached saturation after
60 min. A large fraction of dyes was thus removed within the first rapid uptake
phase, i.e., the first 30 min. This is due to the decrease of the concentration
gradient with time due to transfer of solute onto solid phase. The rapid uptake of

Table 59.1 Dye removal
(P %) versus adsorbent
dosage

Adsorbent dosage ms Dye removal
Dyes g/L %

PB 2 74.04
2.5 82.01
3 87.05

RB 2 49.1
4 66.99
6 70.97
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Fig. 59.3 The effect of time
and concentration on a PB
and b RB removal in Mg
(OH)2. Conditions: pH = 6.5,
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dye particles for the first minutes is due to the occurrence of solute transfer related
to adsorbate and adsorbent interactions with negligible interference of solute–
solute interactions [25].

59.4 Conclusion

The present study attempted to show that Mg(OH)2 is an effective adsorbent for
the removal of PB and RB from their aqueous solutions. It was found that the dye
removal capacity of Mg(OH)2 towards PB was higher than for RB. The reactive
dye PB, which possesses sulphonate groups, exhibited a high adsorption which can
be attributed to both the higher molecular weight (840.09 g/mole) compared to RB
(640.52 g/mole), and its large hydrophobic middle section.
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Chapter 60
Wireless Communications in Smart Grid

Zoran Bojkovic and Bojan Bakmaz

Abstract Communication networks play a crucial role in smart grid, as the
intelligence of this complex system is built based on information exchange across
the power grid. Wireless communications and networking are among the most
economical ways to build the essential part of the scalable communication infra-
structure for smart grid. In particular, wireless networks will be deployed widely in
the smart grid for automatic meter reading, remote system and customer site
monitoring, as well as equipment fault diagnosing. With an increasing interest from
both the academic and industrial communities, this chapter systematically inves-
tigates recent advances in wireless communication technology for the smart grid.

60.1 Introduction

Generally, a fundamental evolution in electric power generation and supply system
is needed to make the grids more reliable, efficient, and secure. This can be
achieved by enabling the future generation electricity network smarter by
embedding bidirectional communication architecture in power grids. The smart
grid (SG) evolves the architecture of legacy grid which can be characterized as
providing one-way flow of centrally generated power to end users into a more
distributed, dynamic system characterized by two-way flow of power and infor-
mation. The SG will involve networking vest numbers of sensors in transmission
and distribution facilities, smart meters, back-office systems as well as home
devices which will interact with the grid. Large amount of data traffic will be
generated by meters, sensors and synchrophasors.
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While communications technologies are seen as an essential enabling compo-
nent of SG, there are a number of challenges that must be addressed in order to
have fully robust, secure and functional SG networks [1]. In comparison with
wireline networks, wireless networks have the advantage of low deployment cost
and high flexibility, and are gaining more and more interest from both academia
and industry for SG applications.

The remainder of this chapter is organized as follows. In the next section, the
communication architecture for the SG is presented by decomposing it into three
recognizable network segments. Cognitive radio technology is presented as per-
spective solution for SG communication infrastructure. Finally, the importance of
heterogeneous network integration to coordinate the SG functions is invoked, too.

60.2 Smart Grid Communication Architecture

The SG is usually deployed in rather large geographical areas. Consequently, the
communications infrastructure of the SG has to cover the entire region with the
intention to connect a large set of nodes. The communications infrastructure is
envisioned to be a multilayer structure that extends across the whole SG as shown
in Fig. 60.1.

In particular, home area networks (HANs) gather sensor information from a
variety of smart devices (e.g., meters, sensors, actuators, etc.) within the home and
delivers control information to them for better energy consumption management.
They can support functions such as cycling heaters or air conditioners off during
peak load conditions, sharing consumption data with in-home displays, and
enabling a card-activated prepayment scheme. Typically, HANs need to cover
areas up to 200 m2 and support data rates up to 100 kb/s.

Neighborhood area networks (NANs) connect multiple HANs to local access
points. NAN endpoints are smart meters (SMs) that have been considered to be at
the heart of the SG revolution. SMs involve energy consumption recording and
real-time or near-real-time data acquisition and control for various SG applica-
tions, including distribution automation, power outage management, power quality
monitoring, etc. [2]. The number of SMs in each NAN cluster varies from a few
hundred to a few thousand depending on the grid topology and the employed
communication protocol. NANs usually need to cover areas of several square
kilometers, and each SM may need from 10 to 100 kb/s. It is important to note that
a NAN is a critical segment of SG communications architecture since it is
responsible for transporting a huge volume of different types of data and distrib-
uting control signals between utility companies and a large number of devices
installed at customer premises.

Wide area networks (WANs) provide communication links between the NANs
and the utility systems to transfer information. They also enable the long-haul
communications among different data aggregation points of power generation
plants, distributed energy resource stations, substations, transmission and

470 Z. Bojkovic and B. Bakmaz



distribution grids, control centers, etc. The utility company’s WAN is also
responsible for providing the two-way network needed for substation communi-
cations, distribution automation, power quality monitoring, and so forth, while also
supporting data aggregation and backhaul for NANs. WANs may cover a very
large area (thousands of square kilometers) and could aggregate a large number of
supported devices that require 10–100 Mb/s of data transmission.

The three-layered structure of the communications networks provides a
potential operation of the SG to operate economically, efficiently, reliably, and
securely. On the other hand, there are many challenges imposed on the design of
SG communications architecture like [3]: energy services, interoperability, tre-
mendous data amount, highly varying traffic, quality of service (QoS), and secu-
rity. A unique characteristic of the SG is the integration of distributed renewable
energy sources (e.g., solar and wind power). For a NAN, there are two main power
sources: the power from the utility and the distributed renewable energy. These
power sources have two essential differences: price and availability. Balancing the
usage of different energy sources will be very important for power grid stability,
availability, and operation cost. Data will flow over generation, transmission,
distribution, and user networks in the SG. One of the major problems of the
multitiered topology of communications networks is interoperability among so
many subnetworks. The amount of data generated by smart devices will experi-
ence explosive growth in the future. This tremendous data amount places con-
siderable load on the communications infrastructure of the SG.

The amount of data varies tremendously during a day, so the traffic conditions
change rapidly. During peak hours, the data communications requires higher data
rate and more reliable services. Different categories of data have different QoS
priorities in terms of bandwidth, latency, reliability, and security. A higher priority
and guaranteed QoS should be provided to the meters data, while power price data
used for accounting can have normal priority and QoS.

Fig. 60.1 Multilayer structure across the smart grid
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60.3 Cognitive Radio Based Communications

Perspective cognitive radio based communication architecture for the SG [3, 4] is
presented in Fig. 60.2. This architecture uses cognitive radio technology to enable
the communications infrastructure more economically, flexibly, efficiently and
reliably. Cognitive communications that operate in the unlicensed spectrum are
applied in the HAN to coordinate the heterogeneous wireless technologies. On the
other hand, cognitive communications that operate in the licensed spectrum are
applied in the NAN and WAN to dynamically access the unoccupied spectrum.

The HAN consists of a cognitive home gateway (CHGW), smart meters, sen-
sors, actuators, and other smart devices. It usually uses a star topology with either
wired technologies (e.g., PLC) or different wireless technologies (e.g., ZigBee,
Wi-Fi, etc.). In SG applications, the NANs collect energy consumption informa-
tion from households in a neighborhood and distribute them to a utility company
through WAN. Cognitive NAN gateway (CNGW) connects several CHGWs from
multiple HANs. The CHGWs are the data access points of the HANs to the outside
NAN, and they also act as the cognitive nodes located in the NAN. From the
technology point of view, the CNGW can be considered as the cognitive point of
attachment (PoA) to provide single-hop connection with CHGWs in a hybrid
access manner. The CNGW manages the access of the CHGWs and distributes
spectrum bands to them.

In the WAN, each CNGW is no longer a PoA, but a cognitive node with the
capability to communicate with the control center through unused frequency
space. This center is connected with cognitive radio base stations (CRBS) that are
dispersed over a large area (e.g., a city). In conjunction with the control center,
there is a spectrum broker that plays an important role in sharing the spectrum
resources among different NANs to enable their coexistence. In a large geo-
graphical distribution of NANs, several NGWs may not be within the geographic
area covered by base stations. These NGWs have to communicate in an ad hoc
mode to share unoccupied spectrum by them.

Fig. 60.2 Cognitive radio based communication architecture in the smart grid
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60.4 Heterogeneous Networks Integration to Coordinate
the Smart Grid Functions

Various communication technologies have been considered for implementing SG
[5–7]. The main communications component of the SG is the sensor network which
consists of a system of distributed nods that interact among themselves and with the
infrastructure in order to acquire, process, transfer and provide information extracted
from the physical world. The SM is the bridge between users’ behavior and power
consumption metering. Distribution management system (DMS) is required for
analyzing, control and provides enough useful information to the utility. The SG is
also composed of legacy remote terminal units (RTUs) that can perform sensor
network gateway functions acting as intermediate points in the medium voltage
network. The sensor network gateway is the bridge between the sensor network and
the back-end system. Therefore, it provides necessary interfaces to other sensor
nodes as well as interfaces to existing communications infrastructures.

Advanced metering infrastructure (AMI) consists of smart meters, data man-
agement, communication network and applications. Along with distributed energy
resource (DER) and advanced distributed automation (ADA), AMI as one of the
three main anchors of SG provides bidirectional communication between the
utility and meters installed in residences. Usually, geographic information system
(GIS) as well as consumer information system (CIS) contributes with tools and
important processes. The information recollected and processed by DMS must be
reported to a supervisory control and data acquisition system (SCADA).

Heterogeneous networks manage and collect information from established
intelligent electronic devices (IEDs) for control and automation purposes in real-
time. Thus, SG needs to communicate many different types of devices, with dif-
ferent needs for QoS over different physical media. The IEDs involved in these
processes can be situated in different locations due to the decentralized architec-
ture. As an example, electrical substation elements are connected to the substa-
tion’s Ethernet. As for sensors, they can be installed along electrical cables
communicated through wireless sensor standards (e.g., IEEE 802.15.4, IEEE
802.11s, etc.). Communications from the control center to energy meters and
between substations can be carried out over a high variety of broadband tech-
nologies such as Long Term Evolution (LTE), Worldwide Interoperability for
Microwave Access (WiMAX). Standardized, open information models and com-
munication services for all data exchanges are needed in the SG. Thus, SG will be
supported by a highly heterogeneous data network. Traditional wireless systems
use point-to-point or point-to-multipoint technologies. Wireless mesh networks
(WMNs) are an alternative to these topologies [8]. There are some reasons for it.
For example, it is easy to associate new nodes in the network thanks to the fact of
self-configuration and self-organization capabilities. Secondly, a WMN is a robust
system as there will almost always be an alternative path to the destination. Taking
into account the large scenario in which the SG is going to be deployed, different
technologies will be needed in order to cover all the area.
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60.5 Discussion and Conclusions

The success of the SG depends heavily on the communication infrastructure. In
different segments of a power grid, various communication technologies are
applied to meet the unique specific requirements. In a power transmission segment,
wired communications over power lines or optical cables are adopted to ensure
robustness of the backbone. However, in power distribution segment, both wired
and wireless communications should be considered. In order to achieve cost-
effective and flexible control and monitoring of end devices, efficient dispatching
of power and dynamic integration of distributed energy resources with power grid,
wireless communications and networking functionalities must be embedded into
various electric equipment. Capability of wireless networking among various
electric equipment is one of the key technologies that drive the evaluation of a
conventional power distribution network into a SG. Our survey summarizes the
current research status on wireless communications in the SG.

Different types of wireless networks are available, but which one is the suitable
for a SG, depends on the system architecture and varieties of communication
modules and links. The multihop networking is definitely necessary, as electric
equipment out of range of each other need to exchange information. First of all, in
order to simplify network organization and maintenance the entire environment
needs to be self-organized. Moreover, communications modules may pertain
heterogeneous nature in terms of coverage, computing power and power
efficiency.

WMNs are considered as important networking for SG. They can easily
integrate heterogeneous networks to fulfill different functions such as sensing,
monitoring, data collection, control and pricing. However, when mesh topology is
applied in SG wireless infrastructure, a few challenging issues still remains for
future research (e.g. routing, QoS mechanisms, security level, etc.).
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Chapter 61
Innovative Solutions for Energetic
Refurbishment of Historic Brick Buildings

Jurgis Zagorskas, Marija Burinskien _e, Gražvydas Mykolas Paliulis
and Jūrat _e Venckauskait _e

Abstract Building standards for energy effectiveness are increasing constantly
and market follows these changes by construction of new buildings in accordance
with standards and refurbishment of existing housing stock. Comprehensive trends
of European construction market show tremendous increase in building retrofit
works. It can be predicted that after this decade more than half of construction
works in European cities will be taking place in existing buildings, pushing the
construction of new buildings to the less important role. Such a growth in building
refurbishment works is creating a demand for suitable materials, retrofitting
techniques and research. The differences between refurbishment of new-build
projects and historical or valuable buildings are insufficiently recognized—mostly
the buildings without further cultural preservation requirements are studied. This
article covers the theme of refurbishment measures in the historical buildings—the
specific measures like inside insulation which is allowed due to the valuable
façade or other heritage preservation requirements. An overview of other inno-
vative methods for energy saving in existing buildings and their potential is given.

61.1 Introduction

Buildings are the localized tool of human activities; they support numerous
functional needs, express historic preferences, contemporary choices and future
visions of the population. As political, economic, and social contexts change, the
built environment keeps track of a location’s history: political collapses, wars, or
forced migrations [1]. In recent decades, the role of culture and history has often
become a driving factor in the process of urban regeneration. The focus on culture

J. Zagorskas (&) � M. Burinskien _e � G. M. Paliulis � J. Venckauskait _e
Department of Urban Engineering, Vilnius Gediminas Technical University,
Saul _etekio al. 11, LT-10223 Vilnius, Lithuania
e-mail: jurgis.zagorskas@gmail.com

A. Y. Oral et al. (eds.), International Congress on Energy Efficiency
and Energy Related Materials (ENEFM2013), Springer Proceedings in Physics 155,
DOI: 10.1007/978-3-319-05521-3_61, � Springer International Publishing Switzerland 2014

477



and history as factors in regional transformation has been particularly extensive in
response not only to competitiveness among cities but also to sustainability
requirements [2]. Creative cities are currently working on how to improve the
interaction between building regeneration, economic development and social
renewal in order to achieve more comprehensive development of the city [3–5].

Energy and sustainability are a hard challenge in building heritage, both the
technical solutions in order to solve impact of energy conservation and aspect of
conservation and maintenance of architectural heritage [6]. Energy efficiency and
architectural heritage of brick buildings are two controversial topics. It is impor-
tant to address these two issues so that obtained result can meet today’s require-
ments of energy efficiency and, at the same time, promote the preservation of
historic buildings for future generations [7]. Currently developed simulation and
visualization methods and measurement technologies can assist energy managers
at different stages of their activity and have the potential to achieve energy savings
on a large scale [7–9].

61.2 Co2olBricks Project

‘‘Co2olBricks—Climate Change, Cultural Heritage & Energy Efficient Monu-
ments’’ is a project that is looking for solutions to increase the energy efficiency of
historic buildings without destroying the historical value. The aims are to protect
their historic value as well as reduce their energy consumption.

The project has been granted under the ‘‘Priority1: Fostering Innovations’’ of the
Baltic Sea Region Programme 2007–2013. Co2olBricks project has started in
December 2010 and runs until December 2013. During this time it has a total budget of
4.3 million euro, 18 partners from 9 countries with 9 languages are working together.

The conservation of heritage, in particular of historical buildings, is a common
goal in the Baltic Sea Region. Due to the common identity in the Baltic Sea
Region it is very important to protect the historical buildings with their individual
characteristics which will preserve the attractiveness and competitiveness of the
cities around the Baltic Sea. Project aims to find solutions to combine the nec-
essary CO2 reduction targets with technically, administratively and historically
adequate approaches to heritage conservation. Especially the Baltic Sea Region’s
brick architecture in the former area of the Hanseatic League presents an excellent
possibility to find transferable methods and solutions.

61.3 Specifics of the Baltic Sea Region

Around 50 % of the existing buildings in the Baltic Sea Region were built before
1970 and have lower energy efficiency and higher GHG emissions than modern
buildings. Existing older buildings have a very low thermal standard compared
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with today’s requirements—the energy consumption for heating is usually two and
more times greater than in modern buildings built from the year 2000. E.g. in
Denmark average energy consumption for heating of modern houses (constructed
after 2000) is *100 kWh/m2 per year and less and in the houses built before 1980
it is *200 kWh/m2 per year and more [10]. In less economically developed Baltic
Sea Region countries these numbers vary even greater—the difference is up to 3
times, because the old buildings are retrofitted very slowly and most of them are
still waiting for energy saving measures to be applied.

In cities of Baltic Sea Region among other historical tracks the traces of
Hanseatic League clearly denominate. The ‘‘German Hanse’’ greatly influenced
development of Baltic Sea Region towns starting from XIV century leaving
footprint of characteristic red brick buildings in the cities of most Baltic Sea
Region countries [11].

Each historic building usually has its own specifics, but some general state-
ments can be made about historical brick buildings in Baltic Sea Region:

• in the Baltic Sea Region most of historic buildings were built from bricks.
• the standard Baltic Sea Region historic building is 3–7 storey high;
• it usually has 45–90 cm thick solid brick wall, with outer walls and inside

construction bearing wall also used for ventilation and smokestack;
• it usually has wooden ceilings and roof construction;
• the roof is usually covered with traditional tiling and has to have at least 35�

incline.
• Baltic Sea Region is colder climate zone and the windows were traditionally

small. Usually the biggest energy losses happen in the roof and walls.

61.4 The Most Effective Measures in Historic Buildings

In refurbishment process of historic buildings the compromise between payback
period, comforts level, and preservation of historic authenticity of the building.

The energy consumption for heating and cooling the inside takes around 45 %
of the energy consumed in buildings. Other great energy loses happen in heating
the water, lights and electronics.

Energy efficiency can be greatly improved without touching the building con-
struction—through optimization of the performance of the building envelope and
intelligent operation and management of HVAC (Heating, Ventilation and Air
Conditioning) system [12–14], changing the doors and windows, improving
building air tightness, etc.

Co2olBricks project experts have made the list of most effective measures in
energetic refurbishment of historic brick buildings (Table 61.1).
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The most effective energy effectiveness measures for historic buildings can be
grouped in three categories:

1. Improving energy use for heating devices:

• Improving heat production/boiler—modern heating system can increase
heat production effectiveness and decrease energy consumption for heating
by 40 %.

• Installing heat pumps—can save up to 30 % of heating energy, or up to
10 % of overall energy use in historic building.

• Infrared heating—radiant heating can be used in huge spaces, where great
energy savings can be achieved because of local heat spot.

2. Increasing energy effectiveness of building envelope:

• Post-insulation of roof and sloped ceilings—up to 42 % of heat is being
transferred throw the roof of the building, therefore roof post-insulation is
essential step in increasing energy effectiveness of existing building.

Table 61.1 The most effective measures for energetic refurbishment of historic brick buildings
in Baltic Sea Region

Number Possible energy
savings, % from total
energy use in building

Energy saving measure Comments on applicability
and other

1 17 Improving heat production/
boiler

Costly

2 15 Heat pumps Costly
3 15 Post-insulation of roof and

sloped ceilings
Costly, usually needs

subsidizing
4 14 Post-insulation of exterior wall

(from inside)
Costly, usually needs

subsidizing
5 11 New windows or energy

efficient secondary glazing
on windows, shading the
windows

Easily applied, short
payback period

6 8 Increasing building airtightness Very easily applied, short
payback period

7 Increase of comfort,
installed with 2a

Regulated ventilation system Costly

8 7 Energy effective modern
lighting system

Very easily applied, short
payback period

9 3 Post-insulation of cellar ceiling,
cellar walls

Costly, usually needs
subsidizing

10 2 Home automation and smart
applications

Moderate, small savings

11 Up to 30 Infrared heating Can be applied and help to
save energy only in
special cases (i.e.
churches)
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• Inside post-insulation of exterior wall—post-insulation of outer walls is the
most challenging energy effective measure for historic building. The retrofit
of interior insulation is commonly implemented to improve energy per-
formance of these buildings, while maintaining their historic exterior
appearance.

• Post-insulation of cellar ceiling, cellar walls—studies have shown that floor
insulation provides a very small part of the total heat gains in comparison
with roof and exterior wall insulation. However, if floor modification or
reconstruction is planned the opportunity to improve the efficiency of it
should be used.

• New windows or secondary glazing on windows, shading the windows.
• Increasing building airtightness and installing regulated ventilation sys-

tem—air tightness is the fundamental building property that impacts infil-
tration. Due to poor air tightness in historic buildings heat loss increases up
to 40 %. Reducing the fresh air inflow leads to the necessity of ensuring a
comfortable indoor climate for the users of a building and for the preser-
vation of the building. In order to ensure the comfortable indoor climate, the
recommended air change per hour (ACH) should be 0.5 l/h.

3. Other technical measures:

• Heat recovery systems—the thermal efficiency of systems with heat recov-
ery is between 50 and 90 % and annual efficiency between 60 and 95 %.

• Energy effective modern lighting system—lights use around 11 % of energy
in historic building and it can be greatly reduced by using modern light
bulbs and LED.

• Central control of electrical components—electronic devices consume
around 7 % and lighting up to 11 % of energy used in houses and it can be
greatly reduced by automation systems.

61.5 Conclusions

• There is a lack of understanding of historic building performance in industry
and in policy, and a lack of connection between good research, standards,
certification processes, guidance and practice.

• Most effective energy saving measures in historic buildings are improving heat
production/boiler, installing heat pumps, post-insulation of roof and exterior
wall, together these can increase energy effectiveness of old building by 60 %,
but these measures are costly and complex to install.

• Among easily affordable measures, the most effective are new windows,
increasing building airtightness and modern lighting system, but with these
measures total energy saving can be only up to 18 %. However these are the
most popular measures.
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• Infrared heating can be used in huge spaces, where great energy savings can be
achieved because of local heat spot.

• Some measures have to be implemented together (i.e. increased airtightness
usually must be supplemented by mechanical ventilation system)

• Use of combination of measures can change the effectiveness of other measures
• Theoretical calculations usually tend to be slightly optimistic, the real energy

saving usually happens to be less than theoretical by 10–15 %.
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