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Abstract. In recent years, the multimedia streaming technology becomes
increasingly mature, and as network bandwidth and computing power of
personal hand-held devices are developed; therefore, it leads the require-
ments for multimedia quality increased. In order to provide the quality
multimedia content to numerous users, how to divide the loading of con-
tent servers to improve the streaming quality is an important challenge.
As the concept of multimedia cloud network is formed, how to allocate
multimedia streaming service to the nodes in the media cloud network
is discussed in this paper. This study designs H.264/SVC streaming ser-
vice at the media cloud computing center, with the video most suitable
for client-side quality provided based on H.264/SVC features (temporal
scalability, spatial scalability, and quality scalability) and network band-
width. In addition, the loading balance and communication mechanisms
between nodes are discussed, where the best node is selected by the eval-
uating node, client-side bandwidth and computing power, for determin-
ing the appropriate video streaming path that is used to provide quality
multimedia streaming service. According to the experimental results, the
bandwidth prediction error rate for general multimedia network stream-
ing service can be maintained at about 6 %, while the utilization rate of
various nodes of the multimedia cloud computing center is maintained in
a balanced state during the period of executing multi-streaming service.

Keywords: Adaptive multimedia streaming · H.264/SVC · Cloud com-
puting center

1 Introduction

As the internet and hand-held devices have rapidly developed, the smart phone
with its multimedia related services become more and more popular. In order
to provide users with the best video quality, highly compressed video formats
are presented in succession. With fixed network streaming resources, almost all
current streaming mechanisms use the unicast mode to transfer video of specific
quality, as required by each user. However, the working efficiency of video servers
is very likely to decrease as the number of users rapidly increases, thus, the needs
of all users cannot be met [1–3].
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In general cases, in order to meet user requirements, the video server side
stores massive video data, including many kinds of video, and the same video
data can be subdivided according to quality, thus, the data volume is very
large and consumes a lot of storage resources. In addition, the server must act
as streaming server to transfer videos to appropriate users, so the computing
resource is more critical [4]. As network bandwidth rapidly develops and the
computing power of the PC increases, all computers are able to be a computing
node in a network, resulting in the formation of a cloud computing architecture,
where available nodes in the network are managed for data storage and video
streaming, thus, reducing the working load of specific servers [5–7].

This study discusses a new coding technique H.264/SVC, which uses Inter
Layer Prediction so the file size after coding is greatly reduced, and the play qual-
ity of video is determined by packet analysis/filtering. This study uses the cloud
computing mechanism and manages the resource of computing nodes in a media
cloud for specific nodes to execute storage and streaming of video data, and
dynamically evaluate the network bandwidth conditions and computing power
of the nodes in the media cloud, and uses an Index Node to select storage and
streaming nodes, thus, providing users with the best viewing quality and using
the resources in the media cloud most efficiently. The contributions of this study
are, as follows:

1. Construction of an H.264/SVC analyzer and decoder.
2. Construct management and communication mechanisms for nodes in a mul-

timedia cloud.
3. User side bandwidth prediction model.
4. Computing resource balance in a media cloud and a dynamic node selection

mechanism.

2 Related Work

This section briefly provides an outline of multimedia cloud computing and rel-
evant studies, which can help readers outside the specialty of the article to
understand the paper structure.

2.1 Multimedia Cloud Computing

For the multimedia services of cloud computing, the cloud center must provide
an efficient, flexible, and scalable data processing mode, in order to provide a
solution for user requirements of high quality and diversified multimedia [8,9].
On the other hand, with the popularization of smart phones and wireless net-
works, users are no longer limited to home network services, and they can obtain
multimedia information and easily enjoy ubiquitous network services by using
mobile devices. However, the present mobile streaming service has a bottleneck
bandwidth and different requirements for device performance, cloud computing
provides multimedia content suitable for a terminal unit environment, which
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further considers the overall network environment and dynamically adjusts the
transmission frequency of both sides and multimedia transcoding, thus, avoid-
ing waste of overall network bandwidth and terminal equipment power [10,11].
The theses [12,13] designed a due management architecture control module for
a Multimedia Content Cloud. Therefore, many studies have proposed a series of
opinions on Cloud management design.

The ideal cloud computing multimedia encoding and decoding can double
the efficiency of multimedia services, and there are usually three major services
in a Cloud.

– Multimedia file information analysis function.
– Multimedia Codec decoding service.
– Terminal connection network quality state analysis function.

There is usually data dependence problems when decoding frames in a mul-
timedia format; taking the decoding processes of H.264/SVC as an example,
the frames can be divided into I frame, P frame, and B frame. The P frame
is decoded by referring to the picture data of I-Frame of GOP (Group Of Pic-
tures), and B frame refers to picture data other than I frame and P frame. The
scalability of H.264/SVC can be divided into temporal scalability, spatial scala-
bility, and quality scalability. Therefore, a standard H.264/SVC decoding process
can be approximately divided into entropy decoding (ED), inverse quantization
and inverse transform (IQ/IT), intra or inter prediction (PPC), and deblocking
(DF). Therefore, many studies configure a module for each processor according
to the concept of dispersal to a cloud center for computing powerparallel process-
ing according to the decoding process [14,15], thus, as the processors share the
processing load, processing is accelerated. The advantage of this mechanism is
to eliminate data dependence simply and efficiently; however, its defect is that
the distribution of modules is limited to the quantity of assigned tasks in cloud
computing.

3 Proposed Center Architecture

This chapter introduces the proposed H.264/SVC based multimedia cloud ser-
vice architecture model, which aims to provide users with real-time and high
quality videos. Based on the layered coding architecture of SVC and the ana-
lytical separation of bit stream, the nodes in a media cloud are divided into
Index Node, Content Node, and Streaming Node, in order to solve the excessive
loading on traditional multimedia servers. In order to handle the requirements of
numerous users, the traditional multimedia servers must have on-line manage-
ment, data storage, and media streaming, with simultaneous functions, and if
the server-side cannot dynamically assign users to nodes with better bandwidth,
the overall streaming service quality will decline. Therefore, when bandwidth
loading for streaming video quality is dynamically distributed to various nodes
in the media cloud in order to balance the loading on the nodes, the overall
streaming efficiency can be greatly increased.
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Fig. 1. The architecture of adaptive multimedia cloud computing center

3.1 Center Components

The center structure proposed in this study is shown in Fig. 1; there is one index
node and multiple content nodes and streaming nodes in the media cloud, and
their functions are described below. Index node, it records the dynamics of all
nodes in the media cloud, including the registration and departure of nodes,
records the type and IP information of nodes, and actively sends inquiry or
control commands to the content and streaming nodes; Content node stores
specific media segments. When a new video is added in the media cloud, it is
separated into multiple segments, and dispersed for storage in multiple content
nodes in the media cloud, thus, avoiding all the streaming nodes accessing the
same video content node, which causes bandwidth bottlenecks; Streaming node
is the node that streams video to users according to the layering characteristic
of H.264/SVC; the streaming node captures specific video segments from the
content node according to the user request to the index node for video, and then
refers to the bandwidth of the streaming node and the lowest bit rate for playing
the video segments in order to determine the level of video streaming to the user.

3.2 Center Operation Flow

This chapter introduces the practical process of center operation, and further
introduces the command communications among the different nodes and the
data transfer direction. As mentioned in the previous chapter, the index node
records the operating state and information of all the nodes in the media cloud.
Therefore, all command transfers must be actively sent and executed by the
index node. Figure 2 shows the center operation flow.

First, when the client-side wants to view a video, it sends a video request
to the index node, the corresponding instruction is step 1, Request Content.
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Fig. 2. The center operation flow

When the index node receives the request from the client-side, a series of Load-
ing Balance mechanisms begin, and the index node sends information inquiring
about the availability of video content to all content nodes in the media cloud,
as step 2, Check Available Content. As mentioned in the previous chapter, a
complete video is separated into multiple segments before it enters the media
cloud, for storage in various content nodes of the media cloud. This step checks
which nodes contains the video segments to be played, and then determines
which content nodes have the requested video segments.

Afterwards, the index node sends a request inquiring about bandwidth to
the streaming node, as step 3, Check Bandwidth, the index node sends inquires,
one by one, to all the streaming nodes in the media cloud regarding bandwidth
for the client-side, and then reports to the index node. Then the index node
sends request inquiries about bandwidth to the screened content nodes. Finally,
the values are fed back to the index node. Step 4 inquires about the hardware
resource information of each streaming node in order to determine the work
loading of each streaming node, and rearranges the evaluation of the equilib-
rium stock. After the aforesaid four steps, the results are handed to the loading
balance model to evaluate the overall network and select nodes. Practical con-
tent capture, analysis, separation, and streaming are conducted after the Loading
Balance Mechanism. In step 5, the index node commands the selected streaming
node to set the streaming quality level, shown as Set Parameters in the figure.
The index node transfers the selected content node as a parameter to the stream-
ing node, which downloads a content based on the information, shown as step 6,
Download Content, to the streaming node, and then analyzes and separates the
content according to the given parameters in the Set Parameters command. Due
to the layering characteristic of H.264/SVC coding, the packets can be separated
according to the information stored in the NAL Header. Finally, the streaming
path is fed back to the index node, which feeds the streaming address back to
the client-side.
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3.3 Loading Balance Model

The loading balance model which aims to render the work load of all the nodes in
the media cloud consistent is discussed in this section, while providing the client-
side with better streaming quality. The loading balance model contains 1: a pre-
diction model for the bandwidth of streaming node for the client-side; and 2: the
selection and balancing mechanism of the streaming and content nodes.

Prediction Model for Client-Side. The authenticity of bandwidth has a
significant influence on bandwidth prediction, as it must depend on substan-
tive historical data, and the self-designed mathematical model is used to predict
future bandwidth. Therefore, the filing and authenticity of historical data sig-
nificantly influence the accuracy of the overall bandwidth prediction model. In
order to implement the client-side bandwidth prediction model of a streaming
node, this study analyzes and predicts the bandwidth results measured at vari-
ous endpoints. First, the video segment length is set as n seconds, and separated
into m segments, during the play of No. 0 segment, the quality level of No. 1
video segment must be determined; therefore, this study sets every k seconds as
a data group, which are analyzed and polynomial regression is used to calculate
the regression polynomial curve in order to predict the data distribution pattern
of data points. The polynomial regression is defined as Eq. 1, where ε is an error
constant.

y = a0 + a1x + a2x
2 + · · · + amxm + ε (1)

According to the polynomial regression curve deduced from Eq. 1, extend the
data into multidimensional data distribution, where the polynomial curve can
be expressed, and the data distribution pattern is identical to Eq. 1. Express the
distribution of polynomial curves of multidimensional data in a matrix form, as
Eq. 2. Finally, the simplified results can be expressed in vector form, as Eq. 3.
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The polynomial regression curve, as deduced from the previous data group,
can be used to predict the data of the next data point in order to determine
the value of An; use the polynomial curves obtained from An−1 ∼ An−5 in the
X-coordinate of An to obtain a corresponding Y value, which is the predicted
bandwidth, and the mathematical expression. However, as An is a value calcu-
lated by the mathematical model, and not a measured value, a second revision
is required, as shown in Eq. 4. We can average the An est obtained from poly-
nomial regression and the An rel of a real bandwidth measuring device in order
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to obtain the new value, An rev. Finally, An rev is substituted in another regres-
sion prediction curve to continuously revise the regression prediction curve for
accurate prediction.

An rev = αAn est + (1 − α)An rel

= αf(An−1, · · · , An−5) + (1 − α)An rel

(4)

Selection and Balancing Mechanism of Streaming Nodes. The funda-
mental purpose of the loading balance model is to render the Work Loading
of all the nodes in the media cloud consistent, while providing the client-side
with better viewing quality. Therefore, the index node considers the present
state of the streaming node, including the bandwidth of the streaming node of
the client-side, the computing power of the streaming node and the bandwidth
of the content node for the streaming node, with the operation architecture as
shown in Fig. 3.

Fig. 3. Selection model of loading balance

The bandwidth of the streaming node for the client-side is the first position
considered, as the fundamental purpose of the overall streaming center design is
to provide users with better viewing quality, and the balance of the nodes is the
second consideration. First, the index node selects the best three nodes for the
client-side bandwidth from the media cloud, in descending order, and defined as
MaxBW1 and MaxBW2, and Ration defined as Eq. 5. If Ration is greater than
bandwidth gap (defined α), meaning MaxBW1 is far larger than MaxBW2, and
the function of Check Computing Time is directly conducted in order to ensure
the node fulfills the work within the determined time.

Ration = MaxBW1/MaxBW2 (5)

When the bandwidth ratio of more than two nodes in the media cloud of the
client-side is less than gap, the second round of judgement must be conducted
according to the work load of the streaming node. However, as the streaming
nodes have different hardware specifications and computing power, using only
the CPU utilization rate to determine the work load of the nodes will result
in errors to some extent, thus, the hardware specifications of nodes must be
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calculated to judge the actual work load of the nodes. Another factor influencing
the computing time is the bandwidth of the content node for the streaming node.
This study uses the same streaming node selection mechanism as the loading
balance model, where two better content nodes are selected for the streaming
node bandwidth, and calculated at Ration. If Ration is greater than gap, the
total computing time is validated. If the total computing time is longer than
the predetermined time, which does not meet center requirements, this node
shall be abandoned. If the Ratio1−2 is less than gap, meaning the two content
nodes have similar bandwidths, the center selects a content node at random, and
validates the total computing time, and finally, the selection of the content node
is confirmed.

When the streaming node and content node are selected, the data transmis-
sion path is determined, the index node transmits the result to the streaming
node, and the streaming node captures the video from a specific content node,
according to the path given by the index node, and analyzes and separates the
video according to the user’s bandwidth. Finally the video is streamed to the
client-side, and the operation of the loading balance model is complete.

4 Test Results and Analysis

This study validated the bandwidth prediction model of a streaming node for the
client-side, and the selection and balancing mechanism of the streaming node,
as proposed in Chap. IV, the bandwidth prediction model calculates the error
rate defined as Eq. 6.

Err = |Best − Brel| /Brel (6)

In the case of varying bandwidths, and determines the precision of the band-
width prediction model according to the Average Delay Time of the video on
the client-side. The selection and balancing mechanism of the streaming node
evaluates overall efficiency according to the time belt average service rate of each
node, and analyzes the usability of the balancing mechanism by calculating the
utilization rate and standby time of each node.

4.1 Error Rate and Video Average Delay Time of Bandwidth
Prediction Model

As the bandwidth prediction model uses polynomial regression to obtain the
bandwidth prediction curve, the denser the samples, the closer the prediction
curve to the actual value. There is usually a rapid buffer in the transmission
of massive files in a network, thus, the bandwidth transmission becomes stable
after a period of time; therefore, the bandwidth measuring device requires time
in order that the measured data can approximate to the bandwidth values of the
network. Therefore, the sampling time and bandwidth measurement time must
be balanced.
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Table 1. Error rate of bandwidth estimation

Interval (s) Limited band (Kbits) Measured band (Kbits) Error rate (%)

2 400 688 72
2 800 1032 29
4 400 412 3
4 800 826 3.25
8 400 405 1.25
8 800 815 1.875

10 400 405 1.25
10 800 810 1.25
20 400 402 0.5
20 800 807 0.875

Therefore, this paper analyzed the accuracy rate corresponding to the band-
width measurement time. The analytic procedure is described below. Two band-
width limits were set at 400 Kbits and 800 Kbits, with measurement intervals of
2, 4, 8, 10, and 20 s, the bandwidth was measured by the bandwidth measuring
device under two speed limits, respectively, and their error rates were calculated.
The test results are shown in Table 1.

According to the results, the error rates of the values measured by the band-
width measuring device, at measurement intervals of two seconds, are as high
as 72 % and 29 %, respectively, and the error rate is lower than 5 % when the
measurement interval is larger than four seconds, thus, the bandwidth measure-
ment interval is selected as four seconds. Meanwhile, the bandwidth prediction
model proposed is used, with four seconds defined as the measurement inter-
val, and using 20-second video segments as the examples, thus, five data can be
measured, and a data group can be formed. The polynomial curve is predicted
using the data of the data group, and the bandwidth for playing the next video
segment can be predicted.

The delay time of each segment is calculated by Eq. 7. The client-side has a
Timer, which begins counting when No. 0 segment begins to play; TER represents
the real time when the video segment ends, the TES represents the scheduled
time that the video segment ends, TSR represents the real time when the video
segment starts, and the TSR represents the scheduled time when the video seg-
ment starts, not counting the delay time of other videos, thus, the delay of a
single video can be independently analyzed.

Tdelay = (TER − TES) − (TSR − TSS) (7)

4.2 Analysis Results of Bandwidth Prediction Model

This chapter records the predicted values of an actual bandwidth prediction
model measured by a bandwidth measuring device according to the real center
operation results with varying bandwidths. In this test, the conditions when the
bandwidth increases or decreases suddenly are tested, the initial bandwidth is
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Fig. 4. Streaming bitrate of different bandwidths

limited to 300 Kbits, and the bandwidth is changed to 250 Kbits when playing the
seventh video segment. The schematic diagram is shown in Fig. 4. The bandwidth
prediction value, actual bandwidth value, error rate, and single video delay time,
are recorded. The purple curve represents the values measured by the bandwidth
measuring tool, and the cyan represents the bandwidth values predicted by the
bandwidth prediction model. The data results are further discussed below.

In this experiment, No. 0 segment to No. 6 segment are limited to 300 Kbits,
and this speed is adjusted to 250 Kbits from the seventh segment, as shown in
Fig. 4. The error rate between the bandwidth prediction value and actual value
of the seventh segment is 20 %, meaning the index node selected the wrong
video level with a delay time of 2.13 s; however, the bandwidth prediction mech-
anism immediately corrected it. The error rates of the eighth and ninth video
segments decreased to 5.8 % and 5.9 %, respectively, and the video delay was
greatly reduced.

4.3 Analysis Results of Selection and Balancing Mechanism
of Streaming Nodes

This chapter analyzes the node selection and node load under the streaming
condition of an actual multi-node. In order to simplify the testing environment,
the media cloud architecture is simplified, and includes an index node, a content
node, and two streaming nodes. The actual node selections and load conditions
are analyzed for two streaming nodes and two client-sides, with different band-
widths. This study analyzed the node load with two client-sides. In terms of
hardware, this study used a CPU with improved computing power for Node
Four, and used the worse CPU for Node Five. In terms of bandwidth, Case 1:
the bandwidth of Node 4 is limited to 600 Kbits, and the bandwidth of Node 5
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Table 2. Analysis streaming section for balancing mechanism Case 1

N4 300 Kbits & N5 600 Kbits
Seg CPUN4 CPUN5 SecC1 LevC1 SecC2 LevC2

0 7.22 10.38 4 3 5 3
1 52.16 7.31 4 3 4 3
2 68.32 6.56 4 3 4 3
3 72.18 10.32 4 3 4 3
4 65.66 5.56 4 3 5 2
5 32.77 67.32 4 3 5 2
6 38.14 71.93 4 3 4 3
7 74.13 22.56 4 3 5 3
8 44.38 68.13 4 3 5 3
9 56.59 63.32 4 3 5 3

10 56.39 78.12 4 3 5 3
11 66.53 85.12 4 3 5 2
12 43.88 71.55 4 3 4 3
13 51.38 66.57 4 3 5 2
14 39.18 78.15 4 3 5 3
15 62.23 69.88 4 3 4 3
16 67.85 21.72 4 3 4 3

Avg 50.27 47.03

is limited to 300 Kbits. Case 2: the bandwidth of Node 4 is limited to 300 Kbits,
and the bandwidth of Node 5 is limited to 600 Kbits. The video play is tested,
and the test results are shown in Tables 2 and 3.

According to Table 2, when two client-sides compete for bandwidth, the avail-
able bandwidth of each client-side obviously decreases; therefore, when two stream-
ing nodes have similar bandwidths, the center adjusts the nodes according to the
center load, and transfers the bandwidth demand centered in Node Four to Node
Five. Finally, the measured center average load is 50.27 % and 47.03 %, respec-
tively, which was obviously increased as compared with the single client-side.

With the test results in Table 3, when bandwidth limitations are interchanged,
it is obvious that the nodes are allocated to Node Four and Node Five, because
although the center judges that Node Five has better bandwidth, once the node
is occupied, the center load of Node Five obviously increases, thus, the center
assigns the video request of the second client-side to Node Four, as it has better
computing power. The test results show that the average loads of Node Four
and Node Five are 45.81 % and 63.64 %, respectively.

Based on the above test, with the operation of the balancing mechanism, if a
node with strong computing power is provided with better bandwidth, the center
will allocate most requests for videos to the node with the stronger capability.
On the contrary, if a node with weak computing power is provided with better
bandwidth, the center will allocate requests for videos to the nodes in the media
cloud.



Adaptive Multimedia Cloud Computing Center Applied 25

Table 3. Analysis streaming section for balancing mechanism Case 2

N4 600 Kbits & N5 300 Kbits
Seg CPUN4 CPUN5 SecC1 LevC1 SecC2 LevC2

0 2.88 7.52 5 3 4 3
1 58.34 75.41 5 3 4 3
2 61.13 69.85 5 3 4 3
3 63.99 78.15 5 3 4 3
4 63.18 76.88 5 3 4 2
5 54.18 67.32 5 3 5 2
6 52.96 72.79 5 3 4 3
7 49.86 66.13 5 3 4 3
8 51.33 71.16 5 3 4 3
9 38.41 69.32 5 3 4 2

10 44.62 62.58 5 3 4 3
11 65.39 78.55 5 3 4 1
12 66.51 79.23 5 3 5 3
13 15.32 89.16 5 3 4 2
14 48.93 68.15 5 3 4 3
15 49.52 69.47 5 3 4 3
16 38.12 61.23 5 3 4 3

Avg 48.51 63.64

5 Conclusion

This study designs a video quality scalable streaming mechanism for the media
cloud computing center, and constructs communication and management mech-
anisms for the media cloud, including the construction of a bandwidth measure-
ment center and load monitoring mechanisms for nodes of specific purposes, and
designs a balancing mechanism for node resources in the media cloud. During
test and analysis, we discussed the error rate and client-side delay time of a
bandwidth prediction model with varying bandwidths, and analyzed the actual
operational effects of the multinode balancing mechanism.
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